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Preface

This volume contains the papers presented at ICCBR 2011: 19th International
Conference on Case-Based Reasoning (http://www.iccbr.org/iccbr11/) held dur-
ing September 11–14, 2011 in Greenwich, London. There were 67 submissions.
Each submission was reviewed by at least three Program Committee members.
The committee decided to accept 32 papers following a highly selective process.
Of these papers, 22 were selected for oral presentation and 10 papers for poster
presentation. Each submission was identified as fitting either the technical or
applied stream and judged using the following criteria: relevance, significance,
originality, technical quality and clarity. Scientific research formed the basis of
judgement for technical paper significance and the social, economic or other com-
mercial impact formed the basis of judgement for applied paper significance. The
program also contained three invited talks which are included in this volume.

The International Conference on Case-Based Reasoning (ICCBR) is the pre-
eminent international meeting on case-based reasoning (CBR). Previous IC-
CBR conferences have been held in Sesimbra, Portugal (1995), Providence, USA
(1997), Seeon Monastery, Germany (1999), Vancouver, Canada (2001), Trond-
heim, Norway (2003), Chicago, USA (2005), Belfast, UK (2007), Seattle, USA
(2009) and most recently in Alessandria, Italy (2010).

Day 1 of ICCBR 2011, Industry Day, provided hands-on experiences of using
CBR in cutting-edge applications (e.g., a lessons learned system for the UK
Health & Safety Laboratory, the History of 12 CBR systems at General Electric,
CBR applications at the German Association of Machinery Manufacturers and
a service report-based CBR approach to machine diagnosis). A key highlight
was the invited talk on the Watson question answering system presented by
William Murdock from IBM. This talk discussed how structure mapping (an
algorithm originally developed for analogical reasoning) is applied to determine
similarity between content in questions and passages. Another highlight was the
third Annual Doctoral Consortium (DC) event which involved presentations by
11 research students in collaboration with their respective senior CBR research
mentors. Day 2 featured topical workshops on CBR and the computer games
industry, CBR and augmentation, different forms of CBR including process-
oriented, cognitive and human-centered forms. These were complemented with
the popular full-day live computer-cooking contest workshop with a new focus on
adaptation and an open-feature challenge. Days 3 and 4 comprised presentations
and posters on technical and applied CBR papers, as well as invited talks from
two distinguished scholars: Kris Hammond, Northwestern University and Steffen
Staab, University of Koblenz-Landau. Kris Hammond explored how the CBR
core view of “Reasoning as Remembering” can be transformed into “Reasoning
as Search” to enable the integration of Web resources within two CBR systems.
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Steffen Staab, in his talk, discussed the role of similarity metrics for reasoning
with ontologies and the resulting integration challenges therein.

The presentations and posters covered a wide range of CBR topics of inter-
est both to practitioners and researchers, including CBR methodology covering
case representation, similarity, retrieval, and adaptation; provenance and main-
tenance; recommender systems; multi-agent collaborative systems; data mining;
time series analysis; Web applications; knowledge management; legal reasoning;
healthcare systems and planning systems.

Many people participated in making ICCBR 2011 a success. Miltos Petridis,
University of Brighton, UK, served as Conference Chair, with Nirmalie Wiratunga,
Robert Gordon University, UK, and Ashwin Ram, Georgia Institute of Technol-
ogy, USA, as Program Co-chairs. We would especially like to thank Belen Diaz
Agudo, Complutense de Madrid, Spain, and Amelie Cordier, University Claude
Bernard, France, for serving as Workshop Coordinators and Ian Watson, Uni-
versity of Auckland, for chairing Industry Day. We wish to thank David W. Aha
for organizing the valuable doctoral consortium and seeking conference support
funds for this event from the Office of Naval Research Global (ONRG). We are
very grateful for the generous support of the sponsors of ICCBR 2011: Attensity
for student bursaries in support of the computer cooking contest and to Amelie
Cordier for organizing the contest; the University of Greenwich for administra-
tion and local area support and the British Computer Society for helping with
registration packs.

We thank the Program Committee and all our additional reviewers for their
thoughtful and timely participation in the paper selection process. We acknowl-
edge the time and effort put in by the members of the Local Organizing Com-
mittee at the University of Greenwich, including all student helpers and in par-
ticular Liz Bacon, our Local Chair. Finally, we appreciate the support provided
by EasyChair in the management of this conference and thank Springer for its
continuing support in publishing the proceedings of ICCBR.

September 2011 Ashwin Ram
Nirmalie Wiratunga
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Reasoning as Search:  
Supporting Reasoning with Distributed Memory* 

Kristian J. Hammond 

Northwestern University, 
Department of Electrical Engineering and Computer Science, 

2133 Sheridan Road, 
Evanston, IL 60208 

Abstract. The central idea behind Case-Based Reasoning has always been the 
notion that reasoning can be supported using memories of past problem solving.  
One bottleneck in this work has often been the development of case libraries 
needed to support this reasoning rather than the transformation of the cases 
themselves. In much of our work, we have taken an approach in which we treat 
web-recourses as the distributed knowledge engineering that can be integrated 
into memory- or case-based reasoning systems.  We have been working on  
how we can take the core view of “Reasoning as Remembering” and transform 
it into “Reasoning as Search”.  The primary issues in this work are how to  
map problem-solving or task needs onto the queries required to find initial 
candidates, filter those candidates for relevance and then manage the 
exploitation of the results.  I will outline how we have done this in two systems 
we have built recently, News at Seven and Baleen, systems that track the world 
of social media, news and the Web to support narrative generation. 

Keywords: Case-based reasoning, CBR, narrative generation, search, 
intelligent information systems, dynamic memory, memory-based reasoning. 

1   The Problem 

One of the most persistent issues in Case-Based Reasoning (CBR) has been the need 
for robust case libraries that can used to support reasoning. In much the same way that 
rule-based systems were hampered by the need to build up domain level rule sets, 
CBR has been throttled by the need for large scale case bases. 

There are many ways to address this problem that range from the use of existing 
libraries that were created for other reasons to the incremental learning of these 
libraries from completed problem solving exercises or the manual production of the 
cases needed to support a given system.    

In most instances, the libraries and the languages that are used to represent cases 
within them are usually highly structured. Likewise, the queries that are used to 
                                                           
* Some of this material is based upon work supported by the National Science Foundation 

under Grants No. III-0917261 and 0535231.  Any opinions, findings, and conclusions or 
recommendations expressed in this material are those of the author(s) and do not necessarily 
reflect the views of the National Science Foundation. 
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access them are also usually highly structured and aimed at getting those and only 
those cases that are genuinely relevant to the problem at hand. 

There are exceptions, but in general, there remains an ongoing need for the 
production of extensive, high quality and robust case-libraries that are both well 
structured and welled indexed. 

Much of the work we have been doing over the past few years has been aimed at 
trying to find ways in which reasoning can be supported in the absence of these 
requirements. 

2   The Opportunity and Challenge 

One approach to this problem is to step back from the dual assumptions that case 
libraries have to be associated of a single point of view, problem solving approach or 
even system and that they have to be well organized or structured.  That is, shift 
perspective towards repositories that are the product of the distributed submission of 
information where there is little, if any, control over the structure of the items 
submitted. Which is to say, use the Web. 

The opportunity here is that there is an ever-growing mass of information online 
that can be minded if you know exactly what you are looking for and know how to go 
about doing so.  This information is accessible using search tools that have been tuned 
for the retrieval of the most relevant content given a specific query.   

The challenge, of course, is that this “information” is not information at all, but 
instead unstructured free text that is only informative when processed either by 
humans who know something about what they are reading or by systems that have 
similar knowledge. And while there are many both commercial and openly available 
tools for doing web search, many are tuned for goals and needs that are very different 
than those of a case-based reasoning system. 

The ultimate challenge is to find a way to look at different tasks from the point of 
view of information retrieval, the trade-offs between precision and recall and support 
of the kinds of modifications that have to be performed if we are to actually used the 
”cases” that are found through search.   

In order to deal with this challenge, we decided to focus on content generation as a 
task in general.  This focus provided us with mechanisms for characterizing the goals 
and needs of our systems in terms of lexically based search along with a framework 
for doing syntactic and lexical manipulation of cases to fit the generation needs of a 
system. 

3   Filling in the Narrative: News at Seven 

News at Seven is a fully automated approach to creating broadcast news.  Starting 
with a set of user preferences, the system finds relevant stories, edits these stories for 
broadcast presentation, uncovers relevant background visual materials (e.g., videos 
and still images), and augments the primary text using sources such as blogs and other 
commentary found on the Web.  These resources are then used to drive the 
construction of new material that is, in turn, used to control a set of animated 
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characters who reside in a virtual “performance world” we have created for them.  
The final output of the system is an online Flash presentation that uses animated 
avatars with generated speech and is modeled after traditional nightly news 
broadcasts. The system is robust, scalable, and highly flexible. 

News at Seven can be used to generate a variety of program styles or dynamics, 
with specific anchor activities and interactions including traditional news but also 
entertainment stories (in an “Access Hollywood” style) and film reviews (paralleling 
Ebert and Roper). 

It is this last dynamic that I want to focus on for the moment.  The interaction that 
the system generates for this particular dynamic is driven by two elements.  The first, 
and obvious one, is the name of a movie.  The second is what people are saying about 
it in both the aggregate and the specific. 

 

Fig. 1. News at Seven reviews Star Trek 

Once the system is handed a movie title, it performs a series of searches aimed at 
figuring out, in general, what people think of this film.  Although it is looking for an 
overarching opinion, it is not looking for a consensus so much as a characterization.   
Occasionally, everyone either hates or loves a film but more often, there are divided 
reactions to it.  The goal of the system at this phase is to capture this characterization.  
To do this, the system builds a set of queries aimed at social media sites and platforms 
and gathers statements of opinion about the film that it categorizes as being positive, 
negative or neutral.   

While doing this, there are some important elements of the processing that the 
system must attend to.   

First, it has to make sure that the statements it is looking at are actually related to 
the movie whose title it used to craft its query.  To do this, it needs to filter the 
statements using terms that tend to be used by moviegoers to describe their own 
actions.  This allows the system to ignore a significant portion of the material that the 
search has pulled back. 



4 K.J. Hammond 

Second, it has to do a credible job of determining sentiment with regard to the 
statements it has pulled down.  While noisy, this can be done using standard 
sentiment terms, identification of negation, and proximity.  Fortunately, at this stage, 
the system is looking for a fairly course grained characterization that it can use to 
drive the next stage of actual content generation. 

The initial wave of retrieved content is used to determine what narrative arcs or 
angles are going to drive the generation process.  In effect, the system is trying to 
figure out what kind of story it wants to tell.  Is it a story about a blockbuster, about a 
film that has mixed reviews, a nice film that people like but not a lot of people see, 
etc?  Once this is determined, the arc that dominates determines the dynamic (in terms 
of both what information is gathered and how it is presented) that will hold. 

If the arc that holds is a mixed opinion arc, for example, the system then crafts a 
series of searches aimed at finding specific statements associated with the different 
film elements (actors, story, production value) that are strongly positive or negative.  
These statement are then used, with some minor syntactic modification, to create a 
back and forth dialog between two anchors.   In cases of ambiguity, lack of syntactic 
clarity, grammatical problems, the statements are simply filtered out in favor of 
clearer and more useful ones.  The result is a strikingly natural dialog that moves 
easily from point to point (driven by the narrative arc) focused on positive and 
negatives aspects of the film (provide by the secondary search) pulled together with 
interstitial material that the system uses to join the individual statements together. 

Two relevant points here. 
First, the tension between precision and recall that is the standard driver in search 

is muted here by the two roles that search plays. In the first phase of determining 
overall sentiment, recall is more important and any lack of precision results in noise 
the system is already dealing with.  In the second phase, recall is completely 
irrelevant in that the system is actually looking for specific statements that fit its 
needs rather than a collection of statements. 

Second, the two central processes of CBR, goal based retrieval and modification 
are still in play.  The difference is simply that the retrieval is supported by a substrate 
of lexically based information retrieval rather a more structured approach and the 
modification is more syntactic in nature, changing the tense and structure of a 
statement to fit a new set of rhetorical goals. 

One final note about News at Seven.   One aspect of the system is that it searches 
for and modifies both video and stills for its use in crafting a user experience.  In 
doing this, it is using the same core technology that it uses to find and modify text 
selections.  In both these instances, it is defining an information goal, crafting a query 
aimed at finding a solution to that goal and then modifying the results it retrieves to 
best fit the problem at hand.  

4   Serving the Narrative: Baleen 

Baleen is part of the next wave of systems doing machine-generated content that are 
being developed by the company Narrative Science.  Like News at Seven, the system 
is designed to use search to satisfy specific information goals.  It however, is aimed at 
satisfying those goals using news rather than opinion. 



 Reasoning as Search: Supporting Reasoning with Distributed Memory 5 

Baleen’s goals come from a parent system that is generating narratives as a product 
of data analysis rather than through search.  At any given point in time, this parent 
system may be in the midst of generating a story in which the facts of the matter are 
clear in the data, but exogenous information that might explain those facts might not 
be directly available.  In those situations, Baleen is called with explanatory goals that 
direct it to find the specific item that can then be incorporated into the ongoing story. 

To make this clear, consider the example of the stock market. Occasionally 
companies (and their associated stock) undergo interesting changes.  52 week highs or 
lows, increase in price, increase in volume, etc.  The stories associated the these 
changes can be written through a combination of tracking the current state of the 
world and then comparing the data pulled with historical information as well as data 
about other similar companies and how they are doing.   

In crafting these stories, however, there is often a gap in the narrative in that the 
data alone does not explain why these changes have taken place.  It is in these 
moments when Baleen is invoked. 

Baleen is called with an information goal.  In this instance the goal is to explain, 
for example, a sudden stock drop. Baleen uses existing data to determine the various 
ways a company can be described (its names and nick names) and the kind of industry 
the company is within. The latter is used to provide precise information about what 
actions (and thus terms) are appropriate to use in describing both positive and 
negative events. These three elements are combined to create an extremely focused 
query that is then used to access news sources. 

The results of this search are then filtered using the same sort mechanism applied 
by News at Seven to make sure that the individual results are actually on point.  The 
system is very aggressive about removing individual results in that, as with News at 
Seven, it is really only looking for a single result that can be modified to fit its needs.  
In order to verify results, however, it does need to look to see if entries cluster 
together, ignoring those individuals for which no cluster exists. 

In the end, a single result is selected and then modified to fit the system’s needs.  

5   Conclusion 

Both these systems are part of an ongoing push to make more and more use of the 
ambiguous, fluid and growing wealth of both structured and unstructured data that is 
the Web.  Both however, are also cast in the mold of CBR with the notion that the 
massive knowledge engineering effort that is the Web will eventually create a case 
library for us that will be able to support most, if not all, of our reasoning needs. 
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Abstract. The Jeopardy! television quiz show asks natural-language questions 
and requires natural-language answers.  One useful source of information for 
answering Jeopardy! questions is text from written sources such as encyclope-
dias or news articles.  A text passage may partially or fully indicate that some 
candidate answer is the correct answer to the question. Recognizing whether it 
does requires determining the extent to which what the passage is saying about 
the candidate answer is similar to what the question is saying about the desired 
answer.  This paper describes how structure mapping [1] (an algorithm original-
ly developed for analogical reasoning) is applied to determine similarity be-
tween content in questions and passages. That algorithm is one of many used in 
the Watson question answering system [2]. It contributes a significant amount 
to Watson’s effectiveness. 

1   Introduction 

Watson is a question answering system built on a set of technologies known as 
DeepQA [2].  Watson has been customized and configured to compete at Jeopardy!, 
an American television quiz show.  Watson takes in a question and produces a ranked 
list of answers with confidence scores attached to each of these answers. 

One of the stages in the DeepQA question answering pipeline is deep evidence 
scoring.  This stage receives as input a question and a candidate answer in the context 
of some supporting evidence (typically a passage containing that answer).  Questions 
typically have a focus identified for them (i.e., the term in the question indicating the 
answer being sought).  For example, a deep evidence scorer could be given a question 
like “He was the first U.S. President” and a passage like “George Washington was the 
first U.S. President.”  “He” in the question will be marked as the focus.  If the candi-
date answer is “George Washington,” each of the deep evidence scorers will attempt 
to determine the extent to which what the passage says about the “George Washing-
ton” addresses what the question asks about the “He”.  In this example, there is a 
perfect match, and all of Watson’s deep evidence scoring mechanisms will conclude 
that this passage strongly supports the specified answer.  However, other passages 
may answer the question less directly, or provide evidence for only a portion of what 
the question is asking for (e.g., that Washington was a president). 

The examples above do not require any explicit analogy.  One could envision pas-
sages that say (for example) that (a) Charles de Gaul was a great French general who 
fought for the liberation of France, (b) that Charles de Gaulle was the first president 
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of the fifth republic of France, and (c) that George Washington was a great American 
general who fought for the liberation of the U.S.; by analogy, one might suspect that 
George Washington was the first president of the U.S. DeepQA does not explicitly do 
reasoning of this sort, but may in future work.  

This paper provides a detailed description of one of Watson’s deep evidence scor-
ing algorithms: the Logical Form Answer Candidate Scorer (LFACS).  LFACS uses a 
logical form of a question (e.g., a Jeopardy! clue) containing a specified focus term 
and the logical form of a passage containing a specified candidate.  LFACS employs a 
structure mapping algorithm similar to the one described in [1].  LFACS embodies a 
variety of specializations of structure mapping that are driven by the nature of its task.  
For example, LFACS is pragmatic in the sense described in [3], because it has a spe-
cific inference it is intended to draw: the extent to which the candidate answer in the 
passage corresponds to the answer in the clue. 

2   Role in the Architecture 

The DeepQA architecture is described in [2]; this section provides a minimal 
description of the architecture to explain the context in which LFACS is used.  
DeepQA begins with question analysis, which applies a variety of natural-language 
processing algorithms to the question text.  These algorithms include general purpose 
text processing such as parsing and semantic relation detection.  They also include 
processing that is specific to analyzing questions, e.g., determining the focus.  In 
Jeopardy! a question focus is often denoted by a pronoun with no anaphor or a 
common noun with the word “this” as a determiner.  For example, in the question 
“Ambrose Bierce penned this sardonic reference work in 1906,” the focus is “work.”  
The focus is defined to be the term in the question that would correspond to the an-
swer in a corresponding assertion. 

Question analysis in DeepQA is followed by primary search and candidate gen-
eration, which finds candidate answers in variety of sources.  Some of those sources 
are natural-language text while others are structured sources such as knowledge bases.  
Answers are subjected to preliminary scoring (including answer typing, etc.), and 
those answers that seem poor (i.e., have a confidence score below a fixed threshold, 
according to a statistical model) are filtered out. 

All candidate answers that pass through the filter are then processed by supporting 
evidence retrieval.  That component conducts a search for passages that contain the 
candidate answer and as many other terms from the question as possible.  This re-
trieval step provides a set of potentially relevant passages for each answer, regardless 
of where it was originally found (text, knowledge bases, etc.).  Candidate answers that 
were found in text will also have one or more passages from the primary search.  Pas-
sages from both types of search are used as supporting passages. 

The supporting passages are analyzed in deep evidence scoring, in which a variety 
of algorithms assess the degree to which the passage provides evidence in support of 
some candidate answer.  LFACS, described below, is one of these deep evidence 
scoring components. 
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The final merging and ranking step combines equivalent candidate answers (e.g., 
“Richard Nixon” and “Richard M. Nixon”) and determines the confidence that each 
answer is correct.  It ranks the answers by their confidence scores.  The final merging 
and ranking component uses statistical machine learning; the features used to compute 
a confidence for each answer come from algorithms throughout the pipeline.  LFACS 
is one source of features used by this component. 

3   Syntactic-Semantic Graphs 

LFACS reasons over syntactic-semantic graphs of both the question and the passage.  
In these graphs, nodes are terms in the clue (e.g., a word or a proper name) and edges 
encode syntactic and/or semantic relations among those terms.  The syntactic portions 
of the graph are derived from an English-Slot Grammar (ESG) parse [4].  The seman-
tic portions of the graph are derived from pattern-based relation detectors.  Syntactic 
relations are useful for identifying similarity when questions and passages have a 
similar structure (e.g., “He wrote Utopia” – “Thomas More wrote Utopia”).  Semantic 
relations are useful when passages use different structures with equivalent meaning 
(e.g., “He wrote Utopia” – “Thomas More, author of Utopia”).  Relation detection is 
very challenging and the relation detection capabilities in DeepQA, while very pre-
cise, have only a moderate level of coverage.  LFACS can be effective when content 
in passages have similar structure or when they have similar semantics that fall within 
the coverage of our relation detectors.  Because syntactic and semantic relations are 
combined in a single graph, LFACS can combine insights from each.  For example, 
consider the following actual Jeopardy! clue: 

It’s believed Shakespeare wrote part of a 1595 play about this “Utopia” author. 
Some content in the clue is covered by semantic relations such as the one between 

an author and a work by that author.  However, there are other key relationships in 
this clue such as the one between a play and the person that the play is about.  Deep-
QA does not have recognizers for this relationship, but is able to parse the text.  Con-
sider the following (made-up) sample passage: 

We saw a 16th century play about Thomas More, who wrote Utopia. 
The syntactic-semantic graph for this passage a semantic (authorOf) edge between 

Thomas More and Utopia; that edge matches the corresponding semantic edge in the 
graph of the clue.  In addition, passage has syntactic edges that correspond to syntac-
tic edges in the clue. Thomas More in the passage is the object of the preposition 
about, while the focus of the clue is the object of the preposition about in the clue.  As 
a result the matching algorithm (see next section) is able to align the following terms 
in the clue to terms in the passage using semantic and/or syntactic edges: 1595, play, 
about, Utopia, author.  There are still some important terms in the clue that are not 
covered by this passage (e.g., Shakespeare).  Our algorithm assesses the quantity and 
importance of the terms that it is able to align and asserts a numerical value for how 
strong it considers the match to be; that numerical value is used by the DeepQA final 
merger as one of the features that influences the evaluation of answers. 
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4   Algorithm 

LFACS performs a form of structure mapping.  The algorithm is similar to the one 
described in [1], with customization to reflect the nature of the content (extracted 
NLP results), the fact that LFACS has a single pre-specified inference to draw: 
Specifically, LFACS is trying to judge whether the passage provides support for a 
specific, designated candidate answer.  Below are the key steps in structure mapping 
that are defined in [1], with descriptions of how those steps are realized in LFACS: 

• Local Match Construction: LFACS matches both edges and nodes.  Edges are 
matched using a formal ontology, e.g., the authorOf relation is a subrelation of the 
creatorOfWork relation.  Nodes are matched using a variety of resources for 
determining equivalent terms, e.g., WordNet [5], Wikipedia redirects, and has 
specialized logic for matching dates, numbers, etc. 

• Global Map Construction: Unlike [1], LFACS is only concerned with global 
matches that align the focus to the specified candidate answer.  Thus global map 
construction begins with the focus and candidate answer and search outward from 
those nodes through the space of local matches.  As in [1], the global match 
construction process ensures consistency of global maps, requiring that no single 
node in the question map to multiple nodes in the passage. 

• Candidate Inference Construction: LFACS omits this step because the inference to 
be drawn is implied by its inputs (aligning the focus to the candidate answer). 

• Match Evaluation: As in [1], the total score for a match in LFACS is the sum of the 
match scores for the local match hypotheses included in the maximal consistent 
global map.  Local match scores in LFACS are computed using inverse-document 
frequency (IDF) from our text corpus.  Terms with high IDF scores occur rarely in 
the corpus so the fact that they align with the clue is less likely to be a coincidence 
and thus more likely to imply that the answer is correct. 

 

In using this algorithm, we have encountered a wide variety of technical issues that 
are specific to natural-language.  For example, some concepts can be expressed as 
either a verb or a noun (e.g., destroy-destruction).  We address those issues through 
some combination of graph preprocessing (e.g., adding edges to indicate the logical 
subject of destruction during relation detection) and specialized logic that is internal 
to the local match construction (e.g., allowing the destroy to match destruction). 

Our approach to generating local match hypotheses mostly focuses on determining 
equivalence (or at least rough equivalence) between nodes.  This focus reflects the 
fact that we are interested in similarity, but not analogy per se.  If we were to try to 
address examples like the Charles de Gaul analogy in the introduction of this paper, 
we would need to relax those restrictions and adjust the confidence in our conclusions 
accordingly.  This may be extremely important in domains where there is less direct 
evidence involving the candidate answers. 

5   Evaluation and Conclusions 

Detailed evaluations of deep evidence scoring components will be presented in a 
future publication.  LFACS has statistically significant impact on question answering 
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accuracy when included in either a simple baseline DeepQA question answering 
system or to the complete Watson question answering system that competed with 
human grand champions.  This impact, while significant, is small: less than half of 
one percent in the full system; the full system has an enormous number of answer 
scoring components and there is a great deal of overlap in the signal they provide.  
Other deep evidence scoring components in DeepQA (e.g., counting term matches, 
comparing word order) are more aggressive in what they consider to be a match. 
These aggressive components have the disadvantage that they do not draw on the full 
richness of the syntactic and semantic structure but the advantage that they can draw 
evidence from passages that have little structural similarity to the question. 

The impact of LFACS when added to the simple baseline was smaller than that of 
the more aggressive components.  However, in the complete system (containing many 
more features), the impact of LFACS (while small in an absolute sense) is larger than 
the impact of those components.  The effect of ablating all of the deep evidence 
scoring components in the full system is much bigger than the effects of ablating any 
of them.  These results have important implications for developers of question 
answering (or similar) technology.  Simple, aggressive approaches are well-suited to 
quickly and easily attaining moderate effectiveness.  However, as a system becomes 
more sophisticated, the opportunities for components of that sort to have impact 
becomes very limitted.  In those cases, more algorithms such as LFACS that make 
effective use of syntatic and/or semantic structure can further enhance the 
effectiveness of a question answering system.  As a result, additional and improved 
algorithms of this sort that draw on the full richness of our deep syntatic and semantic 
analysis are an important area for future research. 
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1 Introduction

Ontologies [9] comprise a definition of concepts describing their commonalities
(genus proximum) as well as their differences (differentia specifica). One might
think that with the definition of commonalities and differences, the definition of
similarities in and for ontologies should follow immediately. Traditionally, how-
ever, the contrary is true, because the method background of ontologies, i.e.
logics-based representations, and similarity, i.e. geometry-based representations,
have been explored in disjoint communities that have mixed only to a limited
extent. In this short paper we survey how our own work touches on the inter-
section between ontologies and similarity. While this cannot be a comprehensive
account of the interrelationship between ontologies and similarity, we aim it to
be a stepping stone for inspiration and for indicating entry points for future
investigations.

2 Similarity

When analyzing the interplay of ontologies and similarities, we have encountered
two issues that need to be clarified first:

1. For which entities should similarity be assessed?
– Objects: In many applications, the eventual target is the assessment of

similarity between objects. For instance, in information retrieval one may
want to search for the document vector neighboring most closely to a
given query vector whereby the assessment of similarity should take the
ontology-based semantics of query and document representations into
account. Here, the ontology comes as an auxiliary means of influencing
the geometric space in a desired manner, e.g. [10].

– Concepts: Frequently the entities to be compared are the concepts de-
fined in one or several ontologies. For instance, the integration of two
information systems may be pursued by aligning the two ontologies that
conceptualize the underlying information systems. Correspondencies be-
tween concepts from the two ontologies may be explored by taking dif-
ferent types of similarities between concepts into account, e.g. [7].
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– Ontologies: In knowledge engineering the task of comparing ontologies
is sometimes required in order to answer questions about the match be-
tween two ontologies, e.g. if they have been learned by automatic means,
e.g. [6]. Not all of the measures used here are similarity measures in
the mathematical sense, but similarities are fed into precision/recall-like
measure in order to judge the container-containee relationship between
two ontologies.

2. What is the objective of this similarity assessment?
– Numeric Similarity Assessment: The most common type of similarity

assessment is based on the mathematical notion of similarity measure
that fulfills the following core properties for any given entities e, e1, e2:

sim(e1, e2) ∈ [0, 1]
sim(e, e) = 1

sim(e1, e2) = sim(e2, e1)

– Preference Ordering: While one may find quite some efforts in the litera-
ture for aligning the numerical assessment of similarity with judgements
found in user experiments, in many application cases numerical mea-
sures are in fact not needed. Application cases like clustering of objects
primarily need information about which pair of objects is most similar
to each other — regardless of a numerical value. This is particularly rel-
evant when ontological knowledge is so incomplete that deciding about
such a preference ordering is still possible, while further measurements
cannot be reasonably predicted.

3 Ontological Foundations for Similarity Assessments

Even within computer science, the word “ontology” is used in two senses. In its
proper sense [9] an ontology is a formal specification of a shared conceptualiza-
tion of a domain of interest. Thereby, the conceptualization abstracts from the
particularities of a particular situation, e.g. a household ontology would typi-
cally include the definition that a desk is a table, while it would not contain
statements about whether a desk is actually found in a particular household,
which rather constitutes a situational and possibly changing aspect:

desk � table

The word “formal” refers to the use of a mathematical mechanism for describing
an ontology. In practice, the Web Ontology Language OWL, which is derived
from the paradigm of description logics [14], is most frequently used as a notation
for writing down ontologies, as it is an standardized, expressive language with
a clear formal semantics. In description logics, one may distinguish definitional
knowledge about concepts and relationships found in the T(erminological)-Box,
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e.g. every desk being a table, and assertional knowledge about objects, e.g. a
specific object being a desk and occurring in a given household, such as found
in the following A(ssertional)-Box:

Desk(object1).occur(object1, household2).

Thus, the Web Ontology Language provides convenient language constructs for
specifying an ontology as well as for specifying the facts found in a particular
situation. This convenience led to the use of the term “ontology” in a second
meaning, namely as refering to a complete knowledge base consisting of an on-
tology in the proper sense and factual knowledge about a situation.

3.1 Logics-Based Ontology Representations

The full advantage of description logics is derived from the expressiveness of the
language allowing for m the possibility to use concepts and relations to define
new concepts. The following definition describes that a desk that has a Minibar
which only contains FancyDrinks is a FancyDesk:

FancyDesk � Desk � ∃hasPart.(MiniBar � ∀contains.FancyDrink)

This advantage, however, is problematic when, e.g., concept expressions are to
be compared. For instance, the following definition specifies that a FavoriteDesk
is a Desk with a Compartment having at least some SingleMalt:

FavoriteDesk � Desk � ∃hasPart.(Compartment � ∃contains.SingleMalt)

When assessing the similarity between FancyDesk and FavoriteDesk, the intri-
cate logic expressions lead to many non-trivial problems that we have analysed in
[4]. The core result of this analysis was that existing similarity measures were not
adequately reflecting the richness of description logics with some of them being
unsound. We then suggested a new measure that uses the richness of description
logics in a sound way, however, it is very expensive to implement.

3.2 Lattice-Based Ontology Representations

Historically, researchers did not approach the problems of similarity in ontology-
based representations, but they rather relied on simpler representations. Some
of them cannot be called ontology representations anymore, because they fail to
reflect the richness of interactions between concepts and relationships between
concepts.

A very elegant mechanism is formal concept analysis [8]. Here objects (ta-
ble1 . . . seat4) are represented by whether they have a property (hasLegs . . .
hasCompartment) or not. An example is given in Table 1.

This table of binary decision is analysed revealing what Ganter and Wille
call ‘formal concepts’. Each formal concept has an extension consisting of a
subset of objects and an intension consisting of a subset of properties, e.g.
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Table 1. Formal context representing the relations between objects and properties

hasLegs offersSeating hasSurface hasCompartment

table1 X X

desk2 X X X

chair3 X X X

seat4 X X X

({chair3,seat4},{hasLegs, offersSeating, hasSurface}) is a formal concept — ob-
viously representing the class of all chairs. Also subclass relationships between
formal concepts can be derived, for this particular example there will be a class
of desks (containing desk1) and a class of tables (containinng table1 and desk2),
with the former being more specific than the latter.

This representation is very interesting during ontology engineering and for
data mining (and many extensions towards non-binary table entries and higher-
arity relationships exist), but it is not close to common ontology representations.
The structures are still very useful as approximations of ontological structures
and the binary vectors lend themselves as a basic means for set-based assessments
of similarity between objects, properties and formal concepts.

Formal concept analysis has been used to induce a taxonomy from words and
their correlations to other words in texts [2]. While we are not aware of direct
applications of formal concept analysis starting with an ontology, we see fruitful
possibilities for such future use — especially because the given method consti-
tutes a well-researched mathematical method with corresponding well-defined
operators.

3.3 Graph-Based Ontology Representations

Graph-based representations of ontologies are the most frequently used means
to assess similarities in or between ontologies. The advantage of using graphs
is that the definitions are easy to implement and to adjust to specific needs.
The disadvantage is that graphs also cannot capture the richness of descriptions
found in OWL ontologies.

Most of the work on determining similarity between concepts in ontologies
built on the core idea of Resnik [13] that such similarity is defined on the basis of
a. a stable taxonomy, b. the counting of taxonomic links between two concepts
that are to be compared and c. some normalization to take into account the
height of a concept in this taxonomy, i.e. some version of measuring the extension
of two concepts.

4 Applying Similarities and Ontologies

A very comprehensive survey of similarity measures in ontologies can be found
in the dissertation by d’Amato [3]. Interestingly, these assumptions by Resniks
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(and ‘followers’) did not match very well the actual situation found in descrip-
tion logics ontologies. But independently from which representation is chosen to
define which exact similarity measure, there is a wide range of applications for
which this combination has been used. We simply give here an indicative list
without much further explanation (and without claiming completeness): Infor-
mation Retrieval [10]; Machine Learning [1]; Web Service Discovery [11]; On-
tology Alignment [7]; Ontology Learning: Evaluation [12,6]; Ontology Learning:
Induction [2]; Indexing of description logics ontologies [5].

5 Conclusion

We have sketched hier the possible space of how different ontology representa-
tions (or approximations of ontologies) may be used as a foundation for similarity
measures. Depending on which entities are to be compared and what the pur-
pose of comparison is a corresponding similarity measure must be chosen. It is
intriguing to note that many of the existing similarity methods do not match
with the assumptions underlying description logics ontologies — making existing
methods invalid and requiring further exploration of this space of ontologies and
similarities.

Acknowledgements. This research has been co-funded by DFG in the project
“Multipla”.

References

1. Bloehdorn, S., Sure, Y.: Kernel methods for mining instance data in ontologies. In:
Aberer, K., Choi, K.-S., Noy, N., Allemang, D., Lee, K.-I., Nixon, L.J.B., Golbeck,
J., Mika, P., Maynard, D., Mizoguchi, R., Schreiber, G., Cudré-Mauroux, P. (eds.)
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Abstract. We describe a new model for representing semantic work-
flows as semantically labeled graphs, together with a related model for
knowledge intensive similarity measures. The application of this model
to scientific and business workflows is discussed. Experimental evalua-
tions show that similarity measures can be modeled that are well aligned
with manual similarity assessments. Further, new algorithms for work-
flow similarity computation based on A* search are described. A new
retrieval algorithm is introduced that goes beyond traditional sequential
retrieval for graphs, interweaving similarity computation with case selec-
tion. Significant reductions on the overall retrieval time are demonstrated
without sacrificing the correctness of the computed similarity.

1 Introduction

Today, workflows are an established means for modeling business processes and
to automatically control their execution. Recently, workflows are more widely
used for many purposes different from business process automation. Scientific
workflows are executable descriptions of automatable scientific processes such as
computational science simulations and data analyses [18]. Further, workflows are
used for modeling medical guidelines, to represent project plans, or to describe
information gathering strategies. Such new applications of workflows typically
deal with a number of new difficulties, particularly due to an increasing num-
ber of workflows potentially relevant, an increasing complexity of the individual
workflows, and an increased demand for more flexibility (agile workflows). To
deal with those new challenges in workflow management, reasoning methods for
semantically enriched workflow representations have a high potential to support
workflow modeling, composition, adaptation, analysis, and optimization. This
is what we call semantic workflow reasoning. Also case-based reasoning (CBR)
has already demonstrated its high potential in semantic workflow applications
[19,15,3,14,9,7,17]. Repositories of workflows can be used as case bases, enabling
the application of case retrieval and adaptation methods.

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 17–31, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In this paper we focus on case retrieval of semantic workflows as one method
that contributes to semantic workflow reasoning. Workflow cases clearly belong
to the class of highly structured case representations, for which graph-based rep-
resentations are promising [8,6,14,15,16]. A particular challenge is the similarity-
based retrieval of semantic workflow descriptions, as workflow similarity enables
to retrieve workflows that do not match the query exactly, but that are a good
starting point for adaptation. However, previous work on workflow retrieval ei-
ther ignores the graph structure but uses a simple flat case representation [3], use
(parts of) the graph structure, but only uses textual labels instead of semantic
descriptions [16,14,11,8,7], or uses semantically annotated graph structures, but
a crisp matching approach rather than similarity [9].

In this paper, we present a new general framework for workflow and re-
lated similarity modeling. Workflows are represented as semantically annotated
graphs, extending previous proposals for graph-based workflow representations
[16,8,17]. The well-known local/global principle to modeling similarity measures
[4,2] is extended to these graph representations, providing a flexible means for
workflow similarity modeling. This framework is domain independent and gen-
eral in the sense that it covers control-flow oriented workflows such as business
processes as well as data-flow oriented workflows such as scientific workflows.
As with all graph-based representations, the computational complexity of the
similarity computation becomes a critical issue during retrieval. As a second
contribution of this paper, we developed and analyzed several approaches for
similarity computation and retrieval based on different search algorithms. The
third contribution is the application and experimental evaluation of the frame-
work and the retrieval algorithms in two different application areas.

2 Semantic Workflows and Workflow Retrieval

Workflow representations typically reflect the dataflow or control flow structure
among the tasks of a process. Today, various workflow representation formats are
used, depending on the kind of workflow. Representation approaches for busi-
ness workflows have a strong focus on the control flow, usually implementing
(some of) the workflow patterns proposed by van Aalst. Typical control flow
patterns are sequence, and-split, and-join, xor-split, xor-join, and possibly loops.
Figure 1a shows an example of a business workflow within a University admin-
istration, according the representation used in the CAKE project [3,16] at the
University of Trier. On the other hand, scientific workflows have a strong focus
on the dataflow, typically restricting the control flow to a partial ordering of the
tasks. Such a simple control structure offers several advantages and has been
sufficient to support a variety of applications [18]. Each task (or software com-
ponent) in the scientific workflow can have input datasets and input parameters,
as well as output datasets. Dataflow links indicate what data are output by a
task and consumed by another task. Figure 1b shows an example of a scientific
workflow describing some data mining process according to the representation in
the Wings project [10] at the Information Sciences Institute. Semantic workflow
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a) Business
workflow

b) Scientific
workflow

Fig. 1. Example of an administrative business workflow

representations enrich the above described workflow formats by adding meta
data and constraints to the individual elements of the workflow. Ontologies are
used to formalize the respective workflow domain by organizing the metadata
descriptions of the occurring workflow elements. This allows to capture the se-
mantics of tasks, data items, and control flow items.

The workflow representation in the CAKE system [3] uses an object-oriented
representation (originally developed for cases) for ontology representation and
metadata annotation. Tasks can be organized in a hierarchy of classes, each of
which contains certain properties of a task, which can be inherited from the super
class. For example, the Assign room task includes a role description stating that
the assignment must be performed by the responsible administrative depart-
ment. Another property may state the average duration for task execution. The
semantic workflow representations in Wings augment traditional workflow repre-
sentations with semantic constraints that indicate metadata properties of work-
flow tasks and datasets [9,10]. Each workflow constituent has a workflow variable
associated with it, and the semantic constraints express constraints over those
variables. In the case of data variables, the constraints are expressed in terms of
metadata properties. For example, an input dataset may be restricted to be a
discrete dataset, and if so then its variable would have a constraint stating that
it has the property of being discrete. In the case of components, the constraints
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express how the execution of the software component changes the metadata prop-
erties of the input datasets into output datasets. Wings uses workflow reasoning
algorithms to enrich workflows by propagating the constraints throughout the
workflow structure [9]. This algorithm takes simple workflow graphs created by
users and automatically augments them with semantic information by adding
and propagating semantic constraints that can be used for subsequent retrieval
as we propose in this paper.

For semantic workflow representation some languages that include semantic
constraints expressed in OWL have been proposed, such as OWL-S, WSMO,
SWSL, and SWSF. These languages include task decomposition structures and
complex precondition expressions. Our CAKE and Wings approaches could be
used with any of those languages, though only a small subset of the constructs
allowed in those languages are used in our systems.

For workflow retrieval, several CBR and related approaches exist today. The
CODAW system [15] supports incremental modeling of workflows by a similarity-
based reuse of the workflow templates using an HTN planner that employs an
inexact, graph-based matching. Leake et al. [14] evaluate the execution paths of
past workflows in order to support user extension of workflows that are under
construction. Recently, a probabilistic similarity model for workflow execution
paths was proposed [1]. The myGrid project1 focuses on the discovery, reuse and
repurposing of bioinformatics workflows [12]. They distinguish between direct
re-use of an existing workflow as is and re-purposing an existing workflow by
modifying some aspect of it. Goderis [12] defines requirements and bottlenecks
for workflow re-use based on many user interviews and practical experiences.

Previous work investigated structure-less workflow retrieval based on query
and workflow representation being plain textual descriptions or sets of (social)
tags [12], or abstract workflow features [3]. Queries including structural proper-
ties of the workflows are treated using graph matching approaches such as sub-
graph isomorphism or edit-distance measures [12,16,14,8]. Matching techniques
based on semantic types of data has been done for the discovery of individual
services or software components [13], but not for the more complex structures
that workflows represent. Semantically annotated graph structures are used in
workflow retrieval in Wings [9], but retrieval is restricted to crisp matching, not
incorporating similarity measures.

3 Graph-Based Framework for Workflow Similarity

3.1 Representation of Semantic Workflows

In line with previous work on graph-based workflow representation [5,8], we
represent workflows as semantically labeled directed graphs W = (N, E, S, T )
where N is a set of nodes and E ⊆ N × N is a set of edges. T : N ∪ E → Ω
associates to each node and each edge a type from Ω. S : N ∪E → Σ associates
to each node and each edge a semantic description from a semantic meta data
1 www.mygrid.org.uk
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language Σ. While Ω is fixed for the used workflow representation, Σ is domain
dependent. We do not demand a particular language for Σ, but just assume some
language for semantic metadata for which similarity measures can be defined (see
Sect. 3.2). This general graph structure can be used to represent different kinds
of workflows, such as scientific or business workflows. It is further specialized for
the representation of workflows by distinguishing different types of nodes and
edges, enumerated in Ω and assigned through T :

Each workflow consists of exactly one workflow node. The semantic descrip-
tion associated to a workflow node represents some overall properties of the entire
workflow. This can be a workflow classification in some ontology, a set of seman-
tic tags, or other properties related to the quality or execution requirements of
the workflow.

Each task in a workflow is represented by a task node. Its semantic de-
scription typically classifies the task in some task ontology and may provide
additional functional properties of the task. It also includes the description of
workflow roles (i.e. human agents or services) for the execution of those tasks.

Each data item in a workflow is represented by a data node. Its semantic
description classifies the data item within some data type ontology and may
specify certain data properties (e.g. a data set has missing values) relevant for
retrieval. Control-flow centric workflows (Fig. 1a) may have no data nodes.

Each control flow element in a workflow, such as split/join elements for and/xor
blocks, are represented as a control-flow node. The semantic description of a
control flow node specifies which control flow element is represented. Data-centric
workflows (e.g. Fig. 1b) may have no control flow nodes.

The workflow node is linked to each of the other nodes by a part-of edge.
The semantic description of such an edge specifies the role of the associated
node within the overall workflow. Data nodes can be linked with the work-
flow node via edges having one of the following semantic description: is-input,
is-output, is-intermediate, is-parameter. For example, in Fig. 1b inputData1 is
overall workflow input data and hence linked with is-input. inputData in Fig. 1b
is data produced and further processed within the workflow and is hence linked
with is-intermediate. Further, the semantic descriptions for part-of edges include
has-task for task nodes linked to a workflow node and has-control for links to
control-flow nodes.

The dataflow among tasks is represented using dataflow edges. A dataflow
edge links data nodes to task nodes and vice versa. The semantic description of
such an edge indicates whether the data item was consumed as input data or
produced as output data by the task. All arrows shown in Fig. 1b are turned into
dataflow edges in the graph.

The control-flow among tasks is represented using control-flow edges. Such
an edge connects two task nodes or a task node with a control-flow node. An
edge from node n1 to n2 indicates that node n2 may be executed after node n1.
All arrows shown in Fig. 1a will be turned into control-flow edges in the graph.

Semantic constraints among properties of data nodes are represented us-
ing constraint edges that connect two data nodes. The semantic description
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cons consprod prod …

…
n1

n2

n3

n4

n5 n6 n7

n4 rdf:type ContinuousInstance
n4 hasmissingValues false

Discretize rdf:ID=n7 
n7 isConcrete true

Fig. 2. Fraction of a workflow graph: the Resample and Discretize task are shown

includes the definition of a constraint. For example, a constraint may state that
test and training data must come from the same domain.

Figure 2 shows the graph representation of a fraction of the workflow from
Fig. 1b. It shows one workflow node (circle), four data nodes (ovals), and two
task nodes (boxes) as well as some of the edges. A simplified fraction of the
semantic descriptions of a data and a task node are shown in the grey boxes.

In the following, we assume that a repository of workflows is given, which
we consider as case-base CB = {CW1, ...CWn}. We aim at retrieving workflows
from this case base given a particular query. This query QW is also a workflow
in the above described representation. It just specifies some workflow elements
together with the semantic description that are considered requirements on the
workflows to be retrieved. For example, a query could state that someone is
looking for workflows that first discretize some continuous data and then use
the discrete data in a decision tree modeler. Hence, the query would contain
a workflow node, two data notes: one specifying the continuous data and one
specifying the discretized intermediate data. Further, it includes two task nodes,
one that specifies a task that can discretize data and one that specifies a task
which is from the class decision tree modeler. The respective edges are included
in the query as well. The similarity-based retrieval we aim at, could then retrieve
for example the workflow shown in Fig. 1b, although it is not a perfect match
as the modeler task in this workflow does not specify which concrete modeler to
be used. However, it can be potentially specialized to a decision tree modeler.
A different workflow from the repository containing a J48 modeler might be a
better match with respect to this task.

3.2 Modeling Workflow Similarity

In order to assess the similarity of a case workflow CW = (Nc, Ec, Sc, Tc) wrt. a
query QW = (Nq, Eq, Sq, Tq), we need to consider the constituents of the work-
flow as well as the link structure. This requires similarity models that enable the
comparison of workflow elements. We now present a new similarity model, which
can be considered an enhancement of the well-known local/global approach for
structural CBR [4,2], particularly for object-oriented similarity measures [2]. The
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local similarity measures assess the similarity between two nodes or two edges of
the same type. The global similarity for workflows is obtained by an aggregation
function combining the local similarity values within a graph mapping process.
The local similarity assessments are based on the semantic descriptions of the
nodes and edges. Therefore, we assume a similarity function:

simΣ : Σ × Σ → [0, 1].

The detailed formalization of this similarity measure depends on the language
Σ and can itself be modeled using the local/global approach aggregating local
similarity measures for the individual properties in the semantic description.
In our work, we treat the semantic descriptions in an object-oriented fashion
and use the well established similarity measures described in [2]. Thereby, class
hierarchies of tasks and data, as well as properties like those shown in Fig. 2 can
be appropriately considered in the similarity model.

Nodes of equal type have a similarity value assigned, based on the simi-
larity of the semantic descriptions. Based on simΣ , we define node similarity
simN(nq, nc) for nq ∈ Nq and nc ∈ Nc as follows:

simN(nq, nc) =
{

simΣ(Sq(nq), Sc(nc)) if Tq(nq) = Tc(nc)
0 otherwise

Edge similarity is more sophisticated as it should consider not just the semantic
description of the edges being compared, but also the nodes that are linked by
the edges. For example, two dataflow edges should only be considered similar if
they link similar data objects to similar tasks. To reflect such considerations, we
define edge similarity simE(eq, ec) for eq ∈ Eq and ec ∈ Ec as follows:

simE(eq, ec) =

⎧⎪⎪⎨
⎪⎪⎩

FE

⎛
⎝simΣ(Sq(eq), Sc(ec)),

simN (eq.l, ec.l),
simN (eq.r, ec.r)

⎞
⎠ if Tq(eq) = Tc(ec)

0 otherwise

For an edge e, the expression e.l denotes the left node of the edge and e.r denotes
the right node. The function FE is an aggregation function that combines the
semantic similarity between the edges and the similarity of the connected nodes
to the overall similarity value. In our implementations we define FE as follows:
FE(Se, Sl, Sr) = Se · 0.5 · (Sl + Sr).

The overall workflow similarity between QW and CW is now defined by means
of a legal mapping, i.e., a type-preserving, partial, injective mapping function
m : Nq ∪ Eq → Nc ∪ Ec that satisfies the following five constraints:

Tq(nq) = Tc(m(nq)) Tq(eq) = Tc(m(eq))
m(eq.l) = m(eq).l m(eq.r) = m(eq).r ∀x, y m(x) = m(y) → x = y

Please note that in such a legal mapping m a case node or edge can only be the
target of one query node or edge, respectively. Since the mapping can be partial,
not all nodes and edges of the query must be mapped to the respective case
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elements. Also an edge can only be mapped if the nodes that the edge connects
are also mapped to the respective nodes which are linked by the mapped edge.
The similarity between QW and CW wrt. a mapping m is now defined using a
second aggregation function FW for workflows as follows:

simm(QW, CW ) = FW

⎛
⎝ (simN (n, m(n))|n ∈ Nq ∩ Dom(m)),

(simE(e, m(e))|e ∈ Eq ∩ Dom(m)),
|Nq|, |Eq|

⎞
⎠

The aggregation function combines the individual similarity values for mapped
nodes and edges to an overall similarity value wrt. the mapping m. Dom(m)
denotes the domain of m. The parameters |Nq| and |Eq| enables FW to consider
partial mappings, i.e. nodes and edges not mapped should not contribute to the
overall similarity. In our implementation we define FW as follows:

FW ((sn1, . . . , sni), (se1, . . . , sej), nN , nE) =
sn1 + · · · + sni + se1 + · · · + snj

nN + nE

Please note that each mapping m can be interpreted as a particular suggestion
for the reuse of the case workflow: the mapped case nodes and edges should be
considered solution elements for the respective nodes and edges in the query. The
similarity value for the mapping assesses the utility of this reuse opportunity. For
a case there are usually several mappings that reflect different ways of reusing
the case. Hence, the overall workflow similarity sim(QW, CW ) is determined by
the best mapping (see also [5]), i.e the mapping with the highest similarity:

sim(QW, CW ) = max{simm(QW, CW )| mapping m}.

To summarize, the presented similarity model for workflows is defined by three
model parameters, 1st the similarity function simΣ for semantic descriptions,
2nd the aggregation function for edges FE , and 3rd the aggregation function for
workflows FW .

3.3 Experimental Evaluation

We now focus on the question, whether the computed similarity values are ap-
propriate within the context of a CBR application aiming at retrieving workflows
for reuse. For this purpose, the similarity measures should be able to approxi-
mate the utility of the cases wrt. the problem formulated within the query (see
[2], p.94ff.) in the context of the concrete application. Moreover, a good and
broadly applicable similarity model should enable to flexibly determine appro-
priate model parameters for many applications. Whether this is the case, can of
course only be assessed by analyzing a series of real-world applications. As a first
step towards this goal, we developed two initial workflow retrieval applications
in two complementary domains: administrative business workflows (similar to
Fig. 1a) and scientific data mining workflows (similar to Fig. 1b). Based on our
previous work [17,9] we developed for each domain an ontology for workflows,
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tasks (and data) as well a case base of 20 workflows. For both domains, the
average number of nodes in the cases is 10; the average number of edges is 18.

The aim of the first experiment is to show, whether it is possible to model
similarity measures that approximate the utility assessment of a human user.
More precisely, the hypothesis is:

H1: The similarity model enables to define model parameters such that the com-
puted similarity is better aligned with an expert’s assessment than a lexical
similarity measure.

For each domain we determined 10 queries that are related to the 20 cases in the
case base. For each query, an expert was asked to select the 5-6 best suitable cases
in the case base and to determine a partial order among those best cases. For
each domain, a similarity model was developed by hand: similarity values within
simΣ have been adjusted manually and the functions FE and FW are those
mentioned before in this section. For each query, we computed the similarity
of each case in the case base by applying an exhaustive search algorithm that
computes all mappings, thereby producing an optimal solution. As baseline for
the comparison, we computed the similarity by a lexical similarity measure, in
particular a Levenshtein similarity measure on the task and data names. Besides
this, the same functions FE and FW were used.

For both similarity measures, we compared the ordering of the cases with those
of the human expert. As a measure of correctness we used the ranking measure
proposed by Cheng et al. [6]: They define the correctness and completness of
an ordering � with respect to a reference order �∗ based on the concordance
C of the two orders, i.e., by the number case pairs ordered equivalently by
both orders and by the discordance D, i.e. by the number of case pairs for
which both orders differ. Correctness and completeness are defined as follows:
Corr = (C − D)/(C + D) and Compl = C/| �∗ |.

In our evaluation we determine for each of the 10 query workflows QW the or-
der on the 20 cases through: CW1 � CW2 iff sim(QW, CW1) > sim(QW, CW2).
The partial reference order �∗ is given by the human ranking for the same query.
The value for correctness is within the interval [-1,1]. If it has a value of 1 then
every ordering stated in � is correct, if it has a value of -1, every ordering stated
in � contradicts the reference order. A value of 0 indicates that there is no
correlation between both orders. The completeness value is within the interval
[0,1]. The higher the value the more orderings are contained in � (compared to

Similarity Correct Complete Retrieval Time Correct Complete Retrieval Time

Semantic 0.708 0.910 24.00 sec 0.840 0.693 8.00 sec

Lexical 0.542 0.911 24.36 sec 0.593 0.751 7.78 sec

Administrative business workflows Scientific data mining workflows

Fig. 3. Similarity Measure Evaluation
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situations in which � does not distinguish the cases due to equal similarity).
Figure 3 shows the results of the evaluation for the semantic similarity measure
compared to the Levenshtein measure for both domains. The averaged correct-
ness and completeness values over all 10 queries are displayed. The figure clearly
shows an improved correctness for the semantic similarity measure in both do-
mains, while the completeness slightly suffers for the data mining workflows.
This clearly confirms the hypothesis H1.

Additionally, Fig. 3 shows the average retrieval time over all 10 queries using
linear retrieval over the full case base, applying exhaustive search for similarity
assessment. These figures clearly show that this approach is computationally un-
acceptable for practical applications. This motivates our work on a more scalable
framework, described in the next section.

4 Similarity Computation and Workflow Retrieval

While similarity computation by exhaustive search guarantees to find the op-
timal match, it is computationally not feasible. Greedy search is proposed as
alternative search algorithm for similarity assessment of workflow graphs [14,8,5]
as it enables to quickly find a local optimum. However, the resulting error can
hardly be controlled as the local optimum can differ significantly from the global
optimum, hence producing too low similarity values. The A* search algorithm
promises to be good alternative over the above mentioned approaches, given a
well-informed admissible heuristic function can be determined. In the following,
we will develop several A* search variants and demonstrate their performance
and similarity error in experimental evaluations.

4.1 Similarity Computation by A* Search

The A* algorithm maintains a priority queue of open search nodes. In each step,
the first (best) node in the queue is removed. If it represents a solution, A* ter-
minates. Otherwise this node is expanded, i.e. each successor node in the search
is determined and inserted into the priority queue. When applied for finding the
best match m between a query and a case graph elements, a search node S basi-
cally represents the current mapping S.m as well as the not yet mapped nodes S.N
and edges S.E. During node expansion, the mapping S.m is extended in all pos-
sible ways by one additional mapping of a node or edge. The order in which the
expanded nodes are inserted into the priority queue is essential for A*. Therefore,
each search node S is evaluated by a function f(S) = g(S)+h(S). In the traditional
formulation, A* aims at minimizing cost, hence g(S) are the cost already occurred
and h(S) is a heuristic estimation function for the remaining cost to the solution.
As we apply A* for maximizing the similarity value, the functions must be inter-
preted differently, i.e. g(S) is the similarity of the current mapping S, while h(S)
is an heuristic estimation of the additional similarity that can be achieved through
the mapping of the remaining nodes and edges. Nodes are inserted into the priority
queue in decreasing order of f(S), i.e. the search node with the highest f -value is
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expanded first. To achieve an admissible heuristic estimation function, h(S) must
be an upper bound of the similarity. In the A* algorithm shown below, the value
f(S) is also stored in the search node, noted as S.f . The following A* search al-
gorithm (divided into the top level looping algorithm and the separate expansion
function) is called with a query workflowQW and a case workflowCW and returns
the similarity value.

A*Search (QW = (Nq, Eq, Tq, Sq), CW = (Nc, Ec, Tc, Sc))
{ S0.N = Nq; S0.E = Eq; S0.m = ∅; S0.f = 1; Q =< S0 >;

while first(Q).N �= ∅ and first(Q).E �= ∅ do { Q = Expand(Q) };
return(first(Q).f); }

Expand (Q)
{ S = first(Q); Q = rest(Q); xq =select(S);

forall xc ∈ Ec ∪ Nc s.th. the mapping S.m ∪ (xq , xc) is legal do
{ S′.m = S.m ∪ (xq , xc); S′.N = S.N \ {xq}; S′.E = S.E \ {xq};

S′.f = simS′.m(QW, CW ) + h(S′);
Q =insert(S′, Q); }

Return Q; }

Here, first(Q) is the first priority queue node, rest(Q) removes the first node
and returns the rest and insert(S′, Q) inserts the new node S′ into Q according
to the f -value. During insert, the maximum size of the queue can be restricted
(maximum queue size) to cut some branches of the search tree to improve per-
formance on the risk of loosing global optimality. The select function determines
the next node or edge to be expanded. xq can be either a query node or edge.

We developed two versions of A* with different estimation and select func-
tions. The first version A* I uses a naive estimation function which assesses the
similarity of each not yet mapped node or edge as 1. Assuming the aggregation
function FW shown in Sect. 3.2, the contribution of each not mapped element
to the overall similarity is computed by hI . The select function first matches all
nodes, before the edges are selected. Which element from S.N or S.E is selected
is not determined; we choose randomly according to an internal node/edge id.

hI(S) = |S.N |+|S.E|
|Nq|+|Eq|

selectI(S) =
{

nq ∈ S.N if S.N �= ∅
eq ∈ S.E otherwise

The second version A* II uses a better informed admissible heuristic. For each
not mapped query node or edge it determines the maximum possible similar-
ity a mapping can achieve independent of the mapping of the other nodes or
edges. These values can be computed prior to search and cached. Also it aims at
matching edges as soon as possible. As matching edges requires the connecting
nodes being matched already, the edge expansion does lead to a low branching
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factor. It is 1 if between two nodes there is at most one edge per type. Hence
the size of the queue does not increase, while the accuracy of f(S′) increases.

hII(S) =
∑

x∈S.N∪S.E

(
max

y∈Nc∪Ne

{simE/N(x, y)}
)
· 1
|Nq|+|Eq|

selectII(S) =
{

eq ∈ S.E if eq.l /∈ S.N and eq.r /∈ S.N
nq ∈ S.N otherwise

4.2 Parallelized A* Retrieval

While the described A* algorithms aim at improving performance of a single
similarity assessment, linear retrieval with large case bases will still require one
run of the search algorithm per case in the case base. To ensure better scalability
with growing case bases, we now propose a parallelized A* II variant, called
A*P. It enables to compute the top k cases from the case base without fully
computing the similarity for all cases. Therefore the search process is parallelized
for all cases, maintaining one queue Qi for each case. In every step, the node
from the queue with the highest f -value from all queues of not already finished
search processes is expanded. Search terminates, when at least k searches have
terminated and when the similarity of the k-best case is higher than all f -
values of the remaining queues. Since the f -values are upper bounds for the final
similarity, it is ensured that none of the remaining cases can ever exceed the
similarity of the known k-best case. Hence, completeness of k-best retrieval is
guaranteed. The following algorithm returns the list of the k-best cases (and
possibly some more) together with its similarity value.

A*P Retrieval (QW = (Nq, Eq, Tq, Sq), CB = {CW1, . . . , CWn}, k)
{ S0.N = Nq; S0.E = NE ; S0.m = ∅; S0.f = 1;

for i = 1 . . . n do { Qi =< S0 > } ;
res = ∅;
repeat
{ j = arg maxi/∈res{first(Qi).f} ;

Qj =Expand(Qj) ;
if first(Qj).N = ∅ and first(Qj).E = ∅ then res = res ∪{j} ;

} until |res| ≥ k and k-th(first(Qi).f |i ∈res) ≥ maxj /∈res{first(Qj).f} ;
return {(first(Qi).f, i) | i ∈res} }

4.3 Experimental Evaluation

We evaluated the performance of the three A* variants also in relation to ex-
haustive search and greedy search. The hypotheses to be evaluated are:

H2a: The average retrieval time of A*I is shorter than exhaustive search.
H2b: The average retrieval time of A*II and A*P is shorter than of A*I.
H2c: The average similarity error of A*I,II,P are lower than of greedy search.
H2d: The average retrieval time of A*P is lower than A*II, if k << |CB|.
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Fig. 4. Retrieval performance: Administrative business workflows
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Fig. 5. Retrieval performance: Scientific data mining workflows

We tested the hypotheses for the two workflow domains. The similarity models
and the case base of 20 cases from Sect. 3.3 are used. To assess the retrieval
performance we used 30 queries for each domain: the 10 queries from Sect. 3.3
plus the 20 cases of the case base itself. We determined the average retrieval
time per query as well as the average similarity error of the retrieved cases. As
a base line for this we determined for each query and case the optimal similarity
value by running the search algorithms over a very long time period.

Figures 4 and 5 show the results for the two domains for the different A*
variants with different limits on the queue size. A*P is evaluated for k = 5
(out of 20 cases). For the other algorithms the performance does not depend on
the number of cases to be retrieved. The graphs plot the similarity error over
the retrieval time (logarithmic scale). Increasing the queue size limit clearly leads
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to an increased retrieval time, but also to a reduced error. The figures clearly
indicate that the hypotheses H2a,b and c are confirmed. Concerning H2d, the
advantage of A*P over A*II is not very dominant. Therefore, we performed
an additional experiment with a case base of 203 cases from the scientific data
mining domain used in [9]. Figure 6 shows the average retrieval time for different
values of k. It clearly confirms hypothesis H2d.

Qsize  A* P,  k =5  A* P, k =10 A* II

10 0,386 0,483 3,04 

100 0,667 3,98 14,15

Retrieval Time [sec]

Fig. 6. Retrieval performance: Scientific data mining workflows, 203 cases

5 Conclusion and Future Work

We generalize and extend previous approaches for workflow similarity using
graph-based representations in several ways. We explicitly cover data centric
as well as control-flow centric workflows. We link with semantic representa-
tions and introduce knowledge intensive similarity measures according to the
local/global principle. Further extensions are desirable to represent hierarchical
workflows. The proper treatment of workflow agility requires representing work-
flow instances (rather then templates as in the current approach) including the
execution state. Also, more practical experience with applications of the model is
needed, involving semantic models of a larger scale. This also raises the question
of methodologies for developing appropriate similarity models. New methods for
learning similarity measures are demanded as a tool for this purpose.

The developed similarity assessment and retrieval algorithms show a satisfying
performance in terms of computation time and retrieval error. We demonstrated
scalability to medium sized case bases, but an extension to case base sizes � 1000
may require a course-grained pre-selection of cases according to the MAC/FAC
idea, as proposed by Leake et al. [14]. A case retrieval net over the semantic
descriptions seems a suitable approach for this purpose to be investigated in
future research. Also, the extension of A*P towards a multi-threaded variant
exploiting the parallelization of multi-core CPUs seems promising. Future work
could also explore whether kernel methods for labeled graphs are a suitable
alternative approach for similarity assessment of workflows.
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Abstract. Plan diversity has practical value in multiple planning domains, in-
cluding travel planning, military planning and game planning. Existing methods 
for obtaining plan diversity fall under two categories: quantitative and qualita-
tive. Quantitative plan diversity is domain-independent and does not require ex-
tensive knowledge-engineering effort, but can fail to reflect plan differences 
that are truly meaningful to users. Qualitative plan diversity is based on  
domain-specific characteristics which human experts might use to differentiate 
between plans, thus being able to produce results of greater practical value. 
However, the previous approach to qualitative plan diversity assumes the avail-
ability of a domain metatheory. We propose a case-based planning method for 
obtaining qualitative plan diversity through the use of distance metrics which 
incorporate domain-specific content, without requiring a domain metatheory. 
To our knowledge, this is the first time qualitative plan diversity is being ex-
plored in a case-based planning context.  

Keywords: diversity, case-based planning, qualitative diversity, quantitative 
diversity, diversity metrics. 

1   Introduction 

Diversity-aware planning consists of generating two or more plans which, while  
solving the same problem, are dissimilar from one another, thus covering a large por-
tion of the solution space, and providing a good indication of the range of available 
possibilities.  

Plan diversity has practical value in multiple planning domains, including military 
planning [14] (e.g., offensive versus defensive plans, or defensive plan variants), tra-
vel planning [12] and route planning (e.g. using local roads versus using highways). 
In mixed-initiative planning environments [13], diverse plans can provide the user 
with genuine alternatives, potentially highlighting useful solutions that may otherwise 
not be considered. In plan-based intrusion-detection [1], they raise awareness of mani-
fold threats. In game environments, plan diversity could be used to assist the player in 
exploring multiple different game-play strategies, as well as for modeling non-player 
characters exhibiting varied behavior, adding to the realistic atmosphere and enjoy-
ment factor of the gaming experience [16].   
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Depending on the type of plan distance (the measure of the dissimilarity between 
two plans) on which they are based, previous approaches to diversity-aware planning 
can be seen as belonging to one of two categories: qualitative and quantitative.  

Quantitative plan distance is domain-independent and has the advantage of not re-
quiring domain knowledge aside from the usual domain transition model (e.g., a col-
lection of STRIPS operators). The most common example of a quantitative distance 
metric is an action-set metric that counts the number of actions two plans do not have 
in common. This approach is, however, inflexible, as well as likely to produce mis-
leading results: two plans identified as distant using a quantitative, action-set metric 
could, in essence, be similar (e.g. in combat-based games, two plans may have very 
little overlap in terms of the actions they execute, while being both implementations 
of a defensive strategy). 

Qualitative plan distance, on the other hand, is based on domain-specific know-
ledge, thus having the potential to reflect subtler semantic differences that a human 
expert might take into account when comparing two plans (e.g. even if consisting of 
otherwise identical actions, a plan involving first-class air-travel will, from the point 
of view of a budget-conscious customer, be radically different from its economy-class 
counterpart). In contrast to the more mechanical quantitative approach, qualitative 
plan comparison should “see” plans much like human users would: as endeavors cha-
racterized by cost, risk, degrees of preference, etc. On the downside, the method for 
achieving qualitative plan diversity proposed previously in generative planning [12] is 
knowledge-intensive, requiring, in addition to the domain transition model, an ex-
tended domain theory (“metatheory”).  

In our previous work [3], we took the first steps in exploring plan diversity in case-
based planning [5,17,20], and did so using a quantitative approach. We now propose a 
case-based planning method for obtaining qualitative plan diversity without the need 
for a domain metatheory. This is achieved through the use of distance metrics which, 
themselves, incorporate the minimal domain-specific content that is required for the 
purposes of obtaining diversity.  

We aim to show that, when run in a real environment, qualitatively-diverse plan 
sets can produce more varied results than quantitatively-diverse plan sets. To our 
knowledge, this is the first time qualitative plan diversity is explored in a case-based 
planning context. 

In Section 2, we describe qualitative and quantitative plan distance in more detail. 
Then, in Section 3, we exemplify and compare quantitative and qualitative plan diver-
sity in a planning domain. In Section 4, we present a case-based retrieval algorithm 
that is amenable to both quantitative and qualitative distance metrics. Section 5 is 
dedicated to the comparative experimental evaluation of the diversity of plans ob-
tained using quantitative and qualitative distance metrics. Section 6 provides an over-
view of related work, followed by final remarks in Section 7.  

2   Qualitative and Quantitative Plan Distance 

Adapting the case diversity definition formulated by Smyth and McClave [19], we 
can define the diversity Div(Π) of a set of plans Π as the average dissimilarity be-
tween pairs of plans in the set: 
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                    Π ∑  π,π′|Π| |Π|π,π′∈ Π                                                 (1) 

 

where the plan distance Dist: Π×Π [0,1] is a measure of the dissimilarity between 
two plans. This formula is a direct adaptation, for the purposes of plan comparison, of 
the case diversity formula proposed by Smyth and McClave [19],1 as Dist can be con-
sidered to be the complement of a similarity measure Sim: 2 

 
                                   π, π 1 π, π                                                    (2) 
 
It should immediately be pointed out that the problem of comparing plans is nontrivi-
al: each plan may have an arbitrary number of actions, each with any number of pa-
rameters. Furthermore, the plan space for a given problem is potentially infinite (e.g., 
in a travel domain, a plan can be arbitrarily lengthened by repeatedly going back and 
forth between two locations). It follows that the notion of completeness [11], as  
defined for analysis tasks, such as recommender systems, cannot be applied to case-
based planning (the set of possible solutions to planning problems is not limited to the 
contents of the case base, but includes all adapted plans which could possibly be ob-
tained from those cases; and there are infinitely many such plans). 

The types of plan distance used in generative planning fall under two categories, 
which we will be referring to as quantitative and qualitative.  

Quantitative plan distance is based on plan elements (such as actions) derivable 
from the domain transition model,3 which are not interpreted in any domain-specific 
way. It follows that any two distinct plan elements are considered equally distant from 
one another (e.g. in a cooking domain, the action of adding lemon juice to a dish is 
considered equally distant from the action of adding vinegar and the action of adding 
sugar). Quantitative plan comparison, therefore, generally consists of counting the 
plan elements which plans have, or do not have, in common. An example of a quan-
titative distance metric (a normalized version of the metric used in [6]) is:    

               π , π 1 , ’ | |,| ’|                                              (3)  
 

where common(π,π’) is the  number of actions that plans π and π’ have in common 
and |π| is the number of actions in plan π. 

Qualitative plan distance is based on interpretation, using domain knowledge, of 
the components of plans (e.g. in a cooking domain: lemon juice and vinegar are both 
sour, but sugar is sweet; in a travel domain: a first-class plane ticket is expensive, 
while an economy one is affordable). As multiple bases for qualitative distance can be 
defined for the same domain, it is possible to vary the set of features along which one 
would like to see diversity (e.g. in a travel domain, variation of ticket cost, but not 

                                                           
1 The same formula is used in a generative planning context by Myers and Lee [12], under the 

name of “dispersion”. 
2 We are expressing diversity in terms of distance metrics. However, all formulas for distance 

metrics can be rewritten in terms of the complementary similarity metric. We maintain this 
interchangeability by always using normalized versions of the metrics, so that their values fall 
in the [0,1] interval.   

3 The minimal domain theory required in planning. 
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means of transportation). This has a practical advantage over quantitative diversity. 
However, with the greater potential benefits of qualitatively diverse plan generation, 
comes the greater complexity of obtaining it. Unlike quantitative metrics, which are 
domain-independent, qualitative metrics require domain-specific knowledge to be 
encoded and utilized. Previously, this was achieved by Myers and Lee [12] in an HTN 
planning context. Their approach, however, involves considerable knowledge engi-
neering effort: for the purposes of diverse plan generation, Myers and Lee require a 
“metatheory” providing additional domain information, thus allowing plans to be 
compared in terms of high-level features, such as the objects which fulfill various 
“roles” in plans and the domain-specific characteristics of various types of actions 
(e.g. the speed of travel by a given means of transportation). 

We propose a method of obtaining qualitative diversity which requires neither an 
HTN planning context, nor a domain metatheory. Instead, it is based solely on the 
domain transition model, a case base of plans, and qualitative distance metrics which 
incorporate all the domain-specific, qualitative content that is required for the purpos-
es of creating diversity.  

Our approach is motivated by the observation that obtaining plan diversity does not 
require a comprehensive qualitative model of the domain. It is sufficient to “equip” 
the diversity metric with minimal knowledge regarding the selected features it should 
base its differentiation between plans on. It immediately follows that multiple qualita-
tive metrics can be defined for any domain, each metric reflecting the minimal useful 
information necessary for a particular diverse-plan retrieval task. These metrics can 
then be used separately or compounded as needed, offering much greater power and 
flexibility in generating diverse plan sets that are truly useful in practical situations.  

3   Qualitative and Quantitative Plan Diversity in a Real-Time 
Strategy Game Context 

To exemplify possible uses of quantitative and qualitative plan diversity, we assume a 
real-time strategy game context, which is characterized by many of the complexities 
of real domains of practical interest:  it is dynamic (the world state evolves while the 
agent deliberates), non-deterministic (no specific action outcome can be guaranteed), 
partially observable, and adversarial (agents in each team seek to maximize their per-
formance metric by minimizing the opponents’ performance) [15]. 

Assume the following game configuration: the types of available units are  
peasants, soldiers, archers and mages. Units vary in terms of attack capabilities (e.g. 
soldiers are close-combat units, archers and mages long-range attack units) and ro-
bustness (e.g. peasants are very weak). The game score is computed by adding points 
for enemy kills and subtracting points for loss of friendly units. The amount add-
ed/subtracted on the destruction of a unit depends on the type of unit in question. The 
actions that can be taken by units are: move (the unit attempts to move to a specified 
location on the map), patrol (the unit moves back and forth between its current loca-
tion and a specified location on the map) and attack (the unit attacks any enemies at a 
given location). The action signature is <action name (parameter1, parameter2)>, 
where parameter1 specifies the unit which will undertake the action and parameter2 
specifies the target location of the action (e.g. action Move(soldier1, loc1) instructs 
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unit soldier1 to move to the map location loc1). There are two teams, one controlled 
using our plans, the other controlled by the built-in enemy AI.  

Consider the set of 3 plans in Fig. 1, and assume that we have already retrieved 
Plan 1 and are now trying to find a second plan, out of the two remaining ones, that is 
maximally distant from Plan 1, making the resulting pair of retrieved plans maximally 
diverse (using the diversity-aware retrieval algorithm described in Section 4). 

 

 
 
 
 
 
 
 

Fig. 1. Sample plans for a real-time strategy domain. The action parameters specify the unit 
which will be undertaking the action and the map location at which the action will take place. 

First, let us consider quantitative diversity (in our previous work [3], we demon-
strated quantitative plan diversity in a real-time strategy game domain). To do so, we 
use the quantitative metric DistQuant (Formula 3). As a result, the plan that is chosen  
is Plan 2: it shares no actions with Plan 1 (the attack actions in the two plans use dis-
tinct soldier units), therefore the distance between them is 1 (the maximum possible 
distance).  

However, an informed analysis, using domain-specific information, of the 
individual actions yields significant information: an attack action indicates an 
offensive approach to the game; a more neutral move action could be interpreted in 
various ways: moving to a location on one’s own side of the map may be considered a 
defensive action, while attempting to move towards the enemy side is likely 
offensive, indicating the intention to engage in battle. Therefore, Plans 1 and 2 may 
not be meaningfully different at all. They both culminate in an attack action at the 
same map location, using units, which, while distinct, are of the same type (soldiers). 
The three other actions that differentiate Plan 1 from Plan 2 may not be of great 
consequence at all, if the locations the units are moving to are on the friendly side of 
the map and not very far from their initial locations.  

Let us now consider, instead, a qualitative distance metric which considers two 
plans maximally diverse if they attack using a different type of unit, and identical if 
they use units of the same type to attack, even if the units are distinct (we will be 
using a more elaborated variant of this metric in our experiments).  

This method assesses Plan 2 as being maximally similar to Plan 1: they use units of 
the same type to attack, and the other actions in Plan 1 are ignored for the purposes of 
comparison, as they were not specified in the metric definition (this is an example of a 
qualitative metric including only the minimal amount of domain information that is 
relevant to the task at hand, thus reducing the knowledge engineering effort, and 
improving retrieval performance). As a result, the qualitative method picks the 
maximally distant Plan 3, which attacks using an archer, a unit very different from a 
 

Plan1: Move (soldier1, loc1), Move (soldier2, loc2), Move (mage1, loc3), 
Attack (soldier3, loc4) 
Plan 2: Attack (soldier2, loc4) 
Plan 3: Move (soldier1, loc1), Move (soldier2, loc2), Move (mage1, loc3),  
Attack (archer1, loc4) 
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soldier: it is long-range, weaker in close combat, and its loss incurs a different score 
penalty than the loss of a soldier. This makes the selected plans significantly different 
relatively to the rules of the game. 

4   Plan-Diversity-Aware Retrieval Algorithm 

To demonstrate plan-diversity-aware case retrieval, we use a variant of the Greedy 
Selection4 algorithm proposed by Smyth and McClave [19] (Fig. 2). The algorithm 
retrieves a set of k diverse cases. First, it automatically adds to the retrieved set the 
case that is maximally similar to the new problem. Then, for k-1 steps, it retrieves the 
case that maximizes an evaluation metric taking into account both the similarity to the 
new problem and the relative diversity to the set of solutions selected so far. The key 
difference between the original Greedy Selection method (used for analysis tasks) and 
our variant (used for planning, which is a synthesis task) stems from the fact that 
plan-diversity-aware retrieval needs to take the solution plan into account, in addition 
to the problem. During retrieval, the problem is considered for similarity purposes, 
while the solution is considered for diversity purposes.  

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. The Plan Diversity Greedy Selection algorithm: a case-based planning variant of Greedy 
Selection [19] 

We assume a transformational-analogy adaptation method, in which the contents of 
a case are a problem (consisting of an initial and/or final state) and a solution, consist-
ing of a plan. The new problem is defined in terms of initial and/or final state.  

In Fig. 2, n is the new problem, C the case-base, and k the number of cases we aim 
to retrieve. In our variant of the algorithm, the quality based on which retrieval occurs 
is: 

                                                           
4 We chose to use general Greedy Selection, rather than its variant Bounded Greedy Selection 

[19], which improves performance for large case bases, as retrieval from our particular case 
base is manageable with the general algorithm. Alternatively, we can assume our case base to 
consist of only the top bk most similar cases, making our algorithm a variant of Bounded 
Greedy Selection.  

  1.  define PlanDiversityGreedySelection(n,C,k) 
  2.  begin 
  3.      R := {} 
  4.      For i := 1 to k 
  5.          Sort C by SimPlDiv(n,c,R) for each c in C 
  6.          R := R + First(C) 
  7.          C := C – First(C) 
  8.      EndFor 
  9.  return R 
10.  end 
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, ,  , 1 . π, , .Π           (4) 
 

where Sim is the case similarity measure used for traditional similarity-based retrieval 
(most generally, similarity of initial and/or final states), α a parameter used for vary-
ing the complementary weights assigned to the similarity and diversity retrieval crite-
ria, c.π the solution plan of case c, R.Π the set of solution plans in the set of cases R, 
and RelPlDiv(π,Π), the diversity of a plan π relative to a set of plans Π (adapted from 
the RelDiversity formula proposed by Smyth and McClave [19]):   

 

                                  π,Π ∑ π,ππ Π |Π|                                            (5) 

 

Dist can be any distance metric, either quantitative or qualitative.  

5   Experimental Evaluation 

Our experimental environment is real-time strategy game Wargus, which has pre-
viously been used in case-based planning work [3,15]. 

5.1   Experimental Setup 

Game Configuration. We run two-player Wargus games on two 32x32 tile maps 
(Fig. 3), with our team’s plans executed against the built-in Wargus enemy AI. The 
types of units and available actions are as described in Section 3. Each plan represents 
an individual battle (in which one of our armies engages the enemy), rather than a 
complete, prolonged game. This restriction was necessary so as not to allow excessive 
implicit game-play diversity, which might render meaningless the difference in va-
riance between results produced using different metrics. The two maps on which we 
test our plans are topologically different: the first has one gap in the forest separating 
the two armies, while the second has two gaps, located at different coordinates than 
the gap in the first map. This difference is meaningful for the following reason: on the 
second map, units will sometimes make different choices as to which gap to use to 
pass to the other side: sometimes, all units will use the same gap, at other times, they 
will split up, sometimes they will even “hesitate”, marching towards one gap, then 
returning to the other one. This ensures considerably different game behavior between 
the two maps.  
 
Case-based Planning System. In our case-based planning system, we use the follow-
ing convention: the cases are interpreted as battle-plan blueprints, so that every unit in 
a case is an abstracted representation of an entire army of units of that type (e.g. a 
soldier stands for an army of soldiers). New problems consist of actual game configu-
rations, specifying number of armies of each type, as well as number of units in each 
army. 

The case base consists of 100 distinct cases, each composed of an initial state (the 
problem) and a plan (the solution). The initial state is represented in terms of numbers 
of armies of each type. Each of these armies is represented by one unit in the plan. 
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The plans were generated using the FastForward [7] generative planner, modified 
so as to generate multiple plans for the same problem. All plans contain an attack 
action by one unit (which represents the entire attacking army in the adapted plan). 
No goal state is specified: the general goal is to obtain the highest possible score, and 
there is never one single final state through which this is achieved.  

 

    

Fig. 3. The two topologically-different game maps, with archer armies highlighted. Note how 
the archer army in the second map has split up into two divisions, each using a different gap to 
pass. 

The new problems consist of initial game states, indicating the number of armies of 
each type (soldier, archer, mage, peasant), as well as the number of units in each of 
the armies. All units in an army are of the same type. There are 5 new problems, with 
varying numbers of armies of each type, as well as number of units per army. 

The adaptation algorithm is consistent with the idea of a retrieved plan serving as 
blueprint. As each unit in the retrieved plan represents an army, each army A in the 
new problem will be matched to a unit U (of the same type as the units in A) in the 
retrieved plan. All units in A will then perform all actions performed by U in the re-
trieved plan. The matching will occur in order of the numbering of units in the re-
trieved plan, with one exception: if unit U is the attacking unit in the retrieved plan, U 
will be the first to be assigned to an army of its type in the new problem, assuming 
such an army exists. This will always be the case with our problems: they all contain 
at least one army of each type, in order to be able to take at least partial advantage of 
any retrieved plan. 

For case retrieval, we use the PlanDiversityGreedySelection retrieval algorithm 
(Fig. 2), where k=4, α=0.5, and Sim is a similarity metric SimInitSt, based on the initial 
states of the compared cases: 

 c . IS, c . IS  ∑  .IS , .IS .IS , .IS              (6) 

 
In Formula 6, n is the number of types of units (in our experimental setup, n=4) and 
numArmiesTypei(c.IS) is the number of armies of units of type i  in the initial state of 
case c. 
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As the distance metric Dist, we use the quantitative metric DistQuant (Formula 3), 
as well as a game-specific qualitative metric, which we call DistWargus: 

   
 π , π0,  π π, 0 1,  π π                         (7) 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Sample case, new problem, and the corresponding adapted plan (units in the adapted 
plan are not annotated with the army they belong to because, in this example, there is only one 
army of each type). The second action parameter indicates the coordinates of the location at 
which the action should take place. 

 

NEW PROBLEM 
 
Initial State 
1 soldier army  
(4 units) 
1 peasant army  
(4 units) 
2 mage armies  
(4 units each) 
2 archer armies  
(4 units each) 

RETRIEVED CASE 
 

Initial State 
1 soldier army 
1 peasant army 
1 mage army  
1 archer army  
 
Plan 
move (archer1, 05_05)  
move (peasant1, 03_02)  
move (mage1, 04_07)  
move (archer1, 24_07)  
patrol (soldier1, 01_04)  
move (soldier1, 05_04)  
attack (archer1, 24_07)  

 

ADAPTED PLAN 
 
move (archer1, 05_05)  
move (archer2, 05_05)  
move (archer3, 05_05)  
move (archer4, 05_05)  
  move (peasant1, 03_02)  
  move (peasant2, 03_02)  
  move (peasant3, 03_02)  
  move (peasant4, 03_02)  
move (mage1, 04_07)  
move (mage2, 04_07)  
move (mage3, 04_07)  
move (mage4, 04_07)  
  move (archer1, 24_07)  
  move (archer2, 24_07)  
  move (archer3, 24_07)  
  move (archer4, 24_07)  
patrol (soldier1, 01_04)  
patrol (soldier2, 01_04)  
patrol (soldier3, 01_04)  
patrol (soldier4, 01_04)  
  move (soldier1, 05_04)    
  move (soldier2, 05_04)  
  move (soldier3, 05_04)  
  move (soldier4, 05_04)  
attack (archer1, 24_07)  
attack (archer2, 24_07)  
attack (archer3, 24_07)  
attack (archer4, 24_07)  
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In Formula 7, attackUnitsType(π) is the type of units in the attacking army of plan 
π, and d is the degree of difference between two types of units, as defined based on 
game-specific knowledge, and indicated in Table 1 below.  

Table 1. Domain-specific degrees of distance between types of Wargus units 

 
Unit type 1 

 
Unit type 2 d 

Peasant Soldier 0.50
Peasant Archer 0.75
Peasant Mage 0.90
Soldier Peasant 0.50
Soldier Archer 0.50
Soldier Mage 0.75
Archer Peasant 0.75
Archer Soldier 0.50
Archer Mage 0.50
Mage Peasant 0.90
Mage Soldier 0.75
Mage Archer 0.50

5.2  Experimental Evaluation 

Evaluation Method. To evaluate the diversity of game-play sessions which are based 
on the sets of generated plans, we observe the variation of two game-specific evalua-
tion metrics. The primary metric is Wargus score (computed as in Section 3); the 
secondary metric is time (the duration, in game cycles, of game-play sessions). 

Our hypothesis is that plans obtained using retrieval based on the qualitative plan-
diversity metric DistWargus will produce greater game-play variation (reflected in the 
evaluation metrics), than plans obtained using the action-set quantitative distance 
metric DistQuant. We expect that, when run in the game, adaptations of plans retrieved 
using the qualitative distance metric will produce significantly more variation (as 
measured using standard deviation and assessed using the F-test) of Wargus scores5 
than adaptations of quantitatively-diverse sets of plans. We expect to see a similar 
behavior with regard to time, but with less confidence, as we have observed that game 
duration tends to vary more between runs of the same plan, on the same map.6  

                                                           
5  Note how we have chosen one of the countless possible domain-specific, qualitative distance 

metrics in accordance with our purpose: that of obtaining easily quantifiable diversity. Had 
our objective been different, we might have opted for a distance metric producing some form 
of diverse game behavior which is not so clearly reflected in score variation.  

6 Had we chosen time as the primary metric, we might have retrieved plans which use  
diverse route waypoints, encouraging the variation of game duration more clearly than that of 
score. 
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Results. In Fig. 5, each point in each chart represents the standard deviation of score 
or time (as indicated) for one plan set of 4 plans, where each plan is run in the game 5 
times. The two data sets in each chart correspond to results obtained using the quan-
titative distance metric DistQuant and the qualitative metric DistWargus in retrieval. There 
are 5 plan sets for each of the 5 new problems, on each of the 2 maps (50 plan sets  
in all). 

As can be seen in the charts, for score, the standard deviation of DistWargus results 
per plan set is consistently higher than that of DistQuant results.7 Being highly diverse, 
the DistWargus score sets always include the highest recorded score per problem/map 
combination (while DistQuant sets do not). 

The F-test score results indicate that the difference between the variances of the 
DistWargus and DistQuant score data sets is statistically significant, at the 95% confidence 
level, for all problems, on both maps, with the DistWargus data set displaying the great-
er variance. 

For the secondary metric of time, the standard deviation of DistWargus results is 
greater than that of DistQuant results on all but 2 of the 25 plan sets on the first map, 
and all but 3 out of the 25 plan sets on the second map.  

The F-test indicates that the DistWargus data sets display greater variance, and the va-
riance difference is statistically significant, at the 95% confidence level, on 4 of the 5 
problems on each map. On the second map, the difference is statistically significant 
(with greater variance for the DistWargus data set), at the 90% confidence level, on the 
remaining problem. For the remaining problem on the first map, the variance is 
slightly greater for the DistQuant data set, but the difference is not statistically signifi-
cant. 

To sum up, DistWargus results are significantly more diverse than DistQuant results on 
all problems for the score metric, and on the majority of problems for the time metric. 
This is consistent with our expectations. 

In terms of plan quality, we have noticed that plans retrieved using DistWargus (and, 
consequently, the adapted plans based on them) tend to be shorter, on average, than 
plans retrieved using DistQuant (the reason for this should be obvious from the way the 
two metrics are computed, with DistQuant easily increasable by lengthening any of the 
compared plans, as long as the added actions are not encountered in the other plan). 
Plan length relates to the time it takes to execute the strategy outlined in the plan. It 
follows that shorter plans may, in this context, be preferable to longer ones. This sug-
gests that well-chosen qualitative distance metrics can also help ensure that retrieved 
plans are of good quality. 

 

                                                           
7 The question might be raised whether plan sets producing highly diverse scores, from high  

to low (rather than all of the plans playing the game expertly) are ever of practical value:  
a simple example is the modeling of AI enemies, which, to make the game environment  
realistic (as well as not discouragingly difficult) should vary in intelligence and ability.  
Also, in partially unknown environments (e.g. the map remains the same, but the enemy  
force may vary over consecutive plans), we may benefit from experimenting with  
multiple diverse plans, even if some of them behaved poorly in a slightly different game  
configuration.  
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Fig. 5. Standard deviation of game scores and time (game duration) 
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6   Related Work 

Case diversity was explored extensively in case-based recommender systems 
[2,8,9,10,18,19]. 

In case-based planning, we began to explore diversity in our previous work [3]. 
However, the focus there was on comparing plan diversity with state diversity, and we 
only demonstrated quantitative plan distance. While we also tested the diversity of 
plans by running them in the Wargus game, the game configurations were less sophis-
ticated (with fewer unit types and simpler plans), as was our case-based planning 
system.  

In generative planning (which involves generating plans from scratch, rather than 
through case retrieval and adaptation), quantitative plan diversity has been explored 
by Srivastava et al. [21]. A method for qualitative-diversity-aware plan generation has 
been proposed by Myers and Lee [12], in HTN planning. Their knowledge-intensive 
approach does not use distance metrics at plan generation time. Instead, it directs the 
generative planner towards regions of the search space which are identified as 
representing qualitatively different plan attributes, using a domain metatheory (an 
extended description of the planning domain in terms of high-level attributes, sup-
plementing the standard domain model). In [4], we explore quantitative and qualita-
tive plan diversity in generative planning. 

To our knowledge, apart from our previous work [3,4], no other work on plan di-
versity (generative or case-based) assesses plan diversity by running plans in their 
environment, and observing behavior and results thus obtained. Instead, this is 
achieved by analyzing the plans themselves [12,21]. 

Myers [14] explores qualitative plan comparison (identifying similarities and dif-
ferences between plans) through the use of a domain metatheory. The approach as-
sumes an HTN planning paradigm, and defines plan distance purely on the basis of 
high-level characteristics specified in the metatheory. It does not deal with diverse 
plan generation, but with the computation of distance between already available plans. 
The related problem of plan stability is explored by Fox et al. [6]. Plan stability aims 
at reducing the difference between an original plan and a repaired plan. The similarity 
metric they use for this purpose is quantitative. Storyline diversity in a gaming  
environment, for the purpose of enhancing the player’s experience, is explored by 
Paul et al. [16]. 

7   Conclusions and Future Work 

Our work brings two main contributions to case-based plan diversity research. First, 
to our knowledge, we approach qualitative diversity in case-base planning for the first 
time. Second, we obtain qualitative plan diversity through the use of a qualitative plan 
distance metric at case retrieval time. 

In a game domain, we show how qualitative plan diversity can, by reflecting cha-
racteristics specific to the domain in question, produce more meaningful plan varia-
tion than quantitative diversity. In addition, we evaluate the diversity of generated 
plans by running them in the environment and observing their behavior, as opposed to 
examining the structure of the plans themselves.   
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In future work, we aim to explore qualitative plan diversity in various real domains 
of practical interest, once again testing the diversity of plans by running them in the 
environments. We are also interested in exploring diversity in online planning, which 
should be particularly interesting in game domains, such as the one used herein. 

We also plan to analyze the trade-off between plan diversity and plan quality; and 
to explore whether qualitative distance metrics can be used to help ensure that the sets 
of retrieved plans are not only diverse, but also composed of individual plans of good 
quality. 

Acknowledgements. We thank the anonymous reviewers for their comments. 
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Abstract. We present what is, to the best of our knowledge, the first
analysis that uses dataset complexity measures to evaluate case base
editing algorithms. We select three different complexity measures and
use them to evaluate eight case base editing algorithms. While we might
expect the complexity of a case base to decrease, or stay the same, and the
classification accuracy to increase, or stay the same, after maintenance,
we find many counter-examples. In particular, we find that the RENN
noise reduction algorithm may be over-simplifying class boundaries.

1 Introduction

Case base editing is a form of case base maintenance in which algorithms use
heuristics to select cases to delete from case bases. In the context of case-based
classification, noise reduction algorithms seek to delete noisy cases, with the
goal of increasing classification accuracy; redundancy reduction algorithms seek
to delete redundant cases, with the goal of increasing retrieval efficiency while,
as much as possible, not harming classification accuracy.1

Suppose that we are comparing case base maintenance algorithms. How do
we measure their efficacy? Obviously, we want to measure the number of cases
that the algorithms delete from the case base: other things being equal, the more
that are deleted the better. But we also need to see the effect on the resulting
classifier. Often researchers report the change in the classification accuracy (or
error) measured before and after maintenance on a separate held-out test set.
But two problems arise.

The first problem, as is apparent from the previous paragraph, is that case
base maintenance is a multi-objective optimization problem. We cannot, in gen-
eral, maximize both the number of cases deleted and the accuracy of the resulting
case base. We can see this in an extreme form by imagining an algorithm that
proposes deletion of all but one case: deletion has been maximized but a case-
based classifier will now incorrectly predict the class of all target problems whose
true class is different from the class of the case that remains in the case base.
1 This paper is based upon work partially supported by the Science Foundation Ireland

under Grant Number 05/RFP/CMS0019.

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 47–61, 2011.
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In our previous work, we proposed two strategies for investigating the trade-off
between these two objectives [3]. One was to compute the Pareto front, i.e. those
algorithms not dominated by any other algorithms. The other was to combine
the percentage of cases deleted and the percentage accuracy of the case base after
maintenance into a single number. We proposed to use their harmonic mean.

But evaluating maintenance algorithms by the accuracy of the resulting case
base has a second, little-recognized problem. Many of the maintenance algo-
rithms use a classifier to decide which cases to delete (e.g. [1,5]). Assuming that
the maintenance algorithm uses the same (or nearly the same) classifier as we
use to measure accuracy pre- and post-maintenance, we have no independent
measure of what the maintenance algorithm is achieving, and we run the risk
that our maintenance algorithm is directly (or nearly directly) optimizing that
which we measure. It would be useful to have independent measures that could
be used to evaluate maintenance algorithms. In this paper, we investigate using
dataset complexity measures.

Section 2 describes the maintenance algorithms that we will be evaluating.
Section 3 reviews dataset complexity measures, and selects the three that we
will use in this paper. Section 4 explains our experimental methodology. Then
Sections 5, 6 and 7 present the results for noise reduction algorithms, redun-
dancy reduction algorithms and composites that combine the two, respectively.
Section 8 describes some related work, and Section 9 draws conclusions and
presents ideas for future work. This, to the best of our knowledge, is the first pa-
per to evaluate case base editing algorithms using dataset complexity measures.
Our conclusions are therefore tentative ones. But we find reason to doubt the
efficacy of the RENN noise reduction algorithm.

2 Case Base Editing Algorithms

The most common case-base maintenance algorithms are listed in Table 1.
As the Table shows, there are two types of case-base maintenance algorithm:

those that delete noisy (or harmful) cases, and those that delete redundant cases.
In practice, case-base maintenance algorithms are often composites, comprising
a noise reduction phase followed by a redundancy reduction phase. For example,
Brighton & Mellish’s Iterative Case Filtering (ICF) algorithm comprises a noise-
filtering phase using RENN followed by their own bespoke redundancy reduction
phase [1]. So that we can separately evaluate the individual components of these
composites, we have extracted the redundancy reduction phase of the composite
algorithms, naming them in the table, and treating them as separate algorithms.
For example, ICFR is our designation for the redundancy reduction phase of
ICF, and we refer to ICF by the designation RENN→ICFR to emphasize its
composite nature.

It is well-known that the algorithms in Table 1 perform differently on different
datasets (see, e.g., [1]): one size does not fit all in case base maintenance. This
follows naturally from the fact that each of the atomic maintenance algorithms
heuristically targets different types of cases to remove:
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Table 1. Atomic case-base maintenance algorithms, and classic composites

Name used Name in the
in this paper literature Description

Atomic noise reduction algorithms
RENN RENN Repeated Edited Nearest Neighbour [17]
BBNR BBNR Blame-Based Noise Reduction [5]

Atomic redundancy reduction algorithms
ICFR — Redundancy reduction phase of ICF [1]
RCR — Redundancy reduction phase of RC [13]
CRR CRR Conservative Redundancy Reduction [5]

Classic composite algorithms
RENN→ICFR ICF Brighton & Mellish’s Iterative Case Filtering [1]
RENN→RCR RC McKenna & Smyth’s algorithm [13]
BBNR→CRR CBE Delany & Cunningham’s Case-Base Editing algorithm [5]

– RENN regards a case as noisy if it has a different class to the majority of its
k nearest neighbours [17].

– BNNR, by contrast, regards a case as noisy if it causes other cases to be
mis-classified [5].

– ICFR and CRR both regard ‘interior’ cases, i.e. ones within clusters of same-
class cases, as redundant ones, and both aim to retain cases on the boundaries
between classes because these cases are important for classification accuracy.
• ICFR removes cases that are solved by more cases than they themselves

solve [1].
• CRR removes cases that solve other cases [5].

– RCR, however, aims to retain a case if it is surrounded by many cases of the
same class, while treating as redundant, and deleting, those that surround
it [13].

In this paper, we want to further explore the effect of these algorithms by looking
at changes they bring in the values of dataset complexity measures.

3 Measures for Maintenance

Ho & Basu survey dataset complexity measures in [9,10]. Subsequently, Orriols-
Puig et al. have made available DCoL, the Data Complexity Library, which
is an open-source C++ implementation of 13 measures based on those in the
Ho & Basu survey [14].2 However, we have found problems with the definitions
of several of these measures. We present revised definitions in [2]. These are
the measures whose labels contain a prime, e.g. F ′

2. In [2], we also describe 4
additional measures: one is from the Case-Based Reasoning (CBR) literature [7];
we define the other 3 from ideas presented in the CBR literature [12,16]. Table 2
summarizes all 17 measures. Ho & Basu placed each complexity measure into
one of three categories [9,10], and we have also shown these in the Table.
2 http://dcol.sourceforge.net/

http://dcol.sourceforge.net/
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Table 2. The dataset complexity measures considered in this paper. (For formal defi-
nitions, see [2])

Measure Description

Measures of overlap of attribute values
F1 Maximum Fisher’s Discriminant Ratio
F ′

2 Volume of Overlap Region
F ′

3 Maximum Attribute Efficiency
F ′

4 Collective Attribute Efficiency

Measures of separability of classes
N ′

1 Fraction of Instances on a Boundary
N2 Ratio of Average Intra/Inter Class Distance
N3 Error Rate of a 1NN Classifier
L1 Minimized Sum of Error Distance of a Linear Classifier
L2 Training Error of a Linear Classifier
C1 Complexity Profile
C2 Similarity-Weighted Complexity Profile
N ′

5 Separability Emphasis Measure

Measures of geometry, topology and density of manifolds
L3 Nonlinearity of a Linear Classifier
N4 Nonlinearity of a 1NN Classifier
T ′

1 Fraction of Maximum Covering Spheres
T2 Number of Instances per Attribute
T3 Dataset Competence

For the purposes of this paper, we select just three of the complexity measures,
one from each of the categories. We try to select ones that will reveal the changes
that the maintenance algorithms bring about, and ones that are computed in a
manner that is, as much as possible, independent of the way the maintenance
algorithms work and the way we measure changes in accuracy.

Measures of overlap of attribute values. The measures in this category
characterize the extent to which the attributes in a dataset discriminate between
the class labels. An attribute that takes one value v in a case that is labeled by
class c+ but takes another value v′, v′ �= v, in another case that is labeled by
class c− is less discriminatory than an attribute whose values align perfectly
with the class labels.

In [2], we did not find these measures to be predictive of classifier accuracy.
But we might expect them to be much more revealing of the effects of main-
tenance, especially of noise reduction. An incorrectly-labeled case may decrease
the discriminatory power of one or more attributes.

We choose to use F ′
3, which is our modified version of Ho & Basu’s maximum

attribute efficiency. The efficiency of an attribute is defined as the proportion of
cases in the case base which have values for that attribute that do not fall into
the overlap for that attribute. We define the overlap for an attribute as the set
of its values that appear in differently labeled cases; in other words, if a’s value
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is v in case x whose class is c+, and a’s value is v in another case x′ whose class
is c−, then v is in a’s overlap.

We do not use F1 because we cannot apply it to datasets that include symbolic
values or multi-class classification (where there are more than two class labels);
and we avoid F ′

2 because, in the experiments that we describe in section 4, we
found that most of its values on most datasets, both pre- and post-maintenance,
tend to be zero. F ′

4 would be just as good as F ′
3: there is not much to choose

between them here.

Measures of separability of classes. The measures in this category estimate
the length and linearity of class boundaries. We found all of these measures to
be predictive of classifier accuracy [2].

We exclude L1 and L2 because they cannot handle multi-class classification
problems and symbolic-valued attributes. We exclude N ′

5 because it is simply
the product of N ′

1 and N2 and so produces values intermediate between the two.
C1 and C2 are new measures that we introduced in [2], where we found them

to be the two most predictive of classifier accuracy. We based both of them on
Massie et al.’s case complexity measure [12]. But, when we computed these mea-
sures pre- and post-maintenance, we found, overwhelmingly, that they disagreed
with the other measures about how complexity had changed, and so we exclude
them here.

This leaves N ′
1, N2, N3. We exclude N3: it is computed using a 1NN classifier,

and therefore may not be independent enough of the maintenance algorithms.
The other two measures are reasonably independent of the maintenance algo-
rithms. N ′

1 creates a minimum spanning tree (MST) and counts the proportion
of cases in the MST that are connected to cases of a different class. In our ver-
sion, we repeatedly shuffle and recompute the MST, and average the results,
which allows for the fact that MSTs are not unique. N2 is the ratio between the
sum of the distances from each case to its nearest like neighbour and the sum of
the distances from each case to its nearest unlike neighbour. We will choose N ′

1

since we found it to be more predictive of classifier accuracy than N2 [2].

3.1 Measures of Geometry, Topology and Density of Manifolds

In this category, it is easy to choose T ′
1. We exclude L3 and N4 because they

cannot be computed on datasets with symbolic-valued attributes. T2 is simply
the number of instances in the dataset divided by the number of attributes:
since the former will decrease (or, at least, not increase) and the latter will not
change after maintenance, this measure is giving little insight beyond what we
learn already from recording the percentage of cases deleted, so we exclude it.
As for T3, this is one of the new measures that we introduced in [2]; it is based
on competence groups and their coverage [16]. We did not find this new measure
to be predictive of classifier accuracy, and we have not found it to be useful here
either: for all case bases and all maintenance algorithms, it shows complexity
increasing, rather than decreasing, after maintenance. The notions of competence
groups and their coverage were never designed for use as a complexity measure,
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and it is therefore no criticism of the competence idea that we have not found it
to be useful either here or in [2]. It is possible that taking more account of the
number of competence groups, rather than their coverage, would yield a more
useful measure. Investigating this is left to future work.

For each case x in the case base, T ′
1 computes its adherence subset. This

subset contains x itself and all its nearest neighbours up to, but excluding, the
nearest unlike neighbour. T ′

1 is then the number of adherence subsets, ignoring
those that are contained within, or equal to, another. While this measure was
not very predictive of classifier accuracy [2], it behaves as we would expect for
maintenance, mostly showing a decrease in complexity after maintenance.

In summary, then, we will proceed to use F ′
3, N ′

1 and T ′
1 in the rest of this

paper.

4 Experimental Methodology

We took 25 datasets: 19 from the UCI repository [8]; plus the Breathalyser
dataset [6]; and five email datasets [5]. For evaluation, we performed repeated
holdout on each of the datasets. Each dataset was divided randomly into three
splits: a 60% training set, a 20% test set, and a final 20% which was required
for evaluation of other systems in our research (not reported in this paper) and
hence was discarded here. We created 10 different splits of the data and we
report all results as averages over the 10 splits.

We ran each of the maintenance algorithms in Table 1 on the training set
and recorded the percentage of cases deleted. We also recorded the accuracy
(percentage of cases correctly classified) on the held-out test set both before
and after maintenance. Additionally, we computed the values of each of the
17 complexity measures on the case bases before and after maintenance. We
normalized the values of the measure to the [0, 100] range in order to make
comparisons easier. We also had the problem that in some measures low values
mean low complexity but in others high values mean low complexity. In this
paper, when computing changes in complexity, we normalize further to arrange
matters so that a positive change always means a lowering of complexity.

Although making a positive change mean a decrease in complexity is perhaps
counter-intuitive, we do this for the benefit of graphs later in the paper. It means
that moving upwards and rightwards in the graphs is a good thing, corresponding
to decreases in complexity and increases in classification accuracy respectively.
We show this in Figure 1. The upper-right quadrant shows that the maintenance
algorithm has unambiguously improved accuracy and complexity. The top-left
quadrant signifies lower complexity but also lower accuracy. This might occur
if the maintenance algorithm over-simplifies class boundaries. The bottom-left
quadrant signifies higher complexity and lower accuracy. There are any number
of reasons that this might happen but one is the deletion of correctly-labeled
cases near incorrectly-labeled ones, so that the incorrectly-labeled case will be
retrieved for a larger number of target problems. The bottom-right quadrant is
the situation of lower accuracy and higher complexity. Fortunately, our graphs
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Fig. 1. Interpretation of graphs in this paper

Table 3. Percentage of cases deleted, change in accuracy, and change in normalized
complexity measures: mean (and standard deviation) over 25 datasets. (In this paper,
a positive change in a complexity measure implies lower complexity.)

% of cases Change in Change in Change in Change in
deleted % accuracy F ′

3 N ′
1 T ′

1

BBNR 23.08 (15.06) -0.24 (3.15) 31 (31) 6 (5) 4 (5)
RENN 23.17 (18.67) -2.70 (6.74) 41 (34) 22 (18) 23 (19)
CRR 35.94 (7.86) -2.00 (2.75) 24 (32) -14 (7) -9 (6)
ICFR 61.85 (22.15) -4.97 (2.75) 26 (34) -37 (14) -26 (15)
RCR 77.59 (9.57) -2.93 (2.43) 32 (34) -27 (9) -14 (18)
BBNR→CRR 59.38 (12.58) -1.54 (3.37) 44 (35) 15 (17) 16 (18)
RENN→ICFR 78.41 (16.12) -5.90 (6.64) 48 (33) -5 (26) 10 (22)
RENN→RCR 88.71 (2.11) -4.25 (6.85) 49 (34) 1 (20) 8 (24)

show this to be very rare. Of course, as we said earlier, maintenance is a multi-
objective optimization problem — losses in accuracy may be a price worth paying
if the case base becomes more compact, and so it is not necessarily a ‘bad thing’
for a dataset and algorithm to be in a quadrant other than the top-right one.

We summarize the results in Table 3, which shows averages over the 25 datasets,
and reports the changes in the 3 measures that we selected in section 3.

5 Atomic Noise Reduction Algorithms

Figure 2 shows results for the atomic noise reduction algorithms, BBNR and
RENN. The x-axis is the same in all three graphs in Figure 2. It is the change in
accuracy on the held-out test set: positive values mean that accuracy is higher
after maintenance than it was before maintenance. On the y-axis, we plot the
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(a) F ′
3: Maximum Attribute Efficiency

(b) N ′
1: Fraction of Instances on a Boundary

(c) T ′
1: Fraction of Maximum Covering Spheres

Fig. 2. Changes in accuracy and complexity: atomic noise reduction algorithms
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change in the normalized values of the complexity measure: F ′
3 in Figure 2a,

N ′
1 in Figure 2b, and T ′

1 in Figure 2c. We repeat the point made earlier that,
perhaps counter-intuitively, positive values here mean that the complexity has
gone down after maintenance. Hence, the upper-right quadrant of every graph is
where we might hope to be: increased accuracy and lower complexity. There are
50 points on each graph, representing what happens to each of the 25 datasets
in the case of BBNR (diamonds) and in the case of RENN (squares).

We might expect that a good noise reduction algorithm would either improve
accuracy or, if there was no noise, would leave it unchanged. But we see that the
algorithms sometimes improve accuracy and sometimes worsen it. BBNR seems
to do better than RENN: in 18 of the 25 datasets, BBNR improves accuracy or
leaves it unchanged; in only 9 of the 25 does RENN do the same. In the case of
RENN, some quite severe falls in accuracy occur (20-25%). We might think that
the explanation would lie in the number of cases deleted. But, in fact, for most
datasets, the two algorithms delete quite similar numbers of cases. The difference
in the percentages deleted is less than or equal to 5% for 20 datasets. The mean
percentage deleted over the 25 datasets by BBNR is 23.08%, where for RENN it
is 23.17%. In only 7 of the datasets does RENN delete more, although in three
of these the difference in the percentage deleted is more than 10%.

Both algorithms lower complexity, across all 3 complexity measures on nearly
all datasets. Let’s consider F ′

3 first (Figure 2a). In an extreme example, if two
cases have exactly the same attribute values but are labeled by different classes,
then one of the cases is noisy (unless there are other attributes in the domain
that would distinguish the two cases but which are not part of the dataset). We
would hope that a noise reduction algorithm would delete at least one of these
cases and ones like them and this should be reflected in an improvement to F ′

3.
Figure 2a shows that both algorithms do seem to be successful in doing this, and
to the same degree. The average change in F ′

3 in the case of BBNR is 31 with
standard deviation (s.d.) also 31, and in the case of RENN it is 41 with s.d. 34.

A noise reduction algorithm might be expected also to ‘clean up’ the bound-
ary between classes: removal of a noisy case should simplify the boundaries. This
is what N ′

1 is supposed to measure, and Figure 2b confirms that both algorithms
succeed in improving this measure of complexity. RENN does this more aggres-
sively than BBNR. Its improvements to N ′

1 are often greater: it improves N ′
1 by

22 on average (s.d. 18) whereas BBNR improves it by 6 (s.d. 5). But this may
explain why RENN loses accuracy and therefore places many datasets in the
upper-left quadrant: it may be over-simplifying class boundaries.

Finally, by removing noisy cases, a noise reduction algorithm should produce
a case base in which clusters of like cases are fewer in number but larger in size.
This is what T ′

1 is supposed to measure, and Figure 2c shows again that this is
what is happening: the changes are positive (meaning lower complexity), or close
to zero, across all 25 datasets. Again RENN may be too aggressive: its mean is
23 (s.d. 19) compared to BBNR’s mean of 4 (s.d. 5).

We conclude that, generally speaking, RENN’s heuristic for identifying harm-
ful cases is not as successful as BBNR’s. It aggressively deletes cases, thereby
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over-simplifying the case base, achieving larger improvements in complexity but
at the expense of classifier accuracy.

6 Atomic Redundancy Reduction Algorithms

Figure 3 shows the performance of the three atomic redundancy reduction algo-
rithms (CRR, ICFR and RCR). These algorithms are normally preceded by a
noise reduction phase. It is important to be clear that here we are running these
algorithms without previously doing any noise reduction. The algorithms may
therefore not run as intended, because they usually expect to run on case bases
with little or no noise, and the results will reflect this.

The standout observation across the three graphs in Figure 3 is that most
points are to the left of the origin on the x-axis, showing that they mostly worsen
classification accuracy. Of course, as explained above, this may be because the
algorithms are not being applied to the kinds of case bases that they expect,
i.e. ones that have undergone noise reduction. Another observation is that CRR
(the diamond) tends to give smaller decreases in accuracy (mean -2%, s.d. 2.75)
than RCR (the triangle, mean -2.93%, s.d. 2.43), which in turn gives smaller
decreases than ICFR (the square, mean -4.97%, s.d. 2.75). This is only partly
explained by looking at the percentage of cases deleted. CRR is conservative: it
deletes the least and therefore does least damage to accuracy. Indeed it deletes
35.94% cases on average (s.d. 7.86). Counter-intuitively, though, RCR deletes
the most (mean 77.59%, s.d. 9.57) with less damage to accuracy than ICFR,
which deletes fewer cases on average (61.85%, s.d. 22.15).

According to F ′
3, complexity becomes lower (Figure 3a), but in the case of

both N ′
1 and T ′

1, complexity increases (Figures 3b and 3c). In the case of N ′
1

and T ′
1, most points are in the lower-left quadrants. One hypothesis is that

noisy cases, which have not previously been removed by a noise reduction phase,
remain untouched by the redundancy reduction algorithms, and that correctly-
labeled cases are removed. Without these correctly-labeled cases, the noisy cases
grow in competence. They will be among the neighbours of a wider range of
target problems, leading to reduced classifier accuracy. And, with fewer correctly-
labeled cases relative to incorrectly-labeled ones, boundaries are more complex
and there are more clusters, and denser clusters, of noisy cases.

7 Composite Algorithms

Figure 4 shows the effects of the composite algorithms, designated here by
BBNR→CRR (diamond), RENN→ICFR (square) and RENN→RCR (triangle).
We see a much greater spread in the effects on classifier accuracy: sometimes it
improves; more often, it does not. BBNR→CRR does the least harm and has
the narrowest spread (mean -1.54%, s.d. 3.37) compared to RENN→RCR (mean
-4.25%, s.d. 6.85) and RENN→ICFR (mean -5.9%, s.d. 6.64), but it is also the
ones that deletes the least — 59.8% compared to 78.41% and 88.71%.
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(a) F ′
3: Maximum Attribute Efficiency

(b) N ′
1: Fraction of Instances on a Boundary

(c) T ′
1: Fraction of Maximum Covering Spheres

Fig. 3. Changes in accuracy and complexity: atomic redundancy reduction algorithms
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(a) F ′
3: Maximum Attribute Efficiency

(b) N ′
1: Fraction of Instances on a Boundary

(c) T ′
1: Fraction of Maximum Covering Spheres

Fig. 4. Changes in accuracy and complexity: composite algorithms
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Of course, these composites run redundancy reduction after noise reduction,
and we find that the redundancy reduction is having a substantial effect. On
its own, BBNR deletes 23.08% on average, but BBNR→CRR deletes 59.38%
(36.3 more). RENN deletes 23.17% on average, but RENN→RCR deletes 88.71%
(65.54 more) and RENN→ICFR deletes 78.41% (55.24 more).

The BBNR→CRR composite seems to have a clear advantage over its con-
stituents, BBNR and CRR. BBNR→CRR deletes on average about the same
amount as the sum of the amount deleted by BBNR alone and CRR alone. But
the decrease in mean accuracy is less than the sum of the decreases caused by
BBNR alone and CRR alone. In the cases of RENN→ICFR and RENN→RCR,
the percentages of cases deleted by the composites exceed the amounts deleted
by their constituents but, unless these very high levels of deletion are desirable,
it might be better to use their redundancy constituents alone, since these still
delete quite a lot of cases but with a smaller decrease in mean accuracy.

BBNR→CRR almost always lowers complexity: F ′
3 improves by 44 (s.d. 35),

N ′
1 by 15 (17) and T ′

1 by 16 (18). And it achieves these results with the least
damage to accuracy. Results are more mixed for the other two composites. They
both make improvements to F ′

3 of nearly 50 (s.d. just over 30) and to T ′
1 of

about 10 (s.d. just over 20). But according to N ′
1, RENN→ICFR makes com-

plexity worse (-5 with s.d. 26) and RENN→RCR improves it but only by 1 (s.d.
20). Although BBNR→CRR and RENN→ICFR are more similar in their re-
dundancy reduction phases (both aim to delete ‘interior’ cases), RENN→ICFR
and RENN→RCR have the same initial noise reduction phase, and this seems to
make their behaviour more similar in these results. Again, unless RENN’s high
levels of deletion are especially desirable, it may be better to avoid it in favour
of BBNR→CRR, or just ICFR or RCR on their own.

In previous work, we briefly looked at the idea of composites in which ICFR
and RCR were preceded by BBNR, rather than by RENN [3], and our new
results here suggest that these should be investigated in more depth.

8 Related Work

There has been a number of studies that investigate the relationship between the
dataset complexity measures and classifier accuracy, including [9,10,11]. But, we
are presenting here the first ever study of complexity measures and case base
editing algorithms.

The closest paper to our own is by Pranckeviciene et al. [15], which investigates
a different form of maintenance, namely dimensionality reduction. They apply
two dimensionality reduction techniques, Forward Feature Selection (FFS) and
Linear Programming Support Vector Machine (LPSVM), to 5 high-dimension,
sparse, bio-medical datasets. They choose 3 complexity measures to analyze the
datasets before and after maintenance (using Ho & Basu’s original definitions,
not our modified ones): N1, N2, and T1. The complexity results are somewhat
mixed: complexity is sometimes reduced and sometimes not. The 3 measures
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that are used in [15] are selected to give insight into separability of classes, while
being independent of classifiers. It might be interesting to choose a wider range
of measures that provide different insights into the data.

9 Conclusions and Future Work

In this paper, we have reviewed a number of the most significant case base editing
algorithms, along with a set of dataset complexity measures. We chose a small
set of complexity measures, trying to ensure that they were different from each
other (by choosing them from different categories of measures) and would reveal
different insights into the operation of the maintenance algorithms, while at the
same time preferring ones that were independent of classifiers (since some of the
maintenance algorithms use classifiers in their operation). We then set up an
experiment in which 8 maintenance algorithms were run on case bases created
from 25 datasets. We reported the percentage of cases deleted, the change in
accuracy, and the changes in the 3 complexity measures that we had selected.

This, to the best of our knowledge, is the first paper to evaluate case base
editing algorithms using dataset complexity measures. Conclusions, at this stage,
are only tentative, pending further research. In particular, we would like to
use a wider range of datasets, e.g. image processing or bioinformatics datasets.
Additionally, experiments with artificial datasets could be useful. They would
allow us to control the degree of noise or possibly even the complexity.

In this paper, we have found reason to believe that the RENN noise reduction
algorithm may be too aggressive. It often deletes a lot of cases but sometimes
at the price of quite large decreases in classifier accuracy. At the same time,
complexity often increases. This suggests that RENN may be over-simplifying
class boundaries. Composite algorithms that use RENN as their initial phase are
affected in a similar fashion. Indeed, the problems are compounded, whether the
subsequent redundancy reduction phase targets interior cases (as with ICFR) or
boundary cases (RCR).

The implications are that RENN needs much closer investigation. If it is im-
portant to delete a lot of cases, it may be better to use the ICFR or RCR redun-
dancy reduction algorithms alone: fewer cases will be deleted, but the damage
to accuracy may be lower.

We have found that BBNR may be doing a better job at identifying noise
than RENN. It deletes as much on its own as RENN does, with less damage to
accuracy. As suggested in [3], there is reason to investigate novel composites, in
which BBNR precedes ICFR or RCR.

Finally, we think the ideas in [4] may be relevant to future work. In [4], Delany
identifies 8 types of case profile, depending on the non-emptiness or otherwise
of four sets associated with each case (the reachability set, the coverage set,
the liability set and the dissimilarity set). Her paper looks empirically at what
happens when cases with certain profiles are deleted. It would be interesting to
see what effect deletion of cases with different profiles has on dataset complexity.
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Abstract. One way of processing case retrieval in a case-based reasoning (CBR)
system is using an ontology in order to generalise the target problem in a progres-
sive way, then adapting the source cases corresponding to the generalised target
problem. This paper shows how enriching this ontology improves the retrieval
and final results of the CBR system. An existing ontology is enriched by auto-
matically adding new classes that will refine the initial organisation of classes.
The new classes come from a data mining process using formal concept analysis.
Additional data about ontology classes are collected specially for this data min-
ing process. The formal concepts generated by the process are introduced into the
ontology as new classes. The new ontology, which is better structured, enables a
more fine-grained generalisation of the target problem than the initial ontology.
These principles are tested out within TAAABLE,1 a CBR system that searches
cooking recipes satisfying constraints given by a user, or adapts recipes by sub-
stituting certain ingredients for others. The ingredient ontology of TAAABLE has
been enriched thanks to ingredient properties extracted from recipe texts.

Keywords: ontology refinement, formal concept analysis, progressive retrieval.

1 Introduction

This paper studies the effect of the domain ontology on a case-based reasoning (CBR)
system and the improvement of result quality using a more fine-grained ontology.

TAAABLE [2] is a system that has been originally designed as a candidate of the
Computer Cooking Contest. It is also used as a brain teaser for research in knowledge-
based systems, including CBR and ontology engineering. Like many CBR systems,
TAAABLE uses an ontology to retrieve the source cases that are the most similar to a
target case. TAAABLE retrieves and creates cooking recipes by adaptation. According
to constraints given by the user, such as inclusion or rejection of ingredients, the type or
the origin of the dish, the compatibility with some diets (vegetarian, nut-free, etc.), the
system looks up, in the recipe base (which is a case base), whether some recipes satisfy

1 �������������	
��
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these constraints. Recipes, if they exist, are returned to the user; otherwise the system
is able to retrieve similar recipes (i.e. recipes that match the target query partially) and
adapts these recipes, creating new ones. Searching similar recipes is guided by several
ontologies, i.e. hierarchies of classes (ingredient hierarchy, dish type hierarchy and dish
origin hierarchy), in order to relax constraints by generalising the user query. Relaxation
is iterative and progressive. The goal is to find the most specific generalisation of the
target case (the one with the minimal cost) for which recipes exist in the case base.
Adaptation consists of substituting some ingredients of the source cases by the ones
required by the user.

Many CBR systems use class or index hierarchies (taxonomies, ontologies, object-
based hierarchies [5], etc.) for retrieval, especially to compute similarity between cases.
Therefore, the ontology structure impacts retrieval, raising the issue of how to refine
this ontology for improving this process. This paper proposes a novel approach to au-
tomatise this refinement.

The main idea for realising this goal is as follows. In a given ontology, the siblings of
a class C may be either close to C of far from it, depending on the level of details of this
part of the ontology. For instance, if an ingredient ontology is very detailed for berries
(i.e. with a deep hierarchy below the class �����) and very coarse for vegetables (i.e.
each vegetable class is a direct subclass of the class ������	
�) then the similarity
between blackberries and blueberries would counter-intuitively be much lower than
the similarity between pumpkins and parsnips. Generalisation of the query is the basis
for case retrieval and it is computed using a similarity measure defined on ontologies.
Introducing new classes into the ontology provides a more fine-grained generalisation.
Going up in a more structured hierarchy will return less and more similar cases than
going up in a less structured hierarchy.

A data mining process based on formal concept analysis (FCA) extracts new classes
and enriches the initial ontology by structuring it better. Additional sources are col-
lected and used to introduce new properties about classes of the initial ontology. This
work helps avoid adaptation failures, i.e. creating a recipe that is not cookable because
some actions that were applied to the substituted ingredient are not applicable to the
substitution ingredient: for instance, when substituting mascarpone (a creamy cheese)
for mozzarella (a semi-firm cheese), the slice action will not be applicable anymore.

The paper is organised as follows: Section 2 presents TAAABLE inference engine
principles, Section 3 describes related work about existing approaches for improving
retrieval in CBR and ontology refinement using FCA, Section 4 details the ontology
refinement process, and Section 5 shows on an example the effect of the refined ontol-
ogy in the TAAABLE system.

2 Reasoning Principles in TAAABLE

TAAABLE retrieves cases using query generalisation, then adapts them by substitution.
This section gives a simplified description of the TAAABLE system. For more details
about the TAAABLE inference engine, see e.g. [2].
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Fig. 1. A part of the ingredient hierarchy, including the details of the ��	����		�	 class

Case retrieval

Domain ontology. An ontology O defines the main classes and relations relevant to
cooking, and guides retrieval. O is a set of atomic classes organised into several hier-
archies (ingredient, dish type, dish origin). Given two classes � and � of this ontology,
� is subsumed by �, denoted by “� � �”, iff the set of instances of � is included in
the set of instances of �. For instance, “������ (referring to the Italian fresh cheese)
is subsumed by �����������” means that all instances of ������ are instances of
�����������. For the sake of simplicity, only the ingredient hierarchy is considered in
the remainder of this paper. A part of this hierarchy is given in Fig. 1.

Source cases. For the inference engine, recipes are represented by a conjunction of the
ingredients they call for, and is encoded in the same language as the one of the queries.
Thus, a recipe with ricotta, tomato, olive oil, and salt, is represented by:

R = ∃��������� � ∃��������� � ∃����
���
 � ∃�����
� (1)

Target query. In the TAAABLE system, a query Q is a conjunction of terms ∃���I ,
where I is a class in the ingredient hierarchy, meaning that the recipe should contain the
ingredient I . For example, searching a recipe with tomato and fresh cheese corresponds
to Q = ∃��������� � ∃��������������. If � and � are two conjunctions (for
example, two queries), � = �i ∃����i is subsumed by � = �j ∃����j if, for each
j, there exists at least one i such that �i is subsumed by �j in O.

Given a recipe R and a query Q, R solves Q if the set of recipes represented by R
is included in the set of recipes represented by Q. Thus, the recipe represented by (1)
solves the query Q = ∃�������������� � ∃���������. This can be computed
simply by testing if R is more specific than Q. It is important to note that R solves Q
does not mean that it is a “good” solution, even if the hypothesis that recipes of the
case base are “good” is made (this is a working hypothesis: as no information about the
quality of the recipes in the case base is available, it is simplest to consider the recipes
as being good or, at least, equally good).
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Algorithm. The algorithm consists of an iterated generalisation of the target query min-
imising cost, until at least one recipe of the case base solves the modified query. The
query that has been modified at iteration t is noted Γt(Q), and Γ0 is the identity. The
generalisation cost of Γt, denoted by ����(Γt), grows with t (see below for the ����
function definition). Each generalisation Γt is written as a composition of substitu-
tions � � � such that (�, �) is a specialisation link between � and � in the hierar-
chy representing the ontology. Furthermore, this composition must be applied to Q: if
Γ = (�p � �p) ◦ . . . ◦ (�2 � �2) ◦ (�1 � �1) then �1 is an element of the conjunc-
tion Q, �2 is an element of the conjunction (�1 � �1)(Q), etc. The algorithm running
through the generalisation space of Q is an A* algorithm which takes as parameter the
cost function. It stops when at least one recipe R such that R solves Γt(Q) is found.

Cost function. Let Γ be a composition of substitutions. Function ���� is additive for
the composition: ����(σ2 ◦ σ1) = ����(σ1) + ����(σ2). For a basic substitution
σ = � � � (where � is subsumed by �), the cost is computed as follows:

����(� � �) = μ(�) − μ(�) with μ(�) =
number of recipes with �

total number of recipes

Therefore, 0 ≤ ����(� � �) ≤ 1.
Function ���� has the following property: if Γ has a cost computed with respect

to a given ontology and a new node is added into this ontology (without changing the
recipe base), then the cost of Γ will not change. For instance, if Γ = ������ �
����������� and the ���
������������� class is “added” into the ontology “be-
tween” ������ and �����������, the cost of Γ remains unchanged. So, there is an
essential difference between this cost function and one based on the number of edges
separating two nodes (number that grows by adding an intermediate node). This prop-
erty ensures stability of the cost regardless of the introduction of intermediate classes.

Adaptation. Let Q be a query, Γ a generalisation function of this query, and R a
recipe solving Γ (Q). Let �i, �j and �k be classes such as Q = �i ∃����i (T as
target), Γ (Q) = �j ∃����j and R = �k ∃����k (S as source). Γ (Q) is more
general than both R and Q, thus for all j, there exists k and i such that �k and �i are
subsumed by �j . Then the adaptation consists of substituting �i for �k for all �j , such
that �j �= �i. If several �i or �k correspond to one �j , several adaptations are possible
and are returned to the user. These substitutions, along with the preparation instructions,
give the modifications that must be applied to the recipe in order to address the query.

Example. Let Q = ∃��������� � ∃������������� � ∃����
. Among the
generalisations of this query, say that Γ = ���������� � ����������� is the
substitution with the minimal cost (apart from identity). As ������ is subsumed by
����������� in the ontology, TAAABLE retrieves the recipe R given by (1). The adap-
tation will consist in substituting �k = ������ by �i = ���������� (generalisation-
specialisation through �j = �����������).

However, a non-realistic adaptation can be returned, in which some actions have to
be applied to objects on which they cannot be applied to. We will address this problem
after introducing our approach to ontology refinement.
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Table 1. A binary context with 6 objects (cheeses from the FreshCheese category) described
by 5 properties (the FreshCheese category and 4 cooking actions which can be applied to these
cheeses)

FreshCheese sliceAble beatAble cutAble mashAble

Mascarpone × ×
Ricotta × × × ×
Mozzarella × × ×
FromageFrais × ×
CottageCheese × × ×
QuesoFresco × × × ×

3 Formal Concept Analysis for Ontology Refinement

The goal of the refinement process is to add intermediate classes into the initial hier-
archy of the system. These additional classes will enable for a better distinction of the
similarity between classes immediately subsumed initially by a same class. Fig. 2 illus-
trates how B, C, and D which are indistinguishably similar on the left-hand side are
distinguished better after introducing an intermediate class (in this example, C and D
more similar to each other than to B).

Fig. 2. Refining the ontology by introducing a new class

3.1 Formal Concept Analysis

FCA is a classification method based on lattice theory. A formal context is a triple
K = (G, M, I), where G is a set of individuals (called objects), M a set of properties
(called attributes) and I the relation on G × M stating that an object is described by a
property [9]. Table 1 shows an example context: G is a set of 6 objects (which are fresh
cheese subclasses), M is the set of 5 properties applicable to those cheeses. Among
theses properties, one (FreshCheese) comes from the initial hierarchy. FreshCheese
is a class which is more general than the 6 cheese classes that have to be classified (in
other words, FreshCheese denotes both the class of fresh cheese in the ontology and
the property of being a fresh cheese). The 4 other properties are cooking actions that
can be applied: sliceAble (can be sliced), beatAble (can be beaten), cutAble (can
be cut), and mashAble (can be mashed).

The approach for merging properties coming from several contexts, for a given set
of objects, is called context apposition. Formally, if K1 = (G, M1, I1) and K2 =
(G, M2, I2) are two binary contexts about the same set of objects G, a binary context,
written K1|K2 mergingK1 and K2 can be built by: K1|K2 = (G, M1∪M2, I1∪I2) [4].
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Fig. 3. The lattice corresponding to the binary context given in Table 1

A formal concept is a pair (P, O) where P is a set of properties (the intent of the
formal concept), O is a set of objects (the extent of the formal concept), such that (1) P
is the set of all properties shared by objects in O and (2) O is the set of all objects sharing
properties P . For example, ({FreshCheese, beatAble, mashAble}, {QuesoFresco,
Ricotta, CottageCheese}) is a formal concept (node number 5 in Fig. 3).

The set CK of all formal concepts of the context K = (G, M, I) is partially ordered
by extent inclusion, also called the specialisation (denoted by ≤K), between concepts.
L = 〈CK,≤K〉 is a complete lattice, called the concept lattice. The lattice L can be
drawn as a Hasse diagram where nodes are concepts, and edges are specialisation links.
Fig. 3 illustrates the lattice corresponding to the binary context given in Table 1. The
top concept (with number 1, in the figure) contains all the objects. In our example, its
intent is FreshCheese, a property shared by all the objects. By contrast, the bottom
concept is defined by the set of all properties. In our example, its extent is empty as
none of the objects is described by all the properties.

A number of algorithms have been proposed for the construction of concept lattices
(see [9]). For our application, we used CORON, a software platform implementing a
rich set of algorithmic methods for symbolic data mining, including concept lattice
construction algorithms [11]. Fig. 3 was generated by GALICIA,2 another FCA tool,
which provides visualisation functionalities.

3.2 Ontology Building Using FCA

Many works propose using FCA to build ontologies. Cimiano [6] proposes an approach
to build a concept hierarchy from texts in the tourism domain. The objects (hotels, cars,
bicycles, tours, etc.) are characterised by the actions that can be applied to them (can
be reserved, can be driven, can be rented, etc.). In order to reduce the lattice size, a
numerical classification is used as a first step of the binary context building.

2 ����������
��
�����	��
�����������

http://www.iro.umontreal.ca/~galicia
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Stumme et al. [10] propose an approach to merging two ontologies. The ontology
classes are identified in the texts and a binary context is built for each of the two ontolo-
gies, in which classes are characterised by the documents in which they appear. Context
apposition is used for aggregating the classes of the two ontologies according to their
presence in the texts.

Bendaoud et al. [4] show how FCA can be used as a unified framework for ontology
building and refinement. They point out that the information that may be extracted from
the texts depends on the textual resources itself. Thus, from a scientific paper, objects
can be extracted and properties can be linked to objects as it is done in [6]. But an
ontology organises classes of a given domain into a hierarchy. This information about
the specific/generic organisation is seldom present in scientific papers. In [4], these
two types of information are managed separately and are then combined with context
apposition to build a single lattice.

We use this type of approach to build the ingredient ontology in the cooking domain.
Recipe texts are used in order to characterise the ingredients according to how they are
cooked, and the initial ontology is used in order to get the specific/generic relations.

4 Ontology Refinement Process

FCA has been successfully used in CBR: in [1] for building cases from texts (objects
correspond to texts and properties to relevant terms), in [7] for organising a case base
for the purpose of retrieval. In the present work, FCA is used for ontology refinement.

The goal of the refinement process is to add intermediate classes into the initial
hierarchy of the system. To do that, the classes of the initial ontology are characterised
with additional properties. These properties enable the creation of a binary context that
will be exploited for building a concept lattice with FCA. The formal concepts of the
lattice are inserted into the initial hierarchy in order to enrich its organisation. The
following four steps describe the ontology building and refinement process. We detail
those steps with examples about an ingredient hierarchy refinement.

4.1 Ingredient Hierarchy Overview

The initial ingredient hierarchy has been semi-automatically created from common
sense classifications (e.g. a citrus fruit is a fruit). All ingredients used in the recipe
base have been introduced. The ingredient hierarchy currently contains 1500 classes.
An excerpt is shown in Fig. 1. The ontology (and the recipes of the case base) are man-
aged in a semantic wiki [3]. The high level of the hierarchy contains general classes:
������	
�, �� � , ����, ����, etc. The low level of the hierarchy contains classes
that are ingredients actually used in the recipes.

From the sole hierarchy, the similarity between two sibling ingredients (i.e. immedi-
ate subclasses of a single class) cannot be ranked. For example, mascarpone is as close
to mozzarella as it is to ricotta. Consequently, when a query is generalised for case re-
trieval, if ���������� is generalised to �����������, the set of remaining cases will
contain recipes using mozzarella as well as recipes using mascarpone. This is why we
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want to refine the hierarchy organisation for gathering initial classes that are similar (i.e.
classes that share at least one property). Generalising a class C into a parent concept will
ensure that sibling classes of C own at least the same properties as C. The generalisation
will be more fine-grained.

4.2 Local Refinement

The action of refining a limited part of the ontology is called local refinement. For
instance, we could refine locally the subpart about ! � (walnut, pecan nut, etc.), the
subpart about ����� (raspberry, blueberry, etc.), the subpart about �����������, etc.
This approach has been preferred to global refinement for several reasons:

– Focusing on a part of the hierarchy (i.e. a subset of classes) is a way to limit the
size of the binary context by reducing the number of objects and the number of
associated properties. A reduced context will produce a lattice with a smaller size,
which can be viewed and interpreted more easily.

– We do not want to build classes gathering ingredients that do not belong in the
same part of the hierarchy. For instance, we do not want to group kiwis and onions
merely because it is possible to apply a given action, such as to peel, to both.

– For each part of the hierarchy, the properties taken into account for the binary con-
text may be different: to toast makes sense for nuts but not for liquids.

Therefore we ought to focus on the refinement of (bottom) parts of the hierarchy, while
maintaining the top structure. The local refinements will be plugged into the initial
ontology (see hereafter).

Formally, R refers to the class which is the root of the part of the hierarchy that has
to be refined. The context KR = (GR, MR, IR) is the binary context composed of:

– a set of objects: in this work, objects used for FCA are classes of the ingredient
hierarchy, e.g. ������, more specific than R: GR = {x | R � x},

– a set of properties (cooking actions) MR selected to characterise and discriminate
the objects of GR,

– the relation IR such that IR relates i ∈ GR to a ∈ MR if the action a can be applied
to the ingredient i.

The next two sections illustrate the refinement process for R = �����������.

4.3 Building the Binary Context for the Refinement

The ontology refinement aims at modifying an existing ontology. Properties of the ini-
tial ontology must be retained, and new properties introduced to organise the classes
(ingredients) better against each other. Aggregating ricotta with mascarpone and distin-
guishing these two fresh cheeses from mozzarella is an expected outcome. Two binary
contexts must be merged:

– A binary context capturing the initial ontology structure by associating to each
ingredient class their superclasses, e.g. the object Ricotta has the properties
Ricotta and FreshCheese.
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Fig. 4. Example of a recipe. The recipe contains a textual list of ingredients and preparation
steps. Each ingredient line is parsed in order to extract structured data: quantity, unit, ingredient
and additional pieces of information such as an action already applied or some precision about
the ingredient (e.g. fresh).

– A binary context describing ingredients through the culinary actions that can be
performed on them, e.g. ricotta and mascarpone can be beaten but mozzarella can-
not, though mozzarella can be sliced, which is not the case for creamy cheeses.

Ingredient properties are extracted from 73795 recipes taken from Recipe Source.3 In-
gredient properties are extracted both from the ingredient list, which includes some
cooking actions, and from the textual preparation, from which the actions applied to the
ingredients are extracted using NLP tools [8]. The latter approach uses both classical
morpho-syntactic analysis methods and a discourse representation specifically devel-
oped for procedural texts (instruction texts, including recipes). The discourse represen-
tation is well adapted for solving some complex anaphoric phenomena appearing in
those types of texts. An example of a recipe used for property extraction is given in
Fig. 4.

Extracting the properties of the ingredient list is done through an automatic anno-
tation process, because the recipes are initially in a textual form. This annotation pro-
cess was designed in order to obtain a formal representation of the recipes that can
be handled by the CBR engine. The annotation process uses a terminological base for
indexing the recipes by classes of the ingredient hierarchy. The quantities, the units,
and the ingredient modifiers such as chopped, diced, crumbled, etc. (cf. Fig. 4) are also
extracted. These modifiers are mostly cooking actions applied to the ingredients. Pairs
(ingredient, modifier) and pairs (ingredient,applied action) extracted from the textual
preparation are used for building the binary context. Some examples can be seen in the
annotated recipe example given in Fig. 4. The set of properties MR of KR contains
the cooking actions required for refining the ingredients of GR. For example, let R =
����������� and MR = {�����	
�, ��
��	
�, 	����	
�, �"�	
�, �
���	
�,
� ��	
�, �� �	
��	
�}. Then, table 2 presents the binary context K�����������.

3 ����������
�	���	����	
���

http://www.recipesource.com/
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Table 2. A binary context for cheeses from the FreshCheese category, described by
generic/specific properties and cooking actions that can be applied to the cheeses
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CottageCheese × × × ×
FatFreeCottageCheese × × × × ×
CreamCheese × × × × × ×
FatFreeCreamCheese × × × × × × ×
FromageFrais × × × × ×
LowFatFromageFrais × × × × × ×
Mozzarella × × × ×
Mascarpone × × × × ×
QuesoFresco × × × ×
Ricotta × × × × ×

Fig. 5. Concept lattice restructuring the fresh cheeses
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4.4 Merging the Local Lattice and the Initial Hierarchy

Given a class R of the initial hierarchy and the lattice LR built from the context KR,
the initial ontology is refined by adding ontology classes corresponding to some of the
concepts of LR. The choice of these concepts in LR is based on the notion of reduced
extent of a concept C of LR. Following the terminology of object-oriented languages,
the reduced extent Er(C) of C is the set of direct instances of C. In other words, an
object x belongs to the reduced extent of C if it belongs to the extent of C but does not
belong to the extent of any direct descendant D of C in the lattice:

Er(C) = E(C) \
⋃

{E(D) | D: direct descendant of C in the lattice}

It can be proven that x ∈ Er(C) iff the properties of C are exactly the ones of I(C), the
intent of C (whereas an x ∈ E(C) may have additional properties, outside of I(C)).
Moreover, for a context KR built as explained in the previous section, for each concept
C of LR, either Er(C) = ∅ or Er(C) contains exactly one element.

Fig. 5 is the lattice LFreshCheese (with the reduced extents instead of the extents).
The grey concepts C are the ones that are chosen in order to be added to the initial
ontology. The concept with an empty extent (concept 16 in Fig. 5) covers no instance
and thus is not added to the ontology. Some concepts correspond to classes that are
already in the ontology and need not be added. This is the case for the root concept,
(in the example, FreshCheese, concept 1), and for the concepts C having exactly one
element in their reduced extent: Er(C) = {P} (concepts 6 to 15). Such a FCA concept
corresponds to the class P of the initial ontology. For instance, if C is the class P of
the ontology, Er(C) = {Mozzarella} and the concept C corresponds to the ontology
class Mozzarella.

The remaining FCA concepts are structuring concepts that are added to the ontology
(concepts 2 to 5, in grey in the Fig. 5). Such a node C has an empty reduced extent,
thus its extent equals the union of the extents of its direct descendants in LR. Its intent
factorises properties of its subconcepts. Adding such a concept to the ontology, means
reifying a new ontology class with a label obtained by concatenation of the intent prop-
erties. For example, the concept 5 leads to the class in the ontology whose label is
�����������#	����	
�#��
��	
�#�"�	
�. This class refers to the fresh cheeses
that can be beaten, melted, and mixed. The part of the refined ontology regarding fresh
cheeses is given on the right hand-side of Fig. 6.

5 Effect of the Ontology Refinement on the CBR Process: An
Example

This section shows how the ontology refinement affects the CBR system. An example
is given of TAAABLE’s performance before and after the refinement in order to show
how retrieval is affected. The two TAAABLE systems use the same case base: the recipe
book provided by the Computer Cooking Contest, containing 1488 recipes.

In order to evaluate the effect of the refinement, two TAAABLE systems were instan-
tiated: TAAABLE0 using the initial ontology and TAAABLE1 using the refined ontology.
The two systems were given the same query to answer. Fig. 7 shows the answer of
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Fig. 6. Initial (left) and refined (right) ontology from the ��	����		�	 class down

Fig. 7. TAAABLE0 and TAAABLE1’s answers to the query ∃���
���� � ∃���
��������	

the two systems to a query asking for a recipe with ������ and ����������. Since
no recipe contains both those ingredient in the case base, the two systems search for
similar cases.

For TAAABLE0, the retrieval stops after the generalisation ���������� � �����-
������. At this step, 8 recipes satisfying the query ∃��������� � ∃������������-
�� are found and adapted by substituting ���������� for �����������. Some of
the recipes contain several �����������s. In this case, the system proposes to sub-
stitute one or more ingredients (this is the case for the recipes numbered 1, 3 and
5). For TAAABLE1, the retrieval is more fine-grained: the generalisation stops on the
�����������#	����	
�#��
��	
�#�"�	
�class, which is more specific than ���-
��������. This class represents the fresh cheeses that can be beaten, melted, and
mixed, actions that are applicable to mascarpone.

The analysis of the results presented in Fig. 7 shows that:

– TAAABLE1 returns only 4 answers, while TAAABLE0 returns 8 answers (including
the 4 answers of TAAABLE1 with different substitutions). The generalisation is less
sharp in the case of the refined ontology than with the initial one.
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Table 3. List of actions applied to the substituted ingredients of recipes returned by TAAABLE0

with tomato and mascarpone. A cross in the failure column indicates adaptation failure because
an action cannot be applied upon the substitution ingredient.

Substituted ingredient Applied actions Failure
Eggplant parmigiana Ricotta add

Mozzarella cut ×
Pasta gratin with etc. Mozzarella grate ×
Pasta garden pie Mozzarella shred, sprinkle ×

Ricotta stir
Tex mex lasagna NonFatCottageCheese mix
No-fuss lasagna Mozzarella shred ×

Ricotta mix
Lasagne a la baroque Mozzarella slice, add ×
3-step veggie pizza CreamCheese sprinkle
Southwest stew QuesoFresco crumble ×

– The substitutions proposed by TAAABLE0 are more variable than the ones pro-
posed by TAAABLE1. With TAAABLE1, mascarpone is substituted for ricotta or
cream cheese, while TAAABLE0 additionally proposes to substitute mascarpone for
mozzarella, non-fat cottage cheese or queso fresco. And the larger the set of sub-
stituting ingredients, the more likely the adaptation is to fail, because there is less
similarity between the ingredients.

Examining the proposed substitutions recipe by recipe allows to evaluate the adaptation
success or failure. If the adaptation fails, the reason for failure is identified. Table 3
gives, for each recipes of TAAABLE0, the actions that were applied to the substituted
ingredient. If the action cannot be applied to the substituting ingredient — in our case,
the mascarpone — the adaptation fails. These failures are marked with a cross in the
Failure column. There are 3 clear cases of failure, for the following recipes: Pasta gratin
with etc. in which the mascarpone should be grated; Lasagne a la baroque in which the
mascarpone should be sliced; and Southwest stew in which the mascarpone should be
crumbled. There are also three half-failures: answers in which TAAABLE0 proposes to
choose the ingredient that has to be substituted. So, adapting the Pasta garden recipe
may be considered as a success if the mascarpone replaces the ricotta, but as a failure if
the mascarpone replaces the mozzarella and that it must be shredded. It is the same for
the No-fuss lasagna, where substituting ricotta succeeds while substituting mozzarella
fails, and for the Eggplant parmigiana, where substituting ricotta succeeds while sub-
stituting mozzarella fails. 6 of the 11 substitutions fail with TAAABLE0 on this example.

Table 4 gives, for each recipe of TAAABLE1, the actions that must be applied to the
substituted ingredient, a failure being marked with a cross. The refined ontology im-
proves the final result, as none of the failed adaptations proposed by TAAABLE0 are pro-
posed by TAAABLE1: there is no case of either clear or half-failure. However, one recipe
of TAAABLE0 (Tex-mex lasagna) for which the adaptation succeeds is not proposed by
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Table 4. List of actions applied to the substituted ingredients of recipes returned by TAAABLE1

with tomato and mascarpone. A cross in the failure column indicates adaptation failure because
an action cannot be applied upon the substitution ingredient. For TAAABLE1, there is in fact no
such failure

Substituted ingredient Applied actions Failure
Pasta garden pie Ricotta mix
No-fuss lasagna Ricotta mix
3-step veggie pizza CreamCheese sprinkle
Eggplant parmigiana Ricotta add

TAAABLE1 because of the increased distance between !������������������ and
���������� in TAAABLE1’s ontology that results from the stop condition of the al-
gorithm of TAAABLE running through the generalisation space. This problem can be
solved by asking, in the system interface, to keep searching similar recipes beyond the
current generalisation, at the risk of reintroducing failed adaptations.

6 Conclusion

This paper shows how a domain ontology refinement immediately impacts the retrieval
process of a CBR system and how it improves the final result of TAAABLE. Our ap-
proach enables a more progressive retrieval of source cases and, within the framework
of TAAABLE, eliminates some adaptation failures. Beyond the results of our approach,
illustrated by a concrete example, this work raises some issues that must be addressed.

A first issue is the supervision of the set of properties taken into account for the
refinement. In this work, this set has been limited manually because there are potentially
more than 250 cooking actions. Selecting a priori some properties (cooking actions) that
discriminate the ingredients limits unwanted aggregations. However, as the use context
of an ingredient may change, it is not impossible, that given a set of actions A1, an
ingredient i be closer to an ingredient i1 and, given another set of actions A2 �= A1, i
be closer to i2 �= i1. So, for one context, ricotta could be closer to mascarpone and, in
another context, closer to cottage cheese.

Another issue is case indexation. Each (recipe) case is actually indexed by its ingre-
dients, regardless of how they are used. Improving the case representation by indexing
them by the ingredients jointly with their transformations is another way to eliminate
some of the adaptation failures of this type.

Finally, another point planned in order to improve the adaptation in TAAABLE is to
manage action sequences and guarantee that the actions are applicable after the adap-
tation, by using pre-conditions based on domain knowledge: ingredient consistency
(solid, liquid, soft. . . ), ingredient sensory properties (sweet, salted. . . ), etc. This knowl-
edge makes it possible to check whether, after the adaptation, the recipe is cookable.
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Abstract. Building on recent research on preference handling in artifi-
cial intelligence and related fields, our general goal is to develop a coher-
ent and universally applicable methodological framework for CBR on the
basis of formal concepts and methods for knowledge representation and
reasoning with preferences. A preference-based approach to CBR appears
to be appealing for several reasons, notably because case-based experi-
ences naturally lend themselves to representations in terms of preference
relations, even when not dealing with preference information in a literal
sense. Moreover, the flexibility and expressiveness of a preference-based
formalism well accommodate the uncertain and approximate nature of
case-based problem solving. In this paper, we make a first step toward a
preference-based formalization of CBR. Apart from providing a general
outline of the framework as a whole, we specifically address the step of
case-based inference. The latter consists of inferring preferences for can-
didate solutions in the context of a new problem, given such preferences
in similar situations. Our case-based approach to predicting preference
models is concretely realized for a scenario in which solutions are repre-
sented in the form of subsets of a reference set. First experimental results
are presented to demonstrate the effectiveness of this approach.

1 Introduction

Despite its great practical success, work on the theoretical foundations of CBR
is still under way, and a coherent and universally applicable methodological
framework is yet missing. The CBR cycle proposed by Aamodt and Plaza [1] is
a commonly accepted process model, which nicely illustrates the main aspects
of the case-based problem solving paradigm. Likewise, the metaphor of knowl-
edge containers, introduced by Richter [2], provides a general framework for the
structuring of knowledge in CBR. However, both are high-levels models and still
rather far from the conceptual realization and implementation of a case-based
problem solver. On the other extreme, many CBR systems have been designed
for solving concrete problems. These, however, are mostly tailored for a specific
purpose and not easily applicable to a wider range of problems.

In-between these two extremes, there is arguably space for developing CBR
methodologies [3]. On the one hand, a CBR methodology should be sufficiently
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general and abstract, so as to allow for the development of generic algorithms,
for analyzing formal properties, proving theorems, etc. On the other hand, it
should also be sufficiently concrete, so as to support the development of specific
applications. To make this idea more tangible, consider as an analogy the for-
malism of graphical models, by now an established methodology for the design of
probabilistic expert systems [4]. This class of models disposes of a formal theory
and generic algorithms, but also tools for supporting the design of models for
concrete applications.

In [5], a general constraint-based framework of CBR has been developed.
Roughly speaking, the core assumption of CBR, suggesting that similar prob-
lems have similar solutions, is formally interpreted as a constraint: given a new
query problem to be solved in conjunction with previous experience in the form
of a solution to a similar problem, it restricts the set of candidate solutions of
the query. Starting with the classical view of a constraint as a subset of feasible
elements of a relation, more flexible variants of this approach have later been
developed on the basis of different frameworks of approximate reasoning and
reasoning under uncertainty. Taking such models as a point of departure, case-
based reasoning can be realized, respectively, as constraint-based, probabilistic,
or fuzzy logic-based reasoning in a formally sound way.

In this paper, we make a first step toward an alternative methodological frame-
work for case-based reasoning on the basis of formal concepts and methods for
knowledge representation and problem solving with preferences. The topic of
preferences has recently attracted considerable attention in artificial intelligence
(AI) research and plays an increasingly important role in several AI-related fields,
including, e.g., agents, constraint satisfaction, decision theory, planning, machine
learning, and argumentation [6,7,8]. Preference-based methods are especially ap-
pealing from an AI perspective, notably as they allow one to specify desires in a
declarative way, to combine qualitative and quantitative modes of reasoning and
to deal with inconsistencies and exceptions in a quite flexible manner. Indeed, a
preference can be considered as a relaxed constraint, which, if necessary, can be
violated to some degree.

The important advantage of an increased flexibility of a preference-based prob-
lem solving paradigm is nicely explained in [9]: “Early work in AI focused on the
notion of a goal—an explicit target that must be achieved—and this paradigm is
still dominant in AI problem solving. But as application domains become more
complex and realistic, it is apparent that the dichotomic notion of a goal, while
adequate for certain puzzles, is too crude in general. The problem is that in
many contemporary application domains ... the user has little knowledge about
the set of possible solutions or feasible items, and what she typically seeks is
the best that’s out there. But since the user does not know what is the best
achievable plan or the best available document or product, she typically cannot
characterize it or its properties specifically. As a result, she will end up either
asking for an unachievable goal, getting no solution in response, or asking for
too little, obtaining a solution that can be substantially improved.”
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Our claim is that the above insights do not only apply to AI in general but
to CBR in particular. In fact, as will be argued in more detail below, case-based
experience can be modeled in terms of preference information in a quite con-
venient way and, moreover, case-based inference can be realized quite elegantly
in the form of preference processing. As pointed out in the above quotation, a
key advantage in comparison to a constraint-based approach, as developed in
[5], is an increased flexibility and expressiveness, which appears to be especially
advantageous for CBR. To some extent, these points were already put forward
in [10], albeit within a much more narrow scope.

The remainder of the paper is organized as follows: In the next section, the
main ideas of our approach to preference-based CBR are outlined in an infor-
mal way. A formal model of a core part of preference-based CBR, namely the
inference step responsible for predicting a “contextualized” preference relation
on the solution space, is then introduced in Section 3. Section 4 is devoted to an
experimental study, in which we seek to demonstrate the general feasibility of
case-based learning on the basis of preference information. The paper ends with
some concluding remarks and an outlook on future work in Section 5.

2 Main Ideas and Basic Setting

Even though several generalizations have been proposed in recent years, expe-
rience in CBR is most commonly represented in the form of problem/solution
tuples (x, y) ∈ X×Y, where x is an element from a problem space X, and y an
element from a solution space Y. Despite its apparent simplicity, this represen-
tation is quite expressive, especially since X and Y can be arbitrarily complex
spaces. Yet, upon closer examination, it also exhibits some disadvantages and
principle limitations, both from a knowledge acquisition and reuse point of view.

– Existence of correct solutions : First, the representation assumes the existence
of a “correct” solution for each problem, and implicitly even its uniqueness.
In many application domains, this assumption is not tenable. Take the cook-
ing domain as an example: If the problem is to prepare a vegetarian pasta
meal for two persons, there is definitely not a single “correct” recipe. Instead,
there will be many possible alternatives, maybe more or less preferred by the
user.

– Verification of optimality: Even if the existence of a single correct solution
for each problem could be assured, it will generally be impossible to verify
the optimality of the solution that has been produced by a CBR system.
Consequently, a solution y may only be a suboptimal solution to a problem
x, so that storing and later on reusing the case (x, y) can be misleading.
This problem is less critical, though does not dissolve, if only “acceptable”
instead of optimal solutions are required.

– Loss of information: Storing only a single solution y for a problem x, even
if it can be guaranteed to be optimal, may come along with a potential loss
of information. In fact, during a problem solving episode, one typically tries
or at least compares several candidate solutions. Retaining a single one then
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captures the information that it was the best candidate. The potentially
useful piece of experience that, for example, a second candidate y′, despite
being worse than y, was still better than a third alternative y′′ is lost,
however. On the other hand, if a problem solving process was canceled before
a provably optimal solution could be found, there is in principle no case to be
stored in the case base. Again, however, retaining the piece of knowledge that
a candidate y was not acceptable, or that a candidate y′, even if suboptimal,
was at least better than y′′, could be useful.

– Limited guidance: From a reuse point of view, a retrieved case (x, y) only
suggests a single solution, namely y, for a query problem x0. Thus, it does
not imply a possible course of action in the case where the suggestion fails:
If y is not a good point of departure, for example since it cannot be adapted
to solve x0, there is no concrete recommendation on how to continue.

2.1 Preference-Based Knowledge Representation

To avoid these problems, we propose a preference-based approach to representing
and processing experiences in CBR. The basic idea is to replace experiences of
the form “solution y (optimally) solves problem x” by information of the form
“y is better (more preferred) than y′ as a solution for x”. More specifically, the
basic “chunk of information” we consider is symbolized in the form y �x y′

and suggests that, for the problem x, the solution y is at least as good as
the solution y′. This type of knowledge representation obviously overcomes the
problems discussed above. As soon as two candidate solutions y and y′ have been
tried as solutions for a problem x, these two alternatives can be compared and,
correspondingly, a strict preference in favor of one of them or an indifference can
be expressed (recall that, from a weak preference relation �, a strict preference
� and an indifference ∼ are derived as follows: y � y′ iff y � y′ and y′ �� y, and
y ∼ y′ iff y � y′ and y′ � y). To this end, it is by no means required that one
of these solutions is optimal. It is worth mentioning, however, that knowledge
about the optimality of a solution y∗, if available, can be handled, too, as it
simply means that y∗ � y for all y �= y∗. In this sense, the conventional CBR
setting can be considered as a special case of preference-based CBR.

The above idea of a preference-based approach to knowledge representation in
CBR also suggests a natural extension of the case retrieval and inference steps,
that is, the recommendation of solutions for a new query problem: Instead of
just proposing a single solution, it would be desirable to predict a ranking of
several (or even all) candidate solutions, ordered by their (estimated) degree of
preference:

y1 �x y2 �x y3 �x . . . �x yn (1)

This is indeed comparable to an information retrieval scenario, such as web
search, where normally not only a single solution is shown to the user, but
instead a complete list of potential matches. Thus, the last problem mentioned
above, namely the lack of guidance in the case of a failure, can be overcome.

As a side remark, we note that a kind of ranking of solutions can in principle
also be obtained in the classical approach to CBR, namely by ordering the
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Table 1. Exemplary preferences of different persons regarding four coffee drinks.

Anne: Cappuccino � Espresso � Latte � Americano
Lisa: Cappuccino � Latte � Espresso � Americano
Peter: Americano � Latte � Espresso � Cappuccino
Paul: Latte � Americano � Espresso � Cappuccino

solutions associated with the k cases in the case base which are most similar to
the query problem. However, apart from lacking a formal foundation, there is a
very important difference to our approach. In fact, our fundamental assumption
is that, with each problem, one can (at least theoretically) associate a preference
order over the set of potential solutions, instead of just a single (correct) solution.
Needless to say, this order will normally not coincide with the ordering obtained
by sorting the presumably best solutions (top-choices) for similar problems.

As an illustration, consider the simple example in Table 1, where four persons
are listed in decreasing order of their similarity to the query person, say, Mary.
For each person, the preferences regarding four types of coffee drinks are given
in terms of a total order. To predict Mary’s preferences on the four alternatives,
one could, for example, simply adopt the preference relation of the most similar
person, which is Anne, or aggregate the preference relations of all persons (e.g.,
by a simple Borda count, which yields Latte � Cappuccino � Espresso ∼ Ameri-
cano). In any case, the result will be different from the order obtained by sorting
the top-choices of the four people (Cappuccino, Cappuccino, Americano, Latte).
In fact, the example also shows that this approach will normally not even lead
to a proper ranking: While some alternatives may never occur, since they are
never ranked first (like Espresso), others may occur multiple times (Cappuccino
appears on the first two positions). In any case, the example makes clear that
sorting solutions in the classical CBR setting does in general not yield a proper
preference relation (ranking) on the set of all candidate solutions.

2.2 Important Issues in Preference-Based CBR

The approach outlined so far is overly simplistic and needs to be refined in several
respects. Important problems to be addressed include the following:

– How to represent, organize and maintain case-based experiences, given in
the form of preferences referring to a specific context, in an efficient and
effective way?

– How to select and access the experiences which are most relevant in a new
problem solving situation?

– How to combine these experiences and exploit them to infer a solution or,
more generally, a preference order on a set of candidate solutions, for the
problem at hand?

Regarding the notion of a “problem”, we like to mention that the problem de-
scription in CBR can be quite general. In particular, in addition to properties
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of the actual problem itself, it may contain further information, for example
about a user, so that the term “context” would perhaps be even more appro-
priate. From a preference point of view, this is very important, since different
users, e.g., members of a web community, may have different preferences. For
instance, it makes a great difference whether a culinary preference is expressed
by a vegetarian or by a non-vegetarian. In general, we assume the problem to be
specified by a finite number of attributes. The domain of an attribute can simply
be an unordered or totally ordered set (e.g., categorical or numeric attribute),
but can also have a hierarchical structure. In the cooking domain, for example,
attribute values are often organized in the form of taxonomies (allowing for the
specification of values at different levels of abstraction).

2.3 Structure of the Solution Space

A solution in CBR can be as simple as a single value (like in CBR for classification
and regression tasks [11,12]) but may also appear as a complex object assembled
from a number of basic components. Needless to say, the concrete structure
of the solution space will be important from a methodological point of view,
because different types of problem solving will call for different methods. The
following (non-exhaustive) list of problem types and related solution spaces may
be envisioned in increasing order of complexity.

– A solution space Y is specified by the conventional attribute-value repre-
sentation, i.e., the description of a solution in terms of a fixed number of
attribute values (numerical, categorical, etc.). This type of representation is
natural, commonly used, and even relevant for structured representations,
which can often be mapped to flat feature vectors in a reasonable way. For
example, if the nutritional value of a dish is of main interest, a recipe can
be mapped to an amount of protein, vitamins, etc.

– Spaces of the form Y = 2C , where C is a finite set of labels. Thus, a solution
is a subset of C. Despite its simplicity, this specific structure is quite general
and indeed relevant for many applications. For example, in its most basic
form, a cooking recipe is simply represented by a set of ingredients, that is,
by a subset of the set C of all potential ingredients (perhaps on different
levels of abstraction as specified by an underlying taxonomy).

– A combination of the two previous scenarios is of the form Y = 2D, where
D is a set of objects characterized in terms of an attribute-value represen-
tation. For example, instead of just knowing the name of an ingredient, it
is now possible to capture some of its properties. Thus, each solution is a
subset of objects, where each object is in turn a feature vector. This type of
representation of alternatives has recently been advocated in [13], especially
from a preference handling point of view.

– Another generalization of the first scenario is a solution space Y based on
a representation in terms of a feature vector with set-valued attributes, i.e.,
in which each attribute can assume several values of an underlying domain
simultaneously instead of only a single one. For example, a recipe could
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be described, amongst others, by an attribute SideDish with underlying
domain {potatoes, rice, ...}. Most recipes will include exactly one side dish,
but dishes with no side dish or more than one do of course exist.

– Solution spaces Y in the form of a specific class of graphs, another generic
data structure that can be used for modeling purposes in a rather flexible
way. In particular, in addition to the components themselves, it allows one to
capture relationships between them. This type of solution space has recently
been considered in CBR in connection with workflows [14].

It is worth mentioning that the “construction” of a solution in the first four
scenarios can in principle be reduced to solving a fixed number of “prediction”
problems, namely assigning a value to each attribute (in the case of multi-valued
attributes, prediction comes down to solving a multi-label classification problem
[15]). However, it is also important to recognize that these problems are not
independent of each other, due to interactions and interdependencies between
the attributes, so this simplistic approach is likely to produce suboptimal results.

Finally, let use note that the actual output space on which a preference-based
CBR system is operating, at least implicitly, is not given by a solution space Y
itself, but instead by P(Y), namely the class of all preference structures on Y.
These spaces may become extremely complex, and will therefore not be dealt
with in an explicit way.

3 Case-Based Inference

Leaving questions of problem representation, case base organization, case re-
trieval, etc. (essentially raised by the first two items in Section 2.2) aside, our
focus in this paper is on case-based inference (the third item). Given a new
query problem x0, standard case-based inference starts by retrieving a subset
of (presumably) most relevant cases from the case base, and then proceeds by
combining, in one way or another, the solutions of these problems into a can-
didate solution for x0. The type of aggregation procedure which is applied to
this end strongly depends on the structure and representation of solutions, and
on the type of preference relation defined on the solution space. In this regard,
recall the main scenarios (types of solution spaces) distinguished above.

It is important to recall that problems are not associated with single solutions
but rather with preferences over solutions, that is, with elements from P(Y).
Consequently, we have to consider the problem of combining the preferences
associated with the nearest neighbors of the query x0 into a preference relation
on candidate solutions. Ideally, such a relation is given in the form of a total
order (1), though depending on the completeness of the information at hand,
this will of course not always be possible. Roughly, the problem can be stated
as follows: Given a set of preferences on candidate solutions coming from a set
of relevant problems (associated with corresponding similarity degrees), find a
global preference relation on these candidates which is as consistent with these
preferences as possible.
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3.1 Case-Based Inference as Probability Estimation

To solve this problem in a theoretically sound way, we approach it as a statistical
estimation problem. Recall that P(Y) denotes the set of preference structures
on the solution space Y, for example the set of all total orders (rankings) of
the solutions y ∈ Y. Since the true preference model Rx0 ∈ P(Y) associated
with the query x0 is not known, we consider it as a random variable Z with
distribution P(· |x0), where P(· |x0) is a distribution Pθ(·) parametrized by θ =
θ(x0) ∈ Θ. Thus, Pθ(Rx0) is the probability that Z = Rx0 . The problem, then,
is to estimate this distribution or, equivalently, θ on the basis of the information
available. This information consists of the preferences y �x y′ between solutions
observed for the neighbors x of x0; let D denote the complete set of observed
preferences collected from the nearest neighbors of x0.

The basic assumption underlying nearest neighbor estimation is that the con-
ditional probability distribution of the output given the input is (approximately)
locally constant, that is, P(· |x0) ≈ P(· |x) for x close to x0. This assumption
justifies considering the preferences D observed for the neighbors of x0 as a rep-
resentative sample of Pθ(·) and, hence, estimating θ via maximum likelihood
(ML) by

θML = argmax
θ∈Θ

Pθ(D) . (2)

An important prerequisite for putting this approach into practice is a suitable
data generating process, i.e., a process generating preferences in a stochastic way.
Moreover, efficient (and probably approximate) inference procedures are needed
to estimate the parameters of this process.

3.2 A Discrete Choice Model

Our data generating process is based on the idea of a discrete choice model as
used in choice and decision theory [16]. More specifically, we assume that the
(absolute) preference for a solution y ∈ Y depends on its distance Δ(y, y∗) ≥ 0
to an “ideal” solution y∗. The distance measure Δ depends on the application
and is supposed to model background knowledge regarding the suitability of
solutions. Roughly speaking, Δ(y, y∗) can be seen as a “degree of suboptimality”
of y: The larger Δ(y, y∗), the less suitable is y as a substitute of the solution
y∗. For example, one may think of Δ as a kind of edit distance measuring the
cost of an adaptation, i.e., the cost of transforming y into y∗.

Suppose the latent utility of y is of the form

U(y) = −β Δ(y, y∗) + ε ,

with β ≥ 0 and an error term ε having an extreme value distribution. In conjunc-
tion with the assumption of independence between the error terms of different
solutions, this leads to the logit model of discrete choice:

P(y � y′) =
1

1 + exp (−β(Δ(y′, y∗) − Δ(y, y∗))
(3)
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Thus, the probability of observing the (revealed) preference y � y′ depends on
the degree of suboptimality of y and y′, namely their respective distances to
the ideal solution, Δ(y, y∗) and Δ(y′, y∗): The larger the difference Δ(y′, y∗)−
Δ(y, y∗), i.e., the less optimal y′ in comparison to y, the larger the probability
to observe y � y′; if Δ(y′, y∗) = Δ(y, y∗), then P(y � y′) = 1/2.

The coefficient β can be seen as a measure of precision of the agent’s decisions.
For large β, the probability (3) converges toward 0 if Δ(y′, y∗) < Δ(y, y∗) and
toward 1 if Δ(y′, y∗) > Δ(y, y∗); this corresponds to a deterministic (error-
free) decision. The other extreme case, namely β = 0, models an agent making
decisions completely at random.

3.3 Maximum Likelihood Estimation

The probabilistic model outlined above is specified by two parameters: the ideal
solution y∗ and the (true) precision parameter β∗. Consider the problem of
estimating these parameters, i.e., the parameter vector θ∗ = (y∗, β∗), from a
given set D = {y(i) � z(i)}N

i=1 of observed preferences. In our case, D is given
by the set of preferences collected from the query’s nearest neighbors.

To solve this problem, we refer to the maximum likelihood (ML) estimation
principle. Assuming independence of the preferences, the likelihood of θ = (y, β)
is given by

L(θ) = L(y, β) = P(D | θ) =
N∏

i=1

1
1 + exp

(−β(Δ(z(i), y) − Δ(y(i), y)
) . (4)

Numerically, it is more convenient to deal with the log-likelihood

�(θ) = �(y, β) = −
N∑

i=1

log
(
1 + exp

(
−β(Δ(z(i), y) − Δ(y(i), y)

))
. (5)

The maximum likelihood estimation (MLE) θML = (yML, βML) of θ∗ is given
by the maximizer of (5) (and hence the maximizer of (4)). Noting that, if Y is
a discrete solution space, y is a discrete parameter while β is a continuous one,
we tackle the corresponding optimization problem in two steps.

For a fixed y, (5) becomes a one-dimensional function of β. The optimum
of this function cannot be found analytically, however, since it is differentiable,
an optimal β can easily be found by means of standard numerical optimization
techniques like the Newton method. In other words, an optimal β, which we
denote βML(y), can easily be determined as a function of y.

Assuming a discrete solution space Y, the optimization of y can be imple-
mented by means of any general purpose search method. The perhaps simplest
approach is hill climbing: Starting with an initial solution y, one determines

y′ = arg max
y∈N (y)

�(y, βML(y)) , (6)
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where N (y) ⊂ Y is the neighborhood of y. The current solution y is then re-
placed by y′, and this process is continued until y = y′. Upon termination of this
process, the MLE θML is given by the currently optimal solution (y, βML(y)).

Since hill climbing is prone to local optima, it is important to find a good
initial solution. To this end, we make use of the concept of a generalized median.
Recall that the generalized median of a set of elements {y(1), . . . , y(N)} ⊂ Y is
given by

ymed = arg min
y∈Y

N∑
i=1

Δ(y, y(i)) . (7)

To verbalize, the generalized median is the element that minimizes the sum of
distances to the y(i). Now, suppose a set of preferences {y(i) � z(i)}N

i=1 (instead
of a set of single elements) to be given. As an extension of (7), we propose to
look for

ymed = arg min
y∈Y

(
N∑

i=1

Δ(y, y(i)) −
N∑

i=1

Δ(y, z(i))

)
, (8)

that is, for a solution which is as close as possible to the preferred solutions y(i)

and, at the same time, as distant as possible from the non-preferred solutions
z(i). This solution is then taken as a starting point of the hill climbing procedure.

Note that a MLE (yML, βML) induces a ranking (with ties) of the complete
solution space Y: For all y, z ∈ Y,

y � z iff Δ(y, yML) ≤ Δ(z, yML) . (9)

Also note that the MLE yML is the unique top-element of this ranking (at least
provided that Δ(y, y′) = 0 implies y = y′).

3.4 The Subset Solution Space

As a concrete example, that we shall return to in Section 4 below, consider
the special case of the “subset solution space”, that is, the case where Y =
2C , with C being a finite set of labels or items (note that the subset-relation
defines a complete lattice structure on Y). Alternatively, exploiting a one-to-one
correspondence between subsets (of a finite reference set) and binary vectors (of
fixed length), we let Y = {0, 1}M , where M = |C|. Thus, solutions are vectors
y = (y1, . . . , yM ) ∈ {0, 1}M , with yi = 1 if the i-th item is contained in the
corresponding set and yi = 0 otherwise.

There are several commonly used distance measures for subsets (binary vec-
tors), including the Hamming distance

ΔH(y, y′) =
1
M

M∑
i=1

|yi − y′
i|

and the Jaccard distance

ΔJ (y, y′) =
∑M

i=1 min(yi, y
′
i)∑M

i=1 max(yi, y′
i)

.
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Given a measure of this kind, a reasonable definition of the neighborhood in
(6) is N (y) = {y′ ∈ Y |Δ(y, y′) = 1}, i.e., y′ is a neighbor of y if these two
vectors differ by exactly one entry. For the Hamming loss, the determination of
the initial solution (8) becomes especially simple. In fact, it is easily verified that
a solution ymed is given by

ymed
j =

{
1 if

∑N
i=1 I(y(i)

j = 0) + I(z(i)
j = 1) < N

0 otherwise
,

where I is the indicator function, i.e., I(P ) = 1 if the predicate P is true and
= 0 if P is false.

4 Experiments

We conducted a number of experiments which are meant to provide a first vali-
dation of our approach. The main goal of these experiments is to show that, in
principle, preference-based CBR is feasible. More specifically, we seek to show
that a CBR agent can indeed learn from indirect feedback in the form of prefer-
ences. Moreover, we compare this kind of learning with the standard approach
in which direct supervision is available.

4.1 Problem Solving Scenario

In agreement with the motivation underlying preference-based CBR, we consider
a scenario in which the supervision is limited in the sense that, despite the
possibility to compare candidate solutions, it is difficult or even impossible to
determine an optimal or correct solution. Again, one may think of applications
like cooking as an example: Two recipes can be compared, e.g., by cooking the
meals and then testing which of them has a better taste, but there is usually
no way to figure out the optimal solution. As explained earlier, the standard
problem/solution representation becomes arguable in this setting.

As an alternative, we implement the following CBR procedure simulating
a problem solving agent, which, roughly speaking, has the ability to compare
candidate solutions and to “guess” new solutions, but not to verify the optimality
of a solution. The agent proceeds from an initial case base, in which a case is
a problem x together with a set of p pairwise preferences of the form y �x z.
The agent then solves a sequence of problems in turn, and each problem solving
episode consists of the following steps:

(i) Retrieval: Given a new query problem x0, the agent retrieves the preferences
associated with the k nearest neighbors of x0 in the current case base. Thus,
the agent gathers a set D of preferences, consisting of k · p comparisons in
total.

(ii) Prediction: Based on this set of preferences, the agent derives a new solution
for x0. More specifically, using our discrete choice model, it derives the
ranking (9) and takes the top-ranked element yML as a prediction.



88 E. Hüllermeier and P. Schlegel

(iii) Evaluation: To measure the performance of the agent’s solution, this solution
is compared with the truly optimal solution y0 (which is not known to
the agent). More specifically, we define the performance in terms of the
Hamming distance ΔH(y0, y

ML).
(iv) Indirect supervision: The agent is given feedback in the form of comparisons

of its solution with p alternative solutions y(1), . . . , y(p). Thus, a set of p
pairwise preferences of the form yML � y(i) or y(i) � yML is produced.
These pairwise preferences are stored together with x0 as a new case in the
case base.

The alternative solutions y(1), . . . , y(p) in step (iv) may originate from different
sources. For example, the agent itself may try different solutions. To this end, it
may sample suboptimal alternatives from the ranking (9), e.g., using sampling
methods like tournament selection [17]. One may also imagine that the agent
participates in a competition, in which its solution yML is compared with the
solutions of other participants. In our experiments, we simply generated the y(i)

at random (i.e., by sampling from a uniform distribution on Y). Each comparison
(yML vs. y(i)) is implemented by means of our discrete choice model (3); recall
that this model allows for erroneous comparisons, and that the corresponding
level of noise is determined by the precision parameter β.

4.2 Problem Solving Domain

As an application domain, we consider the problem of multi-label classification
(MLC), an extension of the standard classification problem that has received
increasing attention in machine learning in recent years [18]. There are mainly
two reasons for this choice. First, the output to be predicted in MLC is a subset
of labels relevant for the query instance and, therefore, exactly matches the
assumptions of the subset solution space. Second, there are benchmark data set
available for the MLC problem.1

As a concrete example, we consider the emotions data that was created from a
selection of songs from 233 musical albums [19]. From each song, a sequence of 30
seconds after the initial 30 seconds was extracted. The resulting sound clips were
stored and converted into wave files of 22050 Hz sampling rate, 16-bit per sample
and mono. From each wave file, 72 numerical features have been extracted, falling
into two categories: rhythmic and timbre. Then, in the emotion labeling process,
6 main emotional clusters are retained corresponding to the Tellegen-Watson-
Clark model of mood: amazed-surprised, happy-pleased, relaxing-calm, quiet-
still, sad-lonely and angry-aggressive. The task is to predict the subset of labels
that apply to each individual song.

4.3 Results

We implemented the scenario described in Section 4.1 with different values for
the parameters p (number of pairwise comparisons per case) and β (precision of
1 http://mlkd.csd.auth.gr/multilabel.html

http://mlkd.csd.auth.gr/multilabel.html
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Fig. 1. Performance curves for the emotions data: Standard 3-NN as a baseline (dashed
curve) and preference-based CBR (solid) with 7 (upper), 15 (middle) and 30 (lower)
preferences per case and precision values of β = 5, 10 and 20, respectively
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the comparisons); the number of retrieved cases was fixed to k = 3. As a baseline,
we compared with “standard” CBR, in which the supervision is direct : Instead
of the indirect supervision in step (iv) of our problem solving scenario, the true
solution y0 is shown to the agent (and stored in the case base). Given a new
query problem x0, the agent retrieves the solutions of its k nearest neighbors
and derives the generalized median (7) as a prediction. As a distance measure
on the problem space X, we always used the simple Euclidean distance.

In Fig. 1, the performance is shown for the emotions data in terms of a curve
t �→ P (t), where P (t) is the average performance in the first t problem solving
episodes (i.e., the average distance ΔH(y0, y

ML)). Since this curve depends on
the order in which problems are encountered, it was “smoothed” by averaging
over several random permutations of a data set. The initial case base always
comprised the first k cases, for which pairwise comparisons between randomly
generated solutions (or, in the case of the baseline, the true solutions) were
added.

As can be seen, standard k-NN performs slightly stronger than preference-
based CBR. This, of course, was to be expected: While k-NN is fully super-
vised, having access to the true solutions of the cases stored in the case base,
preference-based CBR is only guided through indirect hints in the form of pair-
wise comparisons (which are perhaps even noisy). Seen from this point of view,
it still performs rather well, and the difference between the methods becomes
smaller with an increasing number of preferences per case. Moreover, the learn-
ing effects due to an extension of the case base are quite comparable. Similar
results, which are omitted here due to space restrictions, were obtained for other
MLC data sets.

5 Concluding Remarks

Our project agenda envisions a methodological framework of preference-based
CBR, which disposes of a sound theoretical basis and, at the same time, ac-
commodates a wide spectrum of potential applications. Ideally, a user can easily
“parametrize” this framework, e.g., by choosing the type of output space and
the distance measure defined on this space, whereas the methods themselves are
completely generic and essentially independent of the concrete application at
hand. In this regard, as already remarked in the introduction, we are to some
extent guided by AI methodologies like probabilistic graphical models and con-
straint satisfaction.

Needless to say, this paper is only a first step toward this goal. First, by fo-
cusing on the case-based inference part, we only considered one aspect of CBR,
albeit an important one. Apart from this, there are of course a number of further
issues that need to be addressed, such as case-base organization and mainte-
nance. Second, as already noticed earlier, the methods used for implementing
preference-based CBR strongly depend on the type and structure of the solution
space. Although the formal approach outlined in Section 3 is quite general, we
later on focused on the subset solution space. Thus, similar methods have to be
developed and validated for other types of solution spaces, too.
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Abstract. Case acquisition is the primary learning method for case-
based reasoning (CBR), and the ability of a CBR system’s case-base to
cover the problems it encounters is a crucial factor in its performance.
Consequently, the ability to assess the current level of case-base cover-
age and to predict the incremental benefit of adding cases could play
an important role in guiding the case acquisition process. This paper
demonstrates that such tasks require different strategies from those of
existing competence models, whose aim is to guide selection of compe-
tent cases from a known pool of cases. This paper presents initial steps
on developing methods for predicting how unseen future cases will affect
a system’s case-base. It begins by discussing case coverage as defined
in prior research, especially in methods based on the representativeness
hypothesis. It then compares alternative methods for assessing case-base
coverage, including a new Monte-Carlo method for prediction early in
case-base growth. It evaluates the performance of these approaches for
three tasks: estimating competence, predicting the incremental benefit
of acquiring new cases, and predicting the total number of cases required
to achieve maximal coverage.

1 Introduction

The case library is a fundamental knowledge container for case-base reasoning
(CBR) systems. CBR system development often includes a case acquisition pro-
cess to capture set of “seed cases,” as an initial case-base, after which additional
cases are gained during problem-solving. Currently, little quantitative guidance
is available to help system-builders to predict the likely benefit of acquiring an-
other seed case and the number of cases which will be required to maximize
coverage. The ability to predict the incremental benefit of case acquisition could
help to determine whether the effort to acquire new cases is worthwhile; predic-
tions of the case-base size required to achieve a desired performance level—and
of whether it is practical to achieve that performance level solely by adding
cases—could both help to determine the suitability of CBR for a given task and
help system designers decide whether to focus effort on case acquisition or on
improving other knowledge containers, such as case adaptation knowledge, to
reduce the number of cases that will be needed.

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 92–106, 2011.
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Assessing and predicting the effects of case acquisition is closely connected to
estimating case-base competence, the ability of a system’s case-base to support
the solution of potential target problems. Methods to predict case-base compe-
tence effects if unseen cases are added to the case-base can in turn be used to
estimate incremental competence gains from adding a future case to the case-
base. If methods can be developed to extrapolate these predictions to estimate
the competence effects of adding larger numbers of cases, those estimates may
be used for addressing questions such as the maximum competence the system
is likely to achieve.

Case-base competence has received substantial attention in CBR research,
from the perspective of guiding generation of compact and competent case-bases.
This work has centered on choosing which cases in an existing set of cases to
delete (for competence-based deletion, e.g., [4,6]) or to add (for competence-
based addition, e.g., [7]). This paper begins with background on previous treat-
ments of competence, based on the representativeness assumption that the ex-
isting case-base can be used as a proxy for future problems [6]. Such treatments
have proven effective for their intended purpose of guiding competence-based
deletion from a known case-base with satisfactory coverage. However, represen-
tativeness is not assured for the partial case-bases arising during early phases of
case acquisition.

To estimate coverage characteristics, the paper presents a set of empirical
methods for future coverage prediction. These include a new approach which
uses Monte Carlo integration—assessing coverage for a random sampling of the
problem space—to predict coverage without requiring the representativeness as-
sumption. This approach does not require knowledge of the correct solutions for
the sampled problems, but can be adjusted to reflect additional knowledge about
expected problem distributions and weighted to reflect additional cost/benefit
information.

The paper presents an evaluation of its competence estimation methods as
bases for three tasks: (1) predicting the incremental benefit of case acquisition,
(2) estimating a tight upper bound on the competence a system will achieve,
based on the competence effects of adding initial cases, and (3) predicting the
number of cases required for the case base to approximate maximal competence.
The paper evaluates performance for a range of case-bases. The results support
that representativeness-based methods for competence assessment may not be
well-suited to early competence estimation, but that both the leave-one-out and
Monte Carlo methods can provide useful information, and that the Monte Carlo
method has advantages over the leave-one out method for this task.

2 Competence and Representativeness

Smyth and McKenna’s seminal work on representativeness-based coverage [6]
defines competence as “the range of target problems that a given system can
solve.” If “competence” is considered to reflect problem-solving accuracy over
the entire problem space P , it may be defined as the fraction of the problems
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pi ∈ P which the reasoner will solve correctly, i.e., for which the case or cases
retrieved from the case-base will be adapted to produce a correct solution:

Competence(CB) =

∑
pi∈P Correct(Adapt(Retrieve(CB, pi), pi))

|P |
A challenge for determining competence for a real problem distribution is that
the actual set of problems to be encountered in the future may be impossible
to know a priori. In the context of determining the contribution of particular
cases to the competence of a given case base, Smyth and McKenna address
the problem of unavailable target cases by basing competence calculations on
the representativeness assumption: “The case base is a representative sample of
the target problem space” [6]. As Smyth and McKenna observe, in the scenario
they consider it is reasonable to expect the representativeness hypothesis to
hold: If the case-base were not representative of future problems, CBR would
be inappropriate for the task. Accordingly, their proposed competence metric
explicitly excludes mention of target problems, instead considering only how the
system’s cases contribute to solving other cases in its existing case-base. The
coverage of a single case c with respect to a case-base C is defined as the set of
cases for whose problems it would be retrieved and to which it can be successfully
adapted [5]:

coverage(c ∈ C) = {c′ ∈ C : c′ ∈ RetrievalSpace(c) ∩ AdaptationSpace(c)}
The representativeness-based approach has been used as a basis for estimating
both global competence [5] and relative coverage [6], a criterion for determining
which cases are most important to retain in the case-base. Representativeness
approaches have been shown to be effective for guiding competence-preserving
case deletion from a set of cases with satisfactory competence. However, dur-
ing initial case acquisition, before satisfactory coverage is achieved, there is no
guarantee that the cases seen will be representative.

Some prior work has studied how to identify additional cases needed for fi-
nite case-bases [3]. However, there has been little attention to the problem of
predicting the number of additional cases which a CBR system may need to
achieve maximal competence. It might appear that prior approaches for assess-
ing case-base competence could also be used to predict the number of cases
needed. However, Massie, Craw, and Wiratunga [2] have shown that metrics de-
veloped to assess competence are not necessarily good indicators of the accuracy
achievable with a given set of cases.

3 Empirical Competence Estimation Strategies

We consider four empirical approaches for estimating competence: leave-one-out
testing using a limited number of test cases, leave-one-out testing using all cases
currently in the case-base, competence group estimation, and a Monte Carlo
method.
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3.1 Leave One Out Testing

Leave-one-out testing is a simple approach for estimating accuracy. For tasks
for which solvability is Boolean—either a case is solved or it is not—competence
depends solely on the percent of target problems solved correctly. For other types
of problems, leave-one-out testing can be applied in conjunction with other types
of criteria for estimating competence, such as determining the percent of target
problems whose solution is within a given threshold of the correct solution,
or even simply considering average solution accuracy. Other criteria could use
different weightings for different problems (e.g., based on the risks associated
with particular types of errors).

We will consider two variants on leave-one-out testing. The first uses all the
cases in the current case-base. The second increases efficiency by conducting
testing using a smaller subset of the case-base.

3.2 Competence Group Estimation

The representativeness-based competence metric we consider follows Smyth and
McKenna’s coverage metric [6], based on the notion of competence groups. Each
case c has an associated coverage within the case-base, consisting of those cases
which are retrieved for c by the reasoner’s retrieval component and which can
be adapted to solve c by the reasoner’s adaptation component. A competence
group is defined as a set of cases such that all cases share coverage with some
other case in the group, and no case outside the group shares coverage with any
case in the group. The density of a case c within a group G is defined as:

Density(c, G) =

∑
c′∈G−{c} Similarity(c, c′)

|G| − 1

The group density is defined as the sum of the individual member cases’ densities,
divided by the cardinality of the group. Group coverage is taken as:

GroupCoverage(G) = 1 + (|G| · (1 − GroupDensity(G)))

Case-base coverage is taken as the sum of group coverages over all competence
groups in the case-base.

3.3 Monte Carlo Coverage Estimation

Leave-one-out testing and representativeness-based approaches use existing cases
in the case-base as proxies for future problems. When the available cases may not
be representative, as when few cases have been acquired, this assumption is less
appropriate. To predict coverage of cases which may not be reflected by the ex-
isting case-base, we propose a Monte Carlo technique. This Monte Carlo method
uniformly samples the problem space, and tests whether the sampled points are
expected to be solvable. This process does not require actually generating so-
lutions for the sampled points, provided that a criterion exists for determining
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Table 1. General Monte Carlo sampling algorithm

1. Generate problem set with desired distribution
2. Initialize the total cost to 0
3. For each problem p:

3a. Find the closest case to p in the case-base
3b. If that case does not cover p, add the cost of not covering p to the total cost.

Table 2. Monte Carlo coverage estimation algorithm for our experiments

Apply General Monte Carlo sampling algorithm with:
Uniform problem distribution for n samples
Cost = 0 if problem covered by nearest case; else 1.

Return (Monte Carlo result)/n

solvability. For example, a sampled case could be considered solvable if it were
sufficiently similar to an existing case in the case-base, based on the system sim-
ilarity metric. Because this method does not require access to any cases beyond
those already in the case-base, the number of points it can test is limited only
by available processing time. This is contrast to the leave one out approaches,
which are limited by the number of cases in the case-base.

The previously-described Monte Carlo process can be enriched in two ways to
better reflect pragmatic constraints. We describe these for generality, but leave
their exploration for future research:

– Biased sampling: When the problems encountered are not uniformly dis-
tributed, and if information about the distribution is available, the Monte
Carlo sample selection process can be biased to reflect that distribution.
The most informative results about the system’s ability to cover problems
in practice would follow from sampling frequently from regions of the prob-
lem space in which future problems are likely to occur and less frequently in
problem areas that are unlikely to arise.

– Problem-specific costs: Rather than simply considering points as “cov-
ered” or not, a cost function could be used to reflect factors such as finer-
grained accuracy loss or the costs of failure to cover particular cases, based
on knowledge of the importance of those cases, as illustrated in Table 1.

In the following, we apply the general Monte Carlo algorithm using a prob-
lem generator which randomly selects problems with a uniform distribution
throughout the problem space. Cases which fall within the coverage of an ex-
isting case, as determined by a similarity threshold, are recorded as solved. The
percent solved is then be used to approximate the coverage of the case-base. Ta-
ble 2 sketches our general Monte Carlo Coverage algorithm and its application
here.
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4 Extrapolating from Competence Graphs to Estimate
Needed Cases

As illustrated in the following experiments, the observed coverage growth for our
sample case-bases followed a standard pattern, reaching an asymptotic value. If
the details of this standard pattern can be predicted for a given case-base, such
predictions can be applied to in turn predict the number of cases needed to
approximate this maximal performance level.

We hypothesized that the general form of competence as a function of case-
base size (x) can be approximated by the following function:

f(x) = c · (1 − (x + b)−p)

The shape of the function is displayed by the fitted curves shown in Fig. 2 (all
curves shown except for the Empirical Accuracy graph, which represents raw
data points).

This function captures the “elbow” or corner point of diminishing returns that
is typical of these experiments. Early in case acquisition, insufficient data will be
available to make reasonable long-term predictions. However, we hypothesized
that prediction algorithms can detect when the “elbow” of the curve is reached,
and at that point prediction can begin.

5 Experiments

5.1 Overview and Design

We conducted experiments to compare the performance of representativeness,
leave-one-out, and Monte-Carlo integration as a basis for the following tasks:

1. Estimation of system competence
2. Prediction of the marginal competence benefit from acquiring a new case
3. Prediction of the number of cases needed to for the system to achieve accu-

racy within ε of its maximum accuracy level

Our experiments use four classification data sets, drawn from the UCI Machine
Learning Repository [1]: Ad (classification of Internet images as ads), Mini-
BOONE (classification of particles), Adult (classification of income level), and
Car (classification of car models as acceptable to consumers). For each data set,
the same naive similarity metric was used, Euclidean distance on problem fea-
tures normalized by their ranges. Data sets with categorical features were given
simple hand-designed numeric distances between categories for those features.

The experiments used 10-fold cross-validation, with each data set split ran-
domly into f = 10 folds. Tunable experiment parameters included the range of
case-base size to test and the size increments to use, the number of points for the
Monte Carlo procedure to sample (for our experiments, 50 points were sampled),
and the number of nearest cases to use when generating a CBR solution for test
problems (3-NN for our experiments).
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Estimation of Competence. The experiments test competence estimation for
a variety of case-base sizes. For each case-base size, the cases for the case-base
are drawn sequentially from an initial random ordering of the current fold. At
each case-base size step, five values are computed:

1. Empirical accuracy: The percentage of problems from the (f − 1) test folds
which are solved correctly by the case-base

2. A leave-one-out estimate of the case-base’s accuracy, using all cases in the
current case-base

3. A leave-one-out estimate of the case-base’s accuracy, limited to the same
number of samples as the Monte-Carlo estimate

4. The representativeness coverage value
5. The Monte Carlo estimate of the case-base’s coverage

The comparative results of 3 and 4 are interesting in that they enable comparing
the effectiveness of leave-one-out and Monte Carlo methods when each has access
to the same amount of information.

Prediction of marginal coverage benefit of next case addition As the
basis for prediction of the marginal coverage benefit, the system attempts to fit
the values produced by each estimation technique to the curve described in Sec-
tion 4. To fit the data to the curve, each set of values estimating the competence
of the case-base is linearized according to the inverse of the previously stated
curve, i.e., by:

f−1(y) = (1 − y

c
)−1/p − b

Where y are the estimate values. A least-squares fitting is used to fit the param-
eters c, b, and p to the known case-base sizes x.

The curve fitted to the first s points is used to predict the gain in accuracy
that will result by expanding the case-base to size s + i.

Prediction of the Number of Cases Required for Maximal Coverage.
The fitted curve can also be used to predict the number of cases that will be
required for the reasoner to reach within ε of a target accuracy value a. In our
experiments, we use the curve fitted to the estimate values up to s to predict
the case-base size at which the reasoner will reach an accuracy of at least a− ε.

For our experiments, we set a to the empirical accuracy value obtained with
the largest case-base size sampled and set ε to 5% of a. In practice, a developer
could select any desired target accuracy value less than the maximum.

Predictions are only generated after the “elbow” of the curve has been crossed.
The number of cases needed to reach a is re-predicted after each acquisition step,
as with the marginal-benefit task, allowing the estimation methods to refine the
prediction of the needed number of cases after every acquisition. We expect
the accuracy of all prediction methods to improve (on average) with each case
acquired.
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 1. Estimates of coverage, accuracy, and empirical accuracy

By comparing predicted values to the empirical results – i.e., the gain in
empirical accuracy by expanding the case-base to size s+ i and the size at which
the case-base’s empirical accuracy crossed a − ε, we determined the accuracy of
these predictions for each estimation technique at every case-base size evaluated.

5.2 Results

Estimation of Competence. Fig. 1 shows the estimation results and empir-
ical accuracy. We note that the representativeness function is not intended to
produce a result in percent accuracy, so it is only meaningful to compare its
shape to the shapes of the curves for the other methods. We observe that for
both Ads and MiniBOONE, maximal accuracy is approached with a small num-
ber of cases. Leave-one-out and Monte Carlo methods both track actual accuracy
closely after an initial lag and level off quickly. Results with Adult and Car show
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 2. Empirical accuracy and curves fitted to the estimates of accuracy/coverage

more differentiation between the methods, with full leave-one-out providing the
best performance, followed by limited leave-one-out and then Monte Carlo.

The general behavior of the representativeness coverage estimates contrasts
with that of other methods, producing linear or nearly linear growth as a function
of case-base size. This is observation on representativeness estimates is consistent
with results by Massie et al. [2].

Curve Fitting to Accuracy Estimates. Because the general form of the
representativeness graph does not match the curve of the other methods, we
consider only the results for the other methods. Fig. 2 shows the results of
fitting the curve to the other methods, which all fit the general pattern, with
some variation compared to empirical accuracy.

Prediction of Marginal Benefit of Acquisition. Fig. 3 shows the absolute
error in predicted marginal benefit of case acquisition, for each case-base size
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 3. Error in predicted marginal benefit of case acquisition, by case-base size

for which predictions are available. (For some case-base sizes, curve fitting was
occasionally unsuccessful for some estimate methods. Missing values in the graph
reflect failed curve-fitting, and the estimate technique incurs no error penalty for
these missed predictions.) Fig. 4 graphs the means of the available error values
for three different regions of case acquisition – early, middle, and late case-base
growth. To compute these values, the entire experiment was split evenly into
three stages and averages computed for each stage, to illustrate the accuracy
of different estimate techniques at each stage. These values illustrate that the
Monte-Carlo integration method generally compares favorably with leave-one-
out for predicting marginal benefit of new case acquisitions. In the Car data
set, the Monte-Carlo technique bests the leave-one-out technique in two out of
three stages when the leave-one-out is limited to the same number of samples as
Monte-Carlo, but not when leave-one-out is allowed the full range of the case-
base. However, see below for a discussion of the time required to execute each
test.
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 4. Mean error in predicted marginal benefit of case acquisition, for early, middle,
and late stages of case-base growth

Prediction of Number of Cases Needed to Achieve Maximal Accuracy.
The absolute error in predicting the case-base size required to reach at least
within ε of the final experimental accuracy is shown in Fig. 5. These values are
presented as percentages of the final case-base size in the experiment. The mean
absolute error in these predictions is shown for each data set in Fig. 6. The error
in the Monte-Carlo technique is higher here, but it is often possible to produce
a prediction with the Monte-Carlo method when such a prediction is impossible
with the leave-one-out techniques because a curve could not be fitted.

After 120 cases, the respective errors for limited leave-one-out, full leave-one-
out, and Monte Carlo, for Ads are no prediction possible, 19%, and 15%; for
MiniBOONE are no prediction possible, 27%, and 2%; for Adult are 5%, 13%,
and 10%; and for Car are 1038%, 15%, and 18%.
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 5. Error in predicted case-base size to reach within ε of final experimental accuracy,
by case-base size

Note on Computation Time. The time elapsed to compute the estimates
with each technique is shown in Fig. 7. The Monte-Carlo coverage method re-
quired less time than the representativeness coverage technique or the leave-
one-out estimate using the full case-base (although leave-one-out can be faster
for very small case-bases, its time grows more quickly and rapidly overtakes the
Monte-Carlo technique). When leave-one-out testing is limited to the same num-
ber of samples as the Monte-Carlo technique, their elapsed time is comparable;
however, as shown by the previous results, the accuracy of the leave-one-out
technique is generally compromised by doing so.
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 6. Mean error in predicted case-base size to reach within ε final experimental
accuracy

6 Future Work

The previous sections introduce the problem of predicting case-base coverage,
illustrate some central points, and present experiments testing initial methods.
A number of questions remain. One is how best to handle problem streams with
non-uniform distributions, if those distributions are not known a priori. Another
interesting future area is how to develop automated methods for selecting values
such as similarity thresholds for deciding whether to treat a case as covered.

The ability to predict the benefits of case acquisition also raises questions for
the tradeoff between increased case adaptation knowledge and increased case
knowledge and how to provide guidance for CBR system developers deciding
how to divide their effort between augmenting these two knowledge containers.
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(a) Ads (b) MiniBOONE

(c) Adult (d) Car

Fig. 7. Log time (in seconds) to compute accuracy and competence estimates

7 Conclusion

As the acquisition of seed cases is an important part of the development of
CBR systems, the ability to predict the benefit of such acquisitions could play
a valuable role in guiding case acquisition decisions. Likewise, knowledge of the
benefit trends for case acquisition can aid in predicting the number of cases which
will be needed to achieve a desired level of accuracy and in predicting limits on
the accuracy attainable, aiding predictions of the practicality and effort required
to build a CBR system.

This paper explores methods for predicting coverage growth, including a
Monte Carlo simulation method to enable predictions early in the case acqui-
sition process, and presents tests illustrating the methods potential. This work
provides a first step towards answering the question of how to predict the number
of cases it will be necessary to acquire for a CBR system.
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Abstract. In this paper we focus on how to use CBR for making col-
lective decisions in groups of agents. Moreover, we show that using CBR
allows us to dispense with standard but unrealistic assumptions taken in
these kind of tasks. Typically, social choice studies voting methods but
assumes complete knowledge over all possible alternatives. We present a
more general scenario called open-ended deliberative agreement with ra-
tional ignorance (ODARI), and show how can CBR be used to deal with
rational ignorance. We will apply this approach to the Banquet Agree-
ment scenario, where two agents deliberate and jointly agree on a two
course meal. Rational ignorance makes sense in this scenario, since it
would be unreasonable for the agents to know all the alternatives. Un-
known alternatives, as well as a strategy to increase chances of reaching
an agreement, are problems addressed using case-based methods.

1 Introduction

Case-based reasoning (CBR) has been applied to a wide number of of real life
tasks, and one feature that stands out in comparison to other AI techniques is
its resilience and robustness in the presence of incomplete knowledge. This ca-
pability of dealing with incomplete knowledge, by analyzing and exploiting the
implicit knowledge in a case base, is a core idea in CBR, and a main factor in
being able to perform well in real-life applications in which standard oversimpli-
fying assumptions (like having complete knowledge) can not be held.

In this paper we focus on how to use CBR for making collective decisions
in groups of agents. Moreover, we show that using CBR allows us to dispense
with standard but unrealistic assumptions taken in these kind of tasks. Social
choice is the theoretical study of methods for aggregating individual preferences
(or utilities) into collective decisions —and how to evaluate adequacy of these
collective outcomes (welfare). Typically, social choice studies voting methods and
their properties as a means to aggregate individual preferences into a collective
outcome. However, current social choice approaches make strong assumptions
that are tantamount to require complete knowledge to the individual agents
participating in a collective decision (see Section 2).

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 107–121, 2011.
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We claim that these assumptions are too strong for Artificial Intelligence ap-
plications, specially in multiagent systems approaches, and that we should be
focusing on group decisions where individuals have partial knowledge of the de-
cision domain. Specifically, we propose that CBR offers a practical and natural
way to allow individual agents with partial knowledge to achieve collective de-
cisions that are reasonable and satisficing1.

Let us consider a group decision scenario in a context related to the ICCBR
Computer Cooking Competition. While the main challenges of the Computer
Cooking Competition are retrieving and adapting a recipe given some query,
we propose to focus on the task we call Banquet Agreement scenario2. Let us
consider a group of 2 or more individuals that have to decide on the specific
dishes to be served in a banquet: these individuals may be the Chairs of a
conference deciding on the Conference Banquet, or the members of two families
for a marriage banquet, or a couple inviting a large group of friends to dinner.

This scenario allows us to consider the implications of assuming complete or
incomplete knowledge. Classical social choice assumes complete knowledge: every
individual knows the utility value of every alternative —usually this is phrased
as every individual having a utility function over the set of alternatives. However,
in the cooking domain, the set of alternatives are the different dishes or recipes,
for which there are thousands. Clearly, assuming that an individual has a utility
value for every and all recipes (complete knowledge) is unfeasible. Moreover, in
a group decision, the set of known alternatives (i.e. those for which the utility
value is known) to each individual may differ, and the set of alternatives known
to all individuals in the group may be small or empty.

Thus, in any realistic scenario, specially in group decision, assuming complete
knowledge is too restrictive and we have to deal with incomplete knowledge.
This means, in the Banquet Agreement scenario, that each individual may know
a specific subset of recipes (and thus have utility value for them), but not the
rest. In fact, some models of economics recognize this possibility, which is called
rational ignorance. The notion of rational ignorance means that, in those situa-
tions where the cost of acquiring information is greater than the benefits to be
derived from the information, it is rational to be ignorant. Thus, in the cooking
domain, it is rational to be ignorant — otherwise the time and cost involved
in finding all possible recipes, tasting them, and acquiring an individual utility
value would be a (maybe pleasurable but) daunting task.

Our approach is based on considering the set of alternatives under discussion
to be open ended —instead of being fixed beforehand by an external entity,
the alternatives are introduced in the discussion by the individual agents. This
1 The word satisfice was proposed by Herbert Simon in 1956 as an alternative desider-

atum for AI tasks, in contrast with the more classical word maximize; Simon cham-
pioned the notion of bounded rationality as a more realistic approach to rationality
that takes into account different kinds of cognitive limitations.

2 We will consider group decisions as a form of group agreement. In our approach,
negotiation, mediation, social choice, etc. are different kinds of processes whose aim
is to reach agreements between 2 or more agents. In what follows, we will speak of
group decision or agreement interchangeably.
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process by which agents try to reach an agreement (and in which the set of alter-
natives is expanded) will be called deliberative agreement3. For instance, in the
Banquet Agreement scenario one agent may know about one risotto recipe (e.g.
mushroom risotto), but once another agent proposes as a candidate agreement
another risotto recipe (e.g. fresh asparagus risotto), the set of what we call public
alternatives is increased. Then, the first agent can deal with one more alterna-
tive, and although rational ignorance implies that the agent has no utility value
for an unknown alternative, case-based reasoning can be used to estimate utility
values of unknown public alternatives by such an agent. Therefore, CBR can be
used to deal with rational ignorance (incomplete information) based on what
is known by each agent. This capability allows us to deal with more realistic
scenarios with an open-ended set of alternatives.

Moreover, we will show that CBR can also be used during deliberative agree-
ment process to reach faster a group agreement. A CBR agent can make a
case-based model of another agent using the proposals offered by that agent. In
the Banquet Agreement scenario, for instance, if one agent proposes the alterna-
tive fresh asparagus risotto, another agent may safely infer that the agent would
also like similar recipes, and use CBR to try to propose a preferred recipe (e.g.
risotto with “fava” beans) that is also similar to recipes proposed by another
agent. Although our approach is valid for n agents, in most of the paper we will
focus on the 2 agent scenario for sake of expository clarity

In this paper, we will present an approach to group agreement in multiagent
systems in which CBR is used in situations where rational ignorance applies.
Case-based reasoning will be shown to deal with incomplete knowledge of indi-
viduals and, moreover, support satisficing behavior in combinatorial domains in
multi-issue group agreement. The next section introduces the classical notions
of single-issue and multi-issue collective decisions, while the rest of the paper
presents our approach to open-ended group agreement in Section 3, and the
CBR strategy to deal with group agreement and rational ignorance in Section
5. An experimental evaluation in the cooking domain is shown in Section 7, and
the paper comes to an end with sections on related work and conclusions.

2 Background

Social choice theory [3,6,1] is a mathematical theory of collective decision mak-
ing, which is concerned about how groups actually do make decisions, focusing on
methods to aggregate individual preferences into a collective decision or choice.
A social choice problem consists of a number of individuals that have prefer-
ences over a set of alternatives Di = x1, . . . , xk on an issue X i. A preference
aggregation method, typically a voting method, aggregates the preferences over
alternatives, ranks those alternatives in a global ordering, and determines the
3 While classical social choice focuses on voting methods, current research in deliber-

ative democracy (and deliberation in multimember bodies in general) show that in
real life situations it is useful having a first stage of deliberation before the stage of
voting on a collective outcome [4].
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winning alternative for the issue (the collective decision). Voting methods include
the majority rule, approval voting, Borda count, the Condorcet method, etc. So-
cial choice theory studies the properties satisfied or not by different aggregation
methods. However, they share some basic assumptions: agents are supposed to
have perfect knowledge: they know all possible alternatives Di = x1 . . . xk on
the issue at hand X i and know which ones are preferred over the others.

When the decision is more complex, such decision is modeled as a set of issues,
each one with a number of alternatives. Thus, multi-issue social choice consists
of a set of issues X = {X1, . . . , Xm} and for each issue Xk there might be a
set of alternatives x to choose from, in a domain Dk. The number of possible
decisions is now much greater: all possible combinations in Ω = D1 × . . .×Dm.
Assuming the issues are independent (i.e. preferences are separable) is a common
simplification that allows issue-by-issue voting to achieve a group multi-issue de-
cision. However, the individuals’ preferences are not necessarily separable, since
the issues may be interdependent, i.e. that an individual’s preference for one
issue, may depend on the alternative taken for another issue. For instance, in
the Banquet Agreement scenario, a group has to decide on a two-course meal.
Clearly, an individual’s preference on the main course may depend on the alter-
native taken as a starter, e.g. having “arròs rossejat” as main course rules out
having a rice salad as a starter, since both alternatives’ main ingredient is rice.

Thus, in multi-issue social choice with dependences between issues, the issue-
by-issue voting method may lead to suboptimal results. For instance, in the
Banquet Agreement scenario, a subgroup constituting a majority of individuals
may select “rice salad” as a starter while another sub group constitute a majority
selecting “arròs rossejat” as main course even when no individual votes for having
both rice salad and “arròs rossejat” together. The approach we will take is that
multi-issue social choice problem is composed of the possible combinations in
D1× . . .×Dm and a set of constraints C over them in such a way that we define
a set of valid combinations Ω ⊂ D1 × . . . × Dm.

A different but related approach to collective decision making is of that of
deliberation in the study of deliberative democracy [2]. Deliberative democracy
contends that collective decision processes should not just aggregate individual
preferences but help shaping those individual preferences. Therefore, delibera-
tive democracy encourages the individuals to deliberate about which alternative
is to be preferred for an issue, in an open dialogue with one another, before vot-
ing. During the public discussion, the individuals may change their preferences
since they can acquire new alternatives for the issues at hand, and other rele-
vant information, such as the concerns of the other individuals. Thus, votes and
preferences should emerge from processes of deliberation, since then individuals
are able to make a more informed decision.

Given that group decisions are not necessarily limited to a process of choos-
ing among given alternatives, but also a process of generating new alternatives
(brainstorming), an argument in favor of discussing publicly before voting, is
that the limitations due to bounded rationality might be alleviated, since de-
liberation can provide more creative outcomes [5]. In our approach, a process
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of deliberation is required for allowing the individual agents to introduce new
alternatives to an issue —deliberation makes possible to take collective decisions
within a context of rational ignorance (incomplete knowledge).

From the point of view of CBR, this approach continues the work on multia-
gent case-based reasoning that previously focused on classification tasks [9,7,8].
In this paper, multiagent CBR is used not to solve a problem (find a correct
outcome) but reach an agreement (find a decision with high group welfare).
Moreover, the CBR approach (together with deliberation democracy approach)
are used to develop a more realistic framework for group choice that embrace
openness and incompleteness of knowledge.

3 Open-Ended Deliberative Agreement

This section introduces the open deliberative agreement with rational ignorance
(ODARI) framework, in which a group of agents deliberates on a set of issues and
their alternatives in order to reach an agreement about the alternatives (rational
ignorance). Although ODARI is defined for a group on n agents, it is easier to
explain the case where there are 2 agents deliberating on an agreement, and we
will use a set of 2 agents A = {A1, A2} in our exposition here. How CBR is used
to deal in the ODARI framework is explained later in Section 5.

The ODARI framework is a model of group decisions in multiagent systems
with the following properties:

Open-Endedness. The first feature in ODARI is that it is a multi-issue group
decision problem X = {X1, . . . , Xm} where each issue Xk is open-ended, i.e.
the set of alternatives Dk is not fixed and known by all individual agents
(rational ignorance).

Deliberation. A second feature is that new alternatives to issues can be in-
troduced during a process of deliberation to reach an agreement.

Interrelated Issues. A third feature is that there is a set of constraints C
that determine a subset of valid combinations Ω ⊂ D1 × . . . × Dm

Time-sensitiveness. Finally, since the space of valid combinations Ω can be
very large, we assume there is a finite time limit that precludes the explo-
ration of all valid combinations in Ω during deliberative agreement process.

We contend that these four features makes the ODARI framework closer to
realistic scenarios of group decisions in multiagent systems.

An issue is open-ended when the set of alternatives it may take increases
monotonically over time. An agent Ai has a limited experience in each issue Xk,
and knows a subset of all alternatives that may exist in the world, which we will
denote as Dk

i . The agreement space of an agent Ai based on its initial knowledge
of the world is Ωi ⊂ D1

i × . . . × Dm
i , the set of combinations of the individually

known alternatives that satisfy the constraints in C.
Thus, ODARI assumes that an alternative x ∈ Dk

i may be a known alterna-
tive to an agent, but unknown to another, and every agent has a utility value
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(or preference) for each known alternative to him. In our CBR approach, dis-
cussed later in Section 5, this experience-based knowledge will be determined
by the individual case base of each agent. Moreover, on the Banquet Agreement
scenario, the case base is composed of the cooking recipes known to an agent.

The preferences of an agent Ai for each issue Xk will be expressed by a
utility function: Uk

i : Dk
i → [0, 1]. However, Ai has no utility value for unknown

alternatives (those not in Dk
i ). The domain of alternatives for an issue Xk given

a group of agents A1, . . . , An is Dk =
⋃

i=1...n Dk
i , where every agent knows a

subset Dk
i . The space of possible combinations is D1×. . .×Dm, but given a set of

constraints C, the space of possible agreements is the subset Ω ⊂ D1× . . .×Dm

of combinations satisfying C. Individual agents have no immediate access to this
larger space, since they are working only in a subspace Ωi ⊂ Ω.

During the deliberation process the agents may come to know new alternatives
for the issues at hand as they are included in proposals made by other agents. If
the agents use this new alternatives the space of possible agreements that may be
proposed increases accordingly. Moreover, since this alternatives are presented
in a public space (all participating agents have access to all information flow
during deliberation), all agents become aware of the new alternatives.

Let l Πk be the alternatives for the issue Xk made public at some moment in
time during deliberation; the agreement space of public alternatives is then ΩP =
Π1 × . . . × Πm. In this situation, ΩP is the “common knowledge” of the agent
group, but the agents still need some way to integrate the unknown alternatives
in their preference structure, i.e. the set of “new” alternatives Nk

i = Πk − Dk
i

for every issue Xk. Section 5 explains how CBR is used to deal with these new
alternatives. Notice, however, that an agent using public alternatives can now
generate a larger set of proposals: for each issue Xk the agent can choose from
a larger set of alternatives, namely Dk

i ∪ Nk
i . Therefore, the set of agreements

that can be proposed by an agent is now ΩP
i ⊂ D1

i ∪N1
i × . . .× Dm

i ∪Nm
i (the

set of combinations satisfying the set of constraints C).

4 Deliberation Process

The deliberation process among agents is an interaction protocol on which agents
propose and accept (or reject) possible agreements of the form (x1, . . . , xm), i.e.
assigning one alternative to each of the m issues involved in the deliberative
agreement task. For instance, in the Banquet Agreement scenario, with two
main courses, an example proposal may be (Xató, arròs-rossejat), where the dishes
specify their ingredients: Xató is a endive salad with cot, olives, etc. and a hot
sauce, and arròs-rossejat is a fishermen’s fried noodles dish with aioli. A valid
proposal is a combination of alternatives that satisfies the set of constraints C.

In this section we will present the interaction protocol DAP2 for 2 agents
participating in the deliberation; extending DAP2 to n agents is possible but
the 2 agent scenario is easier to understand. DAP2 allows a group of two agents
A = {A1, A2} making proposals until one agent accepts a proposal made by the
other agent (which becomes the agreement); each proposal is made in a new
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round of the protocol. A maximum number of rounds M establishes a deadline
for reaching an agreement.

During deliberation the agents interchange the following types of messages:

– propose(Ai, ω, t): where an agent Ai proposes a valid combination of alter-
natives ω at the round t; moreover ω has to be a new combination (i.e. ω
has never been proposed before).

– accept(Ai, ω, t): where an agent Ai accepts the valid combination of alterna-
tive ω at the round t; the proposal ω has been proposed previously by the
other agent Aj but need not be the last proposal of Aj .

The DAP2 protocol starts at the round t = 0 with the token randomly assigned
to an agent:

1. The agent Ai who has the token can act in different ways:
– Ai accepts a previous proposal ω of the other agent Aj sending it message

accept(Ai, ω, t) and then the protocol terminates with agreement ω.
– Ai makes a new proposal ω sending propose(Ai, ω, t) to the agent Aj ; if

Ai is unable to find a new proposal an abstain(Ai, t) is sent. The token
passes to the other agent Aj , and the protocol moves to the step 2.

2. If the deadline M is reached or none of the agents made a proposal in the pre-
vious two rounds, the protocol terminates without an agreement. Otherwise
a a new round t + 1 starts and the protocol moves to the step 1.

For using the DAP2 protocol, agents just need a decision policy that allows them
to decide how to act in the protocol (when to accept, and when to make new
proposals). We present such policies in the next section.

5 CBR Agents

This section presents how case-based reasoning can address, in a natural way,
the challenges associated with a more realistic scenario for collective decision
(essentially knowledge incompleteness) in the context of deliberative agreement,
where the deliberation process allows agents to acquire new and unknown al-
ternatives. Let use define some auxiliary notions before presenting CBR-based
decision policies to be used with the DAP2 protocol.

Open Minded Strategy. We will define two different strategies, open-
minded and narrow-minded reasoning strategies. An open-minded agent will con-
sider acceptable agreements containing alternatives that are new and unknown
for that agent. The narrow-minded reasoning strategy, on the other hand, will
not consider acceptable any agreement containing unknown alternatives. In the
Banquet Agreement scenario, for instance, an agent may like paella but does not
know arròs rossejat: the narrow-minded would not accept any agreement with
arròs rossejat (even when it is very similar to paella), while the open-minded
agent will consider the similarity and may accept agreements with arròs rossejat.
Clearly, the open-minded strategy allows a larger space of possible agreements,
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while the narrow-minded strategy constrains the space of possible agreements
to those containing alternatives known to all agents. For instance, between two
agents, a narrow-minded strategy has an agreement space Ω1 ∩ Ω2, while an
open-minded strategy has an agreement space ΩP

1 ∪ ΩP
2 .

Furthermore, an open-minded agent can also use new unknown alternatives
when proposing an agreement. For instance, an agent that proposed (green-
salad, paella) has later received a proposal containing arròs rossejat; since this
means that the other agent likes arròs rossejat and it is similar to paella, the
agent can now make a new proposal with more chances to succeed: (green-salad,
arròs rossejat). Thus, as we will see in the experimental evaluation section, open-
mindedness helps in reaching an agreement faster (while maintaining high levels
of satisfaction) by allowing to propose agreements closer to the preferences of
the other agent. Narrow-mindedness, on the other hand, risks running out of
time without finding a common agreement.

Multi-issue Deliberation. Generating and evaluating proposals of agree-
ment is much more complex in multi-issue group agreement than in single-issue
group agreement. Moreover, constraints over the combination of alternatives
make infeasible estimating the utility of alternatives in isolation; thus, utility
will be measured by a function over possible agreements Ui : Ω → [0, 1]. There-
fore the CBR agents have to reason about valid combinations of alternatives, but
the combinatorial nature of this process together with time-sensitivity makes im-
possible an approach based on maximization: an approach based on satisficing
is needed, where an agent Ai accepts an agreement ω if it is satisfactory to Ai.
Later in Section 6 we will formalize this idea with the notion of the aspiration
level of an agent, such that when a proposed agreement’s surpasses the aspiration
level the agent accepts that agreement.

In general, the agents should be able to evaluate any agreement in Ω; thus,
for each issue Xk, an agent requires a way of evaluating the utility degree of
every alternative in Dk. In the classical approach studied in social choice, since
the alternatives are just a set of identifiers, without an intrinsic structure, all
knowledge resides in the utility function. However, in ODARI, there are un-
known alternatives for any agent Ai —i.e. Ai does not have utility degree for
some of alternatives that an issue may take. For this reason, we assume that
each CBR agent Ai has a similarity measure over the alternatives of an issue
sk

i : Dk × Dk → [0, 1]. This new assumption involves access to some char-
acterization of the alternatives, and the similarity measure works upon that
characterization. Consequently, we assume (1) that the alternatives have some
characterization or description in some language, and (2) that a similarity mea-
sure can be defined on the space of descriptions of alternatives. Clearly, the
similarity among alternatives is domain specific; Section 7 presents the similar-
ity we have used in the Banquet Agreement scenario.

Issue Case Base. In our approach, a CBR agent Ai has a case base Ck
i

for each issue Xk, where a case c ∈ Ck
i is a pair c = 〈x, u〉 such that x is a

known alternative to Ai for an issue Xkand u is the utility degree of x to Ai,
i.e. c.u = Uk

i (x).
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Next, using these issue case bases, we will be able to define a function U
k

i

that estimates the utility of unknown alternatives for each issue. Using U
k

i an
agent Ai is able to evaluate each possible agreement in Ω, and thus, is able both
to accept a proposal, even if it has unknown alternatives, and to use unknown
alternatives in generating proposals.

Utility of an Unknown Alternative. The similarity measure allows us to
estimate the utility of an unknown alternative xr of an issue Xr, by using a
k-nearest neighbor method which is calculated as the weighted sum of utilities
of the k most similar cases in Cr

i :

U
r

i (x
r) =

∑
c∈K

sr
i (c.x, xr) × c.u∑

c∈K
sr

i (c.x, xr)

where K is the set of k most similar cases.
Utility of an Alternative. An agent Ai either knows the utility of an al-

ternative or can estimate it for unknown alternatives.

Uk
i (x) =

{
Uk

i (x) ifx ∈ Dk
i

U
k

i (x) otherwise

Utility of an agreement. The utility of an agreement ω (a valid combina-
tion of alternatives for m issues) is Ui(ω) = 1

m

∑
1≤k≤m Uk

i (xk).

Modeling Agent Preferences. An agent does not have any a priori in-
formation about the other agent’s preferences. During the deliberation process,
an agent does not know, for any ω in the agreement space that has never been
proposed, whether ω could be satisfactory to the other agent. However, an agent
Ai may exploit the information that emerges during the deliberation, in order
to acquire clues about the other agents’ preferences. Specifically, when an agent
Ai has the token, Ai is aware that the proposals made by Aj up to that point
are satisfactory to Aj , because as soon as Aj has proposed an agreement, he
commits to accept that agreement. Additionally, Ai is aware that no agreement
it has proposed up to that point has been satisfactory to Aj , otherwise Aj would
have accepted one of them.

For this reason, when an agent Ai makes a proposal that is similar to proposals
made by the agent Aj in previous rounds, Ai increases the likelihood of it being
accepted by Aj , since the proposals made by Aj are satisfactory to Aj .

Moreover, the agent Ai may exploit the information about the proposals it
made that were rejected by Aj . Here, the intuition is that those proposals give
some information to Ai of what kind of proposal are not satisfactory to Aj . This
way, the more similar a possible agreement to the proposals made by Ai, the
more likelihood it will not be satisfactory to Aj .

Thus, an agent Ai may use the similarity between proposals to estimate the
proposals’ likelihood of being satisfactory (or not) to another agent Aj , based in
the proposals previously made by both agents. In this sense, the set of proposals
have been made during a deliberation process are treated as a “case base” that
models Aj ’s preferences.
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Proposal Case Base. Every agent Ai in ODARI has a proposal case base
CP

i such that, for each proposal ω made by any agent a in the deliberation
(including itself), there is a case 〈ω, a〉 ∈ CP

i .
Proposal Similarity. An agent Ai has a similarity function Si : Ω × Ω →

[0, 1], which expresses the similarity between two proposals (two valid combina-
tion of alternatives):

Si({x1
1, . . . , x

m
1 }, {x1

2, . . . , x
m
2 }) =

1
m

∑
1≤k≤m

sk
i (xk

1 , xk
2)

Let Mi = {ω ∈ CP
i |c.a = Ai} be the set of proposals made by Ai to the agent Aj .

Notice that proposals in Mi have not been accepted by Aj , since those proposals
are not satisfactory to Aj ; thus, other proposals similar to Mi are likely to be
unsatisfactory to Aj . Let Rj

i = {ω ∈ CP
i |c.a = Aj} be the proposals received

by Ai from Aj , i.e. the set of proposals that are known to be satisfactory to Aj .
Therefore, proposals similar to those in Rj

i are more likely to be satisfactory Aj .
Thus, the likelihood of a proposal to be accepted by Aj increases if it is similar
to proposals in Rj

i and decreases if it is similar to proposal in Mi.
Proposal Acceptance Likelihood. Following these two heuristic criteria,

based in the proposals made by the agents, we will define a function Ei allowing
Ai to estimate the likelihood of a new agreement proposal ω′ being accepted by
another agent as follows:

Ei(Aj , ω
′) =

1
2

(
max
ω∈Rj

i

Si(ω′, ω)
)

+
1
2

(
min

ω∈Mi

(1 − Si(ω′, ω))
)

6 Proposal Generation and Aceptance

A CBR agent Ai, in the ODARI framework, will propose agreements taking
into account (1) the proposals’ utility degree to Ai (possibly estimated with a
similarity) and (2) the likelihood of the proposals being accepted by the other
agent Aj . If Ai follows the open-minded strategy, the agreement proposal has to
be selected from the space of possible agreements ΩP

i . Since a proposal cannot
be repeated, however, the space of possible new proposals is Ω′

i = ΩP
i −P , where

P is the set of agreements already proposed. We define first how the agreement
to be proposed is selected by an agent.

Proposal Selection Heuristic. The candidate agreements Ω′
i will be eval-

uated by a heuristic Hi : Ω′
i → [0, 1] that combines the utility for the proposing

agent and the likelihood to be accepted by the other agent, as follows:
Hi(ω) = (1 − α) × Ui(ω) + α × Ei(Aj , ω).

where α ∈ [0, 1] is the weight given to the acceptance likelihood estimated for the
other agent. The selection of the agreement to be proposed is simply Hi(Ω′

i) =
argmaxω∈Ω′

i
Hi(ω) (i.e. the agreement with highest Hi value).

Now we turn to the issue of an agent deciding to accept or not a proposed
agreement, based on the notion of aspiration level. The main idea is twofold: (1)
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an agent Ai accepts an agreement ω when its utility Ui(ω) is above its aspiration
level ∂i, and (2) the aspiration level ∂i decreases during the deliberation process.

Aspiration Level. At any moment in time, an agent Ai has proposed Mi

agreements. Since all agreements in Mi are satisfactory to Ai, let us take the
one with minimum utility ω∗

i = argminω∈MiUi(ω); therefore ∂i = Ui(ω∗
i ) —

i.e. that the aspiration level is Ui(ω∗
i ), since agent Ai is already proposing an

agreement with that utility degree. Any agreement proposal ω that agent Ai

receives whose utility for Ai is equal or greater than the aspiration level should
be accepted by Ai (since Ai is already proposing agreement with that degree
of utility). Notice that ∂i will decrease monotonically with time, since the set
Mi increases with new proposed agreements and no proposed agreement can be
withdrawn according to the protocol DAP2.

Decision Policy. Whenever an agent Ai owns the token in protocol DAP2,
the decision policy of an agent Ai decides either to accept an agreement proposed
by Aj or to propose a new agreement. Now, agent Ai has an aspiration level ∂i

and a new agreement to propose, namely Hi(Ω′
i). Let ωk = argmaxω∈Ri(j)Ui(ω)

be the best proposal received by Ai from Aj , then the decision policy is:

1. if Ui(ωk) ≥ min(∂i, U(Hi(Ω′
i))) then Accept ωk

2. otherwise Propose Hi(Ω′
i).

i.e. an agent Ai will accept the best proposal received if it has an utility better
or equal than the aspiration level or the utility of the next agreement that Ai

intends to propose next; otherwise Ai proposes that agreement.

7 Banquet Agreement Scenario

In this section, we experimentally evaluate our approach on the two-issues Ban-
quet Agreement scenario, based on the recipes database of the 2010 Computer
Cooking Contest (CCC). Specifically, these experiments involve two agents A1

and A2, that will engage in the deliberative process to reach an agreement on
a two-course meal, i.e. agreeing on a specific recipe for the starter (issue one)
and for the main course (issue two). The agreement must satisfy the following
constraint: no main ingredient may be used in both recipes4. The experimental
database R consists of 600 recipes (with 380 different ingredients) from the CCC,
randomly split into two sets: R1 and R2 of starters and main courses.

The domain-specific similarity functions among alternatives of an issue is here
a similarity s1 over recipes in R1 and s2 over recipes in R2. Both s1 and s2 are
based on the Jaccard similarity

s(x1, x2) =
|Ing(x1) ∩ Ing(x2) |
|Ing(x1) ∪ Ing(x2) |

where Ing(x) is the set of main ingredients in recipe x.
4 Main ingredients like rice or potato cannot be repeated, but secondary ingredients

like oil or salt can be used in both course’s recipes.



118 S. Manzano, S. Ontañón, and E. Plaza

The agents’ preferences are built by the experiment designer in the following
way. Each agent has a profiler-creation function that randomly assigns a utility
value in [0, 1] to each ingredient at each run of the experiment. From the utility
of ingredients the utility of a recipe x is computed as the normalized sum of
the utility of the ingredients in x. The recipes known to a agent constitute a
case base where there is a case 〈x, u〉 for each known recipe x and its utility u.
Notice that (1) the agent does not know the utility of ingredients, only the global
utility of recipes, so it is unable to ascertain the utility of unknown recipes from
their ingredients, and (2) people usually have clear utilities for courses rather
than ingredients (although some ingredients may be a no-no), using the hidden
profiler-creation function is just a convenient way to generate a large number of
profiles for experimentation.

Moreover, random profiles constitute a rather worst case scenario, where any
commonality of tastes among two artificial agents might be much lower than
other scenarios where participants may share some tastes. Finally, notice that
an agent only knows the utility for the recipes in its case base and is ignorant of
other recipes contained in other case bases (except for the recipes both agents
know, which will be a smaller subset in the experiments).

7.1 Experiments

In our experiments, we have set the maximum number of rounds for DAP2 to
M = 150, unless specified otherwise, and we have used k = 5 for the k-nearest
neighbor method U i(x) to estimate the utility degree of unknown alternatives.
Given the maximum number of M rounds, if this maximum is reached the proto-
col terminates without agreement. The experiments, unless specified otherwise,
assign 400 recipes to each agent, 200 of which are shared by both agents.

In order to evaluate the quality of the agreements reached by the agents, we
need to define a function assessing the degree of “goodness” of these agreements
for the group. These functions are called social welfare functions, and there are
several that are defined in the literature, depending on the criteria of what does it
mean for a agreement to be good for the group. The utilitarian welfare WU (ω) =
1
2 (U1(ω)+U2(ω)) measures the overall utility as the average of individual utilities;
this takes into account the total but not the inequality of utilities —i.e. a welfare
of WU (ω) = 0.5 may be achieved with individual utilities 0.5 and 0.5 or with 0.9
and 0.1. The egalitarian welfare of an agreement WE(ω) = minAi∈AUi(ω), takes
into account the level of inequality by defining welfare as the minimum utility of
the two agents. Since this welfare is very strict, we will use a combination of both
called the group welfare WG(ω) = 1

2 (WU (ω)+WE(ω)). In the experiments, group
welfare is computed using the ingredient-based utility (hidden to the agents).

The experiments are made for different values of α ∈ [0, 1] —recall that α
is the weight used in the Proposal Selection Heuristic. Thus, when α = 0 the
agent behaves as an egoist, since all proposed agreements take only into ac-
count its individual utility. The higher the α the less egoist is an agent, since it
will propose agreements that have less utility for itself but are more similar to the
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Fig. 1. Group welfare average (left), percentage of times reaching an agreement (cen-
ter), and number of proposals exchanged (right) for different α values when there is a
time limit of 150 rounds (©) or no limit (

�
)

proposals of the other agent. Consequently, the higher the α the faster the aspi-
ration level of the agent decreases during the deliberation process.

Figure 1 shows the open-minded agent relationship with time-sensitiveness.
In this experiment, the abscissae are different values of α (for one agent) while
the other agent has a random value α ∈ [0, 1] at each run. The ordinates plot
the averages of group welfare, the percent of times an agreement is reached,
and the number of rounds needed to reach an agreement. If there is no time
limit, the deliberation can spend a lot of time examining a large number of
proposals. However, when there is a time limit, being egoist (having values of
α close to 0) is a bad option (as shown in Fig. 1): (1) when α increases then
the percentage of times in which an agreement is reached also increases (Fig. 1
center), which explains (2) when α is closer to zero group welfare is lower (Fig. 1
left). Finally, the number of exchanged proposals needed to reach an agreement
decreases when α increases (Fig. 1 right). Moreover, this last plot shows that
the Ei function is useful in estimating the proposals that the other agent may
consider satisfactory. For comparison, the centralized method5 gives a welfare
average of WG = 0, 6735.

The effect of egoism (α = 0) vs. benevolence (α = 1) is shown in Fig. 2 for
open-minded and narrow-minded agents with a limit of 150 rounds. In this ex-
periment, as well as the following ones, both agents have the same α shown in
the abscissa, and both agents are either open-minded or narrow-minded. First,
we see in Fig. 2 that open-minded agents achieve agreements with higher wel-
fare values (left), more agreements (center) and with less rounds of deliberation
(right) than the close-minded agents. When α is low, both agents are egois-
tic and thus their aspiration level decrease very slowly, which results in a lower

5 The centralized aggregation method has complete knowledge. Specifically, this
method receives all the cases from the two agents, receives the designer-level
ingredient-based evaluation function of each agent and computes the ingredient-
based utility for each recipe for each agent. Then performs exhaustive search to find
the pair of courses that maximize the group welfare function WG. This method has
complete knowledge of the utility of all alternatives in the experiment and unlimited
time to search all combinations, and gives an estimate of the best possible agreement
in ideal conditions.
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Fig. 3. Group welfare average (left), percentage of times reaching an agreement (cen-
ter), and number of proposals exchanged (right) for open-minded (©) and narrow-
minded strategies (

�
) agents with a 16% of shared recipes

number of agreements reached before the time limit (specially for narrow-
minded). When α is higher then the narrow-minded agents improve, but they
are still worse than the open-minded ones.

Another parameter affecting the outcome is the size of the case bases for an
issue k and the size of the shared recipes. The experiment shown in Fig. 3 has
two agents with 150 recipes each agent, a 16% of shared recipes and M = 150
rounds, showing the difference between open-minded and narrow-minded agents.
In this setting, with smaller case bases and a smaller set of shared recipes,
reaching an agreement is more difficult for the narrow-minded agents: group
welfare and number of agreements decrease. Moreover, the number of rounds
narrow-minded agents need to reach an agreement also increases. The open-
minded agents, however, even now that the size of shared alternatives is smaller,
keep a similar performance in group welfare, number of agreements, and number
of rounds as before.

8 Conclusion

Case-based reasoning is a methodology that allows to address AI under incom-
plete knowledge by exploiting dynamically available knowledge in a more flexible
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way. We have addressed here the issues involved in group decisions (modeled here
as agreements). Classical mathematical models in social choice assume conditions
like perfect knowledge. Weakening this assumption requires a new approach, and
we have shown that CBR can deal with incomplete knowledge by exploiting the
dynamic exchange of information during deliberation.

Essentially, the classical approach encodes all knowledge in a utility function
over known alternatives. We have shown that incorporating a similarity function
over the space of possible descriptions of alternatives enables a CBR agent to
cope with unknown alternatives (and thus rational ignorance). We have also in-
cluded a process of deliberation, previous to the group decision itself, that allows
to introduce new, unknown alternatives in an incremental way. This approach
has been evaluated on the CCC dataset but could be applied to other domains
where a suitable similarity over alternatives can be designed.

Future work will address group decision for more than two agents (multilateral
agreement), which is a problem whose high complexity is well known. The main
idea will be to use the deliberation process to increase the knowledge available to
the agents, and then vote. That is to say, the goal is not to achieve an agreement
by consensus, since the complexity of the problem would require a very long
process. The goal will be that the deliberation process helps the agents gaining
new alternatives and acquiring a better model the preferences of other agents
before the final decision-making step of voting.

Acknowledgements. This research was partially supported by projects Agree-
ment Technologies (CSD2007-0022) and Next-CBR (TIN2009-13692-C03-01).
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Abstract. Different agents in a multiagent system might have different
solution quality or preference criteria. Therefore, when solving problems
collaboratively using CBR, case reuse must take this into account. In
this paper we propose ABARC, a model for multiagent case reuse, which
divides case reuse in two stages: individual reuse, where agents generate
full solutions internally, and multiagent reuse, where agents engage in a
deliberation process in order to reach an agreement on a final solution.
Specifically, ABARC is based on the idea of amalgam, which is a way to
generate solutions by combining multiple solutions into one. We illustrate
ABARC in the domain of interior room design.

1 Introduction

The multiplicity of experience sources requires to investigate new approaches to
reuse and adapt them in the cycle of case-based problem-solving. This paper
focuses on the collaboration of multiple CBR systems dealing with complex
structure solutions. Each individual CBR system may have different biases on
the solutions it prefers — bias may be due to history, preferences, priorities, etc.
Therefore, each individual may come to a different solution for the same problem,
and might consider a given solution as more or less satisfactory. A collective
agreed-upon complex solution cannot be achieved by simple aggregation methods
like voting, and requires a richer deliberation process to reach a collective solution.
This deliberation process is in fact a joint reuse process that combines both the
experiences and the bias of these individuals.

As a motivating example, consider two people who need to agree on the
configuration of an office for having good working conditions. Naturally, each
person will have their own preferences with respect to what constitutes “good
working conditions,” or with respect to which pieces of furniture are more
desirable, etc. It is clear that proposing room configurations and voting over
them is not a good approach, since the number of possible room configurations
might be very high. Moreover, notice that biases such as preferences are hard
to express explicitly, and thus cannot be fully communicated. For that reason, a
centralized approach where each person states her preferences and then only one
of them tries to find a room configuration is not viable either. In this paper we
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will study how can these kind of problems be addressed by presenting ABARC, a
model of multiagent case reuse, which allows two agents to collaboratively reach
an agreement over a structured solution.

Previous approaches to distributed CBR have mainly focused on distributed
retrieval [11, 13, 9, 8], while the few approaches dealing with distributed reuse,
do so in classification domains [12] by means of voting approaches. The main
contribution of this paper is an approach for distributed reuse in domains with
complex structured solutions.

There are two key ideas behind the ABARC (Amalgam-based Agreement for
Multiagent Reuse of Cases) approach for multiagent CBR. The first is that
reuse can be divided in two different stages: individual reuse and multiagent
reuse. During individual reuse, each agent generates a full solution individually
according to its own biases or preferences. During multiagent reuse, agents reach
an agreement on a solution that is satisfactory for both agents.

The second idea is that the solutions proposed by the other agent can be used
as an indication of its preferences. By combining elements from the solutions
proposed by the two agents, agents could generate solutions which are satisfactory
to both of them. A way to compute such combinations is through amalgams [10],
a formal operation that generates new solutions by combining as many elements
from two given solutions as possible.

The remainder of this paper is organized as follows. First, in Section 2 we
present some background on generalization spaces, which is the knowledge
representation formalism used in this paper. Section 3 formally introduces the
idea of an amalgam. Then, ABARC is presented in Section 4. We analyze the
behavior of ABARC in the task of room design in Section 5. The paper closes
with related work and conclusions.

2 Background

In this paper we will make the assumption that solutions in cases are terms in
some language L, and that there exists a subsumption relation among terms.

We say that a term ψ1 subsumes another term ψ2 (ψ1 
 ψ2) when ψ1 is more
general (or equal) than ψ2

1. The subsumption relation induces a partial order in
the terms in a language L, thus, the pair 〈L,
〉 is a poset (partially ordered set)
for a given set of terms L; additionally, we assume that L contains the infimum
element ⊥ (or “any”), and the supremum element � (or “none”) with respect
to the subsumption order. In the rest of this paper we will call a pair 〈L,
〉 a
generalization space.

Given the subsumption relation, for any two terms ψ1 and ψ2 we can define
their unification, (ψ1 ψ2), which is the most general specialization of two given
terms:

ψ1  ψ2 = ψ : (ψ1 
 ψ ∧ ψ2 
 ψ) ∧ (�ψ′ � ψ : ψ1 
 ψ′ ∧ ψ2 
 ψ′)
1 In machine learning terms, A � B means that A is more general than B, while in

description logics it has the opposite meaning, since it is seen as “set inclusion” of
their interpretations.
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ψ ρ(ψ)

γ(ψ) ψ

a) b)

Fig. 1. A generalization refinement operator γ, and a specialization operator ρ

That is to say, the unifier’s content is the addition of the content of the two
original terms. However, not every pair of terms may be unified: if two terms
have contradictory information then they have no unifier ψ1  ψ2 = � —which
is equivalent to say that their unifier is “none”.

The dual operation to unification is that of anti-unification, that is defined as
the least general generalization of two terms, representing the most specific term
that subsumes both. If two terms have nothing in common, then ψ1 � ψ2 = ⊥.
Thus, anti-unification encapsulates in a single description all that is shared by
two given terms, and is defined as follows:

ψ1 � ψ2 = ψ : (ψ 
 ψ1 ∧ ψ 
 ψ2) ∧ (�ψ′ � ψ : ψ′ 
 ψ1 ∧ ψ′ 
 ψ2)

Notice that both anti-unification and unification might not be unique. Let us
now summarize the basic notions of refinement operator over partially ordered
sets and introduce the concepts relevant for this paper (see [6] for a more in-depth
analysis of refinement operators). Refinement operators are defined as follows:

Definition 1. A downward refinement operator ρ over a partially-ordered set
(L,
) is a function such that ∀ψ ∈ L|ρ(ψ) ⊆ {ψ′ ∈ L|ψ 
 ψ′}.
Definition 2. An upward refinement operator γ over a partially-ordered set
(L,
) is a function such that ∀ψ ∈ L|ρ(ψ) ⊆ {ψ′ ∈ L|ψ′ 
 ψ}.
In other words, upward refinement operators generate elements of L which are
more general, whereas downward refinement operators generate elements of L
which are more specific, as illustrated by Figure 1. Typically, the symbol γ is
used to symbolize upward refinement operators, and ρ to symbolize either a
downward refinement operator, or a refinement operator in general.

Refinement operators can be used to navigate the space of terms using search
strategies, and are widely used in Inductive Logic Programming [7]. For instance,
if we have a term representing “a German minivan”, a generalization refinement
operator would return generalizations like “a European minivan”, or “a German
vehicle”. If we apply the generalization operator again to “a European minivan”,
we can get terms like “a minivan”, or “a European vehicle”. A specialization
refinement operator would perform the opposite task, and given a term like “a
German minivan”, would return more specific terms like “a Mercedes minivan”,
or “a red German minivan”.
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3 Amalgams

The notion of amalgam can be conceived of as a generalization of the notion of
unification over terms. The unification of two terms (or descriptions) is a new
term, the unifier, which contains all the information in these two terms. Thus,
if a term φ is a unifier of two other terms (φ = ψa  ψb), then all that is true
for one of these terms is also true for φ. For instance, if ψa describes “a red
vehicle” and ψb describes “a German minivan” then their unification φ is the
description “a red German minivan.” Two terms are not unifiable when they
possess contradictory information; for instance “a red French vehicle” is not
unifiable with “a red German minivan” since being French and German at the
same time is not possible for vehicles. The strict definition of unification means
that any two descriptions with only one item with contradictory information
cannot be unified. Now, imagine a scenario where two such descriptions have
a large part of complementary information, which a CBR system would be
interested in reusing: unification is not useful.

An amalgam of two terms (or descriptions) is a new term that contains parts
from these two terms. For instance, an amalgam of “a red French vehicle” and “a
German minivan” is “a red German minivan”; clearly there are always multiple
possibilities for amalgams, since “a red French minivan” is another example of
amalgam. In [10] we formally defined the notion of amalgam, and specifically
studied the most specific amalgams of two terms. For the purposes of this paper,
the following, more generic definition of amalgam suffices.

Definition 3. (Amalgam) The set of amalgams of two terms ψa and ψb is
the set of terms such that:

ψa � ψb = {φ ∈ L − {�}|∃φa, φb ∈ L|φa 
 ψa ∧ φb 
 ψb ∧ φ = φa  φb}
Thus, an amalgam of two terms ψa and ψb is a term that has been formed by
unifying two terms φa and φb such that φa 
 ψa and φb 
 ψb —i.e. an amalgam
is a term resulting from combining some of the information in ψa with some of
the information from ψb, as illustrated in Figure 2. Formally, ψa �ψb denotes the
set of all possible amalgams; however, whenever it does not lead to confusion,
we will use ψa � ψb to denote one specific amalgam of ψa and ψb.

The terms φa and φb are called the transfer terms of an amalgam ψa �ψb . φa

represents all the information from ψa which is transferred to the amalgam, and
φb is all the information from ψb which is transferred into the amalgam. This
idea of transfer is akin to the idea of transferring knowledge from the source
domain to the target domain in computational analogy [3].

Intuitively, an amalgam is complete when all which can be transferred from
both terms into the amalgam has been transferred, i.e. if we wanted to transfer
more information, φa and φb would not have a unifier.

Definition 4. (Complete Amalgam) An amalgam φ = ψa � ψb with trans-
fers φa and φb is complete when

∀φ′
a, φ′

b|φa � φ′
a � ψa ∧ φb � φ′

b � ψb ⇒ φ′
a  φ′

b = �
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ψa ψb

ψa � ψb

φa φb

ψa � ψb

Transfer Transfer

Amalgam

Fig. 2. Illustration of the idea of amalgam between two terms ψa and ψb

that is to say, there are no terms φ′
a , φ′

b such that φa � φ′
a � ψa and φb � φ′

b �
ψb which have a unifier.

Finally, for the purposes of case reuse,we introduce the notion of asymmetric
amalgam, where one term is fixed while only the other term is generalized in
order to compute an amalgam.

Definition 5. (Asymmetric Amalgam) The asymmetric amalgams ψs

→
�ψt

of two terms ψs (called source) and ψt (called target) is the set of terms such
that:

ψs

→
� ψt = {φ ∈ L− {�}|∃φs ∈ L|φs 
 ψs ∧ φ = φs  ψt}

In an asymmetric amalgam, the target term is transferred completely into the
amalgam, while the source term is generalized.

4 ABARC

This section presents ABARC (Amalgam-based Agreement for Multiagent Reuse
of Cases), a framework to address case reuse in multiagent CBR scenarios.
Specifically, the scenario we focus on in this paper is the following.

Two CBR agents A1 and A2 need to solve a given problem P ; the agents have
s shared ontology to represent problems and solutions (e.g. solutions from one
agent can be understood by the other), but each agent has its own individual
biases with which to solve problems, i.e. given the same problem, each agent
might prefer different solutions. In ABARC, biases are modeled as utility func-
tions. Each agent Ai has a utility function Ui, which given a solution S to the
problem P , returns a utility Ui(S) ∈ [0, 1]. These utility functions are private and
we assume cannot be communicated (e.g. it is hard to completely communicate
to another person you full preferences for food). Given a new problem, the goal
of the agents is to reach an agreement over a solution, which is satisfactory to
both agents (i.e. which has a high enough utility for both).

To address the previous scenario, ABARC assumes that problems to be solved
have two separate parts:
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Fig. 3. In the ABARC framework, reuse is divided in two separate processes: individual
reuse, and multiagent reuse

– A shared problem specification: the specification problem that needs to be
solved, shared between the agents.

– An individual problem bias: the biases or preferences of a specific agent,
represented as its own utility function over solutions, which is private to
each agent.

Given that no agent knows the utility functions of the other agent, no one can
actually propose a solution individually expecting it to have a high utility for
the other agent. The main idea behind ABARC is that each agent individually
can reuse cases to generate a solution which satisfies both the shared problem
specification and its individual problem biases, and then combine the two
solutions in order to generate a solution that satisfy at the same time the problem
specification and the biases of both agents. Figure 3 illustrates this idea, where
the reuse process of two CBR agents is split into two separate processes:

– Individual reuse: agents reuse the retrieved cases from the case base and
generate a first candidate solution to problem P , which is passed on to the
second reuse stage. We will call the solution generated by the individual
reuse stage the initial solution of each agent.

– Multiagent reuse: agents start a deliberation process, where they propose
solutions that combine parts of the agents’ initial solutions (using amalgams)
in order to generate a solution which satisfies as much as possible the utility
functions of both agents. This is done in this way, since the initial solutions
are the only indication an agent has of the utility function of the other agent.

Basically, the multiagent reuse step explores the space of amalgams between the
initial solutions proposed by the agents. Given that this space might be very
large, we propose a deliberation protocol that proceeds in a series of rounds
where agents propose solutions, which are then evaluated by the other agent.
The process continues until one agent accepts the solution of the other agent.

Assuming that solutions proposed by an agent Ai have high utility for Ai,
if an agent Aj wants to generate a solution with expected high utility for Ai,
such solution should be similar to the one proposed by Ai. This is the second
key idea behind ABARC: initially agents generate solutions that have high utility
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for themselves, and at each round, the solution proposed by an agent contains
more and more elements from the solution proposed by the other agent. This is
done by computing amalgams that transfer more and more elements from the
solution proposed by the other agent. The more elements are transferred from
the other agent’s solution, the less elements can be kept from the agents desired
solution. Thus, the multiagent reuse process can be seen as a concession process
where agents propose solutions that lower one’s utility while trying to approach
the interests of the other agent, until one agent accepts the solution of the other.

The remainder of this section first presents a specific interaction protocol that
implements the deliberation process required to reach a final agreement over the
solution to the problem P , and then how can the amalgam operation be used to
merge solutions generated by both different agents.

4.1 Multiagent Reuse Interaction Protocol

The goal of the multiagent reuse process is to reach an agreement over a solution
for the problem P . To reach such agreement, the agents explore the space of
possible amalgams between their two individual solutions (which is the subspace
of the whole solution space which is expected to have high utility for both).
Moreover, it is possible that no solution exists that has maximum utility for
both agents. Thus, it is important that agents reach an agreement, and settle
for a “good enough” solution. In order to achieve that, ABARC uses a deliberation
protocol where the agents are allowed to send three kind of messages:

– propose(A, S): with which an agent A proposes solution S to the other agent.
– accept(A, S): with which an agent A accepts the solution S previously sent

by the other agent.
– withdraw(A): with which an agent A withdraws from the protocol before

reaching an agreement.

Given two agents, A1 and A2 who are trying to reach an agreement on the
solution of a given problem P , the ABARC protocol is a token passing protocol,
where at each round t, one of the two agents holds a token. Let us call S0

1 and
S0

2 the solutions found by A1 and A2 respectively after performing individual
reuse. S0

1 is a valid solution for P and that has a high utility value for A1, but
might have a low utility value for A2 (resp. S0

2).

1. Initially, A1 sends the message propose(A1, S
0
1), and A2 sends the message

propose(A1, S
0
2). Then, a token is given to one agent at random, round t = 1

starts, and the protocol moves to step 2.
2. The agent Ai owner of the token does the following:

(a) Generates a new solution St
i . If a new solution cannot be generated (e.g.

when the whole space of amalgams has already been explored), then Ai

sends the message withdraw(Ai) and the protocol ends without reaching
any agreement.

(b) Ai evaluates the utility of all the solutions sent by the other agent in
rounds prior to t, and selects the solution S with maximum utility Ui(S).
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(c) If Ui(S) ≥ Ui(St
i ), then Ai will send the message accept(Ai, S), and

the protocol ends. Otherwise, Ai sends the message propose(Ai, S
t
i ), the

token is given to the next agent, a new round t+1 starts, and the protocol
moves back to 2.

A key step in the protocol is 2.a, where agents generate new solutions. In ABARC
the first solution that an agent Ai proposes, A0

i only takes into account its
individual utility function. At each round, agents propose a new amalgam, which
transfers a bit less from their solution, and a bit more from the other’s solution,
i.e. they propose solutions with higher expected utility for the other agent. In
this way, agents approach each other, until they reach an agreement.

Therefore, the key component in the protocol is the mechanism for generating
new solutions (new amalgams), as explained in the next section.

4.2 Merging Solutions through Amalgams

Two key functionality required in ABARC is generating solutions during the
multiagent reuse protocol. Let us first explain how can this be implemented
using amalgams and refinement operators.

Given a solution Si generated by an agent Ai, and a solution Sj generated by
an agent Aj , if an agent Ai wants to generate a solution S∗ which results from
merging Si with Sj, but without losing utility, it can do so in the following way,
by using the previously introduced idea of asymmetric amalgam:

1. Let B = {S ∈ L|S 
 Sj ∧ (Si � Sj) 
 S} be the set of potential transfers
that can be used for computing the asymmetric amalgam Sj

→
� Si.

2. Let φj = arg maxφ∈B Ui(φSi). Notice that φSi is an asymmetric amalgam

Sj

→
� Si, where φ is the transfer. Thus, φj is the transfer which maximizes

the utility of the resulting amalgam for Ai.
3. S∗ = φj  Si.

The previous method is generic, and can be used for any utility function. However,
in the experiments reported in this paper we have modeled the utility functions
in the following way. Each agent has a lists of private goals G1 = {g1

1, ..., g
1
n},

and G2 = {g2
1, ..., g

2
m} respectively, where each goal gi

j has an associated weight
w(gi

j) > 0, indicating how important it is (the higher the weight, the more
important the goal is). A goal g is satisfied by a solution S if g 
 S, therefore,
if we have two solutions, S1 and S2, such that S1 
 S2, and g is satisfied by S1,
then g is also satisfied by S2.

Therefore, any asymmetric amalgam will satisfy that Si 
 (Sj

→
�Si), and thus

will have, at least, the same utility as Si. Moreover, since it is in the agent’s own
interest to propose solutions that maximize the other agent’s utility as well, the
more specific the amalgam, the higher the utility is likely to be for the other
agent, and thus, it is desirable to compute complete amalgams.

In addition to merging solutions, agents in ABARC need to generate different
amalgams in each round of the protocol, approaching the other agent. The way
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Fig. 4. Solutions during the mutliagent reuse protocol are generated by an agent by
iteratively conceding more and more, i.e. by transferring less and less from its own
solution.

this is modeled in ABARC is by generating amalgams between S0
i and S0

j that
are not asymmetric, i.e. where not all the information in S0

i is transferred to
the amalgam. In an asymmetric amalgam S0

j

→
� S0

i , the transfer from Si to the
amalgam is ψi = Si. A way to generate a solution that approaches that of the
other agent is by transferring less information from Si, i.e. having a transfer
φi � Si.

Moreover, Ai only wants to concede the minimum amount necessary. Thus,
given that at a round t, an agent Ai proposed the solution St

i , with transfers
φi and φj form S0

i and S0
j respectively, and given a generalization refinement

operator γ, γ(φi) is a set of terms which are more general than φi. Given any term
φ′

i ∈ γ(φi), if we compute a complete asymmetric amalgam S0
j

→
� φ′

i, we obtain
an amalgam with less transfer from S0

i than St
i (and thus may accommodate

more transfer from the solution of the other agent), i.e. we obtain a solution
that approaches that of the other agent.

In ABARC, agents generate new solutions during the protocol in the following
way, as illustrated in Figure 4:

1. In the initial round, the agent proposes its initial solution S0
i .

2. Then, the first time an agent Ai owns the token, it will propose the solution
generated by a complete asymmetric amalgam S0

j

→
� S0

i .
3. The subsequent times an agent Ai owns the token, it will generate a solution

by generalizing the last transfer term using a refinement operator:
(a) First, compute φ′

i = argmaxφ∈γ(φi) Ui(φ), which is the generalization of
the previous transfer φi with highest utility for Ai.

(b) The next solution to propose will be S0
j

→
� φ′

i.

As Figure 4 shows, by iteratively generalizing the transfer term, the solutions
generated by an agent Ai contain less and less from its original solution, S0

i ,
in order to accommodate more and more from the solution proposed by the
other agent, S0

j . The effect is the sequence of solutions proposed by Ai have
decreasing utility for Ai, but increasing for Aj , and the solutions proposed by
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Fig. 5. The utility for one agent Ai of the solutions proposed by both agents over time

Aj have increasing utility for Ai and decreasing for Aj . As illustrated in Figure
5, the utility values will eventually cross, and the agents will reach an agreement.

5 Collaborative Generation of Room Designs

In order to illustrate ABARC, we have applied it to the domain of interior room
design. In this domain the goal is to design the interior of a room (pieces of
furniture to use and their layout) according to some given constraints (size
and shape of the room), and a set of given goals (e.g. design a proper work
environment). Moreover, we have specifically focused on the problem of designing
room for two individuals. In this case, when designing the room, the two
individuals (represented by agents) have to agree on a design that satisfies both.

In this section we will present an illustration with a particular instance of
this problem, in which two agents need to agree on the design of a square office
for work space. Agent A1 has a “geek” personality, and agent A2 represents an
“artist” personality. In this instance, we have represented a room to be composed
of 8 spaces: the four corners (which can accommodate small pieces of furniture)
and the four big walls (which can accommodate large pieces of furniture). The
south-west corner needs to be free, for the door to enter the room. The agents
can select among 7 different small pieces of furniture (like dressers, plants, small
desks, etc.) and 9 different large pieces of furniture (like couches, desks, etc.).
Some pieces of furniture (like computer desks), can also have devices on top (like
netbooks, laptops or computers). In total, there are about 1.3×109 possible room
configurations. For this example, we represented solutions using feature terms
[1], and we thus use a general feature term generalization refinement operator.

The goals and weights of the goals that compose the utility functions of the
two agents are shown in Table 1. Utility is measured in the following way:

Ui(S) =

∑
g∈Gi|g	S w(g)∑

g∈Gi
w(g)
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Table 1. Goals of two agents in a room design problem

Agent A1 Agent A2

Goal Weight Goal Weight

tower-computer 8.0 drawing table 8.0

computer desk 7.0 Tansu 7.0

plant pot 6.0 glass-door cabinet 6.0

bookcase 5.0 couch 5.0

couch 4.0 laptop 4.0

armchair 3.0 plant pot 3.0

dresser 2.0 filing cabinet 2.0

cabinet 1.0 corner desk 1.0

Dresser

Computer
Desk, Tower 
& Monitor

Cabinet

Armchair

Coach

Bookcase

Door

Plant

Corner Table
& Laptop

Tansu
Drawing

table

Filing
Cabinet

Coach

Glass-door cabinet

Door

Plant

GEEK ARTIST

S0
2S0

1

Fig. 6. The two room designs according to the Geek’s and Artist’s goals

i.e. as the sum of the weights of the goals that are satisfied by a solution, divided
between the total sum of weights of the goals. Thus, if we have two solutions S1

and S2 such that S1 
 S2 then we know that U(S2) ≥ U(S1).
After solving the problem individually, the agents come up with the solutions

shown in Figure 62. If we evaluate the utilities of the solutions for both agents,
we obtain that: U1(S0

1) = 1.0, U1(S0
2 ) = 0.22, U2(S0

1) = 0.31, and U2(S0
2 ) = 1.0.

Notice that the solution proposed by A2 (the artist) has a non zero utility for
A1 (the geek), since S0

2 contains elements such as a plant pot, a couch and a
glass-door cabinet (which is just a special kind of cabinet), and thus S0

2 satisfies
some of the goals of A1.

When the ABARC protocol starts (t=1), say agent A1 owns the token; then
A1 tries to find an asymmetric amalgam S0

2

→
� S0

1 to propose as a new solution.
That is to say, A1 tries to find a transfer φ1

2 
 S0
2 that unifies with S0

1 ; the
result is the solution S1

1 , shown on the left hand side of Figure 7. This solution
keeps all the content of S0

1 and has incorporated the laptop, which fits on top of
2 Notice that the 2 laptops appearing in S2

0 means that there are 2 ways to achieve
the goal of having a place for a laptop, not having 2 places or 2 laptops.
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Fig. 8. Final agreed-upon solution, and the transfers from the initial solutions proposed
by the agents

the couch. This solution has improved A2’s utility to U2(S1
1) = 0.33, since one

more of its goals (having a laptop) is satisfied. Two rounds later, A1 needs to
generate another solution proposal, and, using a refinement operator, generalizes
S0

1 giving up the cabinet in the east wall, to allow any piece of large furniture
(φ3

1). Thus, A1 proceeds to find another asymmetric amalgam S0
2

→
�φ3

1, obtaining
a solution S3

1 with the drawing table on the east wall. This solution now has a
slightly lower utility for A1 (0.97), but an increased utility for A2 (0.56).

After only 15 rounds, they arrive at the solution shown in Figure 8, which
has utility 0.72 and 0.81 for A1 and A2 respectively. Figure 8 also shows what
was transferred from the original solutions by A1 and A2. Notice that most of
the solution comes from A2, however, that is fine for A1, since the part that
is transferred from A2 satisfies many of A1’s goals, such as having a plant-pot
or having a cabinet. This shows ABARC can effectively and efficiently help two
agents reach an agreed-upon solution even when they have completely different
sets of goals, and no agent knows the goals of the other agent.

Moreover, in order to assess how good is the solution found by ABARC,
we can compare it with the “best” solution that can be found in the search
space. Given that there are two utility functions involved, we may use welfare
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functions for determining collective utility, such as the utilitarian welfare (the
solution that maximizes the sum of utilities) or egalitarian welfare (the solution
that maximizes the minimum utility). Considering a utilitarian welfare, the best
solution that could have been found has utility values of 0.875 and 0.75 for A1

and A2 respectively. To find that solution, we ran an exhaustive algorithm that
explored all the 1.3×109 possible solutions. In comparison, agents in ABARC only
shared 15 different solutions (and considered 161 solutions internally). Moreover,
the solution found by ABARC has a utility about 94% of the optimal solution
in utilitarian welfare. This means that ABARC manages to find a very good
solution very fast, thanks to the amalgam operation. On the worst case, agents
using ABARC would explore the set of all possible amalgams between their initial
solutions, which is a subspace of the complete solution space.

6 Related Work

Three areas of work are related to ABARC: reuse in multiagent systems, reusing
multiple cases, and work on merging operations.

Concerning reuse in multiagent systems, the first work in multi-CBR systems
was presented by Prasad, Lesser and Lander [13]. They focus on a system where
a set of individual agents have collected experience on their own, and thus can
have a local view of each problem. They present a decentralized “negotiated case
retrieval” technique that allows the group of agents to retrieve the appropriate
information from each individual case base and then aggregate it in order to
answer a query. The aggregation, however, does not correspond to merging
solutions as in our framework, but to the fact that different agents might only
know some subset of the features of each problem. Similarly, other research in
multiagent CBR, like Plaza, Arcos and Martin [11], McGinty and Smyth [9], or
Leake and Sooriamurthi [8], focuses on distributing the retrieval stage.

To the best of our knowledge, the only work on distributed reuse is that
of Ontañón and Plaza [12], which focuses on classification tasks, and on using
voting mechanisms as a distributed reuse procedure. The difference with our
work is that we focus here on structured solutions, and thus, voting mechanisms
are not appropriate.

Concerning reusing multiple solutions, specially relevant are compositional
adaptation techniques, which find new solutions from multiple cases and have
been analyzed for configuration tasks in [15], where the approach adaptation-as-
configuration is presented. This approach has two specific operators (compose
and decompose) that achieve compositional adaptation in “conceptual hierarchy
oriented configuration.” Compose merges multiple concept instances that have
already been configured, while Decompose gives the subconcept instances of a
given concept instance. These operations work upon is-a and part-of relations
in an object-oriented hierarchy.

Another application, different from configuration, is planning. Systematic
Plan Adapter (SPA) [4] is an approach for adapting plans as search in a refinement
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graph of plans. SPA is systematic and complete and, as local search, is based on
adapting a single plan. MPA (Multi-Plan Adapter) [14] is an extension which
allows for reusing multiple plans. MPA breaks the different plans into smaller
pieces, which are then recombined together. The complexity breaking these
plans into smaller pieces, however, is very high and MPA uses only a heuristic.
Compared to MPA, our approach avoids the need of this breaking down process
while providing a systematic way to combine multiple solutions into a single one.

Concerning merging operations, they have been studied in belief merging [5],
where the goal is to merge two knowledge bases (beliefs plus integrity constraints)
while maintaining consistency. This approach was applied to CBR [2] by viewing
case combination in reuse as a belief merging problem. Specifically, each case is
viewed as a knowledge base, and the merging is generating a new knowledge
base that preserves the relevant integrity constraints.

7 Conclusions

In this paper we have focused on distributed reuse in multiagent CBR systems.
Specifically, we have focused on the scenario where two CBR agents with different
biases or solution quality criteria need to agree on a single structured solution
for a given problem. To address this scenario, we have presented ABARC, which
models this problem by dividing the reuse process in two subprocesses: individual
reuse, and multiagent reuse. During multiagent reuse, we use the amalgam
operation and refinement operators in order to propose solutions that consist
of different ways to merge the two individual solutions proposed by the
agents.

ABARC effectively allows agents to reach agreements over structured solutions
by exploring the different ways in which the solutions proposed by each agent
can be merged (by using the amalgam operation). By only exploring the different
ways to amalgamate the solutions proposed individually, ABARC avoids an expen-
sive search process over the space of possible solutions trying to find a solution
that maximizes the utility for both agents.

The work presented in this paper is one step towards our long term goal
of enabling the application of CBR to open multiagent systems. Whereas
distributed retrieval has received some attention, the topic of reusing multiple
cases in multiagent CBR has remained under-explored. Our future work focuses
on two main lines: on the one hand, we would like to continue analyzing the
properties of the amalgam operation for multiple case reuse, and on the other
hand, we are interested in the general problem of problem-solving in distributed
scenarios, where agents need to reach agreements over potentially structured
solutions.
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Abstract. This paper presents the 4 Diabetes Support SystemTM

(4DSS) project as a case study in case-based reasoning (CBR) research
and development. This project aims to help patients with type 1 diabetes
on insulin pump therapy achieve and maintain good blood glucose con-
trol. Over the course of seven years and three clinical research studies, a
series of defining cases altered the research and development path. Each
of these cases suggested a new, unanticipated research direction or clini-
cal application. New AI technologies, including naive Bayes classification
and support vector regression, were incorporated. New medical research
into glycemic variability and blood glucose prediction was undertaken.
The CBR research paradigm has provided a strong framework for med-
ical research as well as for artificial intelligence (AI) research. This new
work has the potential to positively impact the health and wellbeing of
patients with diabetes. This paper shares the 4DSS project experience.

Keywords: Medical decision support, diabetes management, CBR re-
search paradigm.

1 Introduction

The 4 Diabetes Support SystemTM (4DSS) project began in 2004 with the goal
of producing a case-based decision support system for diabetes management.
Seven years and three clinical research studies later, the research and develop-
ment path has diverged considerably from that originally planned. While the
medical goals have not changed, we now envision different AI integrations and
new clinical applications, with potentially far greater impact on health and well-
being. We hypothesize that the credit for discovering these new directions, or
perhaps the blame for straying from the original path, lies squarely with the

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 137–150, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



138 C. Marling et al.

case-based reasoning (CBR) research paradigm. At each fork in the road was a
case suggesting a new direction.

This paper presents the 4DSS project as a case study in CBR research and de-
velopment. The next section describes the diabetes management domain, within
which this work was conducted. Section 3 recaps the first clinical research study,
during which the original 4DSS prototype was built. Section 4 presents the case
of the bouncing blood glucose, which motivated the integration of naive Bayes
classification into the 4DSS situation assessment module. The case of the just-
too-late problem detection, presented in Section 5, led to the integration of sup-
port vector regression for real-time situation assessment. Section 6 describes the
case of the one-fingered typist, which led to new work in user interface design.
The remainder of the paper briefly touches upon future plans and related work,
followed by the summary and conclusion.

2 The Diabetes Management Domain

The World Health Organization (WHO) estimates that over 220 million people
have diabetes worldwide [30]. From 5 to 10% of these people have type 1 diabetes
(T1D), the most severe kind. In T1D, the pancreas fails to produce insulin, an
essential hormone needed to convert food into energy. Therefore, T1D patients
must depend on exogenous supplies of insulin to live. T1D can not, at present, be
prevented or cured; however, it can be treated and effectively managed. At the
Appalachian Rural Health Institute Diabetes and Endocrine Center, T1D pa-
tients are treated with insulin pump therapy. In insulin pump therapy, a patient
is continuously infused with a basal amount of insulin via a pump at all times.
To account for food intake or other daily activities, the patient may instruct the
pump to deliver additional boluses of insulin.

The cornerstone of diabetes management is blood glucose control. It was ex-
perimentally determined, in a landmark 1993 study, that good blood glucose
control can help delay or prevent serious long-term complications of diabetes,
including blindness, amputations, kidney failure, strokes, and heart attacks [11].
Achieving and maintaining good blood glucose control is a difficult task for
patients, who must continuously monitor their blood glucose levels and daily ac-
tivities. It is a difficult task for physicians, who must review copious quantities of
blood glucose and life event data, looking for problems and making therapeutic
adjustments to correct them.

Providing intelligent decision support to facilitate good blood glucose control
is an endeavor in the CBR in the Health Sciences tradition [7]. The general na-
ture of clinical diabetes management guidelines, coupled with a wide variability
among individual patients, means that therapy must be customized to the needs
of each individual. The strong influence of social context, including qualitative
lifestyle preferences and daily life events, on quantitative outcomes means that
combinations of multiple diverse features must be taken into account. The na-
ture of chronic disease management precludes the derivation of a single solution;
rather, each patient must be followed and managed over time. Other medical do-
mains with such characteristics have provided fertile ground for CBR research
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and development [8]. That said, the lessons learned from the 4DSS project do
not only apply in health sciences domains. We can draw analogies, for example,
to continuously monitoring the “health” of an oil rig to detect problems and
making “therapeutic” adjustments to correct detected problems.

3 The First Clinical Research Study

A preliminary clinical study was conducted between 2006 and 2007 to assess the
feasibility of creating an intelligent decision support system for patients with
T1D on insulin pump therapy. The results of this study have been previously
published [15,16,24]; a synopsis is presented here. The goal was to design, build
and evaluate a case-based decision support system prototype. While plentiful
blood glucose data was initially available, usable cases were not. This is because
the life events impacting blood glucose levels are not routinely maintained. To
acquire cases for 4DSS, 20 patients were enrolled in a study, and 12 of them
completed a 6-week protocol. Each patient entered daily blood glucose, insulin,
and life-event data into a database via a Web browser. Each patient used a
continuous glucose monitoring (CGM) system for three 3-day periods to capture
supplemental blood glucose readings at 5-minute intervals.

The research team met weekly to review patient data. Physicians identified
problems in blood glucose control and recommended therapy adjustments for
each patient. As patients made therapy adjustments, physicians monitored to
evaluate the effectiveness of the changes. These problems, solutions and out-
comes were structured into 50 cases for the 4DSS system prototype. One of
these cases is shown, in simplified form, in Figure 1. This figure shows a case of
nocturnal hypoglycemia. Hypoglycemia, or low blood glucose, may cause weak-
ness, dizziness, confusion, sweating, and if not promptly treated, seizures, coma,
or death. Hypoglycemia that occurs while the patient is asleep, as in the sample
case, is especially dangerous. Hyperglycemia, or high blood glucose, contributes
to the long-term complications of diabetes. Extremely high blood gluocose levels
may trigger diabetic ketoacidosis, a serious condition causing severe acute illness
or death.

A significant research challenge was detecting patient problems so that use-
ful past solutions could be retrieved and reused. Patients do not always know
when problems are impending and are frequently unaware of them even after
they occur. Twelve commonly occurring problems were identified by physicians,
and rule-based situation assessment routines were developed to automatically
recognize these problems in patient data. A 4DSS prototype was then built to:
(1) detect problems in blood glucose control; (2) display detected problems to
the physician, who would select the problems of interest; (3) retrieve, for each
selected problem, the most similar case in the case base; and (4) display the
retrieved cases as decision support for determining appropriate therapeutic ad-
justments.

Evaluation and feedback were obtained through a patient exit survey and
two structured sessions in which diabetes practitioners evaluated the problem
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Problem: Nocturnal hypoglycemia. Blood glucose
levels are dangerously low all night. The patient
reports feeling “totally out of it” when she wakes
up. She does not eat anything to correct the
hypoglycemia until noon. She had not eaten a bedtime
snack the night before.

Solution: The patient should always have a
mixed-nutrient snack before bed. She should lower her
overnight basal rate. The combination of more food
and less insulin will prevent overnight lows.

Outcome: The patient reported eating mixed nuts
and crackers before bed. She set the basal rate in
her pump as advised. Blood glucose data for subsequent
weeks showed that the problem had been resolved.

Fig. 1. A sample case from 4DSS

detection and case retrieval capabilities of the system. Patients indicated that
they would willingly accept automated decision support, but noted that the
time required for data entry was a deterrent. Physicians noted that the integra-
tion of blood glucose, insulin and life-event data helped them to identify glu-
cose trends more readily and adjust therapy more effectively. Conclusions from
this study were: (1) the 4DSS system prototype provides proof of concept that
intelligent decision support can assist in diabetes management; (2) additional
problem/solution/outcome cases are needed to provide solutions for more blood
glucose control problems; and (3) data entry time demands on the patient must
be reduced.

4 The Case of the Bouncing Blood Glucose

A second clinical research study was conducted between 2008 and 2009 to en-
hance and evaluate the 4DSS prototype. The primary goal of this study was
to streamline the user interface to reduce time demands on patients and then
re-evaluate system performance. A secondary goal was to expand system func-
tionality by implementing additional problem detection routines. Twenty-six pa-
tients with T1D on insulin pump therapy enrolled, and 23 patients completed
the 5-week protocol.

Not long into this study, we encountered the case of the bouncing blood glu-
cose. To date, we could automatically detect 12 types of blood glucose control
problems, all involving hypoglycemia or hyperglycemia. Now we had a case where
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Fig. 2. Bouncing blood glucose

a patient bounced back and forth between hypo and hyperglycemia, in a roller
coaster pattern, as shown in Figure 2. We thought that it would be straightfor-
ward to implement a new rule-based situation assessment routine to detect this
problem. However, several attempts met with failure.

We had encountered glycemic variability, a current and controversial topic of
diabetes research [9,13,19]. Excessive glycemic variability has been linked to hy-
poglycemia unawareness, an acutely dangerous condition, and to oxidative stress,
which contributes to long-term diabetic complications. Its automated detection
would be a major contribution to clinical diabetes management. Researchers have
proposed numerous metrics for characterizing glycemic variability, but none are
widely used in clinical practice [21,22]. This was a research challenge, and we
were off on a detour.

While experts disagree on how to measure glycemic variability, physicians
readily recognize it when they see it in blood glucose plots. We therefore consid-
ered the quantifiable aspects of glycemic variability as they relate to physicians’
perception. We began with the best accepted glycemic variability metric, the
Mean Amplitude of Glycemic Excursion (MAGE) [26]. MAGE captures the dis-
tance between the local maxima and minima of a blood glucose plot. We then
devised two new metrics, distance traveled and excursion frequency, to capture
aspects of glycemic variability not accounted for by MAGE. Distance traveled
captures overall daily fluctuation, and excursion frequency counts the number
of significant glucose excursions in a day.

Two physicians (JS and FS) classified blood glucose plots as excessively vari-
able or not, based on their gestalt perceptions. The same plots were scored for
MAGE, distance traveled and excursion frequency. The physician classifications
and metric scores for 218 blood glucose plots were used to train multiple machine
learning algorithms, via the Weka machine learning toolkit [29]. During testing,
a naive Bayes classifier was able to match physician ratings 85% of the time.
The preliminary results are in press [17].
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In ongoing work, we are exploring other machine learning algorithms,
additional glycemic variability features, and data smoothing techniques. While
work continues to improve performance, machine learning classification is now
an integral part of 4DSS. Within the original 4DSS framework, glycemic vari-
ability classification extends the situation assessment module. When excessive
glycemic variability is detected as a problem, case retrieval can be invoked to
find an applicable solution. Due to the clinical importance of glycemic vari-
ability, the new classifier also has potential as a standalone clinical
assessment tool.

5 The Case of the Just-Too-Late Problem Detection

Another patient in the second clinical research study presented the next pivotal
case. This patient’s pump failed and stopped delivering insulin. He was aware
that his blood glucose was high, and he instructed the pump to deliver more
insulin. However, he did not know that the pump was not functioning, and his
blood glucose continued to climb. He went into diabetic ketoacidosis (DKA) and
was admitted to the hospital, where he experienced a (non-fatal) heart attack.
When his data was scanned retroactively, the system automatically detected
the pump problem eight hours before he was admitted to the hospital. Had
the system been running in real time, the patient might have been alerted to
change his infusion set, a simple adjustment that could have prevented the DKA.
This case highlighted the need to predict and prevent problems instead of just
detecting and correcting them. Off we went in another new research direction.

Real-time blood glucose data is not currently available from CGM systems.
This is not a technical limitation; rather, the U.S. Food and Drug Administra-
tion (FDA) has not yet approved its use. There is, however, an active diabetes
research program, the Artificial Pancreas project [12], which is currently seeking
FDA approval for real-time problem prediction and intervention. The immedi-
ate goal (among many long-range plans) is to predict when blood glucose will
drop to hypoglycemic levels and alert the patient in time to take preventive
action. Blood glucose prediction is typically approached from a control theory
perspective or a physiological pharmacokinetic modeling perspective. We believe
that our CBR perspective gives us an advantage, in that the contextual features
impacting blood glucose levels have so far been largely ignored.

Given the natural temporal ordering of blood glucose measurements, we ap-
proach blood glucose prediction as a time series forecasting problem. Here, the
task is to estimate the future value of a target function based on current and
past data samples. We chose Support Vector Regression (SVR) models [28] for
this task, as they can easily incorporate contextual features, without any as-
sumptions of feature independence. Furthermore, SVR models have been used
successfully in numerous time series prediction problems [23].

In a preliminary experimental evaluation, an SVR model was trained to pre-
dict the blood glucose level of a T1D patient. We had three months of data
available, including blood glucose measurements recorded at 5-minute intervals,
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Table 1. SVR and baseline results

30 Minute Predictions

Method ERMS R2 A B C D E

SVR 18.0 0.92 93.0 7.0 0.0 0.0 0.0

Baseline 25.1 0.84 87.8 11.8 0.0 0.4 0.0

60 Minute Predictions

Method ERMS R2 A B C D E

SVR 30.9 0.76 81.0 18.1 0.4 0.5 0.0

Baseline 43.2 0.52 74.5 21.5 2.2 1.8 0.0

insulin dosages, and contextual life events. To create training and testing exam-
ples, a date was selected approximately one month into the 3-month data set.
Data for seven days before that date was used as training data, while data on
that date and the two subsequent days was used as test data. Testing and train-
ing examples were represented as feature vectors including: blood glucose level;
the exponentially smoothed rate of change in blood glucose level; insulin dosage;
carbohydrate intake; and exercise time and intensity. Two separate SVR models
were trained and tested to predict blood glucose levels 30 and 60 minutes into
the future. The SVR models were trained with a linear kernel; the LibSVM [10]
implementation of support vector machines for regression was used.

In Table 1, we compare the performance of the two SVR models with a baseline
that uses the present blood glucose level as the prediction for any future blood
glucose value. This baseline, while simple, was used because it outperformed
more complex moving average and rate of change baselines. We report the root
mean square error ERMS , the coefficient of determination R2, and the percentage
of predictions falling in the 5 areas from A to E in the Clarke Error Grid Analysis
(CEGA) [14]. CEGA is a domain specific standard for assessing the accuracy of
blood glucose measurements or predictions. It was originally designed to assess
the quality of blood glucose sensors. Area A is the desired region: it corresponds
to measured/predicted values that are within 20% of actual/observed values.
Areas B through E were created in recognition that it is clinically more important
for measurements or predictions to be accurate in some regions than in others.
For example, if a patient’s blood glucose level is predicted to be 400, but turns
out to be 360, that would be an acceptable error. Both levels are very high,
and the same medical treatment would apply. However, if the patient’s blood
glucose level is predicted to be 100, but turns out to be 60, that would be a
serious error, because a hypoglycemic episode requiring immediate treatment
would be masked.

The SVR models are promising, as they outperform the baseline on all per-
formance measures. The two CEGA plots in Figure 3 show the performance of
SVR and the baseline, respectively, for the 60 minute prediction. Overall, the
plots show the learned SVR model making predictions that are closer to the
ideal diagonal line.
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(a) SVR performance (b) Baseline performance

Fig. 3. CEGA plots for 60 minute prediction of blood glucose levels

Our research in blood glucose prediction is currently focused on making the
learned models more robust in the presence of measurement noise and data
anomalies. We have created a modified framework for regularized spline smooth-
ing in which blood glucose measurements obtained through traditional self-
glucose monitoring (SGM) override the less accurate CGM measurements. This
approach is based on the way physicians read blood glucose plots containing
both CGM and SGM data. By replacing the raw blood glucose values used dur-
ing training with smoothed values, we expect to mitigate the effects of noise on
the final prediction performance.

When integrated into the 4DSS situation assessment module, blood glucose
prediction will be an important step toward real-time case-based decision sup-
port. A preemptive solution could be retrieved from the case base as soon as a
problem is predicted, 30 to 60 minutes before it might otherwise occur. Again,
due to the clinical value of blood glucose prediction, this functionality has po-
tential uses beyond the 4DSS. For example, prediction could be incorporated
directly in insulin pumps, as a safety feature, to trigger alarms and warnings.
Prediction would also be useful in a standalone educational tool with what-if
analysis, to help patients understand the impact of their actions on blood glu-
cose control.

6 The Case of the One-Fingered Typist

The second 4DSS clinical research study was completed in 2009. Results were
not all positive [25]. Streamlining data entry entailed the following changes: (1)
patients no longer interactively entered data; (2) blood glucose and insulin data
stored in the pump was automatically uploaded to the database; and (3) daily life
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events were approximated by typical daily schedules. Time requirements were
reduced for patients, but only half as many problems were detected as when
the old data entry system was used. This finding was statistically significant
(p=0.017), although there were no statistically significant differences between
the patient populations and no reason to suspect that patients were actually
experiencing fewer problems.

A third clinical research study was conducted between 2009 and 2011. The
primary aims of this study were to: (1) enlarge the case base; (2) develop addi-
tional problem detection routines; and (3) add an adaptation module to tailor
past solutions to the specific needs of current patients. To balance the need to
collect all relevant data with the need to minimize patient time demands, it
was necessary to build yet another data entry interface before enrolling patients.
Seventeen patients enrolled, and twelve patients completed a 3-month protocol.
For this study, patients: (1) collected CGM data for the full three months; (2)
uploaded insulin pump and CGM data weekly; and (3) supplied daily life-event
data that would otherwise be unavailable via a Web browser.

During this study, a patient enrolled who typed with one finger. This patient
conscientiously tried to enter all required data, but the process was painful for
him, and the data captured was error prone and incomplete. We had long an-
ticipated that, when the system moved from the research laboratory to clinical
practice, the user interface would be embedded in medical devices, electronic
health records, and/or cell phones. We had not intended to do any research or
development in user interface design. Yet, here was a case with a problem in
need of a solution.

We are currently in the process of designing and implementing a smart phone
data capture system for 4DSS. This system will be used and evaluated during
the next clinical research study. The system is being built for a mobile browser,
to accommodate any brand of smart phone. The over-arching goal is to create an
interface that requires only one finger to enter data. Smart phone touch screens
lend themselves to this goal. The evolving interface contains mostly buttons,
check boxes, and drop down lists, all of which can be selected by the touch of a
finger. The home screen for the new smart phone interface is shown in Figure 4.

We envision other potential advantages to this mode of data capture. Patients
will be able to enter data as events occur, rather than waiting until the end of the
day to supply a whole day’s data. For example, a patient can touch a “Going
to Work” button as he or she is actually going to work. Because cell phones
can automatically obtain the time, the patient will no longer need to manually
enter it, improving data accuracy. Furthermore, using the smart phone platform,
physicians will be able to text therapy recommendations to patients, rather than
relying on email. This could potentially reduce the time it takes for patients to
implement physician recommendations. It is interesting to note that the first
reported use of CBR for diabetes management was in support of a telemedicine
application [5]. Now, telemedicine technology may support case-based diabetes
management.
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Fig. 4. New 4DSS smart phone data entry interface

7 Case-Based Decision Support Redux

Patients have concluded their participation in the third 4DSS clinical research
study, but associated system development activities are ongoing. To date: (1)
30 new cases have been added to the case base; (2) six new problem detection
routines have been developed; (3) an adaptation module was built; and (4) a new
backend interface was built for physicians to review cases and to view system
recommendations. A fourth 4DSS clinical research study is now being planned;
the protocol is under development. This study will support the original project
goals for case-based diabetes management, the more recent goals of detecting
excessive blood glucose variability and predicting blood glucose levels, and the
as-yet-to-be-determined research goals that will undoubtedly arise along the way.
Parallel efforts are underway to facilitate transfer of 4DSS techology from the
research laboratory to clinical use. The new smart phone interface may be viewed
as part of this effort. New techology transfer collaborators are working on market
assessment and product placement. This will be another chapter for the evolving
4DSS project.

8 Related Work

Twenty years ago, Stephen Slade wrote “Case-Based Reasoning: A Research
Paradigm” [27]. He described CBR as a paradigm for reasoning from experience
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that addresses two core AI research agendas: understanding human thought, and
building intelligent systems. In short, he proposed CBR as an ideal paradigm
for conducting AI research. Today, it is clear that CBR is a useful paradigm
for conducting diabetes research, as well. The intuition for CBR as a medical
research paradigm is deeply rooted in medical history. Over 100 years ago, when
Dr. Alois Alzheimer first encountered a puzzling new brain disease, he wrote
that, when confronted with unknown disease patterns, “a further histological
examination must be effected to determine the characteristics of each single
case” [18]. While synergies between CBR research and medical research are well
documented [8], the view of a CBR framework for medical research is atypical.
A notable exception was the early MNAOMIA project [6], which had medical
research in the field of psychiatric eating disorders as a full-fledged project goal.

A current research and development effort with many parallels to the 4DSS
project is the Mälardalen stress project [3]. This project, which began in 2002
as a collaboration between CBR researchers and leading clinicians in stress di-
agnosis, has evolved over time to meet domain specific challenges. The initial
research direction was case-based stress diagnosis, with physiological features
used as defining case parameters. Discrete wavelet transformation was used to
automatically extract features from the raw cardio and pulmonary signals used
by clinicians in manual diagnosis [20]. The project has since grown and expanded
in many directions. When it became difficult to acquire enough cases, fuzzy rules
were used to generate artificial cases for the case base, which improved diagnostic
performance [1]. When imprecise sensor measurements, noise, and human error
impeded the performance of the similarity metric, fuzzy similarity matching was
introduced to improve robustness [4]. When it became desirable to consider the
social context surrounding a patient’s stress, textual features were introduced.
Natural language processing was therefore integrated, using WordNet and do-
main specific ontological knowledge [2]. The current multi-modal system incor-
porates CBR, rule-based reasoning, fuzzy logic and textual information retrieval
to aid in the diagnosis and treatment of stress [3].

9 Summary and Conclusion

The 4 Diabetes Support SystemTM project stands as a case study in CBR re-
search and development. It illustrates the power of the CBR research paradigm
as a framework for medical research. 4DSS was originally envisioned as a CBR
system to help patients with type 1 diabetes on insulin pump therapy achieve and
maintain good blood glucose control. Over the course of seven years and three
clinical research studies, a series of defining cases altered the original research
and development path. After the case of the bouncing blood glucose, the medical
research goals expanded to include glycemic variability measurement and auto-
mated detection of excessive glycemic variability. Meanwhile, the AI approach
expanded to incorporate machine learning classification. After the case of the
just-too-late problem detection, 4DSS goals were extended to real-time problem
prediction and prevention. Support vector regression models for blood glucose
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prediction were explored and integrated. After the case of the one-fingered typ-
ist, development efforts extended to smart phone interfaces for automated data
capture. A concentrated focus on the salient characteristics of each individual
case has led to the discovery of new research and development challenges. Meet-
ing these challenges could positively impact the health and wellbeing of patients
with diabetes.
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Abstract. Recent concerns about the effects of feedback delays on solution 
quality in case-based reasoning (CBR) have prompted research interest in feed-
back propagation as an approach to addressing the problem. We argue in this 
paper that the ability of CBR systems to learn from experience in the absence of 
immediate feedback is limited by eager commitment to the adaptation paths 
used to solve previous problems. Moreover, it is this departure from lazy learn-
ing in CBR that creates the need for maintenance interventions such as feed-
back propagation. We also show that adaptation path length has no direct effect 
on solution quality in many adaptation methods and examine the implications 
for problem solving and learning in CBR. For such “path invariant” adaptation 
methods, we demonstrate the effectiveness of a “lazier” approach to learn-
ing/problem solving in CBR that avoids commitment to previous adaptation 
paths and hence the need for feedback propagation.   

Keywords: Case-based reasoning, lazy learning, adaptation. 

1   Introduction 

In case-based reasoning (CBR), a target problem is solved by adapting the solution 
from the most similar case, or simply by reusing the solution from the most similar 
case without adaptation [1,2]. It is this lazy approach to learning/problem solving that 
distinguishes CBR from eager learning algorithms that create abstractions such as 
decision trees from training data [3]. Another important feature of CBR is the ability 
to learn from experience as new cases are added to the case base. However, there is 
increasing awareness of the effects of feedback delays on solution quality in CBR, 
and maintenance strategies for addressing this problem have been proposed by several 
authors [4–6].  

For example, Leake and Whitehead [4] investigate several approaches to propagat-
ing feedback, when received for a given case, to related and/or similar cases. In one 
such algorithm, feedback is propagated to all descendants of the reference case (de-
fined as those cases that were generated from the reference case by a series of adapta-
tions). Feedback propagation is guided by case provenance information captured by 
the system as each new case is added to the case base (i.e., the set of cases that con-
tributed, directly or indirectly, to the new case’s solution). The aim of feedback 
propagation is to reduce the effects of feedback delays on solution quality. Another 



152 D. McSherry and C. Stretch 

problem associated with lack of feedback in CBR is that the solution for a given prob-
lem may depend on the order in which previous cases were added to the case base [4].    

In this paper, we examine in depth some of the issues brought to light by recent 
work on case provenance and feedback propagation. The aim of our analysis is to 
provide a better understanding of the CBR process in the absence of immediate (or 
any) feedback and its susceptibility to the problems noted by Leake and his co-
workers [4–6]. We argue that the ability of CBR systems to learn from experience in 
the absence of immediate feedback is limited by eager commitment to adaptation 
paths that determine case provenance but may prove to be sub-optimal in future prob-
lem solving. Moreover, it is this departure from lazy learning in CBR that creates the 
need for maintenance interventions such as feedback propagation. It is also a primary 
cause of the “order dependence” problem noted by Leake and Whitehead [4].   

In previous work, we proposed a “lazier” approach to learning/problem solving in 
CBR, called Lazier CBR, which uses breadth-first search to discover the shortest pos-
sible adaptation path from a seed case (or other case whose solution is known to be 
correct) to a given problem [7]. The discovered adaptation path is then used to solve 
the target problem, a process that may involve generating new solutions for some of 
the cases in the path. In this way, Lazier CBR avoids commitment to previous adapta-
tion paths, and hence the need for feedback propagation. An underlying hypothesis in 
the approach is that using the shortest available adaptation path may provide more 
accurate solutions in situations where solution quality tends to deteriorate as the 
lengths of adaptation paths increase.  

However, we show in this paper that many adaptation methods are “path invari-
ant”, in the sense that any adaptation path from a given seed case to a target problem 
gives the same solution as adapting the seed case directly to solve the target problem. 
An important consequence is that adaptation path length has no direct effect on solu-
tion quality for path invariant adaptation methods. Moreover, a common feature of the 
path invariant adaptation methods we identify is that any case can be adapted to solve 
a given problem. In this situation, any seed case C provides an adaptation path C →  
P of the shortest possible length that can be used to solve a given problem P.   

An alternative to Lazier CBR that we propose in light of this analysis, and show to 
be effective for a variety of estimation and classification tasks, is an even lazier ap-
proach called Lazier+ CBR. In Lazier+ CBR, a target problem is solved by adapting 
the most similar seed case (or other case whose solution is known to be correct). For 
path invariant adaptation methods, Lazier+ CBR avoids the computational effort re-
quired for adaptation path discovery in Lazier CBR. It is also more efficient than tra-
ditional CBR in that cases with unconfirmed solutions play no part in the solution of 
new problems, and so do not contribute to retrieval effort. 

In Sections 2 and 3, we highlight the issues that Lazier+ CBR aims to address, such 
as the limited ability of CBR systems to learn from experience in the absence of  im-
mediate (or any) feedback. In Section 4, we show that path invariance is a property 
shared by many common adaptation methods, and examine the implications for CBR 
problem solving and learning in estimation and classification tasks. In Section 5, we 
examine the hypothesis that for path invariant adaptation methods, a Lazier+ CBR 
system learns more effectively from experience, in the absence of feedback, than a 
traditional CBR system. Our conclusions are presented in Section 6. 
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2    Adaptation Paths in CBR   

In this section, we introduce the basic concepts in our analysis and examine the role 
of adaptation paths in a traditional CBR system. To simplify the discussion, we do not 
consider CBR approaches in which two or more retrieved cases may contribute di-
rectly to the solution of a target problem, for example as in CBR approaches to esti-
mation based on adaptation triples [8]. 

Seed and Non-Seed Cases. Before a CBR system can begin to solve new problems, it 
must first be provided with one or more “seed” cases with solutions that are known to 
be correct. Seed cases are typically provided by a domain expert or imported as leg-
acy cases. We will refer to cases created by the system (i.e., by adapting an existing 
case to solve a new problem and retaining the problem and its solution as a new case) 
as “non-seed” cases.   

Case = Problem + Solution.  For any case C, we will denote by problem(C) the prob-
lem represented by C. We will denote by solution(C) the solution for C that is stored 
in the case base, whether or not the stored solution is correct.  

Adapted Solution.  For any problem P and case C that can be adapted to solve P, we 
will denote by adapted-solution(C, P) the solution for P obtained by adapting C to 
solve P.  

Adaptation Path.  A sequence of cases C1, …, Cn provides an adaptation path C1 
→…→ Cn → P from a seed case C1 to a given problem P if Ci can be adapted to 
solve problem(Ci+1) for 1 ≤ i ≤ n – 1 and Cn can be adapted to solve P. Note that the 
solution for a given case in an adaptation path that results from previous adaptations 
in the path may differ from its solution in the case base, which may have originated 
from a different adaptation path.     

A traditional CBR system does not consider all possible adaptation paths that could be 
used to solve a given problem P. Instead, it retrieves the most similar case C that can 
be adapted to solve P and uses it to solve the problem. However, if C is a non-seed 
case then as we show in Theorem 1 there exists a seed case C1 and adaptation path C1 
→…→ Cn →  problem(C) that was used to solve problem(C). By adapting C to solve 
P, the system extends the adaptation path that it used to solve problem(C) to create a 
new adaptation path C1 →…→ Cn →  C → P that now determines the solution for P.  

In the proof of Theorem 1, we assume there is no deletion of cases, for example for 
maintenance purposes [9,10]. 

Theorem 1. For any non-seed case C, there exists a seed case Cn and adaptation path 
Cn →…→ C1 →  problem(C) that determines the solution for C. 

Proof. If C is a non-seed case, then problem(C) must have been solved by adapting 
another case C1, namely the adaptable case that was most similar to problem(C)  
when that problem was presented to the system. If C1 is a seed case, then the required 
adaptation path is C1 → problem(C).  If C1 is not a seed case, then problem(C1) must 
have been solved by adapting another case C2. If C2 is a seed case, then the required 
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adaptation path is C2 → C1 → problem(C). If C2 is not a seed case, then we can con-
tinue as long as necessary to build a sequence of cases C1, …, Cn such that for 1 ≤ i ≤ 
n – 1, Ci+1 is the case that was adapted to solve problem(Ci). Moreover, C1 was al-
ready in the case base before C was created, and Ci+1 was already in the case base be-
fore Ci was created for 1 ≤ i ≤ n – 1. It follows that C, C1, …, Cn must all be distinct 
cases. We also know that there can only be a finite number of cases in the case base, 
and at least one of them must be a seed case. So as we continue to extend our se-
quence of cases, it must eventually be true that the last case in the sequence (Cn) is a 
seed case. We have now established as required the existence of a seed case Cn and 
adaptation path Cn →…→ C1 → problem(C) that determines the solution for C.        

3    Why Lazier+ CBR? 

Fig. 1 shows an example case base and a target problem (P) that we use in this section 
to highlight the issues that Lazier+ CBR aims to address. There are just two attributes 
in the description of a case with integer values in the range from 0 to 6. Existing cases 
are numbered in the order in which they were added to the case base and seed cases 
(C1, C7, C8) are shown as black circles. The adaptation paths used to generate the non-
seed cases C3, C6, and C12 are also shown. For example, the adaptation path that de-
termines the solution for C6 is C1 → C4 → C5 → problem(C6).  

 

Fig. 1. An example case base in which 3 cases (C3, C6, C12) are equally similar to a target  
problem P 

In a traditional CBR system that adapts the most similar case, C3, C6, and C12  
are equally good candidates to be used to solve P. It might be considered that C3 
would be the best choice because it was generated from a seed case by the shortest 
adaptation path (2 steps). Adapting C3 to solve P amounts to extending the adaptation 
path C1 → C2 →  problem(C3) that was used to solve problem(C3) to create a new 
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adaptation path C1 → C2 → C3  → P. There are only 3 steps in the resulting adapta-
tion path as opposed to an adaptation path length of 4 if C6 is used to solve P or 5 if 
C12 is used to solve P. So using C3 to solve P can be expected to give better results 
than C6 or C12 if solution quality is known to deteriorate as the lengths of adaptation 
paths increase.  

However, we show in Section 4 that for many adaptation methods used in estima-
tion and classification tasks, the length of the adaptation path that determines the solu-
tion for a given problem has no bearing on solution quality except insofar as problems 
with longer adaptation paths tend to be less similar to the seed cases from which they 
were generated. For such “path invariant” adaptation methods, it does not matter 
whether C3 or C6 is adapted to solve P, as both cases will give the same solution. 
What matters in path invariant adaptation is not the length of the adaptation path, but 
how similar the target problem is to the seed case that determines its solution. In this 
context, adapting C12 to solve P is likely to give better results than C3 or C6 because 
the seed case from which C12 was generated (C8) is more similar to P than the one 
from which C3 and C6 were generated (C1).   

A traditional CBR system will simply make some arbitrary choice between the 
equally similar cases C3, C6, and C12. It will also ignore the fact that the seed case C7 is 
much closer to the target problem than either of the seed cases from which C3, C6, and 
C12 were generated. A related issue that CBR researchers have recently begun to con-
sider in the context of delayed/absent feedback is that the solution for a given problem 
may depend on the order in which previous cases were added to the case base [4].   

Definition 1. The solution that a CBR system provides for a given problem is order 
dependent if it depends on the order in which cases in existence at the time when the 
problem is solved were added to the case base. 

For example, if C7 had been added to the example case base in Fig. 1 before prob-
lem(C3) was solved, then the system would have used C7 instead of C2 to solve prob-
lem(C3). As a result, the adaptation path that determines the solution of C3 would now 
be C7 → problem(C3), which is likely to result in a more accurate solution than C1 → 
C2 →  problem(C3). Moreover, if the system chooses to solve P by adapting C3, the 
adaptation path now used to determine the solution for P would be C7 → C3 → P, 
which is likely to result in a more accurate solution than C1 → C2 → C3 → P. With 
the original ordering of cases, what prevents the system from benefiting from the ad-
dition of C7 as a new seed case is its eager commitment to the adaptation path that it 
used to solve problem(C3). 

In a traditional CBR system, no record is kept of the adaptation paths that deter-
mine case provenance. However, the fact remains that these adaptation paths are  
continually reused by the system to solve new problems, with no attempt to improve 
or revise them as new cases are created. As the above example illustrates, this eager 
commitment to previous adaptation paths may limit a CBR system’s ability to learn 
from experience. More generally, if the most similar case C to a target problem P is a 
seed case, then it is reasonable to expect that adapting C to solve P will provide a 
good solution for P. However, if C is not a seed case, there may now be several pos-
sible adaptation paths from seed cases to C that did not exist at the time when prob-
lem(C) was solved. Moreover, it is possible that one of these alternative adaptation 
paths, which the system does not consider, could provide a better solution for C, and 
could be extended to provide a better solution for P.   
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In contrast, Lazier+ CBR makes no commitment to adaptation paths used to solve 
previous problems (which never involve more than a single adaptation step in the 
approach). Instead, it only allows seed cases, or other cases whose solutions are 
known to be correct as a result of feedback from a reliable source, to contribute to the 
solution of new problems. In Lazier+ CBR, the target problem P in Fig. 1 would be 
solved by adapting C7, the seed case that is most similar to P. Whether or not the ad-
aptation method is path invariant, this is likely to provide a better solution for P than 
adapting C3, C6, or C12. It also avoids the order dependence problem to which tradi-
tional CBR is known to be susceptible [4]. 

4    Path Invariant Adaptation 

In this section, we show that many of the adaptation methods typically used in estima-
tion and classification tasks are path invariant according to the following definition.  

Definition 2. An adaptation method is path invariant if any adaptation path C1 
→…→ Cn → P from a seed case C1 to a target problem P gives the same solution for 
P as adapting C1 directly to solve P.  

One example of path invariant adaptation is the approach sometimes referred to as 
null adaptation [11].  In this approach, the solution for the most similar case is reused 
(i.e., applied to a target problem) without any adaptation. Its use tends to be limited to 
estimation/classification tasks where the need for adaptation is less critical than in 
design/configuration tasks [2]. In practice, the most similar case may be required to 
equal or exceed a predefined similarity threshold before its solution is applied to the 
target problem without adaptation. 

In Section 4.1, we demonstrate the path invariance of two approaches to transfor-
mational adaptation for a specific estimation task. In Section 4.2, we consider the im-
plications of path invariant adaptation in a more general context.    

4.1   Adapting Soccer Scores 

Consider the idea of using a traditional CBR system to estimate the points scored by a 
soccer team from the numbers of matches it has won and drawn in a series of 
matches. We used a similar example in previous work on intelligent case authoring 
[12]. The correct solution for any case C, though unknown to the CBR system, is: 

points(C) = 3 × wins(C) + draws(C)                                  (1)  

In addition to one or more seed cases with correct solutions, the CBR system in our 
example is provided with the following rules for adapting the solution from the most 
similar case (C) to solve a given problem P: 

 Rule 1.  If wins(P) > wins(C) then add k1 × (wins(P) – wins(C))   
 Rule 2.  If wins(P) < wins(C) then subtract k1 × (wins(C) – wins(P)) 
 Rule 3.  If draws(P) > draws(C) then add k2 × (draws(P) – draws(C))        
 Rule 4.  If draws(P) < draws(C) then subtract k2 × (draws(C) – draws(P))        
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The method used to assess the similarity of a given case C to a target problem P is not 
important in this discussion, but might for example be based on the Euclidean distance: 

(wins(P) − wins(C))2 + (draws(P) − draws(C))2                          (2) 

The CBR system solves a target problem by adapting the most similar case. It uses 
all applicable adaptation rules, with cumulative effect, to adapt the solution for the 
most similar case. The accuracy of solutions based on the adaptation rules will depend 
on the values of k1 and k2, reflecting the fact that, in practice, such rules may be based 
on imperfect domain knowledge. For example, Fig. 2 shows a target problem (P) with 
wins(P) = 2 and draws(P) = 3. The goal is to estimate points(P), the points scored by 
a team with these numbers of wins and draws. The most similar case (C) is also 
shown. Its solution (11) can be seen to be correct from Eqn. 1.  

 

adapt dadapttt

Target Problem (P) 
Wins: 2 
Draws: 3 
Points: ? 

Similar Case (C) 
Wins: 3 
Draws: 2 
Points: 11 

 

Fig. 2.  Adapting the most similar case (C) to solve a target problem (P) in the soccer scores 
domain 

We also know from Eqn. 1 that the correct solution for the target problem is 3 x 2 
+ 3 = 9.  However, when Rules 1–4 are applied with k1 = 2 and  k2 = 1, the adapted 
solution for P is 11 – 2 + 1 =  10. As the solution for the most similar case is correct, 
it is only the adaptation process that contributes to the error in the solution for P. With 
k1 = 3 and k2 = 1, Rules 1–4 are guaranteed to give the correct solution for any prob-
lem provided the solution for the most similar case is correct. The adaptation rules can 
be written more concisely as an adaptation formula for adapting a case C to solve a 
given problem P:  

points(P) = points(C) + k1 × (wins(P) – wins(C)) + k2 × (draws(P) – draws(C))   (3) 

As we show in Theorem 2, adaptation based on Eqn. 3 (or the equivalent rules) is 
path invariant. 

Theorem 2. In the soccer scores domain, the adaptation formula points(P) = 
points(C) + k1 × (wins(P) – wins(C)) + k2 × (draws(P) – draws(C)) is path invariant 
for all values of k1 and k2.  

Proof. For any seed case C1, problem P, and adaptation path C1 →…→ Cn → P, the 
solution for P obtained by applying the adaptation formula at each step of the adapta-
tion path is:  

points(P)  = points(Cn) + k1 × (wins(P) – wins(Cn)) + k2 × (draws(P) – draws(Cn)) =  

points(Cn-1) + k1 × (wins(Cn) – wins(Cn-1)) + k2 × (draws(Cn) – draws(Cn-1)) + k1 × 
(wins(P) – wins(Cn)) + k2 × (draws(P) – draws(Cn)) =  
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points(C1) + k1 × (wins(C2) – wins(C1)) + k2 × (draws(C2) – draws(C1)) + k1 × 
(wins(C3) – wins(C2)) + k2 × (draws(C3) – draws(C2)) + … + k1 × (wins(Cn) –  
wins(Cn-1)) + k2 × (draws(Cn) – draws(Cn-1)) + k1 × (wins(P) – wins(Cn)) + k2 × 
(draws(P) – draws(Cn)) =  

points(C1) + k1 × (wins(P) – wins(C1)) + k2 × (draws(P) - draws(C1)).  

That is, the solution provided by any adaptation path from C1 to P is the same as 
the solution obtained by adapting C1 directly to solve P. It follows as required that the 
adaptation formula is path invariant for all values of k1 and k2.                                     

Fig. 3 shows an example of path invariant adaptation based on Eqn. 3 (or the equiva-
lent adaptation rules) in the soccer scores domain with k1 = 2 and  k2 = 1. In this ex-
ample, adapting Case 1 directly to solve the target problem gives the same solution 
(16) as adapting Case 1 to solve the problem represented by Case 2 and then adapting 
Case 2 to solve the target problem.  

adapt 

adapt adapt 

Problem 
Wins: 4 
Draws: 6 
Points: 16 

Case 1 
Wins: 2 
Draws: 5 
Points: 11 

Case 2 
Wins: 4 
Draws: 3 
Points: 13 

 

Fig. 3. Path invariant adaptation in the soccer scores domain 

Another possible adaptation formula in the soccer scores domain is the following: 

 points(P) = 
1+ wins(P)

1+ wins(C)
× points(C)                                     (4) 

Though taking no account of the draws attribute, Eqn. 4 captures the idea that 
points scored can be expected to increase as the number of wins increases. Adding 
one to wins(C) in the formula avoids the risk of division by zero, and ensures that any 
case can be adapted to solve a given problem. Also adding one to wins(P) ensures that 
no adjustment is made when wins(P) = wins(C). When Eqn. 4 is used to adapt the 

most similar case in Fig. 2, the solution for the target problem is 1+ 2

1+ 3
×11 = 8.25.  

A similar approach to adaptation, though based on attributes with non-zero values, 
was used by Leake and Whitehead [4] in experiments on the Abalone and Boston 
Housing datasets from the UCI Machine Learning Repository [13].  

Theorem 3. In the soccer scores domain, the adaptation formula points(P) = 
1+ wins(P)

1+ wins(C)
× points(C) is path invariant.  
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Proof. For any seed case C1, problem P, and adaptation path C1 →…→ Cn → P, the 
solution for P obtained by applying the adaptation formula at each step in the adapta-
tion path is:  

1+ wins(P)

1+ wins(Cn )
× points(Cn ) = 1+ wins(P)

1+ wins(Cn )
× 1+ wins(Cn )

1+ wins(Cn −1)
× points(Cn −1) =

1+ wins(P)

1+ wins(Cn )
× 1+ wins(Cn )

1+ wins(Cn −1)
× ... × 1+ wins(C2)

1+ wins(C1)
× points(C1) =

1+ wins(P)

1+ wins(C1)
× points(C1)

 

That is, the solution provided by any adaptation path from C1 to P is the same as 
the solution obtained by adapting C1 directly to solve P. It follows as required that the 
adaptation formula is path invariant.                                                                              

4.2   Path Invariance in General 

It might be considered that path invariance is an unusual property of the adaptation 
methods that we discussed in the soccer scores domain. However, the proof of Theo-
rem 2 can be generalized to show that adaptation is path invariant for any CBR  
estimation task, numeric attributes a1, …, ar, coefficients k1, …, kr, and adaptation 
formula: 

adapted-solution(C, P) = solution(C) + (ki × (π i (P) −
i=1

r

∑ π i (C)))

            

(5)  

where π i (P)  and π i (C)  are the values of ai in P and C respectively. 
 Adaptation is also path invariant for any CBR estimation task and adaptation 

formula: 

adapted-solution(C, P) = 
π a (P)

π a (C)
× solution(C)                             (6) 

where a is a numeric attribute with non-zero values and a direct relationship to the 
solution attribute, and πa(P) and πa(C) are the values of a in P and C respectively. As 
previously mentioned, null adaptation [11] is also path invariant. 

As discussed in Section 3, the fact that adaptation path length has no direct effect 
on solution quality for path invariant adaptation methods is one of the motivating fac-
tors in our investigation of Lazier+ CBR as an approach to addressing the problems 
caused by eager commitment to previous adaptation paths in traditional CBR. In Sec-
tion 5, we examine the hypothesis that for path invariant adaptation methods, a La-
zier+ CBR system learns more effectively from experience in the absence of feedback 
than a traditional CBR system.   

5    Empirical Study 

In the experiments reported in this section, we assess the ability of a target CBR sys-
tem to learn from experience by tracking its performance over time as new cases are 
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added to an initially empty case base. The performance measures of interest are per-
centage accuracy for classification tasks and mean absolute error (MAE) for estima-
tion tasks. We use one or other of these measures to construct a learning curve that 
shows how effectively the system learns from experience. In each experiment, we use 
a given dataset as a source of seed cases and problems to be solved by the target CBR 
system. As described in Section 5.1, the proportion of seed cases (1/r) in the case base 
is determined by an integer parameter r ≥ 2 and remains constant at each of a series of 
evaluation points. In Sections 5.2 to 5.4, we use this framework to compare the per-
formance of Lazier+ CBR and traditional CBR for a variety of estimation and classifi-
cation tasks in the absence of feedback.  

5.1   Experimental Method   

Beginning with an initially empty case base, and a given dataset of size n, we repeat 
the following steps until the size of the case base reaches k × r, where k is the largest 
integer such that k × r ≤ n.  

1. Select an example (description + solution) at random from the dataset and 
insert it as a seed case into the case base.   

2. Remove the selected example from the dataset. 
3. Select r – 1 examples at random from the dataset and present their descrip-

tions (one at a time) as problems to be solved by a target CBR system. As 
each problem is solved, add its description and the CBR system’s solution to 
the case base as a new case before the next problem is solved.  

4. Remove the examples selected in Step 3 from the dataset. 
5. Calculate the percentage accuracy or MAE of the CBR system’s (unrevised) 

solutions over all non-seed cases that are now in the case base.  

For example, the system’s solution for a non-seed case is deemed to be correct in a 
classification task if it is the same as the known solution from the dataset. At each of 
the k evaluation points (Step 5), the proportion of seed cases in the case base is 1/r. 
Fig. 4 illustrates our approach to constructing a case base from a given dataset. In this 
example, r = 3 and evaluation points are shown as double vertical lines (||). Seed cases 
are shown as dark circles. The diagram also shows the adaptation paths that determine 
the solutions for the first six non-seed cases to be added to the case base in a  
traditional CBR system. However, this provenance information is not used in our  
experiments.  

 

Fig. 4. An example case base incrementally constructed by adding cases to an initially empty 
case base in groups of r = 3 cases 
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All attributes are equally weighted for the purpose of similarity assessment in our 
experiments. We define the similarity of two values x and y of a numeric attribute a to 

be sima (x, y) = 1−
x − y

max(a) − min(a)
, where max(a) and min(a) are the maximum and 

minimum values of a in the given dataset. We define the similarity of two values of a 
nominal attribute to be 0 if one or both values are missing. Otherwise, we assign a 
similarity score of 1 for equal values or 0 for unequal values. 

5.2   Estimation in the Soccer Scores Domain 

Our first experiment is based on an artificial dataset in the soccer scores domain (Sec-
tion 4). The dataset contains 169 examples, one for each value of wins and draws 
from 0 to 12. The correct solution (points = 3 × wins + draws) is stored with each 
example description. The resulting dataset provides a source of seed cases and prob-
lems to be solved in the construction of a case base and evaluation of a target CBR 
system as described in Section 5.1. The goal of the CBR system is to estimate the 
points scored. Adaptation is based in the experiment on the following adaptation for-
mula, which we know to be path invariant from Theorem 2, and in which C is the case 
adapted to solve a target problem P. 

points(P) = points(C) + 2 × (wins(P) – wins(C)) + 1 × (draws(P) – draws(C))    (7) 

Fig. 5 shows the resulting learning curves for r = 4 in a traditional CBR system and 
Lazier+ CBR system. For this value of r, the proportion of seed cases at each evalua-
tion point is 1/4. The MAE at each evaluation point is averaged over 100 trials. In 
Lazier+ CBR, the MAE decreases rapidly to a minimum of 1.2 when the number of 
seed cases reaches 36. In contrast, it is only after 10 seed cases have been added to the 
case base that effective learning begins in traditional CBR. Moreover, the lowest 
MAE achieved by the traditional CBR system is 3.2 compared to 1.2 for the Lazier+ 
CBR system.  

 

Fig. 5. Learning curves based on mean absolute error (MAE) for traditional CBR and Lazier+ 
CBR in the soccer scores domain 
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Table 1. Lowest mean absolute error (MAE) achieved by traditional and Lazier+ CBR sys-
tems in the soccer scores domain as the proportion of seed cases increases from 1/10 to 1/2.      

Proportion of Seed Cases (1/r)  

1/10 1/5 1/4 1/3 1/2 
Traditional CBR 4.1 3.1 3.2 2.4 1.7 

Lazier+ CBR 1.7 1.2 1.2 1.0 0.9 

 

To assess the proportions of seed cases (1/r) required for effective learning in traditional 
CBR and Lazier+ CBR, we repeated the experiment with different values of r. Table 1 
shows the lowest MAE achieved by traditional CBR and Lazier+ CBR systems as the pro-
portion of seed cases increases from 1/10 to 1/2. The Lazier+ CBR system can be seen to 
require much fewer seed cases for effective learning than the traditional CBR system. For 
example, the traditional CBR system requires a proportion of seed cases 5 times greater 
than the Lazier+ CBR system to achieve a minimum MAE of 1.7.   

5.3   Estimating Housing Values 

The case base used in our second experiment is constructed from the Boston Housing 
dataset from the UCI Machine Learning Repository [13]. The dataset contains 506 
examples, each representing a residential area in the Boston suburbs described by 13 
attributes such as average number of rooms (RM) and distance to employment centers 
(DIS). The goal is to estimate the median value of owner-occupied homes (MEDV) in 
a given area. The dataset is used as a source of seed cases and problems to be solved 
by a target CBR system as described in Section 5.1. All attributes in the dataset are 
used in the experiment to assess the similarity of a given case C to a target problem P. 
Adaptation is based in the experiment on the adaptation formula: 

MEDV(P) = RM(P)

RM(C)
× MEDV(C)                                         (8) 

 

Fig. 6. Learning curves based on mean absolute error (MAE) for traditional CBR and  
Lazier+ CBR in a case base generated from the Boston Housing dataset 
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Leake and Whitehead [4] used a similar approach to adaptation in experiments on 
the Boston Housing and Abalone datasets.  

Fig. 6 shows the learning curves for r = 5 in a traditional CBR system and Lazier+ 
CBR system. For this value of r, the proportion of seed cases at each evaluation point 
is 1/5. The MAE at each evaluation point is averaged over 10 trials. Initially, the La-
zier+ CBR system can be seen to learn at a much faster rate than the traditional CBR 
system. However, both learning curves tend to level off soon after the halfway stage 
is reached. From this point, the MAE for Lazier+ CBR remains fairly constant at about 
two thirds of the MAE for traditional CBR. The lowest MAE achieved by the tradi-
tional CBR system is 5.9 compared to 3.8 for the Lazier+ CBR system. 

5.4   Classification with Null Adaptation 

The case base in our final experiment is constructed from the Congressional Voting 
Records dataset from the UCI Machine Learning Repository [13]. Examples in the 
dataset represent the votes of 435 US Congressmen on 16 key issues as well as their 
political affiliations (Democrat/Republican). The goal in this classification task is to 
predict political affiliation from voting behavior. The dataset is used as a source of 
seed cases and problems to be solved by a target CBR system as described in Section 
5.1. Adaptation is based in the experiment on null adaptation (i.e., the solution for the 
retrieved case is reused without adaptation) [11]. 

Fig. 7 shows the learning curves for r = 3 in a traditional CBR system and Lazier+ 
CBR system. For this value of r, the proportion of seed cases at each evaluation point 
is 1/3. Accuracy levels are shown as percentages averaged over 10 trials. The fastest 
learning rates in both traditional and Lazier+ CBR can be observed in the early stages 
of case base growth (i.e., as the number of seed cases increases from 1 to 15). There-
after, both systems continue to learn at a slower rate until the number of seed cases 
reaches 100. During this phase, the difference in classification accuracy between the 
two systems remains fairly constant at around 4% in favor of Lazier+ CBR. The 
maximum accuracy achieved by the traditional CBR system is 85% compared to 89% 
for the Lazier+ CBR system. Lazier+ CBR also exhibits a faster learning rate in the 
early stages of case-base growth than traditional CBR. 

 

Fig. 7. Learning curves based on classification accuracy for traditional CBR and Lazier+ CBR 
in a case base generated from the Congressional Voting Records dataset 
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Like the other results presented in this section, these results support our hypothesis 
that for path invariant adaptation methods, a Lazier+ CBR system learns more effec-
tively from experience in the absence of feedback than a traditional CBR system.  

6   Conclusions 

We argued in this paper that the ability of traditional CBR systems to learn from ex-
perience in the absence of immediate (or any) feedback is limited by eager commit-
ment to the adaptation paths used to solve previous problems. This departure from 
lazy learning in CBR is also a primary cause of the order dependence problem 
brought to light by recent research on case provenance and feedback propagation [4]. 
We also showed that many adaptation methods used in estimation and classification 
tasks are path invariant in the sense that any adaptation path from a given seed case to 
a target problem gives the same solution as adapting the seed case directly to solve the 
target problem. Importantly, adaptation path length has no direct effect on solution 
quality for path invariant adaptation methods.  

In light of this analysis, we investigated an alternative approach to learn-
ing/problem solving in CBR called Lazier+ CBR that avoids commitment to previous 
adaptation paths, and hence the need for feedback propagation, by allowing only seed 
cases, or other cases with confirmed solutions, to contribute to the solution of new 
problems. We also demonstrated the effectiveness of Lazier+ CBR for a variety of 
estimation and classification tasks based on path invariant adaptation methods. In the 
estimation/classification tasks that we studied, Lazier+ CBR consistently outper-
formed traditional CBR in terms of mean absolute error/percentage accuracy. Lazier+ 
CBR also exhibited faster learning rates and required fewer seed cases for effective 
learning than traditional CBR. Moreover, Lazier+ CBR is more efficient than tradi-
tional CBR because cases with unconfirmed solutions do not contribute to retrieval 
effort in Lazier+ CBR. In practice, such cases can be stored separately until such time 
as feedback on their solutions is received.  

Investigation of other CBR tasks and adaptation methods that may benefit from 
Lazier+ CBR, or variations of the basic approach, is an important direction for our 
future research in this area.   
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Abstract. This paper addresses the automated acquisition of adapta-
tion cases for the modification of scientific workflows. Pairs of workflow
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1 Introduction

Scientific workflows [3] are dedicated to support data-intensive scientific exper-
iments by applying workflow technology. A workflow organizes work by tasks
that descibe a human activity or a computational step. The workflow arranges
the tasks and the according data in a certain execution order. This order can be
specified by data dependencies forming the data flow as well as by routing con-
structs like sequences, parallel branches, sub-workflows and multiple instances
that govern the control flow of execution. Prominent application areas for scien-
tific workflows are molecular biology, astronomy, geology, or atom physics. Sam-
ple tasks are data transformation and analysis steps or data extraction steps like
accessing measurement readings from an external database. The workflow tech-
nology controls the execution of the experimental process and operates large
parts of it in silico, i.e. in the computer [8]. In business workflow scenarios,
human tasks are rather prevalent while scientific workflows use to be computa-
tional workflows that consist exclusively of computational steps. An increasing
number of Web services is available for computational steps from different fields
like genome analysis in bioinformatics. BLAST (Basic Local Alignment Search
Tool)1, for example, provides many Web services on the analysis of biological
sequences. It has several benefits to represent an experiment formally as a work-
flow instead of copying the outputs of one computational step to the inputs of
another step by hand or by a program written in a script language. The scien-
tists are enabled ”to focus on domain-specific (science) aspects of their work,
1 http://blast.ncbi.nlm.nih.gov/Blast
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rather than dealing with complex data management and software issues” [8, p.
32], the execution of the experiments can be optimized on available ressources in
a distributed environment, the provenance of the output data can be recorded,
and the scientific workflows can be shared and reused.

Workflow reasoning is recently an emerging research field that provides au-
tomated methods for reasoning about workflows and execution traces [7,12,6,2].
This work addresses the automated adaptation of scientific workflows as rea-
soning method and particularly the automated acquisition of adaptation cases
for scientific workflows. An adaptation case records experience from a previ-
ous workflow adaptation episode. Adaptation cases occur frequently in scientific
workflows. For instance, an update of a Web service with slightly different input
parameters may require additional data transformation steps in the scientific
workflow. This is a sample for an adaptation case that occurs during workflow
modeling at build time. An adaptation episode may also occur during workflow
execution at run time caused by an unforeseen event, for instance if the quality
of an intermediary result is not sufficient. Additional steps may be inserted, for
instance a split of the data into two subsets before re-running some computa-
tional steps. Of course, changes at run time are only feasible in case of an agile
workflow system [11] that is able to continue the execution of workflows that
have been adapted. In our previous work on workflow reasoning [11,10], we in-
vestigated agile workflow technology including case-based adaptation of business
workflows. An automated adaptation support has turned out to be benefitial for
the persons that are responsile for the workflow modeling and adaptation. As an
adaptation of scientific workflows has to consider the data flow in addition to the
control flow, it is an even more challenging modeling task than the adaptation of
business workflows that focus mainly on the control flow. Hence, an automated
support by adaptation cases would be very benefitial for the scientists dealing
with scientific workflows.

In this work, we aim at (I) confirming the hypothesis that case-based adap-
tation methods are applicable for scientific workflows at all and (II) developing
a novel method for extracting adaptation cases automatically from community
repositories of scientific workflows. The opportunities to apply workflow adapta-
tion cases - may they be acquired automatically or by hand - go even beyond the
traditional Case-Based-Reasoning (CBR) idea of case reuse: The transformation
pathways from one workflow to another that are recorded by an adaptation case
can be used to visualize or measure deviations between workflows addressing
the same topic for compliance or reconcilability purposes. Scientific workflows
may be checked, for instance, if teams of scientists aim to cooperate. Business
workflows may be compared, for instance, after mergers and acquisitions. The
remainder of the paper is organized as follows: In Sect. 2, workflow adaptation
cases are introduced. Sect. 3 sketches the case-based adaptation of workflows. In
Sect. 4, the automated acquisition of adaptation cases from community repos-
itories is presented. Sect. 5 deals with an experimental evaluation. In Sect. 6,
related work is discussed. A conclusion is drawn in Sect. 7.
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2 Workflow Adaptation Cases

Case-based adaptation methods for workflows use adaptation cases for recording
adaptation episodes. The case structure is impacted by the workflow language
in which the workflows are specified. Most of the present workflow languages
are graph-based in the sense that they consist of workflow elements as atomic
parts organized in a flow-oriented manner, i.e. the elements can be represented
by nodes and edges forming the flow of tasks. In this work, we focus on graph-
based languages. We use the Simplified conceptual unified workflow language
(Scufl) [13] as an example of an XML-based language whose elements describe
nodes and edges of a workflow graph. Scufl workflows are dedicated to scien-
tific workflows that are to be executed by the Taverna system [13]. Scufl has
the following types of workflow elements that are subsumed to the set of nodes:
tasks (<s:processor>) including placeholder tasks for sub-workflows, data ob-
jects for workflow inputs (<s:source>), and data objects for workflow outputs
(<s:sink>). In the sample on the left hand side (1b) of Fig 1, the workflow
has five nodes at top-level depicted by rectangular boxes: one workflow input
node, two workflow output nodes, one placeholder task for the sub-workflow
’Sequence or ID’ (containing further nodes at sub-workflow level), and one task
’tmap’, which calls a Soaplab invocation as indicated by the light colour. Other
types of Scufl tasks call on, for instance, a single Web service operation or a
local Java function. The type of a task as well as further properties like input
and output ports are specified as child elements of the XML element but do
not belong to the set of nodes in the graph representation and are consequently
not depicted. The edges in the workflow graph are derived from the following
types of workflow elements of Scufl: Data flow edges (<s:link>) are depicted
as arcs; coordination constraints (<s:coordination>) play the role of control
flow edges as depicted by a connecting line with a circle. In the sample work-
flow (1b) of Fig. 1, such a constraint is specified, for instance, between the tasks
’Fail if identifer’ and ’seqret’, which means that task ’Fail if identifier’ has to be
completed before ’seqret’ can be scheduled for execution. The details of the co-
ordination constraints are specified again by child elements of the XML elements
but are likewise not part of the graph representation.

An adaptation case can now be described as follows (compare our previous
work [10]):

1. The problem part consists of
(a) a semantic description of the change
(b) a graph-based representation of the anterior workflow version prior to

the adaptation.

2. The solution part contains
(a) the posterior workflow version, i.e. the adapted workflow, in graph-based

representation
(b) the description of the adaptation steps(added and deleted workflow el-

ements) that have been executed to transform the anterior workflow
version into the posterior.
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1 (a) Change description: “Add GFF output.”

1 (b) 2 (a)

2 (b)

<ADDList>

<Chain>

<Pre>

<s:processor name="tmap" refID="20" >

</Pre>

<WorkflowElements>

<s:link source="tmap:outfile" sink="Format_as_GFF:tmap_output"

sourceID="20" sinkID="52" refID="51" />

<s:processor name="Format_as_GFF" refID="52" />

<s:link source="Format_as_GFF:tmap_gff" sink="tmap_GFF"

sourceID="52" sinkID="54" refID="53" />

<s:sink name="tmap_GFF" refID="54" />

</WorkflowElements>

<Post>

</Post>

</Chain>

</ADDList>

<DELList>

</DELList>

Fig. 1. Sample adaptation case with two versions of a workflow for the analysis of
proteine genomes (retrieved from the workflow repository www.myexperiment.org)
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Fig. 1 depicts a sample adaptation case in that an additional processing step
’Format as GFF’ with an additional data output object ’tmap GFF’ is inserted
into the workflow (compare the two workflow versions depicted in (2a) and (2b)).
The semantic change description characterizes the changes that have been made
from the anterior to the posterior version. This part of the problem description
makes use of traditional case representation approaches, e.g. a structural repre-
sentation or a textual representation. The sample change description in (1a) of
Fig. 1 is a text. Workflow versions are represented in a graph-based way by sets
of nodes and edges as described before. The representation of the adaptation
steps deserves some special attention. Similar to STRIPS operators, the adap-
tation steps are described by an add and a delete list. Each list contains a set
of chains of workflow elements. A chain encapsulates a connected sub-graph of
workflow elements that are to be added or deleted ’in a chain’, i.e. the accord-
ing edit operations are either fully applied or not applied at all while reusing
the adaptation case. Furthermore, each chain records a pair of anchor sets that
describe the positions within the workflow graph where the edit operations have
taken place. The pre anchors are the workflow elements (in the anterior work-
flow) after which workflow elements from the chain have been added or deleted.
The post anchors are the workflow elements from the anterior workflow following
the last elements of the chain. Hence, the set of anchors describes the connectors
at which a sub-graph has been inserted or pruned out. The XML snippet in the
lower part of Fig. 1 shows a representation of an add list with scufl elements.
It contains one chain of four workflow elements to be inserted namely the task
’Format as GFF’, the output data object ’tmap GFF’ and two data links. The
chain has only one connector to the anterior graph namely the ’tmap’ task. It is
a pre anchor as it is connected via an outgoing edge with the new sub-graph. The
set of post anchors of this chain is empty as well as the delete list of the entire
case. The anchors are further used during the reuse of the workflow adaptation
to identify similar points in new workflows at which the proposed adaptation
can be applied. (2a) is mostly redundant within the case structure as it could be
reconstructed from (1b) and (2b). It is recorded for reasons of readability only
(graph layout).

3 Case-Based Workflow Adaptation

Although the workflow adaptation itself is not in the scope of this work we will
briefly sketch the case-based method for workflow adaptation to make the auto-
mated creation of adaptation cases more plausible to the reader. The case base
consists of adaptation cases. The new problem to be solved (query) consists of a
target workflow (which may be already partially executed) and the description
of the current change request to the target workflow. Hence, the similarity mea-
sure must be able to assess the similarity of two change descriptions as well as of
two workflows. Please refer to our previous work [11] and to the literature [9,1]
for similarity measures for workflows. The similarity-based retrieval provides the
most relevant adaptation cases from the case base. The best matching case is
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selected for reuse (either automatically according to the values of the similarity
function or by user interaction). In the reuse phase, the best matching adapta-
tion case is applied to the target workflow in order to adapt it according to the
change request. This occurs in two distinct steps. First, the concrete location in
the target workflow is determined that needs to be changed. This is necessary
as there are usually many different positions within the workflow at which a
chain from the add list can be inserted or to which the deletions in the delete
list can be applied. Second, the changes are applied to the target workflow at
the determined locations. The resulting adapted workflow is then the proposed
solution. During the subsequent revise phase the user can validate the workflow
adaptations proposed: she can either confirm them or revise them by manually
performing appropriate adaptations herself. First experiments on automated,
case-based adaptation of workflows have been conducted successfully (see [10]
for the results). Hence, we can now turn to the case acquisition task and present
a solution to automate this tedious work in the following.

4 Case Acquisition

The automated acquisition of workflow adaptation cases follows the idea of de-
termining the difference between a pair of subsequent workflow versions and
deriving a case from this delta. A huge amount of scientific workflows in differ-
ent versions are available in community repositories2. Mostly, machine-readable
representations of the workflow graphs are available and textual change descrip-
tions are stored as revision comments. Hence, cases can be acquired from the
content of such repositories by the following steps:

1. Extract pairs of subsequent workflow versions with a change description
2. Derive atomic edit operations (add an element, delete an element) from the

differences of the sets of workflow elements from both versions
3. Organize the edit operations in chains with anchors.

The first step of the case acquisition is to select subsequent pairs of workflow
versions and store their formal representations together with the textual descrip-
tion of the change in parts 1 (a),(b) and 2 (a) of a new case. Cases with an empty
change description are not considered.

The second step is to gain the atomic edit operations from the formal rep-
resentations. Set differences are determined for each type of workflow element
as follows. The hierarchical structure of the top-level workflow with all nested
sub-workflows is analysed and recorded in a sub-workflow tree. The root node
of the sub-workflow tree stands for the top-level workflow while the other nodes
represent a sub-workflow at the according level each. Fig. 2 a) illustrates this by
a sub-workflow tree generated for the sample case in Fig. 1. As the hierarchical
structure of the anterior workflow version may differ from the structure of the

2 Sample repositories for scientific workfows are available at www.vistrails.org and
www.myexperiment.org

www.vistrails.org
www.myexperiment.org
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Fig. 2. Sub-workflow tree and add graph generated for the sample case in Fig. 1

posterior version, two trees Ta, Tp have to be generated initially. The two con-
structed trees will be merged at the end in order to get one sub-workflow tree
containing all atomic edit operations between the two versions. In depth-first
search, the nodes of Ta are successively enriched by add and delete lists for each
type of workflow element at the level of the actually investigated sub-workflow.
The set difference between the set of data objects for workflow inputs of a sub-
workflow X of the anterior version and the set of data objects for inputs of
the same sub-workflow X ′ of the posterior version, for instance, forms the ac-
cording delete list X.DEL inputDataObjects. The ’same’ sub-workflow means
that both sub-workflows have equal names and have the same position in Ta

and Tp with respect to the path from the root node. The set X ′ \ X forms the
corresponding add list. A sub-workflow that has been added entirely is stored
by the placeholder task in the according list for placeholder tasks as well as by
an additional sub-workflow node in Ta. The sub-workflow node is enriched by
add and delete lists for the inner elements of the sub-workflow. Where required,
further sub-workflow nodes are inserted into Ta below the new node. From the
resulting, fully expanded and enriched sub-workflow tree T ′

a all edit operations
that have taken place can be reproduced. The workflow elements and their po-
sition within the hierarchy of sub-workflows is recorded unambigously except
for the order of sibling sub-workflow nodes. The latter is not significant as the
dependencies between tasks and objects are specified explicitely by edges in the
formal representation (data links and coordination constraints).

Though the sub-workflow tree is capable for a reconstruction of the change,
it alone is not sufficient for a transfer of the change to another target workflow.
Rather than applying the edit operations directly to the target workflow, the
connected workflow elements should be grouped in order to preserve the connec-
tivity and to enable the application of a chain of edit operations ’fully or not at
all’. The anchor principle as described in Sect. 2 comes into play for mapping
the positions of the chains. Thus, the third step of the automatic case acquisition
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is to group the atomic edit operations in chains and to determine appropriate
anchors for each chain. This is done by constructing maximum connected sub-
graphs of the workflow graph consisting of workflow elements conjointly affected
by the same type of atomic edit operation, the so-called add graphs and delete
graphs. Fig. 2 b) depicts a sample add graph. An add graph consists of added
data objects and tasks including placeholder tasks as nodes and added data links
and coordination constraints as directed edges. As a graph can only contain edges
with a source and a sink, the workflow elements that are source of an added data
link or coordination constraint are included as nodes in the add graph also if
they are not added themselves. The nodes of this particular set are designated as
the pre anchors of the chain. The same holds for workflow elements that are sink
of an added link or coordination constraint. The set of those particular nodes
forms the post anchors of the chain. The delete graphs are built analogously.
Add and delete graphs may span several sub-workflows.

input2

Sub-workflow tree t (with sub-workflow nodes numbered in the3

order of a breadth first search from 0 to sizeOfTree)4

output5

Forest addGraphs6

begin7

dispoN[sizeOfTree]:= array of lists of workflow elements;8

dispoE[sizeOfTree]:= array of lists of workflow elements;9

anCands[sizeOfTree]:= array of lists of workflow elements;10

addTrees:=∅;11

foreach i=0..sizeOfTree do12

dispoN[i]:=unification of all add lists of type task, data13

input object, data output object, or placeholder task14

of i-th (sub-)workflow node;15

dispoE[i]:= unification of all add lists of type data link16

or coordination constraint of i-th (sub-)workflow;17

anCands[i]:= unification of all tasks, data input objects,18

data output objects and placeholder tasks of i-th (sub-)19

workflow except the elements of any add or delete list;20

od21

foreach i=0..sizeOfTree do22

addGraphs:=addGraphs ∪23

createMaxConGraphs(i,dispoN,dispoE,anCands);24

od25

return addGraphs;26

end27

. 
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function graphSet createMaxConGraphs(i,dispoN,dispoE,anCands)28

graphSet:=∅;29

while dispoN[i]!=∅ do30

openPH:=∅;31

currentN:=dispoN[i].firstEl;32

dispoN[i].delete(currentN);33

currentG:={currentN};34

if currentN is placeholder do35

openPH.add(currentN);36

od37

openGE:={currentN};38

while openGE!=∅ do39

currentEl:=openGE.firstEl;40

openGE.delete(currentEl);41

if currentEl is node do42

expandE(currentG,i,openGE, dispoE,currentEl);43

else44

expandN(currentG,i,openPH,openGE,dispoN,anCands,currentEl);45

od46

od47

while openPH!=∅ do48

currentPH:=openPlaceHolder.firstEl;49

expandSFW(currentG,currentPH,openPH,dispoE,dispoN);50

openPH.delete(currentPH);51

od52

graphSet.add(currentG);53

od54

while dispoE[i]!=∅ do55

currentEdge:=dispoE[i].firstEl;56

dispoE[i].delete(currentEdge);57

currentG:={currentEdge};58

expandN(currentG,i,openPH,openGE,dispoN,anCands,currentEl);59

graphSet.add(currentG);60

od61

return graphSet;62

function expandE(currentG,i,openGE,dispoE,currentEl)63

foreach j=0..dispoE[i].size do64

currentEdge:=dispoE[i][j];65

if currentEdge touches currentEl do66

openGE.add(currentEdge);67

currentG.add(currentEdge);68

dispoE[i].delete(currentEdge);69

od70

od71

openGE.delete(currentEl);72

function expandN(currentG,i,openPH,openGE,dispoN,anCands,currentEl)73

expanded:=false;74

foreach j=0..dispoN[i].size do75
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currentN:=dispoN[i][j];76

if currentN touches currentEl do77

openGE.add(currentN);78

currentG.add(currentN);79

dispoN[i].delete(currentN);80

if currentN is placeholder do openPH.add(currentN);81

od82

expanded:=true;83

od84

od85

if !expanded do86

foreach j=0..anCands[i] do87

currentN:=anCands[i][j];88

if currentN touches currentEl do89

currentG.addAnchor(currentN);90

od91

od92

od93

openGE.delete(currentEl);94

function expandSWF(currentG,currentPH,openPH,dispoE,dispoN)95

openGE:=∅;96

foreach el ∈ currentG do97

if el touches currentPH do98

openGE.add(el);99

od100

od101

while openGE!=∅ do102

currentEl:=openGE.firstEl;103

openGE.delete(currentEl);104

if currentEl is node do105

expandE(currentG,currentPH.index, openGE,dispoE,currentEl);106

else107

expandN(currentG,currentPH.index,openPH,openGE,dispoN,108

anCands,currentEl);109

od110

od111

Algorithm 1 details the steps of building add graphs. The input is a sub-
workflow tree including the atomic edit operations that is built from the two
workflow versions as described above. The algorithm passes through the sub-
workflow graph in a breadth first search to start constructing the add graphs at
each sub-workflow level by the function createMaxConGraphs. The function cre-
ates and extends one sub-graph after the other employing an ’open’ list of graph
elements (nodes and edges), which is a well known principle from search algo-
rithms in artificial intelligence. If the recent add graph is extended by a workflow
element the element is moved from the list of disposable elements (nodes dispoN
and edges dispoE) to the list of open graph elements (openGE). If the element
has been fully expanded in the sub-graph, i.e. if all of its touching edges (or nodes,
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in case of an edge) from the lists of disposable elements have been investigated,
it is deleted from the list of open graph elements. The algorithm starts with the
initialization of the dispo lists at each sub-workflow level (lines 7, 8, and 12 –
16 of Alg. 1). The workflow nodes that are not part of any add or delete list
are stored in the anCands lists as they might serve as anchors (lines 9 and 17 –
19). For each node of the sub-workflow tree, the maximum connected graphs are
computed by calling createMaxConGraphs. Within this function, an additional
recursive decent into lower sub-workflow levels is required if an add graph extends
into lower-level sub-workflows. However, the creation of an add graph is always
started at the higest possible level. At one level, several distinct sub-workflows
may start. An add graph starts with one node as initial graph (l. 34) and is
extended by edges (l. 43) and nodes (l. 46) from the disponable elements. openGE
records all graph elements (nodes and edges) of an add graph that are still to be
expanded (line 38 and within the functions expandE and expandN). Placeholders
are recorded in openPH (lines 35 – 37 and within the function expandN) in order
to expand the add graph further in function expandSFW when all elements at the
same level have been investigated (lines 47 – 52). After all initial graphs have
been expanded, some edges might be left in openEdges. They are expanded by
anchor nodes (lines 59 – 66) to form chains with one element only.

5 Experimental Results

The hypotheses posed at the beginning of this paper have been tested by ex-
periments with scientific workflows retrieved from the community repository at
www.myexperiment.org. Hypothesis I on the applicability of case-based adap-
tation methods for scientific workflows has been split into two parts investigated
by manual experiments, while hypothesis II on the automated construction of
adaptation cases has been investigated by comparing the results of an imple-
mentation of Algorithm 1 with the manual results gained from the experiments
on hypothesis I. The following questions guided the experiments:

(Ia) Applicability: Can adaptation cases with chains and anchors be constructed
that record the adaptation episodes of scientific workflows?

(Ib) Applicability: Does the reuse of the cases lead to feasible results?
(II) Automated construction: Can adaptation cases be captured automatically

from community repositories? Is the quality of the automated results com-
parable to the quality of reference results acquired by experts?

We started to manually create a case base with eleven cases including the sam-
ple case in Fig. 1. The xml files retrieved from the repository only consist of
atomic elements such as tasks and data objects and relational link elements, so
we would have to draw the workflows manually to understand all dependencies.
For that reason we used as additional source for the creation the automatically
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rendered representation of workflow versions because it would have been a very
tedious work to compare the xml files without further utilities. Although this
seems to be a quite small number of cases for a case base it took a large part
of time of this work. This is purely owed the complexity of scientific workflows.
We ensured that the workflows in our adaptation cases use all workflow elements
from the Scufle modeling language. In some adaptation cases we have chains with
more than 45 conjoined workflows elements which are connected over several
hierarchical levels. In such cases it is difficult for a human to follow all links of a
complex workflow bi-directional. Nevertheless the eleven adaptation cases could
be created successfully. This provides a reference solution for the computed cases
in (II) and confirms hypothesis (Ia).

Hypothesis (Ib) has been investigated by grab samples only. One sample target
workflow is depicted in Fig. 3 which contains the same tmap Soaplab service
as the anterior workflow of our sample adaptation case in Fig. 1. Hence, the
change described by the adaptation case could be transferred to the sample
target workflow. Admittedly, the grap samples give a first hint only that the
automated adaptation would work in principle. Further evidence is required from
experiments that will be part of our future work. The next step in our work is to
test if the chains in the automatically acquired cases can be used to reconstruct
the given cases. For this purpose we will investigate whether the mapping of
anchors [10] can be applied to scientific workflows too. If these tests will be
successful we will be able to create a large case base with reusable adaptation
cases and conduct further experiments on re-purposing the adaptation episodes
on other target workflows.

For hypothesis (II), we implemented Algorithm 1 in Java. Running the algo-
rithm lead to slightly different results from the reference solution. Only six cases
were identical to the reference solution. Surprisingly, four of the other five cases
showed up small failures in the reference solution. The algorithm can also detect
port changes in a link between data objects and tasks. Because these details are
not illustrated in the graphical representation as described in Sect.2 it is hardly
possible to determine such changes manually. Other failures that orrcurred in
the reference solution chains are miss-spellings of element names that have been
overseen (e.g. ’organsim’ instead of ’organism’) and small changes between work-
flow versions which only lead to very small chains in a case. The anchors of the
reference solution only differred in one case from the automatically created so-
lution, but also in this case it was due to a human error that an anchor was
overseen in the reference solution. Only in one case a minor deviation from the
’optimal’ solution occurred: Changes crossing a sub-workflow by a continuous
path but not affecting the entire sub-workflow led to the effect that the place-
holder task for this sub-workflow did not appear within the change lists. As a
consequence, the algorithm divided the edit chain into two chains, while the ref-
erence solution modeled one chain only. In order to deal with such special cases,
the algorithm could be extended by unifying chains that contain paths through
a sub-workflow. As a result from the automatic acquisition of adaptation cases
we got the experimental confirmation that the algorithm works very well. It is
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Fig. 3. Sample target workflow retrieved from www.myexperiment.org for that the case
from Fig. 1 would be applicable
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evident that the manual acquisition is not only time consuming but also fault-
prone for small changes in workflow versions. Concluding we regard hypothesis
II to be confirmed by the experimental results.

6 Related Work

Related work from the field of scientific workflow reasoning and from the field
of case-based workflow adaptation will be discussed in the following. Goderis
[4] deals with the discovery of scientific workflows and workflow elements by
techniques of information retrieval, ontology reasoning, and graph matching.
Workflow adaptation is not addressed. Gil [2] develops a vision of a knowledge
level view on workflows for reasoning tasks like workflow generation and vali-
dation, automated data/parameter selection or metadata generation. The work-
flow system Wings assists scientists in some of these tasks by means of semantic
metadata. Adaptation support is not mentioned but is very closed to work-
flow generation. The following approaches as well as our own previous work [11]
employ case-based methods to give adaptation advice to the users. Leake and
Morwick [7] provide case-based support for workflow generation by evaluating
the execution traces of scientific workflows. Weber et al. [15] employ conversa-
tional CBR for the adaptation of health workflows. Montani and Leonardi [12]
focus on case-based workflow monitoring based on execution traces also in the
health domain. Kapetanakis et al. [6] employ case-based workflow monitoring
by means of temporal relationships in the area of business workflows. In our
recent previous work [10], we extend the scope towards automated adaptation of
workflows. In contrast to this work, the adaptation knowledge is still captured
by experts.

7 Conclusion

In this paper, the automated acquisition of adaptation cases from community
repositories of scientific workflows has been investigated. First, the work re-
sulted in the confirmation that case-based adaptation methods developed for
workflow reasoning on business workflows can be transferred to scientific work-
flows in principle. Data dependencies can be included into the methods that
have been control flow-oriented so far. However, details of data dependencies
like the data ports of the concerned Web services have not yet been addressed
by the solution provided so far. Future work on the internals of workflow ele-
ments could close this gap. Second, an algorithm for the automated acquisition
of adaptation cases led to feasible experimental results. The overall outcome of
this work is promising for an application of the case-based workflow adapta-
tion methods to further fields like workflows in computer games[14] or personal
workflows[5].
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Abstract. Case-based planning (CBP) is usually considered a good so-
lution to solve the knowledge acquisition problem that arises when devel-
oping AIs for real-time strategy games. Unlike more classical approaches,
such as state machines or rule-based systems, CBP allows experts to train
AIs directly from games recorded by expert players. Unfortunately, this
simple approach has also some drawbacks, for example it is not easy to
refine an existing case base to learn specific strategies when a long game
session is needed to create a new trace. Furthermore, CBP may be too
reactive to small changes in the game state and, at the same time, do not
respond fast enough to important changes in the opponent’s strategy. We
propose to alleviate these problems by letting experts to inject decision
making knowledge into the system in the form of behavior trees, and we
show promising results in some experiments using Starcraft.

1 Introduction

Real-time strategy (RTS) games are very demanding in terms of AI complex-
ity. They require fast pathfinding algorithms for moving large numbers of units
through extensive levels, which need to be manually or procedurally annotated
with tactical information. Regarding decision making, RTS require a multi-tiered
AI approach, with decisions made at a low level for individual characters, at an
intermediate level for a formation of characters, and at the high level of a whole
side in the game. Usually simple techniques, such as state machines, are used
for low level decision making, while some form of rule-based system is the most
common approach for decision making at higher levels [8] .

Building a rule-based system for decision making at the tactical and strategic
level of an RTS game is a complex task for game designers, who are not used
to deal with knowledge representation. In order to alleviate this authoring ef-
fort, there is an open line of research on the automatic acquisition of decision
making knowledge from recorded traces of human experts playing the game.
Such approaches, through the application of machine learning techniques, seek
� Supported by the Spanish Ministry of Science and Education (TIN2009-13692-

C03-03).
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to make possible a form of programming by demonstration, where the human
author shows to the game AI how to play.

We propose to bring the game designer back into the loop, by allowing him
to explicitly inject decision making knowledge in the form of behavior trees to
complement the knowledge obtained from the traces. Behavior trees are the
technology of choice for representing decision making knowledge in commercial
videogames. They can be built by both programmers and designers, and provide
the ability to react to urgent goals or a fine-grained control over alternative
courses of action.

The work presented in this paper seeks to extend the techniques demonstrated
in the Darmok and Darmok 2 (D2) systems [10,11], which are mature and well-
tested systems within this line of research. We show through an experimental
evaluation in the Starcraft game, how we can easily increase the efficacy of a
case-based planner significantly. Moreover, we show that very simple behavior
trees can make a big difference in terms of the AI quality.

The rest of the paper runs as follows. Sections 2 and 3 briefly describe the two
technologies we propose to integrate: learning from demonstration and behavior
trees. Section 4 discusses the integration of both technologies into a single archi-
tecture, which is empirically evaluated by means of some experiments described
in Section 5. Last section presents related work and concludes the paper.

2 Learning from Demonstration in Real-Time Strategy
Games

Learning from demonstration tries to replace the time-consuming and hand-
made task of programming behaviors by an automatic process in which an ex-
pert shows the system how to achieve some goal. Afterwards, a learning system
analyses the actions performed by the expert and tries to extract useful knowl-
edge. This type of techniques has traditionally been applied to build behaviors in
robots, but the complexity of current video games makes them perfect candidates
to apply these techniques as well.

There are many different approaches to extract decision making knowledge
from the traces of expert players, for example to consider sequences of actions
as reusable plans. In case based planning (CBP) these plans are stored in a plan
base for later reuse, and the planner retrieves and adapts the most promising
one according to the current goal and state of the problem. In our context, the
goal is usually something like win and the state of the problem is the state of
the game.

Being games dynamic, static CBP suffers in this context from lack of reactiv-
ity. In order to respond properly to the continuous changes in the game state,
CBP systems usually include an on-line component that supervises the execu-
tion of the proposed plan. This way, instead of just considering the planning
problem as a single-shot process where execution and problem solving are de-
coupled, on-line case-based planning (OLCBP) systems are also partly in charge
of the plan execution. Note that OLCBP systems can discover low level aspects
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at the plan expansion stage that were not considered originally and which might
require to perform some changes in order to prevent failure.

Although planning in OLCBP is performed in real-time, planning decisions
are based on an expensive learning process that is made previously off-line from
game traces produced by human expert players. Depending on the CBP engine,
the learning phase might require the assistance of a human expert to label the
traces in order to enrich them with extra knowledge about, for example, pursued
goals or important game state variables. The other option is to make the system
intelligent enough to perform the labelling task automatically and thereby avoid
that tedious task to the expert. Unfortunately, there is no magic bullet here;
OLCBP systems using this last approach usually require a more detailed domain
description in order to extract useful plans from plain traces.

Once the plan base has been fed with plans (cases) extracted (automatically
or not) from traces, it is time for the on-line component of the system to take
control. The game will be launched as normal and connected with an external
AI that, in our architecture, is implemented using an OLCBP system. The game
engine will broadcast its state using a game-dependent protocol, and, on the
other way, the OLCBP system will inject the primitive actions that should be
executed in the game environment.

One of such OLCBP systems is Darmok, presented in [11]. It has been used
for playing real-time strategy games like Wargus (an open source clone of War-
craft II) and other games. As we will see in a later section, the combination of
domain knowledge automatically extracted from game traces with hand-made
expert knowledge is an effective solution to some of the problems identified in
this type of OLCBP.

3 Expert Knowledge in Games

Regarding how to create behaviors for the non-player characters that appear in
videogames, many techniques have been used. The goal here is to translate the
knowledge that game experts have (those who know the best way to defeat the
other player) into instructions to be executed by the machine. The approach is
different depending on the level of abstraction and game genre but when focusing
on low level decision making for controlling units on strategy games the most
commonly used techniques have been finite state machines (FSMs) and more
recently behavior trees (BTs).

Though BTs were initially proposed as a tool for programmers, they have been
proved to be useful also for professional game designers to create the behaviors
of the entities from scratch [4,5]. One of the key points is that, just like FSMs,
BTs open up the possibility of developing tools to create and edit behaviors by
means of a graphical user interface, something that cannot be done in other
techniques like scripts.

A BT is a hierarchical and declarative representation of a behavior where every
node (and its subtree) can be seen as a simpler behavior. Therefore, BTs promote
reuse and allow designers to define complex behaviors in an incremental way.
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Using visual tools, game designers and game programmers create the BTs
that eventually will define the behavior of the game AIs. The available toolset
for this authoring process depends on the actual AI engine implementation and
every game studio has its own set of tree nodes that can be combined to encode
complex behaviors from simpler ones. There are, therefore, many types of BT
nodes but we will only cover those we have used in our experiments.

During the execution of the game, the behavior trees are loaded into mem-
ory and a module known as the BT interpreter controls its execution. The BT
interpreter manages which branch of the current BT is active (complex systems
may allow BTs to have more than one branch in execution) and how much CPU
quantum should be assigned to each node. In addition, when a node complete
its execution either successfully or failed, the BT interpreter decides, according
to the semantics of its parent node in the tree, which branch should be
expanded next.

In pure systems all the decisions are performed based on BTs, while mixed
systems may have a higher level AI module to select the best BT for each entity
according to some global policy or strategy. This high level module must receive
continuous notifications to properly manage the behavior of the different entities
in a coordinated manner. In turn, the BT execution model might rest either on
a single global BT interpreter or there might be several BT interpreters, one for
each entity. As we will see in Section 4, our system has been implemented using
a mixed architecture and a single BT manager.

Regarding the types of behavior a BT may encode, its expressiveness and ver-
satility depends on the amount and types of nodes available at design time. The
simplest BT is compound by just one node representing a primitive action, that
is, a game action to be executed by one character. These primitive actions may
have parameters whose values are either hard-coded on the BT itself or com-
puted at run time depending on the context. When the BT interpreter decides to
execute one of these nodes, the primitive action is sent to the game engine and
the interpreter must wait until its execution ends either with success or failure.
Note that although from the point of view of the AI system the action is atomic,
in a real-time game its execution might take several seconds. Besides, the action
can fail if something happens during that time that prevents its execution.

The simplest way of combining behaviors is using sequential nodes, inner nodes
whose child nodes (or subtrees) are executed sequentially. When all of them finish
successfully their execution, the behavior succeeds, failing otherwise. Sequential
nodes are usually represented as a node with an arrow inside.

Dynamic priority lists bring more expressive power to BTs, adding the idea
of conditions. Every child node has not only a behavior but also a guard or
condition that checks some aspect of the game state that is relevant for the sub-
behavior. When the interpreter reaches a dynamic priority list, evaluates the
guards of the children nodes from left to right and starts the execution of the
first behavior whose guard is met. If no condition is met, the entire behavior
fails. Once a child node is active, the interpreter keeps evaluating the conditions
of the left siblings and whenever one of them becomes true, the current behavior
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is aborted and the child with the higher priority takes control. In the figures
shown later in the paper guards appears as nodes in dotted lines with one child
representing the behavior that must be executed when the guard becomes true.

The last node we consider is the query node [3] that promotes even further
reusability. All the nodes described so far are hard-coded in the BT, but this
new node allows to dynamically attach BTs as subtrees of other BTs at run time.
This way, BTs can delegate to achieve a particular goal to other BTs without
having to specify to which one in particular. The idea is that different BTs are
created independently during the game design phase and stored in a behaviors
base and, at run time, the query nodes serve as joint points to combine behaviors
like assembly parts.

The technology behind query nodes is borrowed from case-based reasoning.
The behavior base may be seen as a case base storing different solutions to
achieve a goal. These BTs are described using a semantic label from a behavior
ontology, a set of variables and constraints which encode the game states where
the BT is optimal, and the entities the BT is meant to (this is needed because
a soldier may have a different behavior to protect/cover itself than a tortoise).

The query node in turn contains the CBR query which describes the desired
behavior along with a number of variables and constraints using the same vo-
cabulary that was used to index the behavior base.

At run time the query is extended with the current game state and the current
entity executing the BT and, using similarity measures similar to those used on
CBR, it retrieves the best BT for the current situation. Interested reader may
refer to [3] for more details. As we will see later, we have used these nodes in
different experiments. In the rest of the paper, this kind of nodes is drawn using
thick lines.

4 Extending Case-Based Planning with Behavior Trees

Three main flaws [12] have been identified in on-line case based planning when
used with plan extraction from expert traces:

– Poor reactivity at the plan level: when a plan is chosen, it will not be aban-
doned until it is completely performed or a low level action fails. World
changes that should fire a new replanning phase are usually ignored because
they are not recognized as a failure condition for the current action in the
working plan.

– Excessive reactivity at the action level: when a small low level action fails, a
big plan could be entirely discarded because the planner would assume that
also the complete plan has failed and cannot be fixed. A new planning phase
would be fired, which could end up with a complete opposite approach for the
current goal. In other words, small local problems could have unreasonable
big responses.

– Learning by demonstration is hard to fine-tune: When an expert identifies
behaviors that should be improved, the nature of learning by demonstration
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Fig. 1. Low level tactical layer

and the fact that he has to provide new traces to have the new behavior
learnt, makes the process really hard. This is due to the complexity and
randomness inherent in strategy games, where it is difficult to get a suitable
scenario where the expert’s actions are relevant enough for being incorpo-
rated as a plan in the plan base.

Our solution is to incorporate expert knowledge into the process. This knowledge
takes the form of behavior trees presented in the previous section. As we will de-
scribe shortly, BTs have such an important role in our approach that the BT inter-
preter is the only one that injects primitive actions into the game. This interpreter
manages a BT pool that contains all the BTs that are currently in execution.

Between the OLCBP and this BT pool we place a tactical layer. The planner
still emits primitive actions to be executed, but instead of directing them into the
game they pass through this layer. Its functionality is based on a BT base that
is populated by behaviors built previously by the experts. When the OLCBP
wants to execute an action, the tactical layer retrieves the most suitable BT
that performs that action in the current game state and sends it to be executed
by the interpreter, adding it to the BT pool. If there is no such a BT, it builds
a small BT with just the node that executes that action.

The tactical layer and the BT base allow the expert to overwrite the execution
of primitive actions when needed. For example, there will be specific situations
where a primitive action should be enriched with a more error-safe plan that is
able to gracefully react to some small situations that would cause the primitive
action to fail. This would avoid the problem of excessive reactivity at the action
level, but, unfortunately, training (and teach) the CBP system to use these
so concrete plans is quite hard (if possible at all). This extension to the basic
architecture where only the game and OLCBP system coexist does not require
changes in any of them. Figure 1 shows a simplified view of the architecture so
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far. The OLCBP system emits a primitive action to the tactical layer which tries
to get a BT through a query to the BT base. Should the query return null, the
original primitive action is packed on a BT containing a single node. In other
case the BT is inserted into the interpreter that manages its execution sending
a primitive action to the game.

A second extension of pure OLCBP systems consists on allowing experts to
overwrite complete plans. The idea is similar to that of low level actions but
requires changes on the OLCBP system. The BTs created by the expert contain
a description of the game state specifying when it is appropriate to use them.
When the OLCBP system in its plan expansion reach a new goal, instead of
just retrieving the most similar plan stored in the plan base, it performs a query
to the BT base to check if a hand-made BT has been created for that specific
situation. If such a BT exists the goal is replaced by it, proceeding through the
plan base otherwise.

Therefore, with this extension the output of the OLCBP system may be just
a primitive action (that goes through the tactical layer and it is converted to a
BT) or an entire BT that is directed to the BT interpreter.

This extension aims to solve the poor reactivity at the plan level problem,
because BT guards keep an eye on the high-level game conditions that makes
the plan suitable for running, and fires a new replanning phase when they are
not longer met, even if the primitive actions are not failing.

Figure 2 shows the detailed architecture regarding this last extension. When
the plan expansion module is processing the plan for goal 1 and detects goal 3,
instead of directly trying to use the plan library, it firstly query the BT base
looking for a BT created by the expert suitable for the current situation of the
game. In that case there is a BT that replaces the goal 3 and which eventually
will be sent to the tactical layer to be inserted in the BT interpreter.

5 Experiments

Starcraft [2] is a famous real-time strategy game that has captivated millions
of players in the last decade. Although the goal of the game is very simple
(to build an army and to defeat the other players), this game offers hundreds
of hours of fun thanks to the huge number of different strategies that can be
created combining different types of units and technologies.

Players can choose among three different races (Terran, Protoss and Zerg),
each one of them with its unique strengths and weaknesses. The chosen race
will determine the type of units and technologies that will be available during
the game. In order to win, players have to wisely manage a limited number of
resources and invest them to get more resources, to develop new technology or
to build defensive and offensive units.

A normal game goes through three different stages: to harvest raw materials,
to build and develop your base, and to attack the enemy. During the harvesting
phase, players focus on building a good number of gathering units or workers
and, that way, to ensure a good income rate of raw resources. In the second
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Fig. 2. High level tactical layer

phase, players use those resources to build their bases, that is, to create different
types of buildings that will allow them to train stronger units and to research new
technologies to improve their army. Finally, during the fighting phase, players try
to destroy the enemy bases using their forces. Of course, these three stages are not
really independent and players need to pay attention to the game development
in order to decide the best course of action.

We focus on the battle aspects in the Starcraft game. It is consider one of
the most challenging features in the game because it requires being to combine
different units and skills in a effective way and, at the same time, to react quickly
when the enemy changes his strategy.

In this section we describe three simple experiments that will let us evaluate:
(1) the viability of the hybrid architecture presented in this paper; (2) the sig-
nificant improvement in terms of AI quality we obtain when we allow experts to
complete the case base with simple tactical knowledge; and (3), how easily we
can represent that type of knowledge using behavior trees. The experiments take
place in three battle scenarios proposed in a recent Starcraft AI competition [1],
and each one of them requires a different strategy in order to win.
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Fig. 3. Starcraft game (Blizzard Entertainment)

5.1 Experiment 1: Marines Battle

This scenario involves a square battleground without obstacles in which two
teams of 12 terran marines fight against each other until one of them is extermi-
nated. The terran marine is a basic infantry unit with a medium range attack.
Each team starts in a corner of the battlefield so the main tactical decisions in
this scenario concern the movement of troops and which enemies should be the
first targets.

In this scenario we find an example of the poor reactivity at the plan level
problem. When Darmok decides to send one of its units A to kill an enemy unit
B, and another enemy unit C intercept A on the way, it is not uncommon to see
how A dies under the enemy fire without even reacting to the attack.

In order to improve this behavior we used the two BTs in figures 5 and 6.
The first one uses a priority list to detect when a travelling unit is in danger and
must defend itself. The second BT is used to attack the threat, giving priority
to the initial target over other possible enemies. Finally, the search BT node
is used to attach the second BT as a branch of the first one at run time. This
on-line mechanism give us great flexibility because the search can use knowledge
about the current state of the game in order to select the best BT to attack the
enemy (there could be different BT to describe different attack strategies).

In this experiment Darmork was trained using the traces of 3 real games
played in this scenario. Then, we made the Darmok system to play 1000 battles
against the game AI, using Darmork with and without the BT layer. In this
experiment, these two simple BTs produced an improvement of 61.94% in terms
of battles won.



190 R. Palma et al.

Fig. 4. Starcraft game

Fig. 5. BT to move troops

Fig. 6. BT to attack enemies



Combining Expert Knowledge and Learning from Demonstration 191

Darmok Darmok with BTs
victories 26.2% (262) 42.3% (432)
defeats 73.8% (738) 57.7% (577)
improvement - 61.94%

5.2 Experiment 2: Bunker Defense

The goal of the second scenario is to defend a base as long as possible, while
the enemy AI sends waves of enemies every now and then. In order to do it,
the player counts with 18 terran marines and some bunkers strategically located
in the only entrance to the base. A bunker is a defensive structure that can
accommodate up to four terran infantry units. Units inside the bunker benefit
from a longer range attack and suffer no damage until the bunker is destroyed
and the units are expelled unharmed.

Fig. 7. Bunker Defense scenario

The best strategy in this scenario is to use the bunkers in the first line and to
retreat to another bunker when the current one is destroyed. Darmok, however,
does not always protect the troops using the bunkers and, sometimes, the system
sends the marines to attack the enemy in the open field. In order to improve this
behavior, we designed an extended version of the previous attack BT (figure 8)
that takes into account the presence of near bunkers.

In this experiment Darmok was also trained using the traces of 3 real games.
Then, we used Darmok to defend the base 200 times and we counted the number
of waves that was able to resist before the base was destroyed. In order to make
the simulation more real, the defender only sees the part of the map close to the
base and, therefore, it does not know when the next wave will arrive.

In this experiment the use of a simple BT produced an improvement of 24.38%
in terms of resisted waves.
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Fig. 8. BT to attack enemies using available bunkers

Darmok Darmok with BTs
resisted waves 402 500
μ waves / simulation 2.01 2.5
σ waves / simulation 0.5 0.7
improvement - 24.38%

5.3 Experiment 3: Vultures vs. Firebats

One essential skill to be a good Starcraft player is to know how to use the special
powers of some units to produce several casualties in the enemy army. One of
these special units is the terran vulture, an advanced motorbike and the fastest
unit in the game. Vultures produce a very small amount of damage when they
attack directly the enemy, but they have a very special weapon, the spider mines.
Vultures can hide these mines in the ground, were the mines will stay unnoticed
until some enemy passes near, producing a big explosion that will kill all the
surrounding units (allays and enemies).

In this last experiment we brought face to face 6 terran vultures and 24 firebats.
Firebats are close range terran units able to make a big amount of damage to
all the enemies that stay in front of them and close enough. A good strategy for
the player controlling the vultures is to scatter the mines on the ground in front
of the fire bats, and then to retreat to a safe position taking advantage of their
speed.

The Darmok planner was trained using the traces of 3 games also in this case.
It is interesting to realize how difficult is for Darmok to learn automatically how
to use the spider mines from some game examples and, however, how easily this
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Fig. 9. BT to attack enemies using spider-mines

type of knowledge can be represented using a BT like the one in figure 9. This
BT uses a priority list to check some conditions in a certain order and respond
appropriately. First, we check if there is a mine close to the vulture so we can
move the unit away to avoid the imminent explosion. Then, we check if the
vulture has some mines left and in that case we move it closer to the enemy to
use them. Finally, if none of the above conditions are met, we use the vulture to
attack the enemy using its default (and weak) attack.

In this experiment we simulated 500 battles in which Darmok controlled the
vultures, first without BTs and then using them. We should explain that it is
very difficult for 6 vultures to defeat 24 firebats even using the mines properly,
so we decided to measure the success of the experiment in terms of the number
of firebats killed. In this experiment, just one BT produced an improvement of
34.10%.

Darmok Darmok with BTs
firebats killed 4927 6607
μ firebats killed / simulation 9.85 13.21
σ firebats killed / simulation 5.42 5.83
improvement - 34.10%
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6 Related Work and Conclusions

There is no, to the best of our knowledge, other work combining Case-based
planning and BTs. Nevertheless, this approach can be considered as an example
of a more general AI trend of combining domain theory and empirical data: BTs
encode a partial view of the expert’s domain theory, and cases in the plan library
are empirical data. From this point of view, multiple examples of integrations of
a domain theory, usually in the form of a set of rules, and Case-based reason-
ing (CBR) can be found in the research literature [13]. Some systems take the
output of a rule-based component as the input for a case-based one, such as the
one described in [6], a bank audit system that automatically detects abnormal,
irregular, risky, and violated transactions from the standards at the first screen-
ing stage, and then applies CBR, which scrutinizes the detected transactions
and provides the punishment levels at the second stage. Other systems take an
approach closer to the one presented here, where the output of a case-based
module feeds a rule-based one, such as the system described in [7], a medical
system for Alzheimer’s Disease patients, where the case-based module is invoked
to determine whether a neuroleptic drug should be prescribed to a patient and
if this is so, the rule-based is invoked to select one of five drugs.

Considering BTs as a kind of planning artifact that stores hand-written plans,
we can also find related work on the combination of case-based planning and
other planning approaches. The SiN system [9] uses a case-based planning algo-
rithm that combines conversational case retrieval with generative planning. SiN
can generate plans given an incomplete domain theory by using cases to extend
that domain theory, which is given in the form of a planning domain. SiN can
also reason with imperfect world-state information by incorporating preferences
into the cases. While the case-based module and the domain theory are inde-
pendently developed in SiN, we propose a more efficient approach by purposely
developing a domain theory to fill the holes in the empirical data.

Also in the Starcraft domain, [14] proposes some preliminary ideas to com-
bine expert knowledge in the form of hand-written ABL plans with knowledge
automatically extracted from traces using statistical techniques. Although this
work is very related to ours, it is at the same time in a very early stage. Besides,
using BTs instead of a planning language we facilitate the process of injecting
expert knowledge to the system because the experts, in this case game designers,
are used to them.

Regarding future work, we intend to explore possible techniques for facilitating
the task of identifying those areas in the plan library that require the expert
intervention. At this point, a major drawback of the proposed approach is that
the expert needs to analyse the plan library in order to identify those plans,
sub-plans or basic actions that require improvement. We envision a computer-
assisted identification process, where by generating traces of the AI controlled
by the plan library the system can automatically pinpoint actions and goals that
usually fail as places for improvement.
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Abstract. This paper explores how background knowledge from freely
available web resources can be utilised for Textual Case Based Reasoning.
The work reported here extends the existing Explicit Semantic Anal-
ysis approach to representation, where textual content is represented
using concepts with correspondence to Wikipedia articles. We present ap-
proaches to identify Wikipedia pages that are likely to contribute to the
effectiveness of text classification tasks. We also study the effect of mod-
elling semantic similarity between concepts (amounting to Wikipedia
articles) empirically. We conclude with the observation that integrating
background knowledge from resources like Wikipedia into TCBR tasks
holds a lot of promise as it can improve system effectiveness even without
elaborate manual knowledge engineering. Significant performance gains
are obtained using a very small number of features that have very strong
correspondence to how humans describe the domain.

1 Introduction

Textual Case Based Reasoning (TCBR) aims at solving new problems by reusing
past experiences recorded in the form of free form (or semi-structured) text.
The effectiveness of TCBR systems is critically dependent on the method used
to estimate semantic relatedness between two pieces of text. As humans, we
are skilled at arriving at representations that capture deeper meanings of texts
that may not have a direct bearing with the surface level word forms. In doing
so, we not only use an elaborate knowledge of language, but also implicitly and
seamlessly integrate common-sense and background knowledge. It is thus natural
to suppose that TCBR systems would also benefit from a principled integration
of background knowledge. This paper reports experiments we conducted towards
testing this hypothesis. A comparative study on text classification shows that
background knowledge as is readily available in resources like Wikipedia can lead
to improvements in retrieval effectiveness.

We extend the Explicit Semantic Analysis (ESA) [2] approach to allow easy in-
tegration of Wikipedia knowledge into instance based learners. The key idea is to
treat Wikipedia articles as concepts and construct representation of documents

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 196–210, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Selective Integration of Background Knowledge in TCBR Systems 197

as feature vectors over these concepts. Intuitively, the relevance of a concept
to a document is estimated by measuring the overlap of the words present in
the document and those present in the Wikipedia article corresponding to the
concept. This approach lends itself easily to a TCBR framework since it allows
for lazy incremental learning that relies on local models. Also, true to the spirit
of CBR, the ESA representations are easily interpretable and retrieval or classi-
fication results can be easily explained. There are two significant questions that
remain unanswered: how do we identify the set of Wikipedia articles (concepts)
relevant to a given task? and can we do better by relaxing the assumption that
the Wikipedia concepts are unrelated to each other? In other words, can we
enrich the retrieval performance of the system by modelling the relatedness of
Wikipedia concepts?

The paper is organized into the following sections. Section 2 presents a back-
ground to our work and identifies related works. Section 3 introduces four differ-
ent Wikipedia article selection strategies, and section 4 describes an approach
to estimate semantic relatedness between Wikipedia articles, and integrate this
knowledge to obtain revised representation of cases. Section 5 presents empirical
evaluation of our approaches.In Section 6, we deliberate on the key ideas behind
this paper and reflect on certain research directions that are motivated by this
work. Section 7 summarizes our key contributions.

2 Background and Related Work

Let us consider an example to motivate the importance of background knowl-
edge in estimating relatedness of documents. Considering two short documents
describing chess moves, one containing the word “rook” and another containing
the word “bishop”. If these documents share no other term, a TCBR system
may not be able to relate the two documents. However, the two words rook
and bishop co-occur in the Wikipedia article on chess. In this way Wikipedia
knowledge can help in arriving at better models of semantic similarity between
words, as well as between documents. The key idea behind ESA [2] is to treat
words (and phrases) like chess as general concepts and express documents (tex-
tual cases) in terms of these concepts. More specifically, each Wikipedia article
is thought of as representing a concept and each document, as well as each word,
is a vector over a space defined by these concepts.

Figure 1 shows an example to illustrate the idea behind ESA. The sen-
tences “US President summarizes his position on the Middle East” and “Israel
and Palestine respond to Obamas foreign policy note” share no words. Yet we
know that these sentences are strongly related to each other. The Wikipedia
articles to which the words in sentence 1 has strong correspondence include
{Barack Obama, Foreign policy of the United States, Middle East, Afganistan},
which has a good overlap with the set of Wikipedia articles { Barack Obama,
Middle East, Foreign policy of the United States } that are related to sentence
2. The two sentences were orthogonal to each other in the original vector space
spanned by words, but display high similarity when represented in the new vec-
tor space, where each dimension corresponds to a concept which maps on to a
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Fig. 1. Representation of news sentences in revised space

Wikipedia article name. For a given domain, we would like to restrict attention
to a small set of relevant concepts.

Whilst concepts can be constructed introspectively (e.g. Latent Semantic In-
dexing) it is only possible when concepts needed to construct rich representations
in a domain are present within the document descriptions themselves. Consider
the two sentences in Figure 1, which can only be related if we know something
about politics in the US and in the Middle East. ESA has access to the world
that defines the context, and can overcome this limitation. Also, concepts are
Wikipedia article names, which humans find easy to relate to. Accordingly ESA
provides an elegant means to incorporate background knowledge in a transparent
manner.

There have been much research aimed at creating revised representations of
documents based on linguistic or background knowledge. Scott et al [11] used
the synonymy and hypernymy relations from WordNet[3] to revise bag-of-words
representations. Zelikovitz et al. [10] present a case for transductive learning,
whereby test documents (without their class labels) were treated as a source
of background knowledge to make up for the inadequacy of labeled examples.
Others have also attempted to mine relationships between entities in Wikipedia.
This is useful for tasks like constructing domain specific resources like thesauri,
taxonomies and ontology. In the CBR community, Propositional Semantic In-
dexing [7] has been proposed as an alternative to approaches like LSA [5]. PSI
features are more expressive than those derived from LSI in that they are logical
combinations of words (as opposed to linear combinations in LSI), however they
can only be composed out of existing words. This means that a compact concept
descriptor like, chess, or US Politics, is highly descriptive of how we view the
domain cannot emerge as new features. An extracted feature in PSI can at best
be a disjunction over conjunctions of several terms related to chess, and this may
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become unwieldy and hard to understand as the descriptions grow longer. PSI
is an introspective learner and has no access to background knowledge.

2.1 Using ESA for Classification

Figure 2 illustrates how ESA can be used to represent cases for text classification
tasks. Each training document is mapped to a concept representation. A concept
corresponds to a Wikipedia article. The semantic similarity of each term to a
concept is estimated by observing how strongly (say in terms of a tf-idf measure)
the term is present in a Wikipedia article corresponding to that concept. Once
we have representation of each term as a concept vector, a document (case)
can be represented as a concept vector as well. The concept vector representing
the document is simply the vector sum of the concept vectors corresponding
to each term present in the document. The unseen test document is mapped
to its concept representation, which is compared against the concept vectors of
training documents, and the top k training documents according to a cosine
similarity measure are used to decide the class label of the test document.

Fig. 2. Explicit Semantic Analysis for classification

3 Informed Selection Strategies for Wikipedia Articles

While incorporation of background knowledge from Wikipedia can be useful in
improving system effectiveness, it is also important to know which Wikipedia
pages to actually use for modeling concepts, given a specific task like text classi-
fication and a corpus of documents (cases). One option is to look at all Wikipedia
articles that contain any of the terms used in the training corpus. This may result
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in accumulating web-pages that are also remotely relevant to the classification
task. Interestingly, Wikipedia pages are tagged with knowledge of categories
(drawn from a hierarchy), and this can act as a preliminary filter. For example,
in a text classification scenario where we want to discriminate between docu-
ments of classes Religion and Politics, we may only consider Wikipedia pages
belonging to those categories. Sometimes, the category labels in Wikipedia will
not have neat correspondence to the class labels of the domains, but it is often
possible to establish a mapping. This approach of considering all pages under
certain Wikipedia categories is often not adequate. Since not all Wikipedia pages
tagged with the relevant category labels will help in discriminating between the
classes. Thus, we may still have a large number of redundant Wikipedia pages
being considered. We proposed and experimented with four different Wikipedia
article selection strategies with the goal of addressing these shortcomings.

Baseline Approach. The Baseline algorithm used for our comparisons is one
that compiles a collection of Wikipedia articles that have category labels rele-
vant to the classification task, and randomly selects pages from this collection
to generate ESA representations. Therefore the baseline algorithm is top-down
and solely driven by category labels in the collection. Essentially it completely
disregards bottom-up clues from the words actually used in the training corpus.

3.1 Centroid Strategy

The centroid strategy is founded on a vector space that is spanned by the union
of all distinct words in the domain, and those that appear in Wikipedia ar-
ticles relevant to the class labels. For each class, we compute the centroid of
training documents in that class. Wikipedia articles are ranked based on max-
imum cosine similarity they have with any cluster centroid, and the top k ar-
ticles are selected. Figure 3 illustrates the idea and summarizes the algorithm.
The basic idea behind this approach is to select web-pages prototypical of the

Fig. 3. Centroid strategy for Wikipedia article selection
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categories. However, one downside of this approach is that we could imagine
pathological situations where certain categories starve. In other words, we are
not guaranteed to obtain adequate number of representative Wikipedia pages
for each category. The second limitation is that a Wikipedia article could be
very prototypical of more than one class, in which case it may not be very good
at discriminating between classes, even if it is ranked highly. A third limita-
tion arises from the observation that there may be scenarios where the cluster
centroids are not adequately representative of the Wikipedia pages in the cor-
responding categories. This situation is common in complex classification tasks
where Wikipedia pages in disjoint well separated clusters are labelled with the
same category tag.

3.2 k-Nearest Neighbour Strategy

In this approach, we no longer use the centroid as a representative of a class.
Instead, corresponding to each Wikipedia article we identify the training docu-
ments that are closest to it in terms of the cosine similarity. A rank is assigned to
a Wikipedia article based on the sum of the top three cosine similarities. The top
ranked Wikipedia articles are treated as concepts for classification. Figure 4 il-
lustrates the idea and summarizes the algorithm. This approach overcomes a key
limitation of the centroid approach, in that it can handle complex classification
problems where local neighbourhoods are more indicative of correct category
than proximity to class centroid. A limitation of this could be that Wikipedia
pages that are extremely similar to each other can get selected, leading to
redundancy.

Fig. 4. kNN strategy for Wikipedia article selection
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3.3 k-Nearest Neighbour with Discrimination Strategy

This strategy is very similar to the kNN approach, except that we ensure that
each class is assigned representative articles. Thus we select the top m Wikipedia
articles for each class having highest cosine similarities with the three nearest
neighbours in training documents of that class. This overcomes the second lim-
itation of the Centroid strategy in that it guarantees that no class suffers from
starvation.

3.4 Probability Ratio Strategy

This strategy evaluates the relative importance of a Wikipedia article to a
class using probability estimates computed from the training corpus using add-
1 smoothing. Given a class c drawn from a set of n categories, the posterior
probability P(c|wk) of c given a Wikipedia article, wk is estimated. A Naive
Bayes Classifier that assumes conditional independence of the features is used
[9]. The Wikipedia article is assigned to the class which gives rise to the high-
est posterior estimate. The top few Wikipedia articles of each category are
selected.

3.5 Augmented ESA

In addition to the four Wikipedia article selection strategies described above,
we also carried out an experiment where a representation of a textual case was
formed using a mix of words and concepts derived from Wikipedia. This was
motivated by the observation that we do not wish to loose those words that are
already good in discriminating between classes. This approach is referred to as
Augmented ESA.

We tried an approach that attempts to directly estimate the discriminating
power of a Wikipedia page, and selects those pages that allow for best discrim-
ination between classes. A Wikipedia page is represented in terms of a vector
of real valued tf-idf values over the feature space of words. So we need a dis-
cretization (binning) method to evaluate the Information Gain of the concept
feature corresponding to that page. When only two bins are used, we get a
binary-valued feature corresponding to each concept. The details of this binning
approach are available in [13]. These discretrized concept features are stacked
along with binary valued features derived from words, as in Augmented ESA,
and the Information Gain of the word-level features as well as those of concept
level features are evaluated. The concept features (articles) having highest In-
formation Gain are selected. It may be noted that while using the Information
Gain idea, no filtering mechanism is used to prune the set of Wikipedia articles.
Rather, a huge number of relevant articles are evaluated for their Information
Gain, without consideration of whether they have significant correspondence to
the documents in the training corpus.
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4 Modelling Similarity between Wikipedia Articles

The ESA approach assumes that each Wikipedia article represents a concept
that is unrelated to all other concepts (Wikipedia articles). It is easy to see
that this is at best a convenient approximation. In this section, we discuss how
we incorporate the knowledge of similarity between Wikipedia articles into the
revised representation of terms and documents.

A Case Retrieval Network (CRN) is used to capture the pair wise concept sim-
ilarities which are used to revise the document representations. Let us consider a
document as being represented as a vector, each component of which represents
the relevance of the document to a concept. We can assume that these relevances
are zero when a concept is not relevant to a document and 1 when it is rele-
vant. In the CRN framework, we have similarity arcs connecting every pair of
concepts as shown in Figure 5. The relevant concepts are allowed to ”activate”
other concepts which have non-zero similarity to it, using a process of spreading
activation. At each concept node the incoming activations are aggregated and
the revised document representation is a vector compromising the aggregated
activation at each concept node. For example assume an initial representation of
document D is 1, 1, 0, 0, 0 in the vector space of Wikipedia-based concepts W1
through W5. Let us consider the pair wise similarity values as shown in Figure 5.
If the aggregation function at each node is a simple summation, the resulting
representation of D ought to be 1.9, 1.9, 1.1, 0, 0. This new representation can
be seen as a result of a matrix operation. Let Ri and Rn be initial and new
representation of the document respectively and S be a symmetric matrix of
concept pair similarities. The new representation can be given as Rn = RiS.

The similarities between Wikipedia articles are estimated using Latent Se-
mantic Analysis (LSA). This is in line with an earlier work where LSA was
used for introspective knowledge acquisition in CRNs[1]. In particular we use
Sprinkled LSA[8] whereby category knowledge is incorporated into the process
of obtaining revised lower dimensional representations. This is motivated by the
observation that while LSA dimensions capture significant variances in the data,
they are not guaranteed to be the ones with highest discriminatory power. The
central idea behind sprinkling is to augment a document representation with
additional terms, each representative of a particular category to which the docu-
ment belongs. This has the effect of pulling together documents belonging to the
same category and emphasizing the distinction between documents belonging to

Fig. 5. Case retrieval network
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different categories. The number of sprinkled (augmented) terms can be varied
to control the degree to which category knowledge is emphasized. The details of
this procedure are explained in [8].

5 Evaluation

We evaluated the effectiveness of our proposed integration of background knowl-
edge from Wikipedia in the context of text classification.

5.1 Datasets and Methodology

We tried classification on four datasets created from the 20 Newsgroups [6] cor-
pus. There are a total of twenty different news-group categories in this dataset.
Each category has thousand articles drawn from postings of discussions, queries,
comments etc. Four datasets were formed from the news-group:

– HARDWARE group from two hardware categories, one on MAC and the
other on PC.

– RELPOL, from two groups, one concerning religion, the other politics in the
middle-east.

– SCIENCE from four science related groups
– REC from four recreation related groups.

Thus HARDWARE and RELPOL are two class problems, and SCIENCE and
REC are multi-class problems. Each sub-corpus was divided into train and test
sets. Sizes of train and test sets are equal. Each partition contains 20% of docu-
ments randomly selected from the original corpus, and is stratified in that it pre-
serves the class distribution of the original corpus. Fifteen such train-test splits
(alternately called trials) were obtained for each of the four datasets mentioned
above. It may be noted that the documents were pre-processed by removing
stop words (noise words) like functional words which are frequent throughout
the collection and ineffective in discriminating between classes. Weighted kNN
classifier is used with k = 3.

Table 1 compares the accuracies of ESA against a naive bag-of-words Vector
Space approach and the Baseline on 4 sub category from the 20Newsgroup.
Table 2 reports the accuracies obtained when Augmented ESA representation
(see Section 3.5) using a mix of concepts and words were used. As we can see,
ESA techniques yield substantial improvements over Vector Space Model in each
category. ESA with various Wikipedia article selection strategies also achieves
much better accuracy compared to the Baseline approach that relied on an adhoc
selection procedure. Results presented in Figures 6 to 9 generally suggests that
classification accuracy increases as a function of the number of Wikipedia pages.
This is particularly evident RELPOL and HARDWARE, where the increase is
steeper than with random selection of Wikipedia articles. This shows that we
can attain conspicuous improvements using fewer pages, if we adopt a principled
approach to selection of Wikipedia articles.
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Fig. 6. ESA on HARDWARE Fig. 7. Augmented ESA on HARDWARE

Fig. 8. ESA on RELPOL Fig. 9. Augmented ESA on RELPOL

Table 1. Comparison of performance of ESA, Vector Space Model (VSM) and Baseline

Dataset
Wikipedia document Selection strategy

Info gain VSM Baseline
Centroid Knn knnDiscri probRatio

HARDWARE 77.72 76.51 74.60 80.28 65.79 59.51 65.77

RELPOL 92.94 92.98 92.43 92.54 85.76 70.51 80.88

SCIENCE 81.01 76.76 78.34 77.98 68.90 54.89 60.22

RECREATION 83.02 76.76 79.72 77.26 67.99 62.79 66.54

Table 2. Performance of Augmented ESA

Dataset
Wikipedia document Selection strategy

Info gain VSM Baseline
Centroid Knn knnDiscri probRatio

HARDWARE 74.75 76.70 76.51 75.84 70.69 59.51 65.77

RELPOL 93.13 93.09 93.04 93.09 85.93 70.51 80.88

SCIENCE 77.76 78.16 76.44 77.63 71.88 54.89 60.22

RECREATION 82.68 77.45 77.31 79.23 70.32 62.79 66.54
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Table 3. Performance of ESA with knowledge of concept similarities

Dataset
Wikipedia document Selection strategy

Info gain VSM Baseline
Centroid Knn knnDiscri probRatio

HARDWARE 75.37 75.37 72.38 78.12 69.98 59.51 65.77

RELPOL 93.08 92.64 91.04 92.49 86.45 70.51 80.88

SCIENCE 79.69 77.91 76.13 75.00 70.56 54.89 60.22

RECREATION 80.05 72.89 76.43 75.66 70.37 62.79 66.54

Table 4. Performance of Augmented ESA with knowledge of concept similarities

Dataset
Wikipedia document Selection strategy

Info gain VSM Baseline
Centroid Knn knnDiscri probRatio

HARDWARE 76.57 74.23 74.23 75.77 72.56 59.51 65.77

RELPOL 94.49 94.31 93.66 94.23 86.88 70.51 80.88

SCIENCE 82.49 80.83 79.95 79.78 72.38 54.89 60.22

RECREATION 80.87 78.56 77.82 79.89 73.21 62.79 66.54

5.2 Modeling Similarity between Wikipedia Articles

We empirically evaluated the impact of modelling similarity between Wikipedia
pages as described in Section 4. We use Latent Semantic Indexing for modelling
similarity between Wikipedia articles. The main parameter in LSI is the number
of dimensions used, which should ideally be set using cross validation. The results
reported in this section correspond to choice of dimensions that led to best LSI
performances. Table 3 shows the classification accuracy using the revised case
representation which incorporates knowledge of similarities between concepts.
Table 4 shows the results when Augmented ESA representation is used, along
with knowledge of similarities between concepts.

5.3 Summary of Observations

Paired one tailed t-test with 95% confidence was used to analyse the observed
differences between accuracies reported by each pair of methods over the 15 train
test pairs. We observe that after integration of background knowledge, effective-
ness of text classification improves conspicuously. The improvements are more
pronounced when the principled article selection strategies described in Section 3
are used. Importantly significant gains are seen even when fewer concept-level
features are used. As shown in Table 1, Baseline algorithm performs signifi-
cantly better than naive Vector Space model for each category and differences
vary from 3% to 10%. Each Wikipedia article selection strategy performs signif-
icantly better than the baseline. The classification accuracy of RELPOL dataset
increases from around 80% in Baseline to more than 90% for each of the different
Wikipedia article selection strategies as shown in Table 1.
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Comparing the Wikipedia article selection strategies, we can see that the
centroid strategy is, on the whole, better than the rest. As shown in Table 2, Aug-
mented ESA performs better than ESA on RELPOL dataset. Similarity mod-
elling between Wikipedia articles does not improve the result for ESA
presented in Table 3. In particular, the highest accuracy is 94.49% when centroid
strategy is used for augmented ESA representation with similarity modelling.
Augmented ESA with similarity modelling performs better than case represen-
tations that ignore original features for SCIENCE dataset, over all Wikipedia ar-
ticles selection strategies. For the HARDWARE dataset, performance decreases
as we try to model similarity between Wikipedia articles. A closer look sug-
gests that there are many common Wikipedia articles belonging to both cate-
gories. For instance we have observed that articles like persona computer, his-
tory of computing hardware are selected for both categories of hardware (IBM
and Mac). These pages seem to be related to both hardware.ibm and hard-
ware.apple, and hence cannot help in the classification task. Justification for
additional similarity modelling as discussed in Section 4 remains weak. For in-
stance we found that there was a significant difference between the similarity
modelling versions of ESA (except on the RELPOL dataset), where augmented
ESA was found to be better.

It is interesting to note from Tables 1 through 4 that the four principal
Wikipedia article selection strategies described in Section 3 far outperform the
Information Gain based measure outlined in Section 3.5. This can be attributed
to the fact that the Information Gain measure ignores the bottom-up informa-
tion suggested by the actual words in the training corpus. The article selection
strategies appear to strike a decent trade-off between selecting features that are
inspired by the corpus, and those that actually contribute positively to discrim-
ination between classes. Also, Figures 6 through 9 show that all four article se-
lection strategies lead to performance improvements even with fewer Wikipedia
articles (of the order of 50 to 100). The Information Gain based measure is
less robust and shows a sharper increase as more Wikipedia based concepts
are included. Improvements with injecting semantic similarity between concepts
was not very pronounced, except in a few domains over select article selection
strategies. In retrospect, we perhaps need to be more conservative in linking up
Wikipedia articles. We may like to add measures of similarity after evaluating
their potential impact on classification accuracies. The semantic similarity com-
putation may also need to be refined by incorporating knowledge of hyperlink
associations and category links attached to Wikipedia pages.

The improvement gains over complex datasets like Hardware are really en-
couraging. It may be noted that Apple and Mac classes in HARDWARE have
good overlap of terms they share, but the classes get more easily separable when
background knowledge is in place. The kNN strategy outperforms the rest in
Hardware, whereas in RELPOL the differences between strategies are less pro-
nounced. This hints at the fact that local models work better in complex domains
as opposed to global ones (like centroid based strategies), as they lend themselves
to modeling more complex decision boundaries.
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6 Discussion and Outlook

An interesting aspect of the integration of background knowledge using princi-
pled Wikipedia article selection strategies is the fact that we can achieve signif-
icant gains in effectiveness using very few features. The graphs in the previous
section illustrate that knowledge of around 30-40 semantically rich concepts con-
stituting background knowledge in the domain is perhaps more worth knowing
than blindly acquiring thousands of word-level features with the hope of learning
statistical models that are severely constrained by the representativeness of the
data they are presented with, and are hard to train, interpret and maintain. It
is important to know which concepts will make the most impact given the task
and the dataset at hand; article selection strategies presented in this paper are
designed with this goal in mind.

Having very few features has implications in terms of improving retrieval
efficiency. While efficiency and effectiveness are often viewed as conflicting goals,
it turns out that having fewer concepts can contribute positively to realising
both these goals at the same time. Hubert Dreyfus observes: AI researchers
have long recognized that the more a system knows about a particular state of
affairs, the longer it takes to retrieve the relevant information, and this presents
a general problem when scaling up is concerned. Conversely, the more a human
being knows about a situation or an individual, the easier it is to retrieve other
relevant information. Additionally having access to a knowledge repository as
large as the WWW can help CBR systems do better than just look at the set
of cases it has immediate access to. Several research strategies view the WWW
as a means to provide access to many more cases. This view can be restrictive
in that it can slow down the system since the search at retrieval time has now
to deal with a larger number of cases. However, if the integration of background
knowledge is done intelligently, it can also help it condense the set of features
that are useful in arriving at a revised representation of cases that is more
reflective of their similarities. This appears more intuitive and in concordance
with Dreyfus observation above. In the current paper, we are restricted to a set
of features derived from the cases and from the Wikipedia articles. This is the
view of the system at a given timestamp. We can extrapolate this view to a
situation where the system acquires more and more cases, and as it grows in the
size of the case-base, the feature set also evolves with time. The set of features
can even reduce in number if we discover that all cases are about just a few
underlying topics (concepts). In the context of the current paper, this implies
that the cases can be meaningfully interpreted if we have access to a small
number of Wikipedia articles. Since the performance of kNN-based approaches
is more critically dependent on the dimensionality of the space than on the
number of cases (the curse of dimensionality[6]), this progressive reduction in
the dimensionality can lead to faster retrieval with fewer features.

In a general setting, the problem of determining the right set of Wikipedia
articles is an optimization problem. The objective function in the supervised
case corresponds to classification effectiveness averaged over the several folds
created out of the training data. In an unsupervised setting, we can aim at
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finding features (articles) that minimize the case-base complexity. In other words
we would like to construct representations of the problem and solution compo-
nents of cases such that in problems close to each other in the revised problem
space, correspond to solutions that are close to each other in the revised solution
space. This corresponds, for example, to a TCBR system where both problem
and solution components are textual. The Wikipedia articles used to describe
the problem space may be very different from the Wikipedia articles used to
represent the solution space.

7 Conclusion

The effectiveness of a TCBR system is critically dependent on the representation
of cases, and the measure of semantic relatedness between cases. There have been
several studies into introspectively learning strategies that exploit co-occurrence
patterns between words and phrases. In this paper, we present an approach to
selectively exploiting background knowledge to construct richer case representa-
tions. We present empirical evidence to suggest that this approach can achieve
significant effectiveness gains with very few features. We compare several article
selection strategies to identify Wikipedia articles that can potentially have high
impact on classification effectiveness. We also examine the effects of incorporat-
ing knowledge of relatedness between these features. We hope that the paper
will stimulate further research that aim at constructing TCBR systems that
are knowledge rich, easy to maintain and can be adapted to capture as much
domain knowledge as is needed to suit the requirements of the specific task at
hand, while compensating for the lack of cases that “cover” the problem domain
adequately.
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Abstract. In this paper we introduce our application HappyMovie, a
Facebook application for movie recommendation to groups. This sys-
tem takes advantage of social data available in this social network to
promote fairness for the provided recommendations. Group recommen-
dations are based in the individual satisfaction of each individual. The
(in)satisfaction of users modifies the typical aggregation functions used
to estimate the value of an item for the group. This paper proposes a
memory of past recommendations to compute the satisfaction of users
when similar items (movies, in this case) are recommended several times.

1 Introduction

Recommender systems were born from the necessity of having some kind of guid-
ance when searching through complex product spaces. More precisely, group
recommenders were built to help groups of people, who share a common ac-
tivity, decide in conflict situations. Our previous works [1,2,3,4] presented our
approach of making recommendations for groups of people connected through
social network structures. In them we introduced a method, based on three im-
portant features: personality, social trust and memory of past recommendations
to ensure social fairness. We have proven that our theories for making recommen-
dations to groups of people connected through social network structures improve
the current existing methods.

Our current work consists on providing an Facebook application reachable to
a great deal of people, where we can continue our research and experiments and
also extend the group recommendations to different domains. Besides, by having
the application located in a social network, we can extract the information re-
garding the users from it. In that way we don’t have to bombard our users with
questionnaires in order to build the personal profile that we need to do the rec-
ommendation, because we can extract from their Facebook profiles a great deal
of the information we need. We have moved our standalone group recommenda-
tion application to a public application where everybody can benefit of it. Our
method includes the analysis of the group personality composition and the trust
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between users to improve the accuracy of group recommenders. This way we
simulate in a more realistic way the argumentation process followed by groups
of people when agreeing on a common activity. Our recommendation method
and the architecture of our Facebook application are valid for any domains with
rated products. However, we have applied them to an specific domain, the movie
domain, and we have created Happy Movie.

The main goal of this paper is to analyse the impact of the last social fac-
tor involved in our group recommendation method: group satisfaction to ensure
social fairness. The use of group satisfaction is based on some results from or-
ganizational behaviour and social psychology that have highlighted the concept
of emotional contagion [5]. This social aspect states that the satisfaction of an
individual is likely to depend on other individuals of the group [6,7]. In this
context, social fairness is understood as the intention of maximizing the per-
sonal satisfaction of every user in the group and minimizing their differences. To
achieve this goal, we propose a memory of past recommendations that is used to
compute an individual satisfaction value that is later combined to estimate the
global satisfaction of the group for the provided recommendations. This group
satisfaction is critical in recommender systems that propose the same kind of
items several times for the same group of people. Some examples are movies,
music, leisure trips and any other social activity.

Several works have focused in avoiding repeated recommendations and recom-
mendations that tend to be detrimental for the same group members repeatedly.
MusicFX [8] employs a weighted random policy for selecting one of the top radio
stations selected by the recommender, instead of always selecting the top cate-
gory. Another solution is taking into account the history of the results produced
by the recommender. For example, in FlyTrap [9] the previous selections are
taken in consideration. This way, when they choose the next song to be played,
abrupt changes of genre do not appear. Another system that takes into account
the previous selections is PoolCasting [10]. It uses a Case-Based Reasoning sys-
tem to generate a sequence of songs customized for a community of listeners. To
select each song in the sequence, first a subset of songs musically associated with
the last song of the sequence is retrieved from a music pool; then the preferences
of the audience expressed as cases are reused to customize the selection for the
group of listeners; finally, listeners can revise their satisfaction (or lack of) for
the songs they have heard.

The process that we have followed when making group recommendations
which ensure social fairness is very similar to the Case Base Reasoning (CBR)
cycle [11]. CBR is a successful and established methodology in Artificial Intel-
ligence that has inspired us in the implementation of our recommender with
memory. In our system each recommendation provided by the group recom-
mender will be stored as a new case that can be used later to improve the next
recommendation. This fact corresponds with the retain phase in the CBR cycle.
This way, we acquire the experiences that will be useful for the resolution of
future recommendations because we will know which products have been recom-
mended to a group. We also store how much satisfied each member of the group
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is with this recommendation, so we are able to adjust the satisfaction factor in
future recommendations. Before making the following recommendation we will
check the previous situation, which in the CBR cycle will be the retrieve phase.
Once we obtain that information we can perform a new recommendation, but
taking into account what we have retained (the products that we have already
recommended and how satisfied each of the members of the group are). This will
be equivalent to the reuse phase in the CBR cycle. Last but not least, we will
modify the recommendation so that the proposed products are not repeated and
we assure a certain degree of fairness when we benefit the preferences of each
users. This last phase, the revise one, will close de CBR cycle.

The next section details our recommender application. In Section 3 we explain
the recommendation techniques used by the application to select items for the
group. Experimental evaluation is exposed in Section 4 and finally conclusions
are detailed in Section 5.

2 Facebook Application: Happy Movie

HappyMovie is a Facebook application where we provide a group recommen-
dation for groups of people that wish to go together to the cinema. Although
this application has been initially designed for recommending movies, this do-
main will be extended as our method is valid for any other domain with rated
products.

In the following sections we are going to explain the uses of the application
and its architecture.

2.1 Uses of Happy Movie

In order to use our application, users only have to start their Facebook account
and look for HappyMovie in the applications section. We explain the uses of
the application through an example of a given group of people connected in the
social network. The necessary steps to obtain a movie recommendation for a
group with Happy movie are explained below:

– Creating the user profile in the application: Before any user has access
to the movie recommendation results we have to create their individual “rec-
ommendation profile” which is necessary for our recommendation method.
This profile is based on three different aspects: personality, individual prefer-
ences and trust with other users. To obtain the personality and preferences,
users must answer two different tests. The first one is the personality test,
where users have to choose a series of characters to whom they feel identified,
as shown in Figure 1 (left image). Once they have answered the personality
test, users have to rate a set of movies (at least 20 movies), where they sug-
gest their personal preferences , as shown in Figure 1 (right image). Finally,
to obtain the last factor –trust– the application reads the information stored
in the Facebook personal profile. It calculates the trust that the user has
with all the other users that have joined the event up to now.
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Fig. 1. Personality and Preferences test in HappyMovie

– Creating the activity: The organizer user, U1 decides to organize an activ-
ity and starts the application to create a new event “Let’s go to the cinema”
as shown in Figure 2 (left picture). To create the event, organizers must
establish some data like place, date or invited users. Once the event has
been created any user attending the event can see the date and place of the
event and a proposal of three movies, that are the best ones that our group
recommender has found for the current group of users attending the event.
For example, when U1 starts the application for the first time she has the
role of organizer. As an organizer she firstly invites some of her Facebook
friends to the event. Lets say that she invites U2 and U3. Next, she chooses
the place and date where the event will take place.

Once the organizer finalizes this initial configuration she will continue
with a role of common user. When users participate in the event as common
users they are also able to invite any Facebook friends they wish and they
can retire from the event at any time. For example, U2 accepts the invitation
of the event and later she invites her Facebook friend U4. On the other hand,
U3 initially accepts the invitation and joins the event but later she decides
against going, so she retires from it.

– Recommendation method:When the application has obtained the three
factors that identify each user that joins the event (personality, individual
preferences and trust between other users) it provides a group recommenda-
tion using our concrete method which is explained in Section 3.

– Having the recommendation made: When the event is created it looks
up for the current movie listing from the selected city and provides a list of 3
movies, which represent the best 3 movies that the recommender has found
in the movie listing for the users that have joined the event up to now, this
is shown in Figure 2 (right picture). This list is automatically updated every
time a user joins the event or retires from it. This process keeps going on
until the day that the organizer has selected as final date. In our example, it
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Fig. 2. How to create an activity in HappyMovie and how events look like in Happy-
Movie

initially provides a recommendation for users U1, U2 and U3 when they first
join the event. Later, when U3 retires from the event a new recommendation
is made for users U1 and U2. Finally when U4, who was invited by U2,
joins the event another new set of 3 movies appears for users U1, U2 and
U4. When the expiration date is reached users can see the final movie list.
In that moment they are allowed to vote each of the movies individually.
This process lets us decide which movie they are finally watching and, more
important, it provides the required feedback to evaluate the quality of our
recommendation.

2.2 Happy Movie’s Modular Architecture

The architecture of HappyMovie is represented in Figure 3. We can see that the
application is divided in seven different modules: TKI Metaphor, Facebook Pro-
file Analysis, Satisfaction Data Base, Web Test, Web Crawling, Content Based
Estimation and HappyMovie’s group recommender. Next sections explain what
are the basis of each of these modules.

– TKI Metaphor: This module fulfils the task of obtaining a value that rep-
resents the personality of each user. To do so, each user must answer to a
personality test that measures people’s behavior in conflict situations. In our
previous works [1,2,3] we used the TKI personality test [12], that consists on
30 questions where the user has to decide how she will react in the exposed
situations. As we have prove in our previous works this is a tedious test to
answer but its results are very reliable. To make the application more easy go-
ing we have introduced a movie metaphor as an alternative method to obtain
the users personality in conflict situations. This interactive metaphor con-
sists on displaying two movies characters with opposite personalities for five
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Fig. 3. Facebook application arquitecture

different modes of responding to conflict situations (this personality modes
are the ones presented in the TKI experiment). One character represents the
essential characteristics of the category, while the other one represents all
the opposite ones. What the user has to do is to choose with whom of each
pair of characters she feels more identified by simple moving a graded arrow,
as seen in Figure 1 (left image).

– Facebook Profile Analysis: Once Happy Movie is running, the trust mod-
ule must perform its estimation every time a user joins the event. When this
happens the trust module explores the users who are currently in the list
of attending users and calculates the trust of each of them with the user
who has recently joined the event. To do so, the profiles of the two users
will be analysed, comparing different social factors. The Trust Module is the
module that has more benefits due to embedding the application in a social
network. Previously, with a standalone application, the task of obtaining the
data required to compute the trust between users was very tedious. Now, we
are able to calculate the trust between users extracting the specific informa-
tion from each of their own profiles in the social network. Users in Facebook
can post on their profiles a huge amount of personal information that can
be analysed to compute the trust to other users: distance in the social net-
work, number of shared comments, likes and interests, personal information,
pictures, games, duration of the friendship, ... We analyse 10 different trust
factors comparing the information stored in their Facebook profiles. Next,
these factors are combined using a weighted average. A detailed explanation
of the trust factors obtained from Facebook and the combination process is
provided in [3].

– Satisfaction Data Base: In this module we store all the recommendations
that have been made for every user and every group. This specific feature
of our application is fully detailed in Section 3.1. This module manages the
following information: Each group to whom each user has participated on,
each movie that each group has watched and the satisfaction of each user
with each of her groups.

– Web Test: It consists on a test of the individual preferences of each user.
Each time that the user uses the application she can modify her preferences
or evaluate more, however it is only compulsory the first time she uses the
application. In our specific domain, movies, the user will see the title of the
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movie and the movie poster. Our users are provided with 50 movies from which
they have to rate (in a rank of 0-5) at least 20, this is shown in Figure 1 (right
image). These preferences are stored as the individual case base of each user.

– Web Crawling: This module searches the web and finds the movie listing
of the city that the organizer has selected. Once it has that information it
searches the complete file of each of the movies in the movie listing. Later,
it analyses the file and extracts all the data required to define the movie.
Each specific data is a field that the individual recommender contrasts. For
example, in our particular case of study, these fields are main actors, director,
year,etc. The recovered items, with all their specific information, are sent to
the individual recommender module and to the group recommender module
as they are the products to be recommended.

– Content Based Estimation: This is the individual recommender module,
it is built using the jCOLIBRI framework extension to build recommender
systems [13] and follows a content based approach [14] that uses descriptions
of the products to be recommended and returns the collection of products
that are more similar to the aimed product. In these particular case of study,
HappyMovie, it returns the best three movies a user should watch individu-
ally. As it is a content based recommender system it has stored a case base,
and the recommender compares all the considered items to be recommended
with this case base. This case base is different for each user and has the
information retrieved from the Web Test module.

3 Group Recommendation Methods

We have developed a group recommendation method which is based on the
typical preference aggregation approaches. These approaches [5,15] aggregate
the users individual predicted ratings pred(u, i) to obtain an estimation for the
group {gpred(G, i)|u ∈ G}. Then the item with the highest group predicted
scoring is proposed.

gpred(G, i) =
⊔

∀u∈G

pred(u, i) (1)

Here G is a group of users, which user u belongs to. This function provides
an aggregated value that predicts the group preference for a given item i. By
using this estimation, our group recommender proposes the set of k items with
the highest group predicted scoring.

In our proposal, we modify the individual ratings with the personality, trust
and satisfaction factors. This way, we modify the impact of the individual pref-
erences as shown in Equation 2.

gpred(G, i) =
⊔

∀u∈G

pred′(u, i)

pred′(u, i) =
⊔

∀v∈G

f( pred(u, i) , pu , tu,v , su) (2)
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where gpred(G, i) is the group rating prediction for a given item i, pred(u, i)
is the original individual prediction for user u and item i, pu is the personality
value for user u, tu,v is the trust value between users u and v, and su is the
satisfaction of user u within the group.

A wide set of aggregation functions has been devised for combining individual
preferences [16], being the average, least misery and most pleasure strategies the
most commonly used:

– Average Satisfaction: Refers to the common arithmetic mean, which is a
method to derive the central tendency of a sample space. It computes the
average of the predicted ratings of each member of the group. The function
that represents this strategy is:

gpred(G, i) =
1
|G|
∑
u∈G

pred′(u, i) (3)

Where pred′(u, i) is the predicted rating for each user u, and every item i.
gpred(G, i) is the final rating of item i for the group.

– Least Misery: This strategy considers that a group is as happy as its
least happy member. The final list of ratings is the minimum of each of the
individual ratings. A disadvantage can be that if the majority really likes
one item, but one person does not, then it will never be chosen.

gpred(G, i) = min
u∈G

pred′(u, i) (4)

– Most Pleasure Strategy: It is the opposite of the previous strategy, Least
Misery, it chooses the highest rating for each item to form the final list of
predicted ratings.

gpred(G, i) = max
u∈G

pred′(u, i) (5)

Once we have introduced the typical aggregation approaches we can explain the
estimation functions. We use three different methods to compute pred′i,u, that
as we have explained before, is a modification of the predicted rating for a user
according to the personality, trust and satisfaction factors. The main ideas of
these approaches are explained below:

– Personality-based method (pbm): Takes into account the differences in
the personalities between pairs of individuals in the group. It is based on
the modified average satisfaction employed in our previous work [1]. This
strategy reflects that assertive characters will have more influence in the
aggregated scoring than the cooperative characters. Our approach uses the
type of personality to weight the influence of the estimated ratings during
the recommendation process.

– Delegation-based method (dbm): The idea behind this method is that
users create their opinion based on the opinions of their friends. It tries to
simulate the following behaviour: when we are deciding which item to choose
within a group of users we ask the people who we trust. Moreover, we also
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take into account their personality to give a certain importance to their
opinions (for example, because we know that a selfish person may get angry
if we do not choose her preferred item).

– Influence-based method (ibm): Simulates the influence that each friend
has in a given person. It supposes that the user may modify her preference
for an item depending on the preferences of her friends to the same item. For
example, if our rating for an item is 3 and our friend has a 5 rating for the
same item, we could think on modifying our rating to 4. Depending on the
trust with this friend, we decide the level of variation for our rating (i.e. 3.5
if the trust is low, and 4.5 if trust is high). Furthermore, the variation of our
rating also depends on our personality. If we have a strong personality we
will not be willing to change our rating, but if we have a weak personality
we could be easily influenced by other users.

Once the estimation methods are outlined, next section details how to include
the memory of users satisfaction in the recommendation process.

3.1 Including User Satisfaction in the Recommendation Process

Our approach for including fairness is based on the satisfaction of the users that
conform a group. We propose a modification of the previous methods including
a satisfaction parameter that measures the degree of happiness of every user
regarding past recommendations. Our goal is to maximize the satisfaction among
the group by promoting the items preferred by most dissatisfied users. To achieve
this goal we need to keep track of past recommendations and the evolution of the
satisfaction of each user. In HappyMovie this task is delegated to the Satisfaction
Data Base module (see Figure 3).

Having recommendations with memory means that we are able to create a
system that remembers all the previous recommendations for a given group.
It is a Case-Based reasoning approach to the recommendation process. and a
necessary step when providing a whole set of fair recommendations. This way, if
one member accepts a proposal that she was not interested in, next time she will
have some kind of priority in the recommendation process. This means that her
opinion will have a higher weight next time. These weights will also be influenced
by the different personalities of each group member. For example, someone with
a strong personality that has been negatively affected would be immediately
compensated next time; however someone with mild personality would not have
problems giving in several times.

The satisfaction value su is the level of satisfaction of a user u. A user who is
extremely happy with the recommendations will have this satisfaction measure
value close to 1. However, the more upset with the recommendations she is, the
more that this value will decrease, reaching down to 0 in the worst case. An
important and interesting issue of this approach is the time scope of the mem-
ory of user’s satisfaction. We can update the su value to reflect the satisfaction
according to the last immediate group recommendation or to take into account
previous ones. Therefore, the satisfaction value for an execution t of the recom-
mender may depend on the satisfaction of the user with the items recommended
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in t but it also depends on her satisfaction in the previous recommendations
t − 1, t − 2, . . .. Therefore we manage two satisfaction values:

– Instant satisfaction (isu): reflects the immediate satisfaction of the user with
the last recommendation. This is, her conformance with the last item recom-
mended to the group. Its value can be obtained by estimating the preference
of the user for the item selected to the group among all the items available.

– Global satisfaction: (su): measures the average satisfaction of the user among
time. It is updated every time a recommendation is made:

su(t) = (1 − δ) · isu(t) + δ · su(t − 1) (6)

In this equation we use the δ ∈ [0..1] parameter to adjust the impact of the
previous satisfaction when updating that value. Somehow, this parameter
measures the degree of forgetfulness about past (in)satisfacion. For example,
some people could easily remember that they were not taken into account
for the last recommendation when facing a new decision making process
to select a similar item. On the other hand, other users won’t ever take it
into account. The measurement of this value belongs to the domain of the
social sciences and is out of the scope of this paper. We have estimated it
experimentally as exposed in next section.

It is important to note that the instant satisfaction value is also weighted de-
pending on the personality of the user to reflect the importance of satisfying
that concrete user.

In next Section we explain the details of our experimental evaluation to mea-
sure the impact of memory in the recommendation process of HappyMovie.

4 Case Study: Experimenting with Memory

Our goal is to estimate what is the best recommendation strategy for long term
recommendations in HappyMovie. This strategy will be updated once we have
real user data available. However, initially we must estimate this strategy to pro-
vide recommendations to our users. Therefore we have designed an experiment
with synthetically generated data about users and movies. We must note that
the validity of experimenting with this synthetically generated users has been
already proven in our previous studies [3]. We simulate user preferences and
personality to simulate different scenarios where several groups of users choose
a movie for going to the cinema. In our previous work [4] we have evaluated the
estimation strategies –personality (pbm), delegation (dpm) and influence(ibm)–
without taking into account the memory of past recommendations. These ex-
periments were performed with data from real volunteers that simulated going
to the cinema together. Results shown that dbm and ibm provide better results
than pbm when including the trust factor (tu). However for our simulation it is
impossible to generate synthetically that value and therefore, we have focused on
the pbm to evaluate which is the best aggregation function: average satisfaction,
least misery or most pleasure.
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4.1 Experimental Set-Up

The experiment configuration runs as follows. We have simulated 1000 groups
of individuals going to the movies together 15 times. Each group consists of 10
individuals. Although the composition of the group does not change, having such
a large number of groups let’s us include in the simulation any kind of variation
in their composition. Movies are described by means of a vector that represents
the degree of conformance with several genres (terror, action, romance). These
genres were obtained from the MovieLens database [17]. Correspondingly, cin-
ema preferences of each individual are represented in the same way. Movies and
individual preferences are generated randomly and compared using the cosine
distance to obtain what would be the real rating of an individual for a given
movie. This real rating (referred as rr(u, m) with range [0..10]) will be later
used to evaluate the performance of our recommender.

Our recommendation method is based on an individual recommender that
estimates the rating pred(u, m) given by a user to a movie. This recommender
has been implemented using the jCOLIBRI framework [13] and follows the col-
laborative filtering approach described in [18] based on the Pearson Correlation.
This method requires a population of previous individuals that have rated several
items (movies). These users and their ratings are also generated synthetically.

Finally, the personality of each user is assigned according to the probability
distribution inferred from the 50 volunteers that took part in our first experi-
ments. It is important to note that we could also apply the distribution used by
the original TKI test1.

On each round of the simulation (there are 15 rounds per group) we generate
a random movie listing composed of 10 movies. Our group recommender predicts
what is the best movie for the group gpred(G, m). Then, the proposed movie is
compared with the real preferences of each individual to compute their instant
satisfaction and the global satisfaction of the group. To obtain the instant satis-
faction we order the movie listing for each individual according to the real rating
that she would assign to each movie. Next we compare what is the position of
the movie selected for the group in that list. Instant satisfaction will be higher if
gpred(G, m) is in the first positions and lower it is at the end of the list. Instead
of using directly the position of the movie recommended for the group in the
individual ordered list, we slightly modify that position according to the person-
ality of the individual. A user with a strong personality won’t be happy if the
movie is in the second or third position of her preference list because she will
expect to see her first favourite movie. On the other hand, an individual with
mild personality won’t mind to watch a movie in the middle of her preferences
list. We refer to this value as the dislike factor. And it is linearly weighted to
compute the instant satisfaction:

isu = (size(ml)− dislike(u, m))/size(ml) (7)
dislike(u, m) = index(m, ml) + pu (8)

1 TKI personality distribution is obtained from a population of 8000 individuals from
U.S.A.
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where ml is the movie listing proposed to the users, and size(ml) returns its size.
m ∈ ml is the movie recommended by our system for the group. The position
of a movie in the movie listing once ordered according to the user preferences is
obtained by means of the index(m, ml) function. Finally, pu is the personality
of the user with range [−1, 1].

Once isu is obtained, the global satisfaction su is obtained. We have configured
a δ value of 0.5 to represent balanced impact of previous satisfaction.

4.2 Results

We have run the experiment with the three aggregation functions: average sat-
isfaction (AS), least misery (LM) and most pleasure (MP). These aggregation
functions combine the individual prediction for each movie. This prediction is
obtained by means of the Personality-based method. It is computed as follows:
(1) the individual estimation of the rating given to the movie is returned by the
collaborative individual recommender. (2) This rating is weighted according to
the personality of the user pu. (3) Resulting rating is again modified according
to the user satisfaction su. Step (3) tries to promote those movies that have a
high estimated rating for an unsatisfied user. On the other hand it decreases
the final rating of movies with low estimation (to avoid their selection for the
group). If a user is satisfied, ratings are slightly modified. Analogously, step (2)
takes into account the personality of the user to promote the movies preferred
by users with strong personalities.

In our evaluation we have studied the effect of the previous modifications. We
refer to BASE when we only apply step (1) to obtain the individual prediction
(note that it is the standard aggregation function and the baseline of our metric).
The measures including only steps (1) and (2) are referred as PERSONALITY as
they only take into account the personality factor. Finally, the complete method
including steps (1), (2) and (3) is named as (PERSONALITY MEMORY) be-
cause it includes both the personality factor and the satisfaction memory.

To measure the performance of the group recommender we use the average
accumulative satisfaction of the group. The accumulative satisfaction is the sum
of the individual satisfaction su of a user after n cinema events. This way, a user
that had a high satisfaction in several events will finish with a high accumulative
satisfaction and a user that was not taken into account will have a low value. To
reflect the satisfaction of the group we compute the mean of the accumulative
satisfaction of every user in that group.

However, our goal is to maximize the mean satisfaction but minimizing the
standard deviation. The mean represents the global satisfaction of the group
and reflects the goodness of the items recommended by our system. On the
other hand, the standard deviation reflects the differences in the satisfaction
levels within the group. It is a measure of the social fairness. As conclusion,
our evaluation function is the mean value minus the standard deviation of the
accumulative satisfaction of the group (x̄ − σ), where a higher is better.
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Fig. 4. Evaluation results

Results of this evaluation function are shown in Figure 4. For clarity reasons
BASE and PERSONALITY methods are not shown. All of them obtain worse
results than the PERSONALITY MEMORY approach. Using just personality
is slightly better than the BASE methods. As we could expect, the inclusion of
personality and memory provides the best performance, being the most plea-
sure (MP) aggregation function the optimal approach. It is followed by average
satisfaction (AS) and finally we find least misery (LM). This behaviour can be
explained thinking about the nature of these aggregation functions and the bias
that we promote when including the memory of user satisfaction. The main
consequence of including the memory of user satisfaction is that we minimize
the standard deviation within the group (i.e. maximize the fairness). By defi-
nition, LM gives not very good results in average but maximizes the fairness.
However, AS and MP provide respectively good and very good recommenda-
tions in average but don’t care about the fairness. With the inclusion of the
satisfaction in the estimation functions we remove this drawback found in AS
and MP. Therefore, they provide high values in average and minimize the stan-
dard deviation. Concretely, MP returns the item with the higher rating for the
user, even if that item is a very worse recommendation for other users. This
fact maximizes the mean satisfaction, and our bias ensures that others’ satis-
faction does not decrease too much. This is the reason it obtains the highest
performance.

When analysing the mean and the standard deviation separately, we have not
found very significant differences in the mean satisfaction. However the standard
deviation is highly influenced by the inclusion of the memory. We have also
measured the impact of modifying the size of the group, the movie listing length
and the number of events, not finding any correlation between these variables
and the system performance.
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5 Conclusions

In this paper we have introduced our Facebook application Happy Movie. It
is a group recommender for the movies domain that takes advantage of the
social variables available in social networks that can be exploited to improve
the performance of the system. We propose the inclusion of the following social
factors: personality of every group member, trust between users, and a memory
of users satisfaction to promote fairness. In this paper we have focused in this last
factor –memory of users satisfaction– as we propose a CBR approach to modify
the items presented to the group depending on the evolution of this satisfaction.

Our approach can be applied with several aggregation functions –that provide
global recommendation for the group– and different estimation measures that
predict the rating a user would assign to a given item. We have run an experiment
with synthetic data to obtain the best approach for the HappyMovie application.
Results show that optimal performance is obtained by means of the most pleasure
aggregation function together with the inclusion of personality and memory in
the estimation. Our future work consists on confirming these results with real
users that could use our application to organize their cinema events.
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3. Quijano-Sánchez, L., Recio-Garćıa, J.A., Dı́az-Agudo, B.: Personality and social
trust in group recommendations. In: Procs. of the 22th International Conference
on Tools with Artificial Intelligence, ICTAI 2010 (to appear, 2010)
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Abstract. Our recent work analyses the accuracy of group
recommenders when using information about the personality and the so-
cial connections between the members of the group. The goal in
this paper is the use of personality and trust as the mean to define
alliances to reach agreements inside a group of people. The approach
reproduces the behaviour of real users when negotiating a common item
to consume using three variables: personality, trust and personal pref-
erences. We run an experiment in the movie recommendation domain
where we use a personality test to identify the group leaders and test
the number of people they are able to convince about a certain item to
consume.

1 Introduction

Recommender systems have been one of the main application areas of the tech-
niques commonly used in the Case-Based Reasoning field [1,2]. The analogies
between Case Based Reasoning (CBR) and recommenders are obvious. Recom-
mender systems manage items instead of cases but the retrieval methods are
very similar. Once the best item is obtained it is proposed directly to the user
without requiring adaptation. Moreover, both techniques pay an important at-
tention to the learning processes that improve the performance of the systems
by taking into account the preferences or experiences of the users. In a general
way we could apply two different approaches. Collaborative recommenders use
the ratings already assigned by the users to several products. Users are selected
according to their similarity with the target individual (by comparing the rat-
ings given to the products). Most similar users are used as predictors and their
ratings are combined to estimate the rating that the target user would assign
to a new product. On the other side, the content-based approach compares each
item to be proposed with the items already rated by the target user. Then the
ratings of the most similar rated items are combined to provide an estimation.

Our recent work [3,4,5,6] analyses the accuracy of group recommenders when
using information about the personality and the the social connections between
the members of the group. Typically a group recommender uses several subsets
� Supported by the Spanish Ministry of Sci. and Ed. (TIN2009-13692-C03-03).
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of preferences -one per person- that are combined to create a global recom-
mendation suitable for everyone in the group. Simpler existing works on group
recommender systems are based on the aggregation of the preferences of every
member of the group, where each member is considered with the same degree of
importance [7,8]. However, groups of people can have very different character-
istics like size and can be made of people with similar or antagonistic personal
preferences. It is a fact that when we face a situation in which the concerns of
people appear to be incompatible, a conflict situation arises.

Our previous approaches determine that the general satisfaction of the group
is not always the aggregation of the satisfaction of its members as different people
have different expectations and behaviour in conflict situations. The personality
factor reflects the cooperativeness or selfishness of each user when selecting a
product for the whole group. This fact is taken into account in recent works that
agree on the need of adapting the recommendation process to the group com-
position. Furthermore, it is also known that the user preferences can be affected
by other people of the group and can change over the time [9,2,10]. Personal-
ity allows us measuring the degree of acceptance of the products proposed by
other users and the way of solving conflicts. Our research characterizes people
using the Thomas-Kilmann Conflict Mode Instrument (TKI) [11] that describes
a person behavior in conflict situations.

The concept of trust [12], can be defined as the extent to which one party is
willing to depend on something or somebody in a given situation with a feeling
of relative security, even though negative consequences are possible. Trust net-
works consist of transitive trust relationships between people, organizations and
software agents connected through a medium for communication and interaction.
Note that trust is also related to tie strength and previous works have reported
that both are conceptually different but there is a correlation between them [13].

In this paper we describe a new approach to solve conflict situations by mod-
eling users interaction in group recommender systems. Instead of computing a
global recommendation for the group of people based on the individual pref-
erences and personality of its members, we propose a model where each user
negotiates to convince other members about a common item to consume. We
exploit the principle of homophily, people that share interest with their friends
and tend to be friends with people who share their interests. This feature has
been shown to exist in many social networks [14,15]. In our model, users with
strong personalities try to create alliances with other users to support their
personal preferences. This way, influencer users obtain the required votes to get
their proposal chosen by the group. These influencers, or leaders, try to influence
other users and they use their leadership to create the alliance.

Influencers, are typically characterized as thought leaders, or just plain inter-
esting personalities who have the ability to influence potential users. In practice,
these individuals may be identified as highly connected individuals or individuals
that bridge (also called connectors [16]) two relatively large sub-communities.
This social behaviour has been extensively researched in the social sciences over
the past few decades [17],[14],[18].
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Our new approach uses personality and trust as the mean to define alliances
inside a group of people. An alliance is defined as a subgroup that agree about the
same recommendation result. A leader creates alliances with other users (s)he
trusts in order to support a concrete product p . The product in the alliance with
the bigger number of members is chosen as the global recommendation result.
A total agreement situation leads to an alliance including all the people of the
group.

Summing up, in this paper we propose a model based on alliances to provide
recommendations to groups. We identify leaders by a personality test. Potential
allies are obtained by computing the trust between users. Leaders negotiate with
their closer friends to conform an alliance that has the majority of votes required
to get the influencer’s favourite items.

The paper runs as follows. Section2 introduces related work. In Section 3 and 4
we explain an overview of our previous research, a generic architecture for group
recommendations, arise, that uses personality and trust values in order to im-
prove group recommendations. Section 5 describes the method based on alliances
that we propose in this paper. Section 6 describes a case study in the movie recom-
mendation domain and presents some results on the use of alliances in the group
decision making. Section 7 concludes the paper.

2 Related Work

Related works about creating alliances and the role of influencers are shown in
some online social communities. A coalition from social agents area is defined as
a temporary association between agents in order to carry out joint projects. The
aim is to achieve complex projects by using a better distribution of competencies.
An example is the approach of [19] to solve a cooperative game. Different works
study automatic methods for coalition formation [20] or properties like efficiency,
optimality or stability of the coalition structure [21,22]. Our approach is also
related with voting games [23], a popular model of collaboration in multiagent
systems. In such games, each agent has a weight (intuitively corresponding to
resources he can contribute), and a coalition of agents wins if its total weight
meets or exceeds a given threshold.

Our theory is based on the idea of a distributed group recommender system
based on previous research on distributed Case Based Reasoning. Distributed
CBR assumes multi-case base architectures involving multiple processing agents
differing in their problem solving experiences [24]. In this new scenario each
case base contains a list of contents, like products, rated by the user. These
ratings represent the users explicit preferences that belong to the user model.
These individual ratings are later combined with the ratings from other users to
obtain a joint recommendation for the group. CBR literature proposes several
ways to combine several experiences to obtain improved solutions in distributed
architectures. One important method is the ensemble effect explained in [25]
which proves that the argumentation of two agents improves the results obtained
by one only agent working with the same experiences. This conclusion was the
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precursor of a research line focused on finding the best argumentation protocols
to allow CBR agents to discuss about a common problem. In [25] they came
up with the AMAL protocol that enables several CBR agents to argue about a
common problem by means arguments and counterarguments. We have adapted
the idea of agents giving arguments to validate their proposal, to an approach
where the agents are influencers who give arguments to try to convince other
users they are close to, to support their proposal.

The motivation and main contribution of this work is to use the ideas of
alliances formation and collaboration between agents to improve group recom-
mender systems. However in our model people of the same alliance do not col-
laborate to solve a complex project but reach an agreement on the item to be
consumed by the whole group. So, our model does not represent knowledge about
agent competencies or resources to contribute. It represents information about
people’s preferences, personality and trust that are used to convince the other
members in the group.

In our method, leaders, who we call influencers, try to wield influence over
friends to achieve their own goals. This must be taken into account when rec-
ommending items to groups of friends. The main problem when applying this
model is the identification of potential influencers and influenced friends. How-
ever social networks provide (partially) these data. We can compute the trust
between users to measure the closeness of their relationship and therefore the
possibility of influence. However, social connections aren’t enough for identifying
influencers. To do so, we propose to measure the personality of the users.

3 ARISE: Generic Architecture for Group Recommenders
Using Social Elements

Our approach, presented in [4,5,6] determines that the general satisfaction of the
group is not always the aggregation of the satisfaction of its members, as groups of
people can have very different characteristics. The inclusion of social elements into
a group recommendation strategy is what we call arise1 (Figure 1). This archi-
tecture allows us to simulate in a more realistic way the decision process followed
by groups of people when choosing a joint activity.

The architecture of arise [6] is divided in six different modules: personality,
trust, memory and satisfaction individual preferences estimation, explicit individ-
ual preferences, and product data. The information provided by each module is
combined by the arise’s group recommendation methods described in Section 4.
Next, we summarize modules functionality:

– Personality Module. When making group decision processes there are sit-
uations where the concerns of people appear to be incompatible and conflict
situation arises. Different people have different expectations and behaviour
in conflict situations that should be taken into account. We have studied the
different behaviours that people have in conflict situations according to their

1 ARISE stands for Architecture for Recommenders Including Social Elements.
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Fig. 1. Facebook application architecture: ARISE

personality. Personality module fulfils the task of obtaining a value that rep-
resents the personality of each user. This value, p, is a number ε[0, 1] where
1 represents a very strong personality and 0 a very easy going personality.
In the arise architecture it is described as a high-level module that can be
implemented in different ways. We obtain this factor using a popular per-
sonality test called TKI [11]. We have chosen this test because it takes very
little time to answer it and the questions about the users personality are
asked in an indirect way, not digging into too personal questions. In that
way users do not resent from a excessively tedious test to answer.

– Trust Module. Current research has pointed out that people tend to rely
more on recommendations from people they trust (friends) than on recom-
mendations based on anonymous ratings [26]. In this module we evaluate
information stored in our users profiles inside a social network, Facebook.
With this information we compute the trust between users. Examples of
these social factors are distance in the social network, number of common
friends, intensity, intimacy or duration of the relationship.

The details of the trust and the personality computation are fully detailed
in [4,5].

– Memory and Satisfaction Module. After applying the personality and
trust factors we must assure a certain degree of satisfaction between all the
members of the group. We propose the use of a memory of past recommen-
dations. Having recommendations with memory means that we are able to
create a system that remembers all the previous recommendations for a given
group. We believe that this is a necessary step when providing a whole set
of fair recommendations.

– Individual Preferences Estimation. Our recommendation strategies pre-
dict the rating that each user would assign to every item in the catalogue
and then these estimated ratings are combined to obtain a global prediction
for the group. Finally, the product with the highest prediction is proposed.
Therefore, a basic building block of the architecture is the module in charge
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of the computation of the individual predictions. For the construction of the
individual recommender we use the jCOLIBRI framework [27]. jCOLIBRI is
currently a reference platform in the Case-Based Reasoning (CBR) commu-
nity that facilities the design of different types of CBR applications and it
has a specific extension for developing recommender systems.

Independently of the approach chosen to implement this generic module of
the arise’s architecture, there are two components (or submodules) that are
always required by the individual recommender: A) the explicit individual
preferences, which spans any kind of information about the user that is
required to predict the rating for a new item. Commonly, it just consists on
the ratings given to some products in the catalogue. B) the product data
set, which provides the information about the items in the catalogue that
should be recommended to the group.

4 Group Recommendation Methods in ARISE

Our group recommendation method is based on the typical preference aggrega-
tion approaches. These approaches [7,8] aggregate the users individual predicted
ratings pred(u, i) to obtain an estimation for the group {gpred(G, i)|u ∈ G}.
Then the item with the highest group predicted scoring is proposed, this group
recommendation method is what we call a base group recommender.

gpred(G, i) =
⊔

∀u∈G

pred(u, i) (1)

Here G is a group of users, which user u belongs to. This function provides
an aggregated value that predicts the group preference for a given item i. By
using this estimation, our group recommender proposes the set of k items with
the highest group predicted scoring.

In our proposal, we modify the individual ratings with the personality and
trust factors. This way, we modify the impact of the individual preferences as
shown in Equation 2.

gpred(G, i) =
⊔

∀u∈G

pred′(u, i)

pred′(u, i) =
⊔

∀v∈G

f( pred(u, i) , pu , tu,v ) (2)

where gpred(G, i) is the group rating prediction for a given item i, pred(u, i)
is the original individual prediction for user u and item i, pu is the personality
value for user u and tu,v is the trust value between users u and v.

There are several ways to modify the predicted rating for a user according to
the personality and trust factors. These strategies will be depicted in Section 4.2.
Next, we will explain the aggregation functions that can be applied to combine
the individual estimations.
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4.1 Aggregation Functions

A wide set of aggregation functions has been devised for combining individual
preferences [9], being the average and least misery strategies the most commonly
used. In the experiments presented in this paper we use the average satisfaction
strategy, ir refers to the common arithmetic mean, which is a method to de-
rive the central tendency of a sample space. It computes the average of the
predicted ratings of each member of the group. The function representing this
strategy is:

gpred(G, i) =
1
|G|
∑
u∈G

pred′(u, i) (3)

Where pred′(u, i) is the predicted rating for each user u, and every item i.
gpred′(G, i) is the final rating of item i for the group.

4.2 Modifying Individual Predictions with Social Elements

Our recommendation approaches [5] consist on evaluating the different
behaviours that people have when reaching a decision making process. To do
so we modify the predictions made by the individual recommender with the
personality and trust factors. In that way not all the predictions are taken into
account equally. We use two different methods to compute the new individual
rating (pred′(i, u)) used in Equation 2.

– Delegation-based method: The idea behind this method is that users
create their opinions based on the opinions of their friends. The estimation
of the delegation-based rating (dbr(u, i)) given an user u and an item i is
computed in this way:

pred′(u, i) = dbr(u, i) =
1

|∑v∈G tu,v|
∑

v∈G∧v �=u

tu,v·( pred(v, i) + pv ) (4)

In this formula, we take into account the recommendation predv,i of every
friend v for item i. This rating is increased or decreased depending on her
personality (pv), and finally it is weighted according to the level of trust
(tu,v). Note that this formula is not normalized by the group size and uses
the accumulated personality. Therefore, this formula could return a value
out of the ratings range. This is simply managed by the recommender by
choosing the closest value within the valid range.

– Influence-based method: This method simulates the influence that each
friend has in a given person. Instead of creating a new preference, it sup-
poses that the user may modify her preference for an item depending on the
preferences given by her friends to the same item, as shown in the following
formula:
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pred′(u, i) = ibr(u, i) = pred(u, i) +(1−pu)

∑
v∈G∧v �=u

tu,v· ( pred(v, i) − pred(u, i) )

|G| − 1
(5)

In this formula, the individual rating for the item (predu,i) is modified ac-
cording to its difference with the ratings of other users (predv,i − predu,i).
This difference takes into account the trust between users (tu,v). Finally, the
accumulated difference is weighted according to our personality in an inverse
way (1 − pu).

Next section presents the main contribution of this paper, a new group recom-
mendation strategy, that uses the information retrieved by the ARISE archi-
tecture, personality, trust and personal preferences in order to provide a group
recommendation based on alliances. It consists on a new approach to modify
individual predictions with social elements, different from the delegation-based
and influence-based methods that we have just explained.

5 Alliance Based Approach

Alliance based approach first computes personality and trust for every user in
the group as explained in section 3. Next step uses this information to identify
the leader users and her close friends set. Every user with a personality higher
than a threshold α is considered a group leader. In Section 6 we use α as the 85%
of the highest personality value in the group. Note that the number of group
leaders is not fixed. We have empirically discovered in our case of study that our
method performs better when we obtain a number of leaders close to half of the
size of the group. For every leader in the group l, we obtain her close friends set
cfs(l). This set is obtained using the trust values computed between the leader
and every other user in the group and then selecting the users that the leader
trusts higher. This set represents all the “possible alliance mates”. If the trust
between a user, ui and the leader l is higher than another threshold, β, she is
included in her cfs(l).

Negotiation between l and cfs(l) begins to agree on a common product that
the leader l likes. This negotiation process allows us to determine whether the
proposal made by the leader is accepted or not. It runs as follows:

1. For every user in the group we obtain the individual estimation of ratings of
the products in the catalogue. We use the Individual preferences estimation
module of the arise architecture (see Section 3) by applying an individual
recommendation approach with the information retrieved in the explicit in-
dividual preferences module. The construction of the recommender runs as
follows.

2. Analyze the recommendations made to the leaders and identify which are
their favourite items. This set of items, lf i(l) (leaders favourite items), are
the ones that each leader proposes to her close friends set cfs(l) in order to
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form the alliance. Note that the size of lf i(l) is not fixed, it can be adjusted
depending on the size of the catalogue of items. There are n (n = |l|) sets of
leaders favourite items (lf i(l)), one for each leader in the group.

3. Propose the leaders individual favorite items lf i(l) to leader l “possible al-
liance mates”. A proposal is accepted if the estimated rating that a user ui,
with uiεcfs(l), has of the proposed item pi, with piεlfi(l), is higher than
a certain threshold δ. This threshold δ is modified depending on the users
personality (it will be bigger with stronger personalities) and also depending
on the trust with the leader (if the user has a strong trust on the leader the
threshold will be lower). See Equation 6 in Section 6.

4. When an user accepts the proposal we include her in the alliance of that
leader. We note that the leader has θ (θ = |lf i(l)|) attempts to “persuade”
each one of the users in her cfs(l), one attempt for every item in the set
of the leaders favourite items. To be part of the alliance a user just has
to accept one item of the proposed list. As we have said before, a leader l
creates alliances alli(l, p) with other users supporting a concrete product pi.
If the size of the alliance |alli(l, p)| is greater than a half of the group, the
items in lf i(l) are directly chosen as the items for the group. If there is no
majority we will choose the items proposed by the larger coalition.

6 Case Study: Movie Recommendation

In this section we evaluate the alliance based approach for group recommenda-
tion using the movie recommendation domain. The goal of the experiment is
improving other group recommender approaches. We compare the results ob-
tained using alliances with a base group recommender system using the average
satisfaction aggregation function and also with our previous approaches using
personality and trust [4,5]. The construction of the alliances recommender in-
volves the processing of several factors that are obtained in different ways. The
personality values are obtained through the TKI tests [11], whereas trust val-
ues are directly extracted from a social network where all the users belong to.
Next we explain how we extract the information required from our users, how
we measure the results, the configuration of our alliances recommender and the
results of the experiment.

6.1 Experimental Setup

In order to perform our experiment in the movie recommendation domain, we
created two events in two different social networks, Facebook2 and Tuenti3. In
these events we asked some of our users to complete three questionnaires4. The
first questionnaire serves to obtain the personality of each user, is the one run
by the personality module. Second questionnaire gets the individual preferences
2 http://www.facebook.com
3 http://www.tuenti.com. The most popular social network in Spain.
4 Questionnaires are accessible at http://www.lara.warhalla.com/ (in Spanish.)

http://www.facebook.com
http://www.tuenti.com
http://www.lara.warhalla.com/
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of the user about cinema. Users have to evaluate 50 heterogeneous movies from
the MovieLens data set [28](rating them with a range of 0.0 to 5.0). These 50
movies are the list of products that are assigned to each agent, and they are
stored in the Explicit individual preferences module.

Finally, third test asks users to choose their 3 favourite movies from a list
of 15 recent movies (of the 2009 year), that represents a movie listing from
a cinema. This list of 15 products is the one gathered by the Product Data
module. The movie listing was chosen from movies of the MovieLens database
using a diversity function. The 3 movies selected by each user are included as
her individual favourites, if. These movies are the ones she would actually like
to watch or had enjoyed best. The answers to these questionnaires are analysed
to define the user profile of each participant. 58 real users have participated in
our experiment.

To measure the accuracy of the group recommendation we brought our users
together in person and ask them to mix differently several times and simulate
that they are going to the cinema together, forming different groups that would
actually come out in reality. We provide them the 15 movies that represent
our movie listing and we ask them to choose in the group which 3 movies in
order they actually would watch together. We manage to gather 10 groups: 6
groups of 5 members and 4 groups of 9 members. The three movies that each
group chooses are stored as the real group favourites set –rgf –. This way, to
evaluate the accuracy of our recommender we can compare the set proposed
by the recommender –the pgf set– with the real preferences rgf. The evaluation
metrics applied to compare both sets are explained in Section 6.2.

Our group recommendation strategies combine individual recommendations
to find an item (movie) suitable for any user in the group. This individual recom-
mender is built using the jCOLIBRI framework [29] and follows a content based
approach [30] to find the most similar movie rated by the user. It uses product
descriptions and returns the collection of products that are more similar to the
aimed product, assigning the rating given by the user as a prediction. This set
of movies is different for each user and it has the information retrieved from the
second questionnaire.

6.2 Evaluation Metrics

Our experiment requires an evaluation function to measure the accuracy of the
group recommendation. To do so, we compare the results of our recommender
system to the real preferences of the users (that is, what would happen in a real
life situation). When we started our evaluation process we took into account the
number of estimated movies that we were going to take into account. We are not
interested on a long list of ordered items that estimates movies a user or group
should watch. Real users are only interested on a few movies they really want to
watch. This fact discards several evaluation metrics that compare the ordering
of the items in the real list of favourite movies and the estimated one (MAE,
nDCGs, etc.). On the other hand, the number of relevant and retrieved items
in our system is fixed. Therefore, we cannot use general measures like recall or
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precision. However, there are some metrics used in the Information Extraction
field [31] that limit the retrieved set. This is the case of the precision@n measure
that computes the precision after n items have been retrieved. In our case, we
can use the precision@3 to evaluate how many of the movies in pgf are in the rgf
set (note that |rgf | = 3). This kind of evaluation can be seen from a different
point of view: we are usually interested on having at least one of the movies
from pgf in the rgf set. This measure is called success@n and returns 1 if there
is at least one hit in the first n positions. Therefore, we could use success@3 to
evaluate our system computing the rate of recommendations where we have at
least one-hit in the real group favourites list. For example, a 90% of accuracy
using success@3 represents that the recommender suggests at least one correct
movie for the 90% of the evaluated groups. In fact, success@3 is equivalent to
having precision@3 > 1/3. We can also define a 2success@3 metric (equivalent
to precision@3 > 2/3) that represents how many times the estimated favourites
list pgf contains at least two movies from rgf. Obviously, it is much more difficult
to achieve high results using this second measure.

6.3 Alliance Recommender System

For each group we build the alliance recommender using the following steps:

1. We obtain the members of the group and we calculate an estimation of their
individual preferences with content based individual recommender system.
After this process what we have is an estimated rating of each user for each
of the 15 movies in the movie listing from the cinema.

2. We identify the leaders of the group, which are those who have a personality
that is higher than the 85% of the personality value of the user with the
strongest personality in the group (threshold α).

3. For each of the leaders we try to find alliances. To find the possible candidates
that could form the alliance we select those users who have a trust with the
leader higher than the 75% of the trust value of the most trusted user of the
leader (threshold β).

4. To accept a user as part of the coalition, we propose the 3 movies that the
leader of the group has with the higher rating, that as we remember we
obtained from the individual recommender. If the users predicted rating for
that movies is higher than threshold δ then the user is accepted as part of
the alliance. Threshold δ is obtained with the following formula:

δ = iru,5 − ti + pr (6)

where iru,5 is the predicted rating of the best fifth item for the user, ti=
μ * trustu,leader , and pr= λ*pu. trustu,leader represents the existing trust
between the user and the leader, pu is the personality value of the user and
μ and λ have been experimentally obtained. ( μ > 0.4 and λ < 0.5).

We have built another alliance recommender system simplifying this last
formula, we call it Alliance-based Recommender simpler version, we have
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done this to study the influence and benefits of using the trust and person-
ality factors in order to vary the threshold of acceptance of a proposed item
δ. This variation of our method obtains the threshold δ with this simplified
formula:

δ = iru,5 (7)

where iru,5 is the predicted rating of the best fifth item for the user.
5. After forming all the alliances we compare the sizes of the alliances. If the

size of the alliance is greater than a half of the group we propose as selected
items, the favourites of the leader, which are the 3 movies that the leader of
the group has with the higher rating.

6.4 Experimental Results

In Figure 2 we have analyzed the performance of the base recommender, a group
recommender using the same data-set but applying our influence-based recom-
mendation method, a group recommender using the same data-set applying our
delegation-based recommendation method, a group recommender with the sim-
plified version of our alliances approach (the one that does not use personality
and trust factors in order to calculate the threshold of acceptance of each item)
and finally a recommender with our alliances approach. We can see that we have
improved the performance of the basic recommender in a 10% with the success@3
and in a 40% with the 2success@3. Results also show that with the 2success@3
measure the alliances approach obtains the best results. As we have explained
before this measure is much more difficult to obtain than the success@3 mea-
sure, so with this results we validate our alliances method and conclude that

Fig. 2. Comparison of the results obtained with the base recommender, the influence-
based recommender, the delegation-based recommender, the alliance-based recom-
mender simpler version and alliance-based recommender
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with it we improve our previous group recommendation strategies. From this
Figure we also observe that it is essential to include the personality and trust
factors in order to calculate the threshold of acceptance of each item, because
with the simplified version of our alliance approach the results with the suc-
cess@3 measure are equal to the base recommender so we do not improve with
it the group recommendation. We must note that we still can validate our strat-
egy because for the 2success@3 even with the simplified version of our alliance
approach results are better than the ones obtained by the base, influence-based,
and delegation-based recommenders.

7 Conclusions

In this paper we have proposed and evaluated a group recommendation strategy
based on alliances for the recommendation of products in social networks. In
previous papers we have already experimented with a novel method of making
recommendations for groups taking into account the group personality composi-
tion and the social structure of the group. Once shown that personality profiles
can improve a recommendation for a group of people, we have extended this ap-
proach by reflecting in a more realistic way the social relationships between the
users involved in the recommendation. We have tested our method in the movie
recommendation domain and shown that group recommendation using alliances
improves the base group recommender system using the average satisfaction ag-
gregation function. Results also have shown that with the 2success@3 measure
the alliances approach obtains the best results and improve our previous group
recommendation strategies. We have also observed that it is essential to include
the personality and trust factors in order to calculate the threshold of acceptance
of each item in the recommender system. Our proposed alliance based approach
for group recommendation is based on identifying users with strong personali-
ties try to create alliances with other users to support their personal preferences.
This way, influencer users obtain the required votes to get their proposal chosen
by the group. These influencers, or leaders, try to influence other users and they
use their leadership to create the alliance. The proposed method first computes
personality and trust for very user in the group and then uses this information
to identify the leader users and her close friends set. Negotiation between the
leader and people from her close friends set begins to agree on a common product
that the leader likes. This negotiation process allows us to determine whether
the proposal made by the leader is accepted or not. Our ongoing work consists
on making further evaluations of our alliances method by embedding it into a
social network application, where we will be able to continue our experiments
with larger and more general populations.
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Abstract. Among the diverse processes at work in human cognition, the
ability to establish analogies plays a crucial role and is often evaluated
via IQ tests where an incomplete sequence has to be completed with
a suitable item. This has motivated the AI community for developing
various computational models of analogy-making. A Boolean logic view
of analogical proportions (a basic form of analogical statements of the
form “a is to b as c is to d”) has been recently proposed and extended to
another logical proportion, namely paralogical proportion (stating that
“what a and b have in common, c and d have it also”). When used in
combination, these 2 proportions provide an enhanced power to complete
IQ tests. This Boolean modeling essentially relies on the assessment of
the differences and similarities between the items involved, and in the
case of analogy, satisfies the expected properties of an analogical pro-
portion. An extension to multiple-valued features has also been defined,
reinforcing their scope of applications. It is then possible to complete,
in a deterministic manner, some incomplete proportions where the last
item d is missing. In this paper, we show how this can be the basis
of a simple inference paradigm that provides a rigorous way to solve
representative analogy-based IQ tests by computing the missing items
rather than by choosing in a list of options. The result of the analogi-
cal/paralogical inference depends on the way the items are represented.
The paper discusses how this approach can be used in analogy-making
for both determining missing items in proportions and laying bare the
relation linking the components of such proportions. The novelty of the
approach is stressed w.r.t. other proposals existing in the literature.

Keywords: analogical reasoning, analogical proportion, IQ test.

1 Introduction

The capability of human mind to reason by analogy has been considered for a
long time as a distinctive feature associated with the idea of intelligence. Indeed
IQ tests include tasks where this type of reasoning should be at work. This is
probably why, rather early in the history of artificial intelligence, researchers
have started to try to incorporate some analogical reasoning capabilities in their
inference machineries [11] and to design programs able to solve IQ test-like tasks
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[4]. Roughly speaking, following [5], one may distinguish between symbolic ap-
proaches and approaches incorporating connectionist features. The first ones,
e.g. [22],[6], use appropriate symbolic representations of the items involved and
try to match them in order to reveal some hidden analogical relation. For in-
stance, in case-based reasoning [1], a target problem has to be mapped with
a source problem (whose solution is known). The connectionist view [8],[7],[9]
uses constraint satisfaction networks, explores competing hypotheses, and rather
insists on the optimization process at work for determining the best solution.
Moreover, this type of approach naturally embeds a graded view of similarity,
while symbolic approaches have generally difficulties to handle similarity beyond
mere identity. Although symbolic representations use logic-like encodings of the
items, they do not usually rely on a logical inference process for establishing
analogies and getting plausible conclusions on this basis. However, a recent pro-
posal [15,18] has shown that it makes sense to have a logical view of analogical
proportions that are statements of the form “a is to b as c is to d”. Due to its
very generic setting in Boolean logic, this framework highlights the fact that
other proportions, distinct from analogy, are also of interest. This is particularly
the case for one of them, named paralogical proportion, which is invariant when
we switch the 2 items a and b for instance, and which may be also encountered
in IQ tests. The logical view makes possible to derive d from a, b and c. Having
such a tool at hand, it is interesting to see how this approach can be applied to
some representative IQ tests, without limiting ourselves to tests that appear as
direct applications of analogical proportions because they ask for completing a
series of 3 items. This is the topic of Section 4 and Section 5, after providing the
necessary background on analogical and paralogical proportions in Section 2 and
deriving a rigorous inference process in Section 3. In Section 6, the approach is
compared to the main other existing methods.

2 A Logical View of Analogical Proportions

An analogical proportion is a statement of the form “a is to b as c is to d”, and
is usually denoted by a : b :: c : d. A formal study of analogical proportions has
been first proposed by Lepage in [12] in a computational linguistics perspective
some years ago, and further developed in [20]. These authors have proposed a
definition of analogical proportions, which was restated in a different, simpler
but equivalent way in [15]. The underlying idea is that “a differs from b as c
differs from d” and that “b differs from a as d differs from c” (see also [18]).

2.1 Binary Case

We use a, b, c, d to denote propositional variables, a to denote the negation of
a, ∧ for conjunction, → and ≡ the associated implication and equivalence, i.e.
a → b = (a ∧ b) and a ≡ b = (a → b) ∧ (b → a). The definition then writes:
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Definition 1. (a : b :: c : d) iff ((a → b) ≡ (c → d)) ∧ ((b → a) ≡ (d → c)),

or equivalently (a∧ b ≡ c∧ d)∧ (a∧ b ≡ c∧ d) (1),
highlighting the fact that analogical proportion relies on dissimilarities between
the 2 first items which have to be identical to the dissimilarities between the 2 last
items. These two equivalent definitions satisfy the three postulates considered
as being characteristic of analogical proportions in the literature [12,18]:

– (a : b :: a : b) (and (a : a :: b : b)) (identity)
– (a : b :: c : d) ⇒ (c : d :: a : b) (symmetry)
– (a : b :: c : d) ⇒ (a : c :: b : d) (central permutation).

Considered as a quaternary Boolean connective with truth value in B = {0, 1}, the
six patterns of truth values that make a : b :: c : d true are given in Table 1. For
the 10 other 4-tuples of binary values, (a : b :: c : d) is false. As can be seen, the
analogical proportion (a : b :: c : d) holds either when a and b (resp. c and d) are
identical, or when the changes from a to b, and from c to d take place in the same
direction simultaneously (see the two last lines of Table 1). In Table 1, changing the
1’s into 0’s andvice versa leaves the tableunchanged: the evaluationof ananalogical
proportiondoes not depend on the way it is encoded. Namely, it would be the same,
when describing a situation, to state that a property holds or that its negation is
false.

Table 1. The 6 cases where the proportions hold as true

analogy paralogy

a b c d a b c d

1 1 1 1 1 1 1 1 1
2 0 0 0 0 0 0 0 0
3 1 1 0 0 1 0 0 1
4 0 0 1 1 0 1 1 0
5 1 0 1 0 1 0 1 0
6 0 1 0 1 0 1 0 1

2.2 Paralogy

When moving all the negation operators appearing in formula (1) into one equa-
tion, we get a new proportion now defined by:

((a ∧ b) ≡ (c ∧ d)) ∧ ((a ∧ b) ≡ (c ∧ d)) (2)

This proportion, studied in [18], and whose truth table is shown in Table 1 has
been called paralogical proportion and denoted a; b :: c; d. The proportion enjoys
the properties of analogical proportion except the central permutation, but it
can be checked that a : d :: c : b iff a ; b :: c ; d. Nevertheless, as can be
seen from the definition, paralogy focuses on the similarities (i.e. a∧ b and a∧ b)
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between items, capturing other intuitions than the standard analogy. In fact we
have a ; b :: c ; d iff a ; b :: d ; c which means that paralogy is not sensitive to
the ordering inside the pair of elements that are compared. This will prove to
be of interest when dealing with IQ tests solving.

2.3 Multiple-Valued Case

The evaluation of analogical and paralogical proportions has been extended to
multiple valued scales, i.e., when a, b, c, d ∈ [0, 1]. It has been shown in [17] that
an appropriate extension of the definitions is obtained by choosing x = 1 − x,
x ∧ y = min(x, y), x → y = min(1, 1 − x + y) and x ≡ y = 1 − |x − y|. It can be
checked that (a : b :: c : d) = 1 if and only if |a− b| = |c− d| and a ≤ b ⇔ c ≤ d.
This expresses that the amount of change from a to b, and from c to d is the
same and is in the same direction. It also applies to discrete scales.

2.4 Vectors Case

It is an easy task to extend the previous definitions to the case where we deal
with vectors −→a = (a1, . . . , ai, . . . , an),−→b ,−→c ,

−→
d ∈ Bn instead of Boolean atoms.

We just extend the definition componentwise by putting:

−→a : −→b :: −→c : −→d iff ∀i ∈ [1, n], ai : bi :: ci : di

The same scheme applies to define −→a ;−→b :: −→c ;−→d . Obviousy, this will be useful
when dealing with complex items which are often represented as vectors of binary
properties that they satisfy or do not satisfy. This extends as well to non-binary
features. Let us examine now how we can use this framework to provide the basis
of an automatic analogy-making process.

3 Inference Principle

We start with the Boolean viewpoint and extend it to more general situations.

3.1 Equation Solving

When a sequence of 3 items has to be completed by a 4th one in order to make an
analogical (resp. paralogical) proportion, from a Boolean viewpoint, the problem
can be stated in that way:

– Given 3 Boolean values a, b, c, does it exist a value x such that the proportion
a : b :: c : x (resp. a; b :: c; x) holds (we then speak of “solvable equation”)?

– and, in such a case, is the value unique?

For each of the two proportions, it can be easily seen that there are cases where
the equation has no solution. For instance, the patterns 1 : 0 :: 0 : x and
0 : 1 :: 1 : x have no analogical solution, but they have a unique paralogical
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solution which is x = 0. When the solution exists for analogy, it is unique and
is given by x = c ≡ (a ≡ b) as first suggested in [10] (see [15]). A similar result
comes for paralogy (see [18] for instance). When we examine the truth table of
analogical proportion, we see that, when an equation is solvable, in 4 situations
among 6, the solution is just equal to the second element of the proportion (e.g.,
101 is completed with 0). Then it amounts to have the pattern corresponding to
(c, d) as being an exact copy of the one associated with (a, b).

In the multiple-valued case, it can be checked that there exists x such that
a : b :: c : x holds at degree 1 if and only if x = c + b − a ∈ [0, 1] (see [17]).
For instance, we can solve the analogical equation 0.7 : 0.5 :: 0.2 : x with
x = 0.2 − (0.5 − 0.7) = 0, but obviously 0.7 : 0.5 :: 0.1 : x cannot be solved
exactly: for, e.g., x = 0, the truth value of the proportion is 0.9.

When it exists, the solution is still unique. Let us note that the limit situations
of the multiple-valued case with only the 2 Boolean values 0 and 1 appearing in
the equation strictly fit with the Boolean definition. From a practical viewpoint,
when 3 items a, b and c, described with only one feature, fit with the pattern
of a solvable equation, we can predict the value of the 4th item d as being the
solution of this equation.

This equation solving process can be extended to Boolean vectors just by
repeting it componentwise: when 3 Boolean vectors −→a ,

−→
b and −→c are such that

they componentwise match solvable equations, we may predict the 4th Boolean
vector −→

d by assuming that a proportion holds and then solving each equation.
However, in practice, one may need to observe that the proportion holds for
some known components of −→d for assessing the idea that the proportion should
hold and may be applied to the remaining unknown components for −→

d .
Let (a1, . . . , an, . . . , an+p), (b1, . . . , bn, . . . , bn+p), (c1, . . . , cn, . . . , cn+p) 3 Boo-

lean vectors providing complete descriptions of three situations according to n+p
variables, which are all valued in [0, 1] (or in a discrete subset of it including 0
and 1), and let d = (d1, . . . , dn) be a fourth piece of data, which is incomplete in
the sense that dn+1, . . . , dn+p are unknown. In case this new piece of data forms
a proportion in a component-wise manner for each of the first n variables, one
inductively assumes that this proportion still holds for the p remaining variables.
In the case of analogy, it amounts to adopt the following general pattern:

∀i ∈ [1, n], ai : bi :: ci : di holds
∀j ∈ [n + 1, p], aj : bj :: cj : dj holds

Then, if ∀j ∈ [n+1, p], aj , bj , cj match the pattern of a solvable equation, we allo-
cate to dj the solution of this equation. The information about the initial compo-
nents from i = 1 to n is just a kind of “insurance” that we can infer the remaining
values in a plausible way. A similar pattern applies with paralogical proportion.
This is useful in a classification task where we have only to predict the missing in-
formation for −→d (namely its class) from a triple of training items −→a ,

−→
b ,−→c whose

class is known and whose initial attributes build a proportion componentwise with−→
d (possibly in an approximate way); see [14,18,19]. This is obviously a form of
reasoning that is not logically sound, but which may be useful for trying to guess
unknown values.
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Concerning IQ tests, we may be faced to situations where i) we have no infor-
mation at all about the last item to be guessed, i.e. n = 0, and all the features
of −→d are unknown, or ii) the features defining the 3 first items −→a ,

−→
b ,−→c may

not constitute a solvable analogical proportion, but only a solvable paralogical
proportion. Then we just solve the equations componentwise. If an equation is
a solvable analogical equation, we allocate the unique solution of this equation
to the missing feature. If not, but it is solvable as a paralogical equation, we
allocate the unique solution of this equation. Finally, if an equation is not solv-
able for any proportion, we are in a case of failure and we cannot predict a
solution.

3.2 Extended View

If some IQ tests can be directly encoded within a Boolean framework, many of
them escape this simple modeling and involve the use of functions in order to
complete the sequence. A typical example would be to complete the sequence
1 : 2 :: 7 :?. In that case, we are naturally led to apply to the third item 7 the
function which has been applied to 1 to get 2. This leads us to take as granted
an analogical pattern such as

x : f(x) :: y : f(y) (3)

In fact, considering only the syntactic items x, y and f appearing in formula (3),
and representing each of the first 3 terms of this proportion as Boolean vectors
in a natural manner, Figure 1 exhibits the fact that we get f(y) as a solution
of the analogical equation just by solving the equation column per column. It
is then advisable to extend our analogical inference principle with the following
rule: given 3 items a, b, c such that b = f(a), infer the missing item d as f(c) if
f applies to c. It should be clear that if f does not apply to c as it is the case
when we want to complete the proportion “abc”:“abd”:: “xyz”: ?, we just fail to
predict the missing item. However, we have to note that, even when we deal with
numbers, a simple Boolean encoding can be sufficient as it is for 2 : 23 :: 3 :?
which can be coded as (2, 1) : (2, 3) :: (3, 1) : ?) leading to (3, 3). Besides,
although a paralogical counterpart of (3) does exist (x : f(y) :: f(x) : y), it
looks as a pattern that is cognitively too complicate for being really useful in
IQ tests.

x y f

x 1 0 0

f(x) 1 0 1

y 0 1 0

? ? ? ?

Fig. 1. A Boolean representation of x : f(x) :: y :?
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4 Automatic Solving of Geometric IQ Tests

As clearly stated in [5], the human ability “to see a particular object or situa-
tion in one context as being the same as another object or situation in another
context” is the main process at work when making analogy, and this ability
is one of the main features of the human intelligence. This is probably why a
noticeable part of the IQ tests are based on providing incomplete analogical pro-
portions where the 3 first items a, b, c are given and where the 4th item d has
to be chosen among diverse plausible options in such a way that the analogical
proportion a : b :: c : d holds. It is largely agreed, in order to avoid the bias of
a cultural background, that these tests have to be mainly picture-based instead
of vocabulary-based: ultimately such tests are supposed to be able to measure
the “intelligence” of an illiterate person. To fit with this philosophy, we start
with picture-based examples. It appears that what is at work in geometrical
proportional analogies may be also transposed to other types of scenes such as
topographic maps, see [16] on this issue.

4.1 Basic Characteristic Examples

In that exercise, we have 3 perfectly described items a, b, c involving diverse ge-
ometric figures and the 4th one d has to be guessed “in accordance with the
logic of the 3 first figures”. In that case, we are expecting a triangle containing a
circle, above a black disk. A simple Boolean encoding of this example is provided
with 5 features denoted R for rectangle, T for triangle, C for circle, St for Star
and Bd for black disk. The 4 pictures are denoted a, b, c and d where d is totally
unknown. Applying our inference principle, we immediately get the unique solu-
tion d = (0, 1, 1, 0, 1) leading to the expected answer. Moreover, the computation
for obtaining the solution can be traced back and exploited for generating an
explanation of the solution, e.g., the star disappears and the circle appears when
going from a to b as when going from c to d.

Nevertheless, some graphical IQ-tests are not only built-up via analogical
proportion as it is the case for Figure 4. In that case, the column defining d5

(Black disk Bd) is 1 : 0 :: 0 :? which is not a solvable analogy, but is still a
solvable paralogy 1; 0 :: 0; ? with solution d5 = 1. This approach would clearly
extend to multiple valued features allowing for intermediary values, e.g., ‘big
circle’, ‘regular circle’, ‘small circle’.

As suggested by the above examples, and easily checked, the approach enforces
sequences of the form (P1, P1, P1, P1), (P1, P1, P2, P2), or (P1, P2, P1, P2), for
analogy, or even (P1, P2, P2, P1) (showing a “mirror” effect) for paralogy, when

Fig. 2. IQ test 1: Graphical analogy
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cell R T C St Bd

a 1 0 0 1 1

b 1 0 1 0 1

c 0 1 0 1 1

d d1 d2 d3 d4 d5

Fig. 3. Boolean coding of IQ test 1: analogy only

Fig. 4. IQ test 1: Analogy and paralogy mixed

applied to a couple of elementary patterns P1, P2 (e.g., ‘Star’, ‘Circle’). It is
only by composing elementary patterns that a sequence may exhibit 4 global
patterns that are different (or even 3, with a proportion of the form a : b :: b : c
in a multiple-valued setting). However, here we do not cover patterns that can
be handled by (3) only, where some function would be applied to a geometric
picture like, e.g., in A :

A

:: R :

R

.
In the treatment above, the encoding is done via a set of symbolic high level

features. But if we adopt a more fine-grained view, where each picture is de-
scribed as a Boolean matrix of image pixels for instance, the approach still works
and is able to build pixel by pixel the image of the same solution, as shown now.

4.2 Implementation of the Procedure at the Pixel Level

Having in mind that information representation is of high importance for this
kind of tests, it is challenging to wonder if the approach can still work with a
standard bitmap representation of geometric figures, i.e., viewing these figures
as ultimately represented by a matrix of pixels, and thus without an higher
level representation in terms of mathematical concepts (circle, triangle, center,
radius, etc.). The algorithm is quite simple: starting from 3 input images a, b, c
represented with matrix of pixels Ma[i, j], Mb[i, j], Mc[i, j] having the same size
n×m, we build the 4th image d represented as a matrix Md[i, j] simply by solving
the equations Ma[i, j] : Mb[i, j] :: Mc[i, j] : x and allocating the solution x (if
any) as value for pixel Md[i, j] (or in a paralogical way if there is no analogical
solution). This is done via the simple algorithm (linear in the size of the picture)
below:

Input: Ma, Mb, Mc;

for i=0 to n {

for j=0 to m {

if solvableAnalogicalEq(Ma[i,j],Mb[i,j],Mc[i,j]) {

Md[i.j] = solAnalogicalEq(Ma[i,j],Mb[i.j],Mc[i,j]) }
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else {if solvableParalogicalEq(Ma[i,j],Mb[i,j],Mc[i,j]) {

Md[i.j] = solParalogicalEq(Ma[i,j],Mb[i,j],Mc[i,j]) }

else {Md[i,j] = error} } } }

Output Md

As we can see, when there is neither an analogical nor a paralogical solution, an
error message is returned, and one cannot complete the IQ test.

It can be shown that such a low level view always agrees with the high level
view in case we deal with sequences of 4 pictures that are made of elementary
patterns that are repeated 2 or 4 times (according to the patterns of analogy
and paralogy). Indeed, let us consider a high level description where a picture is
a collection of geometric figures such as S, T, C, St and Bd in the example, and
represented as a vector of Boolean values: 1 meaning the figure is in the picture,
0 meaning the opposite. Let us take, for instance, a figure F ∈ {S, T, C, St, Bd}:
if F appears in a, it means that all the pixels Ma[i, j] corresponding to F (i.e.,
the projection of Ma over F that we denote MF

a ) are equal to 1. If F does not
belong to a, it means that at least one pixel of MF

a is equal to 0. Now let us
suppose that F belongs to a and c, but not to b: so F should not belong to d
following the high level representation, since w.r.t. F , we have the pattern 101
for the 3 first items. In the low level view, it means that all the pixels MF

a [i, j]
and MF

c [i.j] are equal to 1. Now considering the incomplete Boolean proportion
MF

a [i, j] : MF
b [i, j] :: MF

c [i, j] : x that the algorithm solves, it obeys the pattern
1 : MF

b [i, j] :: 1 : x, and the solution is just x = MF
b [i, j]. If F does not appear

in b, then for a given (i, j), the corresponding pixel MF
b [i, j] = 0: this leads to

the solution MF
d [i, j] = x = MF

b [i, j] = 0, meaning that F does not belong to d.
This is exactly the result we get from the high level description. Now, the same
reasoning applies if F belongs to b, showing that F belongs to d in that case.

This is why the program automatically builds triangles, circles, and more gen-
erally geometric figures without having any knowledge of what is a triangle or
a circle or any geometric concept (which might seem amazing at first glance).
This kind of background knowledge (generally implemented in analogy-solvers)
is not necessary in the approach proposed here. The low level (Boolean) view
of analogy-making, when implemented, generates the pictures that can be inter-
preted at the high (conceptual) level.

5 Other Analogical IQ Tests

In this section, we show that our logical approach applies as well to two other
kinds of analogical IQ tests, either involving symbols that should be inter-
preted beyond their mere external appearance (thus requiring some cultural
background), or having a structure that does immediately fits the four terms of
an analogical proportion.

5.1 Copycat Example

Copycat [7] is one of the best well-known analogy-making system and will be
discussed a little bit deeper in section 6.1. It applies to what is called a micro
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abc ⇒ abd, iijjkk ⇒?

Fig. 5. IQ test 2: Analogy between strings

abc (a,1) (b,1) (c,1)

abd (a,1) (b,1) (d,1)

iijjkk (i,2) (j,2) (k,2)

??? ? ? ?

Fig. 6. IQ test 2 encoding

world. In this world, we deal with sequences of letters from the Roman alphabet,
and starting from a sequence of 3 strings, a, b, c, the system has to find how
to build up a 4th one d in such a way c is transformed into d in the same
way a is transformed into b. Below is an example where a = ‘abc’, b = ‘abd’
and c = ‘iijjkk’ and where the transformation leading from a to b has to be
guessed, and then applied to c. In the literature, a set of plausible answers is
generally proposed for d, e.g. iijjll, iijjkl, iijjkd, iijjkk in the example. Each
one is supposed to be the result of a possible reading of the transformation
process abc ⇒ abd which is then applied to iijjkk. In fact, we claim that the
option iijjkk is not a plausible analogical option simply because there is no
valid analogical proportion a : b :: c : c where the 2 first items are distinct and
the 2 last ones are identical. And then there is no need to refer to any plausible
transformation process. In that case, the expected answer is d = ‘iijjll’ since
the last letter in the first string a has been transformed into its successor letter
in the second string b. In this case, it is relatively straightforward to follow our
Boolean approach. In fact each string can be encoded in the way described in
Figure 4. And using our inference principle, since d = succ(c), we immediately
get (i, 2), (j, 2), (l, 2) as analogical solution, where we have to apply the succ
function to k: this is the encoding of iijjll. We have to notice that

– in this kind of example, the last item d is entirely unknown and our method
builds it from the 3 other items, once a transformation has been identified.

– the method would work in the same way for, e.g.,‘iijjkkk’ or ‘iiijjkkkk’. In
fact, the same process is relevant for similar examples coming from Copycat
world, where the pattern (3) is at work.

– as any analogy-making process, our method strongly relies on the coding of
the available items and the knowledge. For instance, it would be possible,
by changing the initial coding, to get iijjkl also as a solution. In that case,
a kind of “simplicity” principle should be used to determine the best option
as discussed in section 6.2.
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5.2 A More Sophisticated Example Involving 9 Cells

In this type of example, often encountered in IQ tests (e.g. [2]), we have a matrix
of 9 cells, 8 of the cells being filled in with a compound picture, and we have to
predict the 9th one. Generally, one has to choose it among several options (here
3 options). The IQ test of Figure 7 exhibits simple drawings that can be easily
described by the 4 following binary features: Circle (C), Square (S), Point (P),
Triangle (T). Thus, the cells of Figure 7 can be described in 2 ways: either we
try to complete the test by examining the rows or by examining the columns.

We can apply an analogy-based reasoning by considering that cell 1 and cell
2 always determines cell 3, i.e. (with obvious notation) cell3 = f(cell1, cell2). In
that case, the 2 first rows (or columns) are just examples of the output of the
function to be guessed to predict the final cell. With that view, in the case of the
row encoding, we can build up a global analogical proportion by saying that the
pair (cell1, cell2) is to cell3 in row 1 as (cell1, cell2) is to cell3 in row 2 (and
also as the pair (cell1, cell2) is to cell3 in row 3), which can be written as (still
with obvious notations and thanks to the transitivity of analogy):

(cell11, cell12) : cell13 :: (cell21, cell22) : cell23
(cell21, cell22) : cell23 :: (cell31, cell32) : cell33

The last analogical proportion should be completed to get cell33 which is un-
known (or partially unknown). This writes for each feature:

Circle: (0, 1):1 :: (0, 0):0 :: (0,1):? Square: (1, 0):1 :: (0, 0):0 :: (1, 0):?
Point: (0,1):1 :: (0, 1):1 :: (0, 0):? Triangle: (0, 0):0 :: (1, 1):0 :: (1, 1):?

Solving the analogical equations here leads to (C, S, P, T ) = (1, 1, ?, 0) since the
equation for the variable P is not solvable from an analogy viewpoint. So let us
go for a column point of view,
(cell 11, cell 21) : cell 31:: (cell 12, cell 22) : cell 32 :: (cell 13, cell 23) : cell 33

Circle: (0, 0):0 :: (1,0):1 :: (1,0):? Square: (1, 0):1 :: (0, 0):0 :: (1, 0):?
Point: (0, 0):0 :: (1, 1):0 :: (1, 1):? Triangle: (0, 1):1 :: (0, 1):1 :: (0, 0):?

Fig. 7. IQ test 3: 9 cells example
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coding by row

cell 1 cell 2 cell 3

C 0 1 1
row 1 S 1 0 1

P 0 1 1
T 0 0 0

C 0 0 0
row 2 S 0 0 0

P 0 1 1
T 1 1 0

C 0 1 x1

row 3 S 1 0 x2

P 0 0 x3

T 1 1 x4

coding by column

column 1 column 2 column 3

C S P T C S P T C S P T

cell 1 0 1 0 0 1 0 1 0 1 1 1 0

cell 2 0 0 0 1 0 0 1 1 0 0 1 0

cell 3 0 1 0 1 1 0 0 1 x1 x2 x3 x4

Fig. 8. Boolean encoding of IQ test 3 by rows and by columns

Solving the analogical equation for P gives P = 0 thus completing the scheme
(C, S, P, T ) = (1, 1, 0, 0). This is exactly the coding of the 2nd option among the
3 proposed ones, which is the expected solution. Note that we need to investigate
the rows and the columns in order to get the complete solution. In this case, we
do not switch to paralogy since this is not necessary. Note also that our process
does not even try here to guess a kind of function F = (fC , fS, fP , fT ) taking
the 2 first cells in a row (resp. column) as input and giving the 3rd cell in the
same row (resp. same column) as output, each component function being simply
a Boolean valued function. In that sense, the process is close to a transductive
machinery where one predicts the class of a new element just by investigating
other known cases, without any inductive step. But, in this particular case, we
can get the truth table of these “hidden” functions (fC , fS , fP , fT ). For fC for
instance, considering the rows first, we get that 01 leads to 1, 00 leads to 0,
then with the column, we get 10 leads to 1, which leaves two options (since 11
is not given). But in this particular example, it appears that XOR is the unique
function that is compatible with each of the components fC , fS , fP and fT . This
function F can be considered as a “general explanation” of the process and
extracted (or induced or learned) from the solution of the analogical process.

It is worth noticing that the solving of the equations that leads to the expected
solution corresponds here to what may be termed as being a lazy reasoning ap-
proach. Indeed, in order to fill the missing values, it just amounts to reproducing
the previous patterns observed for the corresponding feature. For instance, what-
ever the coding procedure (row or column), considering the missing value x1 for
feature C in the final cell, we have to complete a pattern (01x1) (row coding)
which appears above as (011) so we decide x1 = 1, or the pattern (10x1) (column
coding) which appears before as (101) so we decide again x1 = 1. When a pat-
tern does not appear, as it is the case with (00x3) for the P attribute in the row
coding, one can consider the column equation (11x3) and conclude here x3 = 0
by copying the column pattern (110) that appears for P. Note that in that case,
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we are lucky since each pattern appearing for the definition of the missing values
previously appears either in a row or in a column (or in both). Obviously when
the pattern does not appear, we cannot conclude for the missing value.

6 Discussion and Related Works

We start the discussion by going back to the analogy-making system Copycat,
before considering other approaches.

6.1 Copycat

The Copycat project has been developed by Hofstadter and Mitchell (see [7]
for an exhaustive description). This is mainly a computer program, operating
in a micro world of short strings and designed to be able to discover insightful
analogies, in a way supposed to be close to the human being cognitive process.
Hofstadter and Mitchell claimed that their project was not only to simulate
analogy-making, but more fundamentally, to simulate the very core process at
work in human cognition when dealing with real world concepts. Despite the
fact that the system operates on string like ‘abc’, ‘abd’, etc., these strings are
viewed as idealized instances of relationship like ‘parent of’, ‘neighbor of’. It
appears that a human brain is able to slip from one relationship to another,
in order to highlight deeply hidden links between items coming from apparently
distinct contexts. On top of that, due to the highly parallel processing performed
in a human brain, it is likely that we have to introduce non-determinism in the
system and then randomness. The problems solved with Copycat follow the
same pattern similar to Figure 9, where abc is the prototype, iijjkk the target,
abd is the result and ? (the thing we are looking for) is the goal. Using primitive
operators, the prototype and the target are compared and a rule is chosen among
diverse options, a rule transforming the prototype into the result. By applying
this rule to the target, the system gets a plausible analogy.

abc ⇒ abd, iijjkk ⇒?

Fig. 9. IQ test 2: Analogy with Copycat

6.2 A Complexity Approach to Analogy

In [3], the author develops a point of view where a model of analogy should
be consistent with other theoretical frameworks developed to model cognitive
processes and especially induction. Starting from that, he suggests a criterion
suitable for evaluating candidate analogical proportions which would take into
account the complexity of the available options, relying on a kind of Minimum
Description Length principle. The best candidate analogy should optimize this
criterion. Let us come back to the previous Copycat example where a=‘abc’,
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b=‘abd’ and c= ‘iijjkk’. If we consider: d1 = ‘iijjll’, d2 = ‘iijjkl’, d3 = ‘iijjkd’,
d4 = ‘iikjkk’, d5 = ‘iijjkk’ and d6 = ‘iijjdd’ as candidate solutions for d to
complete the proportion, it appears that the most “obvious” d from a cognitive
viewpoint (which is d = d1) is also ranked as the least complex from the au-
thor’s viewpoint. Other experiments suggest that this principle often provides
the solutions chosen by a human being.

A precise definition of the principle is ultimately based on Kolmogorov com-
plexity theory, which provides a universal definition of the complexity K(s) of a
given string s. Despite this complexity K(s) is an ideal number, there are ways
to approximate it and then to make the minimization criterion an operational
principle. Obviously, this approach is not constructive since it does not allow to
suggest a value for the missing d in a proportion a : b :: c : d: it just allows to
suggest the best one among a set of plausible available options.

6.3 E-Unification

In [21], a completely different approach is used to solve analogical proportions.
In that approach, each item a, b, c is considered as a structured term in the sense
of first order logic for instance (or in the Prolog sense to make it clear). For
such kind of terms, there is the well-known unification algorithm and the anti-
unification which is the dual notion. By unifying 2 terms a and c, we make them
identical by finding a substitution σ such that σ(a) = σ(c) (where = denotes the
syntactic identity). By anti-unifying 2 terms a and c, we look for the most specific
generalization of both terms i.e. a term u such that there exists 2 substitutions
σ1 and σ2 satisfying σ1(u) = a and σ2(u) = c. u is a generalization of both a
and c (a so-called anti-instance), but we want u to be the most specific in the
sense that if another u′ satisfies the same property w.r.t. a and c, then u should
be an instance of u′. This anti-unification process allows the essential mapping
(similarity) between the terms a and c appearing in the proportion. By reference
to case-based reasoning (CBR), u represents the similarities between the 2 cases
to consider namely a and c. First we start to get the common features between a
and c by anti-unification. We then get a and c as particular instances of a global
scheme u. What is important in this process are the resulting substitutions σ1

and σ2. Since σ1(u) = a, we apply σ−1
1 to the term b and then we get a new

term or scheme v. Applying the substitution σ2 to this generic term v leads
to a new term σ2(v). This new term σ2(v) can be described as the result of
“doing the same thing to b at it was done to a to get c. As a consequence, σ2(v)
can be considered as a plausible solution d to make the analogical proportion
a : b :: c : d valid. Back to the CBR context, d can be viewed as the adaption of
the solution b of a to the new case c [13]. In order to extend the scope of this
method, the authors deal with unification/anti-unification modulo an equational
theory E, getting the so-called E-generalization process. They do not only deal
with syntactic equality between terms, but they accept equality of terms modulo
some axioms (like x + y = y + x when the target domain is the set of natural
numbers).
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This technique of E-generalization applies very straightforwardly to the Copy-
cat world of strings. It can also be applied to solve predictive analogies which
are described via the SME model [6]. The equational theory E is just the proper
coding of the background knowledge related to the target domain. This method
clearly falls in the category of symbolic methods where the initial representation
of the domain as a set of first-order terms is crucial.

6.4 Adaptation and CBR

When we have 2 situations / cases at hand, x and y, the basic pattern of analog-
ical reasoning amounts to conclude, if x and y share a property P , i.e. P (x) and
P (y) hold, and if x also satisfies another property Q, that Q(y) also holds, by
an “analogical jump”. This can be captured in our approach, just as we did for
the analogical proportion x : f(x) :: y : f(y); namely P (x) : Q(x) :: P (y) : Q(y)
holds. This can be viewed as a very simple example of adaptation. More gener-
ally, when, instead of representing pictures or IQ diagrams, our Boolean vectors
represent standard binary database items and encode cases, each one represented
as a vector of features, the same inference principle and algorithm described in
section 4.2 apply. Let us consider for instance a database of homes to rent, con-
taining houses (1) and flats (0), which are well equipped or not (1/0), which
are cheap or expensive (1/0), where you have to pay a tax or not (1/0). Then
a house, well equipped, expensive and taxable will be represented as a vector
A = (1, 1, 0, 1). Having 2 other cases B = (1, 0, 1, 1), C = (0, 1, 0, 1), we can
predict the price and taxation status of a new case D which is a flat not well
equipped i.e. D = (0, 0, x, y) where 2 values are unknown. Applying the pre-
sented approach, and considering that an analogical proportion A : B :: C : D
holds for the 2 first components of each vector, we “infer” that this proportion
should hold for the 2 last components giving x = 1 and y = 1 (i.e. cheap and
taxable). As previously explained, the same approach remains suitable when
dealing with multi-valued attributes (e.g., very cheap, cheap, expensive, very
expensive, for the price). As can be seen in our approach, a form of adaptation
is at work through the simultaneous comparison of the considered case D with
3 other cases A, B, C, while classical CBR compares it which each case in the
repertory, separately. A full discussion of the potentials of the approach for case
adaptation in CBR is a topic for further study.

7 Conclusion

In this paper, we have suggested a Boolean approach to analogy-making, starting
with the truth table of the analogical proportion and using the equation-solving
principle to build up a missing item d in an incomplete proportion involving
a, b, c. This approach is generalized to another proportion named paralogy hav-
ing a different truth table, but where the same constructive principle applies.
It appears that, by using the 2 proportions, this approach allows us to success-
fully build up the 4th term, incomplete or even missing, of a sequence of 3 terms,



256 H. Prade and G. Richard

when the underlying domain is picture-based as in IQ tests, or a Copycat-like
domain. Our approach is constructive in the sense that it does not choose the
most plausible option among a finite set of options: it builds up the missing
element starting from the previous ones.

Obviously, the main issue is to properly encode the problem at hand: despite
the encoding is simple at the end of the process, it is not clear how we can make it
without background knowledge in general. Nevertheless, there is a domain where
we could rely on the existing encoding: when we deal with pictures (bitmap, GIF
or even PNG), we can consider a pixel as the atomic part available to build up
low level Boolean proportions. With this in mind, it is possible to build up a new
image d, starting from 3 images a, b, c, then leaving apart the encoding process.
Our program automatically provides this 4th image which is, in the tested cases,
a plausible picture that completes the sequence, i.e. the human answer to the
problem. The proposed approach has still to be investigated in various respects:
from a cognitive science, experimental validation point of view on the one hand,
and from a possible CBR application point of view on the other hand.
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Abstract. Black Swans are surprising, exceptional, provocative cases that 
instigate major change. Gray Cygnets follow a Black Swan, are highly similar 
to it, are also exceptional in outcome, and continue to provoke change. We 
discuss experiments with a family of tests designed to detect Gray Cygnet (GC) 
cases in a stream of cases following a known Black Swan case. Using the two 
classic CBR measures of lattice-based and nearest neighbor similarity, the tests 
use positional information about the Black Swan in the analysis of a new case, 
such as its being a supreme on-point case (sopc), a Level 1 (L1) case, or in the 
first ring of nearest neighbors (NN#1), to determine if it is a potential GC. The 
idea is that a case very similar to a known Black Swan might be a GC. 
Experiments performed on a corpus of cases from a well-known episode in 
legal history spanning the era from mid-1800’s to mid-1900’s showed tests 
using sopc’s were very precise, while those using L1 cases had good recall. 

Keywords: Case-Based Reasoning, Black Swans, Gray Cygnets, Surprising 
cases, Case Similarity, Supreme on-point case (sopc), Classification tests. 

1   Introduction 

A Black Swan is an unanticipated, surprising, exceptional event (case) that provokes 
profound change or upheaval in the accepted order of things. It sets into motion 
transformative change in a domain: its concepts, rules, models, policies, protocols, 
etc. A Gray Cygnet (GC) is a case that follows a Black Swan, is highly similar to it, is 
also exceptional in outcome, and continues to provoke havoc or change. (Obviously a 
GC cannot be quite as surprising or novel as its antecedent swan.) The notion of a 
Gray Cygnet was introduced by Rissland at ICCBR09 [14] and is so called because 
GCs tend to follow along in the wake of a leading swan like so many little baby 
swans, which happen to be gray as juveniles. The notion of Black Swan arises from 
philosophical discussions in Britain where white swans are the rule and a black one is 
rare indeed. Had the notion arisen in Australia, the colors might well have been 
reversed. The book The Black Swan by Nassim Taleb discusses the ideas in some 
detail [17]. 

Black Swans seem to be everywhere these days given the rash of exceptional, 
surprising events that have had profound (negative) impact. Examples include 9/11, 
the Great Recession of 2008-2009, the BP Gulf of Mexico oil spill, the uprisings in 
the Arab world, and the on-going catastrophe in Japan. As one New York Times 
reporter put it when writing about events in Japan, “all the swans seemed black” [16]. 
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While these events are often called Black Swans, some argue that we should have 
seen them coming since there had already been similar exceptional, antecedent events 
with enormous impact – past depressions (the Great one of 1929), past bombings of 
US assets (the USS Cole), past oil rig blowouts, past earthquakes, past tsunamis, etc. – 
that should have alerted us to the possibility of such an event occurring again.  

The still unfolding tripartite tragedy in Japan unleashed by the convergence of 
earthquake, tsunami, and nuclear disasters is often called a surprise, but should it be? 
There is strong evidence that we should have seen it coming: Japan has a history of 
earthquakes and tsunamis and of overly optimistic decisions in regulating its nuclear 
power plants [8]. Official records of tsunamis and earthquakes go back centuries (e.g., 
to a tsunami in 869). As the New York Times reporter wrote [16]: 

“The details of this catastrophe were unforeseeable, leading some to conclude this was 
a black swan event – something so wildly unexpected, so enormous in its impact, that it 
seems to defy our understanding and expose the fragility of our knowledge of the world. 
How could anyone have predicted this? 

And yet in 2007, Tokyo Electric Power or Tepco, escaped a disaster at its huge 
Kashiwazaki-Kariwa nuclear power station, on the opposite side of Japan, when that plant 
was damaged by a 6.8-magnitude earthquake. Tepco basically lucked out last time.” 

The author of a New York Times Op-Ed piece described a hike he took with a group of 
his middle-school students when he was a teacher in a small fishing village on the 
northeast coast of Japan [6]. They came across a “mossy stone marker” on a spot of 
level ground on a steep mountainside high above the village. It marked the high-water 
mark for the area’s biggest tsunami: more than 50 feet above the valley floor. When 
asked when it happened, the schoolboys couldn’t say. “They had learned about it in 
school…Everything seemed like ancient history to them, but the thought of a wave 
reaching so high over the homes of my friends sent a chill down my spine.” He 
investigated. He learned that major tsunamis have hit the Sanriku coast every few 
decades over the last century and a half (e.g., 1896, 1933, 1960). The monument 
marked the crest of the 1896 tsunami, which killed 20,000, and entirely destroyed the 
little village. The 1933 tsunami also destroyed the village. Such markers are engraved, 
“When there is an earthquake, watch for tsunami.” In 1958, a massive seawall 30 feet 
high and stretching across the bay was built to hold back the sea surge from tsunamis. 
But the height chosen was less than that of known past tsunamis. As in the moral of 
the story of King Canute, it was a futile effort. 

The New York Times reporter wrote [16], “The risks are clear enough in hindsight.” 
Sadly, as the Op-Ed author opined, they were also clear enough – save perhaps with 
regard to the nuclear component – in foresight. Clairvoyance was not required. But 
use of case memory was.  

While Black Swans might be hard to recognize contemporaneously as they are 
occurring, Gray Cygnets might be amenable to such detection using CBR. The idea is 
that a case very highly similar to a known Black Swan might also be exceptional and 
provocative, that is, a GC. This should cause us to consider it very carefully so as not 
to be surprised as with the Black Swan. Devising case-based tests to spot potential 
GCs is the focus of this paper. We do not consider the detection of Black Swans.  

In Section 2, we discuss the legal domain used in our studies; in Section 3, the tests 
we devised; in Section 4, details of the case corpus used in our experiments; in 
Section 5, our experimental results; and in Section 6, our conclusions. 
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2   The Test Domain 

Our test domain is the well-known historical legal episode in which an ‘old’ doctrine 
that we will call the privity doctrine was displaced by a new one [5]. The episode 
began in 1852 and concluded in the 1900’s; the exact date depends on the jurisdiction, 
for instance, 1916 in New York, 1932 in the United Kingdom, and 1946 in 
Massachusetts. In the old doctrine only a party who was in a direct contractual 
relation (“privity”) with the maker of a good that caused harm could recover from the 
maker for the harm. If there was an intermediate party, like a retail market or 
drugstore, no recovery (i.e., money damages) was allowed. In the new doctrine, 
privity is not required. Modern consumer protection laws take this point of view. 

2.1   The Old Rule 

The leading case for the old privity doctrine was the 1842 British case of 
Winterbottom v. Wright, 152 Eng. Rep. 402, 10 Maule & Selwyn 109. In this case, the 
plaintiff (P) Winterbottom was a coachman on a mail route from Hartford, in the 
county of Chester, to Holyhead, a port town in North Wales. He was employed as a 
coach driver by Atkinson who had a contract with the Postmaster General to supply 
horses and coachmen to drive mail coaches. The defendant (D) Wright had a contract 
with the Postmaster General both to supply the coaches and to keep them in a “fit, 
proper, safe, and secure state and condition.” Wright was thus in a contract with 
Winterbottom’s employer’s employer. In August 1840 while driving an “unsafe and 
unfit” coach that broke down, Winterbottom was thrown from his seat and lamed for 
life. He sued Wright. 

In this case, there was thus a chain of three contracts (denoted K1, K2, K3) with two 
intermediate parties between plaintiff Winterbottom and defendant Wright: 

Winterbottom (P) –K1– Atkinson –K2– The Postmaster General –K3– Wright (D) 

The British court considered this a case of “first impression” – that is, a case about an 
issue not considered before – and refused to find for Winterbottom. He lost because 
he was not in a direct contract with Wright. In his famous opinion, Lord Abinger 
stated: 

“There is no privity of contract between these parties; and if the plaintiff can sue, every 
passenger, or even any person passing along the road, who was injured by the upsetting 
of the coach, might bring a similar action. … [T]he most absurd and outrageous 
consequences, to which I can see no limit, would ensue.” 

Another judge concurring with Lord Abinger wrote, “The only safe rule is to confine 
the right to recover to those who enter the contract: if we go one step beyond that, 
there is no reason why we should not go fifty.” Another concurring judge wrote, 
“Hard cases, it has been frequently observed, are apt to introduce bad law.” Indeed. 

Unknowingly prophetic, the defendant’s counsel said, “If a gentleman’s coachman 
were injured by the breaking down of his carriage…he might bring his action against 
the smith or the coachmaker” even though his contract is with his master. 

In summary, Winterbottom v. Wright created the rule of the privity doctrine: no 
privity, no recovery.  
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2.2   The Black Swan 

A decade later in the US, an important case made its way through the New York state 
court system. In 1852, in Thomas & Wife v. Winchester, 6 N.Y. 397 (1852), the NY 
Court of Appeals, the highest appellate court in New York, held that a remote 
consumer injured by a mislabeled drug could recover from the drug’s manufacturer. 
This clearly violated the privity rule. 

The facts were these. In March 1849, Mr. Thomas went to his local druggist Foord 
in Cazenovia, a town in upstate New York, to fill a prescription for dandelion extract, 
which had been prescribed as a treatment for his sick wife. Druggist Foord filled the 
prescription from a jar labeled as containing extract of dandelion. Foord had 
purchased it from another druggist named Aspinall, who had purchased it from 
Winchester, whose employee had made the extract and applied the label. As it turned 
out what was in the jar was belladonna. While belladonna and dandelion extract may 
look similar, their effects are markedly different. Dandelion extract is harmless; 
belladonna is not. The mislabeled medicine caused Mrs. Thomas to become gravely 
ill. She suffered severely with muscle spasms and “derangement of mind,” and “for a 
short time her life was thought to be in great danger.” Fortunately she recovered.  

Winchester was thus a remote vendor to the remote buyers, the Thomases. As in 
Winterbottom, there are two intervening parties and three intermediate contracts:  

Mr/Mrs Thomas (P)  –K1–  Foord  –K2–  Aspinall   –K3– Winchester (D) 

Likewise, the goods provided were defective and the intermediate parties acted as 
mere middlemen who did not alter them. The defects were not obvious to anyone. The 
products were used in the way that they were intended to be. Luckily neither defective 
product caused death but both did cause severe harm. However similar the facts, the 
legal outcomes were exactly opposite. 

Mr. and Mrs. Thomas (P) sued Winchester (D). They won at trial. Winchester 
appealed. The lower court’s verdict was upheld and the Thomases won again. 
Winchester appealed to the highest appellate court in New York. The Thomases 
prevailed again.  

The outcome of Thomas & Wife v. Winchester was totally surprising. It flew 
directly in the face of the prevailing doctrine. If the New York court had followed the 
rule, the Thomases would have lost since they were not in privity of contract with 
Winchester. Instead, the NY court held that an exception should be made because the 
defendant’s act of selling incorrectly labeled poisonous drugs put human life in 
“imminent danger.” It distinguished this case from Winterbottom by saying that the 
coach was not an example of a thing that was imminently dangerous to human life. 

Thomas & Wife v. Winchester created an extraordinary exception to the old rule 
and opened a way to escape the privity requirement. If a plaintiff could successfully 
argue that the good that caused the harm was imminently dangerous, then the plaintiff 
could argue by analogy that it too should be able to recover, even if not in a direct 
contractual relation with the defendant. Thomas thus rent a gigantic hole in the fabric 
of the old doctrine.  

This case was provocative in that it set into motion profound change in the 
accepted order of things. Modern consumer law can be viewed as the end result of the 
revolution it set in motion. In short, Thomas & Wife v. Winchester was a Black Swan. 
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2.3   Gray Cygnets 

In the wake of Thomas there followed many cases whose outcomes also violated the 
privity rule by allowing remote consumers to recover. Obviously, these exceptional 
cases couldn’t be as totally surprising as Thomas, but they did continue to advance the 
doctrinal shift in the law and in this sense they were Gray Cygnets.  

Of course, remote buyers did not always win. It depended on the circumstances, 
and whether the court felt that the product fit its evolving notion of what was an 
“imminently” or “inherently” dangerous object and could thus fall under the 
exception. Edward Levi in his well-known account of this episode in legal history 
discusses several post-Thomas NY appellate cases to show how the law goes through 
several distinct stages [5]. Levi’s cases in which the plaintiff (sometimes an estate) 
prevailed include: Devlin v. Smith, 89 N.Y. 470 (1882), in which a defective 90 ft. 
scaffold caused death; Torgeson v. Schultz, 12 N.Y. 156 (1908), in which an 
exploding bottle of aerated water caused the loss of an eye; and Statler v. Ray, 195 
N.Y. 478 (1909), in which an exploding coffee urn caused scalding. Levi’s cases in 
which the plaintiff lost include: Loop v. Litchfield, 42 N.Y. 351 (1870), in which a 
defective fly wheel caused death; Losee v. Clute, 51 N.Y. 494 (1873), in which an 
exploding boiler damaged property; and Cadillac v. Johnson (1st appeal), 221 F. 801 
(1915), in which a defective wheel on a car caused an accident and injuries 

Max Radin in a 1933 law journal article also discusses this episode [12]. He 
focuses more on what we now call concept learning through generalization and 
specialization in response to positive and negative instances – cases in which the 
plaintiff won or lost. His account sounds remarkably like Version Spaces [7][15]. 

Then in 1916 came MacPherson v. Buick Motor Car, 217 N.Y. 382 (1916). It is the 
capstone case of this line of cases. In this case, Donald MacPherson bought a Buick 
from a dealership in New York. One of its wheels was made of defective wood and its 
spokes crumbled into fragments and caused an accident in which MacPherson was 
thrown from the car and injured. Aside from the fact that this case is about a car and 
Winterbottom, a coach, these cases are ‘isomorphic’ or, as lawyers say, ‘on all fours.’ 

In MacPherson, the highest court in NY settled the issue. It held that injured 
remote buyers could recover from remote manufacturers for harm caused by their 
products. As Cardozo wrote in his famous opinion for MacPherson: 

“The question to be determined is whether the defendant owed a duty of care and vigilance 
to any one but the immediate purchaser. The foundations of this branch of law, at least in 
this state, were laid in Thomas v. Winchester (6 N.Y. 397).  
… 
Thomas v. Winchester became quickly a landmark of the law. In the application of its 
principle there may at times have been uncertainty or even error. There has never in this 
state been doubt or disavowal of the principle itself. The chief cases are well known.  … 
[E]arly cases suggest a narrow construction of the rule. Later cases, however, evince a more 
liberal spirit.” 

After discussing cases like Devlin, Torgeson, and Statler, Cardozo wrote:  

“We hold, then, that the principle of Thomas v. Winchester is not limited to poisons, 
explosives, and things of like nature. … The principle that the danger must be imminent 
does not change, but the things subject to the principle do change. They are whatever the 
needs of life in a developing civilization require them to be.” 
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In discussing Winterbottom and the unsettled state of the law in England, he wrote:  

“There is nothing anomalous in a rule which imposes upon A, who has contracted with B, a 
duty to C and D and others according as he knows or does not know that the subject-matter 
of the contract is intended for their use.” 

Immediately following MacPherson, Cadillac v. Johnson, 261, F. 878 (1919), a case 
originally decided for Cadillac on appeal, was reversed on a second appeal and the 
injured plaintiff Johnson recovered. There were no longer any doubts, at least in New 
York, about whether a remote buyer could recover. 

Meanwhile in the UK, the courts were sticking to their doctrine and were in case 
after case consistently ruling against remote plaintiffs injured by defective products: 
“putrid rabbits” in Beer v. Walker, [1847-1880] All ER Rep 1139 (1877); “quite 
putrid” partridges in Burrows v. Smith, T.L.R. 1893-1894 (Q.B. 1894); spoiled tinned 
salmon that caused the death of a child in Gordon v. McHardy, (1903) 6 F. 210; a 
burst brazing lamp in Blacker v. Lake & Eliot, (1912) 106 L.T. 533 (K.B.); a burst 
bottle of ginger beer in Bates v. Batey, (1913) 3 K.B. 351; and a decomposed mouse 
in a bottle of ginger beer in Mullen v. Barr & Co., (1929) S.C. 461.  

However in 1932, everything in the UK changed with Donoghue v. Stevenson, 
[1932] A.C. 562, [1932] UKHL 100, which involved a decomposed snail in a bottle 
of ginger beer – the so-called “Paisley snail”– that caused Ms. Mary Donoghue to 
suffer “shock and severe gastroenteritis” when she consumed an ice cream soda made 
with the tainted ginger beer at the Wellmeadow Café in Paisley, Scotland. The 
landmark opinion by Lord Atkin relies heavily on the holding and reasoning set forth 
by Cardozo in MacPherson. Lord Atkin famously asked, “Who is my neighbor?” For 
the purposes of recovery, he concluded there is no neighborhood beyond which 
manufacturers can go to hide from those seriously injured by their defective goods. 

Some states were slow to come around to the new doctrine. It took until 1946 for 
the Supreme Judicial Court of Massachusetts to announce it as the law of the state in 
the case of Carter v. Yardley & Co., 319 Mass. 92 (1946), which involved a second 
degree burn caused by perfume made by Yardley and sold to the plaintiff in a retail 
store. Ultimately, the US and the UK enacted laws (e.g., Food, Drug and Cosmetic 
Act of 1938) to protect consumers. Most consumers today cannot even conceive of the 
legal regime in existence before the case brought by Mr. and Mrs. Thomas. 

3   Tests for Detecting Gray Cygnets 

To address the problem of detecting a potential Gray Cygnet (GC) once a Black Swan 
(BS) has been recognized, we devised a number of tests. The idea is to run a new case 
against a case base that includes the Black Swan and use the position of the BS in the 
analysis of the new case to signal whether it is potentially a GC because of their high 
similarity, as always a key issue in CBR [13]. The positions used are:  

BS is a sopc (a supreme on-point case) 
BS is a mopc (a most on-point case but not a sopc) 
BS is a L1 case (a Level 1 case but not a mopc) 
BS is a NN#1 case (a case in the first ring of nearest neighbors) 
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For convenience we just use the short forms sopc, mopc, L1, NN#1 for these 
predicates without repeatedly writing “BS is a…” 

The first three predicates are based on classic HYPO-style “claim lattices” [2]. 
These use the standard set-theoretic partial ordering of set inclusion on the power set 
of a set S to sort relevant cases. Here S is the set of dimensions applicable to the 
problem case. Any case whose own set of applicable dimensions has a non-empty 
intersection with S is considered relevant. The relevant cases are sorted using the 
intersections of their sets of applicable dimensions with S. This creates a lattice with 
the problem case residing at the root. The closer to the root a case is, the more on 
point it is considered to be.  

Traditionally in HYPO-style systems, any case that is maximal in this sorting is 
called a most-on point case (mopc).1 There can be several mopc’s. Typically, mopc’s 
appear one level below the root in Level 1. However, it is possible for mopc cases to 
occur in the root node; such cases have all of the problem case’s applicable 
dimensions. (Of course, they probably have some that the problem case doesn’t.) 
Since such root-node mopc’s are supremely similar to the problem case, we give them 
a special name: supreme on-point case (sopc). In this paper, we confine use of the 
term mopc to maximal cases that are not sopc’s, that is, maximal cases found just 
below the root node in Level 1. A case that occurs in Level 1 but because of the 
existence of a sopc is not maximal is called simply an L1 case. In this project, we 
found that supreme on-point cases occur frequently (in more than half the problem 
cases), certainly more than in our past projects. That is why we singled them out and 
also created the L1 predicate. 

In this project we also use Hamming Distance (HD) to compute similarity. The 
Hamming Distance of two equal length vectors is simply the number of components 
on which their values differ. A case that is at 0 distance (HD=0) is as close as a case 
can be to the problem case: they are exactly the same on all features. 

When we analyze a new problem case, we compute the Hamming Distances 
between it and all the cases in the data set we are using. (Usually this includes only 
cases that came before the problem case.) Cases fall into rings of cases at the same 
distance from the problem case; there are typically many cases in each ring. 

Those cases that occur at the minimum distance are the closest cases – all are 
nearest neighbors – and are said to be in the first ring of cases. Typically there are 
many of them and typically their distance from the problem case is greater than 0. 
Any such case is called a NN#1 case, no matter what its distance is, no matter how 
many others are in the first ring with it.  

If there is only one case in the first ring – that is, a solo NN#1 – it is truly the 
nearest neighbor. A solo NN#1 case is roughly analogous to a solo sopc. A solo 
HD=0 NN#1 case is analogous to a solo sopc that has exactly the same set of 
applicable dimensions as the problem case (i.e., the symmetric difference of their sets 
of dimensions is empty). In these experiments, solo NN#1 cases occurred surprisingly 
often (in about 40% of the cases run); HD=0 NN#1 cases, less frequently (about 
30%); and solo HD=0 NN#1 cases, the least frequently (about 15%). With respect to 
lattice-based similarity, about half the problem cases had sopc’s, and about a quarter, 
solo sopc’s.  

                                                           
1 In some HYPO-style systems, case disposition is also used. We ignore case disposition here. 
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Of course, what we are examining is the position of a known Black Swan in the 
nearest neighbor rings or lattice: the more on-point and/or closer it occurs to a new 
case, the more likely, we posit, the new case will turn out to be a GC. In this study 
Thomas & Wife v. Winchester is our Black Swan and thus we are using its position to 
spot potential GCs.  

Our tests in order of decreasing strictness of pre-conditions are: 

Test 1: sopc and NN#1 
Test 2: sopc or NN#1 
Test 3: (sopc or mopc) and NN#1 
Test 4: (sopc or mopc) or NN#1 
Test 5: (sopc or mopc or L1) and NN#1 
Test 6: (sopc or mopc or L1) or NN#1 

For convenience, we use smopc as shorthand for the disjunct “sopc or mopc” and 
slopc for “sopc or mopc or L1”. In essence, the less strict the test, the further down in 
the lattice it looks for the Black Swan. 

We also created three other tests, a majority vote and two single-predicate tests: 

MVT: the Majority Vote of Tests 1-4, with a tie considered a Yes 
Test 00: sopc  
Test 01: NN#1 

We started out with Tests 1-4 and the Majority Vote Test. We later added Test 5 and 
Test 6 to see if looking at L1 cases would be beneficial; it was. We added the single 
predicate tests, Test 00 and Test 01, as strawmen to see if either alone would be as 
good at spotting GCs as other tests, which require more computation; Test 00 was. 

For example, running Norton v. Sewall, 106 Mass. 143 (1870), which involved 
death caused by tincture of opium dispensed instead of rhubarb, as a problem case, 
resulted in Thomas appearing as a solo sopc and a solo HD=0 NN#1 case. To be both 
was exceedingly rare. This means Norton and Thomas are as similar as can be. Norton 
was classified as a GC by all of the tests. (The plaintiff won in Norton and thus 
Norton was indeed an exceptional case: that is, it violated the old privity rule.)  

Blood Balm Co. v. Cooper: MD, IP, Mere Middleman, SevHarm, DefProd, NonObv, NDBD 

Thomas v. Winchester (P): MD, IP, Mere Middleman, SevHarm, DefProd, NonObv 
Norton v. Sewall (P): MD, IP, Mere Middleman, SevHarm, DefProd, NonObv 

  Level 2: 5 cases including Winterbottom 

Synthetic case 46: IP, SevHarm, NonObv, NDBD 

  Level 2: 4 cases 

Fig. 1. Top levels of the lattice for Blood Balm Co. v. Cooper with case names, outcomes, and 
applicable features (see Section 4.2 for details on case features). 
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As another example, consider Blood Balm Co. v. Cooper, 83 Ga. 457 (1889), 
which involved a defective blood “purifier” that severely sickened the plaintiff. In the 
nearest neighbor analysis, Thomas is a NN#1 case (with HD=2); it shares the first ring 
with two other cases, one of which is Norton. In the lattice, there are no other cases 
(sopc’s) sharing the root node with the problem case. Thomas occurs in Level 1 (with 
Norton) and is a mopc (as is Norton). See Fig. 1. Blood Balm is thus a GC by all tests 
except Test1 and Test 00. (The plaintiff won in this case as well.)  

4   The Case Knowledge Base 

We compiled a corpus of cases concerning the privity issue. We began by including 
cases from Levi’s book [5] and cases gleaned from law review articles (e.g., [3, 4, 9, 
10]) and Prosser’s classic book [11]. We then expanded out from this core by chasing 
citations forwards and back, for instance, by including cases that the Levi cases cite. 
This led us to include some very old English cases. We read, summarized, and then 
represented the cases using features we thought were relevant to this body of law. 

4.1   Cases and Doctrinal Eras 

Our Case Knowledge Base (CKB) includes 133 real cases from the US and the UK 
plus 2 additional cases: one alternate encoding of a real case and one hypothetical 
based on a real case.2 These were assigned the same year as their original base cases. 
In addition we created 48 purely made up “synthetic” cases – the Syn set – involving 
food or drink, medicine or drugs, or machines. 

In the entire corpus, there are 29 cases from the UK; the rest are from the US. 
There are 28 cases from New York, 36 from Massachusetts, and the rest from other 
jurisdictions including 5 Federal appellate level cases. (See Table 1 in Section 4.4.) 
The two earliest cases Chandelor v. Lopus, 79 Eng. Rep. 3 (1603) and Roswel v. 
Vaughn, 79 Eng. Rep. 171 1378-1865 (1607) are English cases. Among the more 
recent cases is Carter v. Yardley, 319 Mass. 92 (1946), which announced the 
acceptance of the new doctrine in Massachusetts. 

We used the landmark cases Thomas, MacPherson, Donoghue, and Carter to 
partition our CKB into five doctrinal eras. (See Table 1 for more data on each era.) 

(1) Pre-Thomas era – before 1852: 12 cases (all from the UK) 
(2) Post-Thomas era – 1852 to 1916 (including Thomas, MacPherson): 64 cases 
(3) Post-MacPherson era –1917 to 1932 (including Donoghue): 36 cases 
(4) Post-Donoghue era – 1933 to 1946 (including Carter): 17 cases 
(5) Post-Carter era – after 1946: only 6 cases 

With regard to doctrinal evolution, particularly in the US (aside from slow adopters 
like Massachusetts), the periods 1852-1916 and 1917-1932 are of great interest. 

                                                           
2 The landmark 1932 case Donoghue v. Stevenson was encoded alternatively with severe harm 

and without it since the plaintiff suffered gastroenteritis, which didn't seem to be on the same 
level of severity as the loss of an eye or death even though the court called it "severe." The 
hypothetical is based on the 1887 case Davis v. Guarnieri and alters Mrs. Guarnieri dying to 
her surviving. 
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4.2   Case Representation 

We used 15 features to represent the cases. They encoded the type of product 
involved, whether the parties were in Privity (P) or there were any Intervening Parties 
(IP), whether these acted as a Mere Middlemen (MM), whether the product caused 
Severe Harm (SevHarm), whether it was a Defective Product (DefProd), whether the 
defect was Non-Obvious (NonObv), whether the product was Not Defective But 
Dangerous anyway (NDBD), and whether it was imminently, intrinsically or 
Inherently Dangerous (InhDang). 

We used seven product types: Food or Drink (FD), Medicine or Drugs (MD), 
Chemicals, Personal Care items, Cars & Carriages, Machines, and Other stuff. Some 
examples of items in the category of Chemicals are naphtha and insecticide; in 
Personal Care, hair wash and perfume; in Machines, threshing machines and coffee 
urns. Things that for want of a better category were placed in Other included a 
brazing lamp and a side saddle. 

If the feature was true in a case, it was coded as a 1. If it was definitely not true, it 
was coded as –1. If we didn’t know, it was left blank. (In processing, blanks were 
turned into 0’s.) This 15-component, three-valued representation was used when 
computing Hamming Distance. For lattice computations, we treated any non-blank 
(non-zero) feature as being “applicable,” whether it was encoded as 1 or –1 (e.g., 
SevHarm = 1 and SevHarm = –1 both map to “applicable”). The rationale was that 
either way there was enough information to support discussion about the feature. Our 
features are like “factual predicates” in HYPO-style systems [2]. In effect we are 
generating a lattice using applicable factual predicates rather than dimensions. 

This case representation is exceedingly simple and certainly not rich enough to 
support full HYPO-style argumentation. However, we felt it was adequate for these 
initial experiments. Further, we felt that many features (e.g., SevHarm, MM) could 
be turned into more traditional dimensions since they do have gradations, key 
“focal” data, and a sense of direction favoring plaintiff or defendant. For instance, 
one could imagine dimensions that say: the more severe the harm, the more a case 
favors the plaintiff; the less an IP acts as a mere middleman, the more a case favors 
the defendant. Some features (e.g., IP) could function as CATO-like “factors” since 
their mere presence tends to favor one side or the other [1]. Noticing changes in the 
dimensions used or their directionality might be used to catch doctrinal change 
(e.g., IP favors the defendant in the old doctrine, but doesn’t matter in the new).  

4.3   The Case Base Used in the Experiments 

Our CKB can be partitioned into various subsets using jurisdiction and date. All of the 
problem cases in these experiments were run against the following case base: 

MA&NY&UK (above) + Syn. 

Above means only cases that came before a problem case were used. (This caused the 
numbers of cases actually used in problem cases to vary.) Syn is the set of 48 
synthetic cases. 
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4.4   The Answer Key 

We wanted to test our ideas by running cases de novo as problem cases and seeing 
how well the various tests performed in spotting Gray Cygnets. However, since there 
is no official listing of Gray Cygnets, we needed to create an objective definition in 
order to label them.3 This would provide a gold standard for our experiments. In 
crafting this definition, we assumed a “contemporaneous” standpoint of one trying to 
reason about a new case knowing only about cases preceding it and the recognized 
Black Swan but without knowledge of how the case or the law ultimately turned out.  

 In our domain, Thomas is the Black Swan. Since Thomas concerned medicine and 
drugs, we were tempted to confine our GC definition to cover cases involving only 
medicine and drugs (i.e., cases with product type MD). However, from the 
precedents, particularly old English cases, we knew that certain professions like those 
supplying food and drink to others (e.g., inn keepers, victualers) were considered to 
have a professional duty to the public to provide safe and wholesome goods. 
Professional duty was established early in English law, and is discussed in cases like 
Everard v. Hopkins, 80 Eng. Rep 1164 1378-1865 (1615), in which a “chyrurgeon” 
(surgeon) dispensed unwholesome medication; Tessymond’s case, 1 Lewin’s Crown 
Cases, 169 (1826) in which laudanum (opium) was mislabeled and dispensed as 
paregoric; and Burnby v. Bollet, 153 Eng. Rep. 1348 1220-1865 (1847), which 
involved the re-sale of a rotten pig carcass unfit for human consumption. So instead of 
creating a definition of GCs that covered only MD cases, we chose a broader 
disjunctive definition that also included food and drink (FD) cases. Cases involving 
other types of products (e.g., coffee urns, cars) are not covered.  

In these experiments, a GC is defined as a case that satisfies:  

(FD OR MD) AND IP AND SevHarm AND DefProd AND NonObv. 

The IP condition insures that our GCs do not satisfy the privity requirement. The 
definition rules out harm that is not severe or permanent (e.g., stomachache, rash). 
Our definition does not take into account which party won the actual case. It covers a 
much narrower category than the one for which recovery was eventually allowed; 
many of Levi's cases are not GCs under our definition. To craft a definition covering 
all of these would have assumed too much knowledge of what ultimately obtained. 

Table 1. Numbers of cases for doctrinal eras 

Era Dates Total NY MA UK GC MD FD 
Pre-Thomas Before 1852 12 0 0 12 ⎯ ⎯ ⎯ 
Post-Thomas* 1852-1916 63 12 16 13 6 4 2 
Post-MacPherson 1917-1932 36 9 12 3 5 0 5 
Post-Donoghue 1933-1946 17 4 7 1 1 0 1 
Post-Carter After 1946 6 3 1 0 0 0 0 
Synthetic Cases ⎯ 48 ⎯ ⎯ ⎯ 2 1 1 
Totals (*excl. Thomas) 182 28 36 29 14 5 9 

                                                           
3 Actually, we are labeling potential GCs, because determination of true GCs depends on 

whether they actually contributed to change. This requires more analysis of legal history than 
we were able to perform. 
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In the entire corpus (sans Thomas) of 134 non-synthetic cases, only 12 qualify as 
GCs including the version of Donoghue with severe harm, and the one hypothetical. 
There are also 2 synthetic GCs: Synth 47 (a FD case), and Synth 48 (an MD case). Of 
the 11 real GC cases, 9 were won by the plaintiff and 2, by the defendant. All 9 
violated the old privity rule. That the plaintiff prevailed in so many of the cases we 
label as GCs gives us some confidence that we have the definition about right.  

5   Results 

We present our results in terms of True Positives (TP), False Positives (FP), True 
Negatives (TN), False Negatives (FN) in matrices in the standard way. We use 
Precision (P), Recall (R), and Accuracy (i.e., percentage of correct answers) defined 
for classification problems as: 

Acc = (TP + TN)/N      where N is the total number of cases (N=TP+FP+TN+FN) 
Precision = TP/(TP + FP) 
Recall = TP/(TP + FN) 

We also use two standard “F” measures:4   F = 2 [P•R/ (P + R)],    F2 = 5 [P•R/ (4P + R)] 

5.1   Results in the Post-Thomas Era: 1852-1916 

We ran all 63 cases from this era. In this set, 6 are GCs (4 MD, 2 FD). All but Test 1 
and Test 00 spotted all 4 MD GCs. All but Test 6 missed both the FD GCs. 

Test 1 sopc Test=Y Test=N Test 2 Test=Y Test=N Test 00 sopc Test=Y Test=N 

GC=Y TP=3 FN=3 GC=Y 4 2 GC=Y 3 3 
GC=N FP=0 TN=57 GC=N 5 52 GC=N 1 56 
Acc=95.2% F=66.7% Acc=88.9% F=53.3% Acc=93.7% F=60% 
Prec=100% F2=55.6% Prec=44.4% F2=60.6% Prec=75% F2=53.6% 
Recall=50%   Recall=66.7%   Recall=50%  

 

Test 3 mopc Test=Y Test=N Test 4 Test=Y Test=N Test 01 NN#1 Test=Y Test=N 

GC=Y 4 2 GC=Y 4 2 GC=Y 4 2 
GC=N 4 53 GC=N 22 36 GC=N 4 53 
Acc=90.5% F=57.1 Acc=61.9% F=25% Acc=90.5% F=57.1 
Prec=50% F2=62.5% Prec=15.4% F2=40% Prec=50% F2=62.5% 
Recall=66.7%  Recall=66.7%  Recall=66.7%  

 

Test 5  L1 Test=Y Test=N Test 6 Test=Y Test=N MVT 1-4 Test=Y Test=N 

GC=Y 4 2 GC=Y 5 1 GC=Y 4 2 
GC=N 3 54 GC=N 42 15 GC=N 5 52 
Acc=92.1% F=61.5% Acc=31.8% F=18.9% Acc=88.9% F=53.3% 
Prec=57.1% F2=64.5% Prec=10.6% F2=35.2% Prec=44.4% F2=60.6% 
Recall=66.7%  Recall=83.3%  Recall=66.7%  

                                                           
4 The general measure that values recall β times more than precision is Fβ = (1 + β2) [P•R/ (β2P + R)]. 
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5.2   Results in the Post-MacPherson era: 1917-1932 

We ran 35 cases from this era. This included 5 GCs (all FD cases). Only Test 6 found 
any of them. On all the other tests, TP=0, both Precision and Recall were 0, and 
neither F-test was applicable. All results, except those for Test 4 and Test 6, were 
identical.  

All but… Test=Y Test=N  Test 4 Test=Y Test=N Test 6 Test=Y Test=N 

 GC=Y TP=0 FN=5 GC=Y 0 5 GC=Y 4 1 
GC=N FP=1 TN=29 GC=N 4 26 GC=N 25 5 
Acc=82.9% F=NA Acc=74.3% F=NA Acc=25.7% F=23.5% 
Prec=0% F2=NA Prec=0% F2=NA Prec=13.8% F2=40.8% 
Recall=0%   Recall=0%   Recall=80%   

5.3   Results in the Overall Era: 1852-1932 

We ran 98 cases (excluding Thomas) from the overall era (1852-1932) that combines 
the 1852-1916 and 1917-1932 eras. It includes 11 GCs (4 MD, 7 FD). 

Test 1 sopc Test=Y Test=N  Test 2 Test=Y Test=N Test 00 sopc Test=Y Test=N 

GC=Y TP=3 FN=8 GC=Y 4 7 GC=Y 3 8 
GC=N FP=1 TN=86 GC=N 6 81 GC=N 2 85 
Acc=90.8% F=40% Acc=86.7% F=38.1% Acc=89.8% F=37.5% 
Prec=75% F2=31.3% Prec=40% F2=37% Prec=60% F2=30.6% 
Recall=27.3%  Recall=36.4%  Recall=27.3%  

 

Test 3 mopc Test=Y Test=N Test 4 Test=Y Test=N Test 01 NN#1 Test=Y Test=N 

GC=Y 4 7 GC=Y 4 7 GC=Y 4 7 
GC=N 5 82 GC=N 26 61 GC=N 5 82 
Acc=87.8% F=40% Acc=66.3% F=19.5% Acc=87.8% F=40% 
Prec=44.4% F2=37.7% Prec=13.3% F2=27% Prec=44.4% F2=37.7% 
Recall=36.4%  Recall=36.4%  Recall=36.4%  

 

Test 5 L1 Test=Y Test=N Test 6 Test=Y Test=N MVT 1-4 Test=Y Test=N 

GC=Y 4 7 GC=Y 9 2 GC=Y 4 7 
GC=N 4 83 GC=N 67 20 GC=N 6 81 
Acc=88.8% F=42.1% Acc=29.6% F=20.6% Acc=86.7% F=38.1% 
Prec=50% F2=38.5% Prec=11.8% F2=37.4% Prec=40% F2=37% 
Recall=36.4%  Recall=81.8%  Recall=36.4%  

5.4   Discussion 

All but Test 4 and Test 6 were conservative in the sense of producing few positives 
(TP, FP) and many negatives (TN, FN). Tests 4 and 6 were the most profligate in 
terms of FPs. All tests performed best, and had highest scores, in the post-Thomas era. 
All did poorly in the post-MacPherson era where only Test 6 had any TPs. 
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Table 2. Best and worst performance scores in post-Thomas and overall eras 

Best (Worst) for 1852-1916       (N=63) Best (Worst) for 1852-1932       (N=98) 
Best Acc= 92.5%   (31.8%) Test 1  (Test 6) Best Acc= 90.8%  (29.6%) Test 1  (Test 6) 
Best Prec= 100%  (10.6%) Test 1  (Test 6) Best Prec=75%     (11.8%) Test 1  (Test 6) 
Best Recall= 83.3% (50%) Test 6  (Tests 1, 00) Best Recall=81.8% (27.3%) Test 6  (Tests 1, 00) 
Best F= 66.7%       (18.9%) Test 1  (Test 6) Best F=42.1%       (19.5%) Test 5  (Test 4) 
Best F2= 64.5%     (35.2%) Test 5  (Test 6) Best F2=38.5%      (27%) Test 5  (Test 4) 

 
The pervasive pattern was that our tests missed GCs that are FD cases. This 

happened because Thomas is an MD case and both lattice and nearest neighbor 
similarity take product differences into account. Thus in FD cases, Thomas is pushed 
lower and further away. In fact, the similarity measures worked exactly as they 
should; it was our disjunctive GC definition that led to the misses, since it brought in 
FD cases. After 1903, all GCs are FD cases; this hurt performance in later eras. 

Performance also degraded in later eras due to the increased number of highly 
similar relevant cases and the concomitant accretion of cases showing up as sopc’s 
and in the first ring. These also pushed Thomas lower and further away. For instance, 
there is on average about 1 sopc and 2 NN#1’s per problem case in 1852-1916, but 
3.7 and 3.3, respectively, in 1917-1932. This reflects the actual evolution in the law: 
as time goes on, cases violating the rule occur more often, and eventually the 
exceptions “swallow the rule” as the new doctrine displaces the old.  

Our results exhibit the classic trade off between precision and recall. Test 1 was 
always most accurate and precise and Test 6, always least. Test 6 always had highest 
recall and Test 1 (and Test 00), always the lowest. Test 1 (a sopc test) is our strictest 
test. Test 6 (a slopc test) is our least strict. Test 1 and Test 00 performed similarly and 
always produced fewest FPs. Tests 4 and 6 performed similarly and always produced 
the most FPs. Sorting the tests by precision/accuracy and by recall gives the same 
orderings in post-Thomas zand overall eras (they collapse in post-MacPherson): 

Prec & Acc: Test 1 > Test 00  > Test 5 > Test 01, Test 3 > Test 2, MVT  >> Test 4 > Test 6 
Recall: Test 1, Test 00   < Tests 2, 3, 4, 5, 01, MVT  << Test 6  

Not surprisingly, the “and” tests (1, 3, 5) produced higher precision and accuracy and 
lower recall than their “or” counterparts (2, 4, 6). Often, there is not much difference 
between the scores. However, the pair Test 4 and Test 6 does stand apart from the 
others. Both are much worse on Prec and Acc, and Test 6 is much better on Recall. 

With respect to the F-measure, which equally blends precision and recall, Test 1 
was the best in the post-Thomas era, but was hurt by low in the overall era. For F2, 
which values recall twice as much as precision, Test 1 lost out, again due to its recall.  

We conclude that with respect to precision and accuracy, Test 1 is the best overall, 
but its weakness is recall. Test 00, which uses only the sopc predicate, ranks next and 
does nearly as well. They differ in accuracy by only about 1%; they differ more on 
precision. This suggests that the simpler Test 00 could serve as a proxy for Test 1. 

This still leaves the recall problem. Test 6 (slopc) is far better than the others on 
recall. However, it has very low precision, truly a sloppy test. Test 6 achieves much 
better recall than Test 5 and Test 01 (NN#1 alone). This suggests that its recall is 
being driven by L1 cases. Thus considering Level 1 is indeed helpful for recall. 
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6   Conclusions 

Tests that examine the position of a known Black Swan in the similarity analysis of a 
new problem case offer effective ways to detect potential Gray Cygnets. Tests, like 
Test 1 and Test 00, that require the Black Swan to appear as a supreme on-point case 
(sopc) exhibit high precision and raise few false alarms. However, such tests are too 
strict if our goal is not to miss GCs, since they suffer from low recall. Less stringent 
tests, like Test 6, which require the BS to appear only in Level 1, produce good recall 
but suffer low precision. Such high recall/low precision tests should be supplemented 
by closer examination of a possible GC, for instance, with arguments pro and con, 
before deciding how to proceed (e.g., raise a red flag alert). These experiments 
demonstrate the enduring value of lattice-based similarity and reinforce the intuition 
that the action in lattices occurs near the top: the root for precision, Level 1 for recall. 

In summary, we believe CBR techniques offer a good way to guard against being 
surprised by (nasty) Gray Cygnets that follow a Black Swan. We speculate these ideas 
could be useful in other applications: emergency mitigation, epidemiology, etc. While 
case bases require capital investment, we feel they are worth it. What better way is 
there to avoid being surprised by events we should have seen coming. 
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Abstract. For the main part, when it comes to questions of retrieval,
the focus of CBR research has been on the retrieval of cases from a repos-
itory of experience knowledge or case base. In this paper we consider a
complementary retrieval issue, namely the retrieval of case bases them-
selves in scenarios where experience may be distributed across multiple
case repositories. We motivate this problem with reference to a deployed
social web search service called HeyStaks, which is based on the availabil-
ity of multiple repositories of shared search knowledge, known as staks,
and which is fully integrated into mainstream search engines in order
to provide a more collaborative search experience. We describe the case
base retrieval problem in the context of HeyStaks, propose a number
of case base retrieval strategies, and evaluate them using real-user data
from recent deployments.

Keywords: Social search, context recommendation.

1 Introduction

This paper is about social search and the use of case-based reasoning (CBR)
techniques to develop social search technologies that work in tandem with main-
stream web search engines. Case-based reasoning is well suited to this problem
because CBR methods provide us with a framework for reasoning with experi-
ences and, at its heart, social search is about harnessing the search experiences
of others in order to improve web search. To this end we will focus on the
HeyStaks social search system, which has been described and evaluated in some
detail previously [15,16]. Briefly, HeyStaks provides for a range of search engine
enhancements to support collaborating searchers, as well as deeper algorithmic
components in order to identify relevant search experiences from a community
of collaborators. In short, HeyStaks makes result recommendations to searchers
at search time, based on the past searches of their social network. It assumes
asynchronous, remote collaboration: searchers do not need to be co-located and
collaboration can occur overtime as recent searchers benefit from recommenda-
tions that originate from earlier search sessions.
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The HeyStaks recommendation engine borrows many ideas from case-based
reasoning work and in this paper we focus on a particular challenge for HeyStaks
and its users. Specifically, the central concept in HeyStaks is the notion of a
search stak, which acts like a folder for our search experiences. Briefly, a user
can create a search stak on a topic of their choosing and they can opt to share
this stak with other users. As they search (using HeyStaks in combination with
their favourite mainstream search engine) the results that they select (or tag or
share) will be associated with their active stak. These results can be subsequently
recommended to other stak members in the future when appropriate. In this way,
stak members can benefit from the past searches of friends or colleagues who
share their staks.

Search staks are effectively case bases of search knowledge. As described in
[15] each stak is made up of a set of search cases that reflect the history of
search on a particular page. HeyStaks reuses these cases at search time as a
source of recommendations, by suggesting pages that match their queries and
that are contained within staks that they have joined or created. In addition,
as users locate pages of interest as they search, HeyStaks adds this information
to relevant staks and so search experience grows through usage. And thus the
relevance to case-based reasoning is that HeyStaks is a multi-case-base CBR
system and the stak selection problem outline above amounts to a case base
selection problem.

A key problem for HeyStaks is to ensure that the right stak is chosen for a
given search session. One way to address this is to ask users to pick their stak
at the start of their search session, but since many users forget to do this, this is
not a practical solution in reality. The alternative is to use information about the
user’s current search session as the basis for automatically selecting and/or rec-
ommending an appropriate stak at search time, which if successful provides for
a much more reliable solution. In this paper then we focus on this stak selection
(or case base selection) problem and in what follows we describe and evaluate a
recommendation-based strategy that works well enough in practice to automat-
ically suggest relevant staks to the user at search time, or even automatically
switch users into a likely stak without their intervention.

2 Related Work

Ultimately this work is focused on the application of case-based reasoning con-
cepts and techniques to support web search. Of course CBR researchers have
already recognised the opportunity for case-based techniques to improve infor-
mation retrieval and web search. For example, the work of Rissland [13] looks
at the application of CBR to legal information retrieval, and [4] describe a case-
based approach to question-answering tasks. Similarly, in recent years there has
been considerable research looking at how CBR techniques can deal with less
structured textual cases. This has led to a range of so-called textual CBR tech-
niques [10]. In the context of Web search, one particularly relevant piece of
work is the Broadway recommender system [7], and specifically the Broadway-
QR query refinement technique, which uses case-based techniques to reuse past
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query refinements in order to recommend new refinements to searchers. The work
of [5] applies CBR techniques to Web search in a different way, by combining
user profiling and textual case-based reasoning to dynamically filter Web docu-
ments according to a user’s learned preferences. This paper focuses on how CBR
techniques can be applied to conventional Web search, as opposed to related
information retrieval tasks. It builds on previous work [1,2,3] which has already
demonstrated the benefits of reusing search experiences within community-based
search case bases; each case base representing the prior search experiences of a
community of like-minded searchers.

An interesting feature of this work is the fundamental role that multiple case
bases play in search support. Conventionally, most CBR systems have assumed
the availability of a single case base, focusing on issues of case representation,
retrieval, adaptation, and learning with respect to this single case base. However,
some researchers have considered the potential and challenges for the use of mul-
tiple case bases during problem solving. For example the work of [17] introduced
the idea of multi-case-base reasoning (MCBR) and proposed a novel distributed
case-based reasoning architecture to supplement local case base knowledge, by
drawing on the case bases of other CBR systems. Building on this concept, [9]
explore, in detail, the issues arising out of MCBR, summarizing key component
processes, the dimensions along which these processes may differ, and some of
the key research issues that must be addressed for successful MCBR systems.
The work of [8] goes on to explore varies strategies for implementing MCBR
techniques and specifically proposes methods for automatically tuning MCBR
systems by selecting effective dispatching criteria and cross-case-base adaptation
strategies. The methods require no advance knowledge of the task and domain:
they perform tests on an initial set of problems and use the results to select
strategies reflecting the characteristics of the local and external case-bases.

In the present paper we are also concerned with a form of multi-case base rea-
soning. As per the introduction our case base are repositories of search knowledge
(search staks), which a particular user has subscribed to, and the specific task
that we focus on is the selection of the right case base (stak) for a given query,
which of course represents just one of the many processes involved in multi-case-
base reasoning. In the case of our work, however, it is a vital process since the
lack of an effective case base recommendation technique seriously limits the ef-
fectiveness of the HeyStaks system and can lead to a contamination effect across
search staks since off-topic content may be added to staks if recommendation
failures occur.

3 A Review of HeyStaks

In designing HeyStaks our primary goal has been to provide social Web search
enhancements, while at the same time allowing searchers to continue to use their
favourite search engine. HeyStaks adds two basic features to any mainstream
search engine. First, it allows users to create search staks, as a type of folder
for their search experiences at search time, and the creator can invite members
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Fig. 1. The HeyStaks system architecture and outline recommendation model

directly. Staks can be configured to be public (anyone can join) or private (invi-
tation only). Second, HeyStaks uses staks to generate recommendations that are
added to the search results that come from the underlying mainstream search
engine. These recommendations are results that stak members have previously
found to be relevant for similar queries and help the searcher to discover re-
sults that friends or colleagues have found to be interesting, results that may
otherwise be buried deep within Google’s default result-list.

As shown in Figure 1, HeyStaks takes the form of two basic components: a
client-side browser toolbar and a back-end server. The toolbar (see Figure 2)
allows users to create and share staks and provides a range of ancillary services,
such as the ability to tag or vote for pages. The toolbar also captures search re-
sult click-thrus and manages the integration of HeyStaks recommendations with
the default result-list. The back-end server manages the individual stak indexes
(indexing individual pages against query/tag terms and positive/negative votes),
the stak database (stak titles, members, descriptions, status, etc.), the HeyStaks
social networking service and, of course, the recommendation engine. In the
following sections we review how HeyStaks captures search activities within
search staks and how this search knowledge is used to generate and filter result
recommendations at search time; more detailed technical details can be found
in [16].

3.1 Profiling Stak Pages

Each stak in HeyStaks captures the search activities of its stak members within
the stak’s context. The basic unit of stak information is a result (URL) and
each stak (S) is associated with a set of results, S = {r1, ..., rk}. Each result
is effectively a case that is anonymously associated with a number of implicit
and explicit interest indicators including: the total number of times a result has
been selected (Sl), the query terms (q1, ..., qn) that led to its selection, the terms
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Fig. 2. The searcher is looking for information from a specialist mountain biking brand,
Hard Rock, but Google responds with results related to the restaurant/hotel chain.
HeyStaks recognises the query as relevant to the the searcher’sMountain Biking stak
and presents a set of more relevant results drawn from this stak.

contained in the snippet of the selected result (s1, ..., sj), the number of times
a result has been tagged (Tg), the terms used to tag it (t1, ..., tm), the votes it
has received (v+, v−), and the number of people it has been shared with (Sh)
as indicated by Equation 1.

rS
i = {q1...qn, s1...sj , t1...tm, v+, v−, Sl, T g, Sh} . (1)

Thus, each result page is associated with a set of term data (query terms and/or
tag terms) and a set of usage data (the selection, tag, share, and voting count).
The term data is represented as a Lucene (lucene.apache.org) index, with each
result indexed under its associated query and tag terms, and this provides the
basis for retrieving and ranking recommendation candidates. The usage data
provides an additional source of evidence that can be used to filter results and
to generate a final set of recommendations.
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3.2 Recommending Results: Relevance and Reputation

At search time, the searcher’s query qT and current, active stak ST are used
to generate a list of recommendations to be returned to the searcher. A set of
recommendation candidates are retrieved from ST by querying the correspond-
ing Lucene index with qT . This effectively produces a list of recommendations
based on the overlap between the query terms and the terms used to index each
recommendation (query, snippet, and tag terms). These recommendations are
then filtered and ranked. Results that do not exceed certain activity thresholds
are eliminated as candidates; e.g., results with only a single selection or results
with more negative votes than positive votes (see [16]). The remaining recom-
mendation candidates are then ranked according to two key factors: relevance
and reputation. Essentially each result is evaluated using a weighted score of its
relevance and reputation score as per Equation 2; where w is used to adjust the
relative influence of relevance and reputation and is usually set to 0.5.

score(r, qT ) = w × rep(r) + (1 − w) × rel(qT , r) . (2)

The relevance of a result r with respect to a query qT is computed based on
Lucene’s standard TF*IDF metric [6] as per Equation 2. The reputation of a
result is a function of the reputation of the stak members who have added the
result to the stak. And their reputation in turn is based on the degree to which
results that they have added to staks have been subsequently recommended to,
and selected, by other users; see [11] for additional information.

4 Recognising Context and Recommending Staks

In this paper we are not concerned with recommending individual result pages
to HeyStaks users since this has been covered in [16] already. Rather, our focus is
on the aforementioned stak selection task: which of a user’s search staks (search
case bases) are appropriate for their current search query or session. The success
of HeyStaks depends critically on this. As in the example in Fig. 2, as the user
searches for mountain bike related information they need to choose Mountain
Biking as their current stak. If they do this consistently then HeyStaks will
learn to associate the right pages with the right staks, and be in a position to
make high quality recommendations for stak members. However, the need to
manually select a stak at the start of a new search session is an extra burden on
the searcher. To make this as easy as possible, HeyStaks integrates its stak-lists
as part of the mainstream search engine interface (see Fig. 2) but still many
users forget to do this, especially during the early stages, and this means that a
majority of search sessions are associated with the searcher’s default stak (My
Searches), or an incorrect stak as part of an earlier session.

The central contribution of this paper is to provide a practical solution to this
problem, one that avoids requiring the user to manually select staks at search
time. To do this we draw on ideas from recommender systems, case based rea-
soning, and traditional information retrieval. Each stak is effectively a case base
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of search cases, each case representing a page that has been selected, tagged,
and/or shared by stak members. For the purpose of stak recommendation we
treat the combinations of the cases in each stak/case base as a type of summary
document to reflect the stak’s topic. Effectively the terms and URLs collectively
contained in the stak cases become the terms of the summary document and in
this way a collection of staks (case bases) can be represented as a collection of
documents. Using Lucene, these documents (each one representing a single case
base) can then be transformed into a stak summary index (or SSI ); see Fig. 3.
Then, at search time, we can use the searcher’s query as a probe into this stak
summary index to identify those staks/case bases that are most relevant to the
query; in this work we focus only on staks that the user is currently a member of
but a similar technique could be used to recommend other third-party staks in
certain circumstances. These recommended staks can then be suggested directly
to the user as a reminder to set their appropriate stak context; or, alternatively,
we can configure HeyStaks to automatically pre-select the top ranking recom-
mendation as the current stak context, while providing the searcher with an
option to undo this if they deem the stak to be incorrect.

In the above we assume that the user’s own search query (qT ) is used as the
stak query, but in fact there are a number of additional sources of information
that could be usefully harnessed for this. For example, at search time, the initial
set of search engine results represents a valuable source of additional context
information. Our approach to getting additional context information is similar
to the technique proposed by [18,12,14], as we exploit local sources of context by
using the result of a search as the basis for context assessment, extracting context
terms that can then be used to augment the user’s original query. However rather
than use the context information in query augmentation, we are using the context
to find similar staks.

Specifically we use the terms in the search engine result titles and snippets
(RS+T ), and URLs (RURL) in addition to the user’s short search query. Accord-
ingly, we refer to three basic types of stak recommendation strategy – query,
snippet, URL – depending on which sources of information form the user’s stak
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query (SQ). We might also consider a recommendation strategy based on the
popularity of the stak for the user so that staks that they use more frequently
are more likely to be recommended.

At stak recommendation time we use Lucene’s standard TF*IDF weighting
model as the basis for scoring recommended staks as shown in Equations 3 and
4. Effectively, terms in the stak summary index (SSI) representing each case
base are scored based on the TF*IDF model, preferring terms that are frequent
within a given case base but infrequent across the user’s staks/case bases (SU )
as a whole.

RecList(SQ, SU , SSI) =
SortDesc(Score(SQ, S, SSI))
∀SεSU

(3)

Score(SU , S, SSI) =
∑
tεSU

tf(t, S) × idf(t, SSI) (4)

In this way we can generate different recommendation lists (RLURL, RLquery,
RLS+T ) by using different sources of data as the stak query (SQ); for example,
we can use the terms in result titles and snippets as the stak query, which
will lead to staks being recommended because they contain lots of distinctive
title and snippet terms. Of course we can also look to combine these different
sources of terms, for example, by ranking recommended staks according to their
position across the recommendation lists produced by different sources of query
terms. For instance, we can define the rank score of a given stak, across a set of
recommendation lists, to be the sum of the positions of the stak in the different
recommendation lists with a simple penalty assigned for lists that do not contain
the stak as per Equations 5 and 6. The final recommendation list is then sorted
in ascending order of the rank scores of recommended staks.

RankScore(s, RL1 − RLn) =
∑

RLiεRL1−RLn

PositionScore(s, RLi) (5)

PositionScore(s, RL) =
{

Position(s, RL) if sεRL;
Length(RL) + 1 otherwise. (6)

In summary then, HeyStaks is based on the idea of search staks which are effec-
tively case bases of search experiences. Users can be members of many staks and
at search time we need to know which stak is most likely to match their current
search needs, without having to ask them directly. This is a case base retrieval
problem, which we address by treating the case bases themselves as cases in
their own right. Each of these ’case base’ cases is made up of the combination of
its individual search cases. The advantage of this approach is that we can now
apply a wide range of conventional retrieval techniques to help select the right
case base, and therefore search stak, at search time.

This provides for a general purpose approach to stak recommendation, which
accommodates different sources of query data, and provides for a flexible way to
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combine multiple recommendation lists to generate an ensemble recommendation
list. The intuition of course is that by combining different sources of query data
we will generate better recommendations, which we shall look at in the following
evaluation.

5 Evaluation

In this section we evaluate the different forms of our stak recommendation ap-
proach, based on live-user search data, and focusing in particular on the overall
recommendation accuracy of the different techniques, and combinations of tech-
niques, across different stak types.

5.1 Setup

The data for this evaluation stems from HeyStaks usage logs generated during the
period October 2008 - January 2011. For the purpose of this evaluation we limit
our interest to only those activities that are associated with non-default search
staks submitted by 29 active users who submitted a minimum of 100 queries
through HeyStaks; this means that we focused on search sessions where the user
actively selected a specific stak, which we can use as the ground-truth against
which to judge our techniques. The test dataset covers 4343 individual searches.
The activity levels and stak memberships of these users is presented in Figure 4;
we can see that the average activity level per user is 150 activities (result selec-
tions, tags, shares etc) and the average user is a member of 19.6 staks. Overall
these users were members of 229 unique staks and the size of these staks (by
numbers of unique URLs) is presented in Figure 5; we further divide these staks
base on their relative size as shown. For the purpose of this study we evaluate
different recommendation strategies based on our five basic techniques, namely,

Fig. 4. Summary user data: a) a histogram of user stak membership; b) user activity
levels
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Fig. 5. A histogram of stak sizes. The staks are partitioned into groups based on their
size: small - 1-10 pages; medium - 11-100 pages; large - 101-500 pages; xlarge - 500+
pages.

Query, Snippet, URL, Popularity and including all combinations of these tech-
niques. In addition we also evaluate a baseline random recommendation strategy,
which suggests staks at random from the user’s stak-list, and also the popularity
strategy, which recommends the user’s most popular stak. This leads to a total
of 16 different recommendation alternatives. To evaluate these alternatives, we
generate a recommendation list for each of 4343 search instances and compute
the percentage of times that the known active stak is recommended among the
top k stak recommendations (k = 1 − 5).

5.2 Overall Recommendation Precision

To begin with we will look at the overall success rate across the different rec-
ommendation alternatives; in other words, how often do we recommend the
correct stak (case base) to the searcher given their query? Remember we know
the ground-truth from our test data since in each case the user did manually
select a stak for their search. Thus by comparing the recommended staks to the
ground-truth information we can calculate the success rate — how often one of
the recommended staks matches the ground-truth — for the various different
stak recommendation strategies and for different sizes of recommendation-lists.
This data is presented in the graphs of success rate against recommendation-list
size (k). For clarity we split the result data across two graphs show one set of
techniques in Fig. 6 and the remaining techniques in Fig. 7.

The results indicate a wide variety of success rates across the various tech-
niques. In Fig. 6 we can see that techniques such as URL, Query, and the com-
bination of URLQuery perform poorly, recommending the correct stak about
10-20% of the time regardless of the stak-list size. In other words URL and
query information does not provide a sufficiently strong signal for accurate stak
recommendation on their own. In contrast, using the snippet text of results pro-
vides a much strong signal as evidenced by the superior success rates enjoyed
by the Snippet technique in Fig. 6 , which achieves a 50% success rate when
only a single stak is recommended (k = 1), growing to about 70% for larger
recommendation-list sizes.
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Fig. 6. Recommendation success rate for Query, Snippet, URL and ensemble technique

Fig. 7. Recommendation success rate for Popularity and ensemble technique

Fig. 6 and Fig. 7 presents the combination strategies, those that combine
multiple signals during stak recommendation and we can see clear benefits across
the board, with all of the combination techniques shown delivering success rates
up to 80%. Importantly, we find that the combination of all signals (Query,
URL, Snippet, Popularity) tends to deliver the best performance across different
values of k. This is more clearly seen in Fig. 8 where we present the average
success rate (averaged across all values of k) for the different combinations of
techniques. The best performing combination combines Query, URL, Snippet,
Popularity to achieve an average success rate of almost 71%. Interestingly, it is
worth highlighting that using Popularity on its own delivers impressive success
rates (66% on average in Fig. 8). This is in part as result of the fact that many of
our test users tend to use one or two dominant staks and so a popularity-based
mechanism can often make good predictions. Over time, as users spread their
searches more evenly across more staks we can expect this technique to decline.
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Fig. 8. Mean average success rate

Regardless, by adding additional signals to popularity we are able to further
improve the stak recommendation success rate as shown.

In the above it is interesting to pay special attention to the k = 1 results
because the ideal strategy for HeyStaks would be to automatically switch the
user into a correct stak, rather than present a set of stak options for the searcher
to choose from. This would require a reasonably high success rate at k = 1 to
avoid user frustration in the case of incorrect stak switches. Unfortunately, it
appears from the results in Fig. 6 and Fig. 7 that the success rates at k = 1
do not quite support such an automatic switching approach. For example, the
best performing strategy at k = 1, which combines URL, Snippet, Query and
Popularity techniques, achieves a success rate of 56%, which does not seem high
enough to support an automatic stak switching.

5.3 Success vs. Stak Size

Of course the above results refer to average success rates across all staks. But
not all staks are created equally. For example, as per Figure 5, the majority of
staks in this study (47%) contain relatively few URLs (1-10 URLs) which surely
provides a much weaker signal for their retrieval. It seems likely that this should
impact on stak recommendation effectiveness when compared to larger staks. As
HeyStaks matures we can expect users to develop more mature staks and so it
is appropriate to evaluate the relationship between recommendation success and
stak size. To test this, we present the recommendation success rate for each of
the recommendation alternatives, by stak size (comparing small, medium, large
and extra-large staks) for recommendation lists of size 1 (Fig. 9) and 3 (Fig. 10).
In these graphs, each basic recommendation technique is represented by four
separate bars showing the success rate of this technique for the four different
stak types (small, medium, large, and xlarge). For convenience we also present a
line-graph of the average success rate (drawn from Fig. 8) as a reference across
the techniques.
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Fig. 9. Success rate by stak size where k = 1

Fig. 10. Success rate by stak size where k = 3

It is clear that there are significant differences in recommendation accuracy
across the various stak sizes. As expected the larger, more mature staks bene-
fit from higher success rates across the various recommendation techniques and
combinations. Once again the combination of all techniques does marginally bet-
ter overall than any other combination. For example, looking at the combination
URL, snippet, query and popularity we see a success rate of about 82% at k = 1
for the extra-large staks and 61% for the large staks, compared to only 11% and
1% for the medium and small staks respectively. This is encouraging because,
from a engineering standpoint, it suggests that it may be practical to imple-
ment a reliable automatic stak switching policy, at least for large staks which
contain more than 100 URLs. When we look at the results for k = 3 (see Fig. 10)
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we see similar effects, only this time many combination techniques are achieving
success rates in excess of 95%, for a number of recommendation combinations
across the extra-large staks.

5.4 Conclusions

HeyStaks is a deployed social web search service that used ideas from case-based
reasoning to help users to search more effectively online. Users can create and join
so-called search staks, which are collaborative case bases of search knowledge,
in order to receive community recommendations at search-time. The main con-
tribution of this work has been to highlight a practical problem facing HeyStaks
— the need to automatically predict the right stak for users at search time —
and to propose and evaluate potential solutions in the form of stak recommen-
dation strategies To this end we have described a general framework for stak
recommendation, based on the indexing of staks. The approach accommodates
a variety of different recommendation alternatives, using different types of query
data at search time, such as search query terms, the titles, URLs, and snippet
terms of search results, for example. We have described the results of a compre-
hensive evaluation of a variety of recommendation strategies, based on live user
search data. The success rates achieved for the larger staks in particular speak
to the potential for a reliable automatic stak switching mechanism, and at the
very least it is possible to generate a short-list of stak recommendations that are
accurate up to nearly 95% of the time.

One important limitation of this work is that recommendations are based on a
single query (or the results of a single query), when we know that most searchers
engage in sessions that extend beyond a single query; we will often submit 2 or 3
queries variations before we find what we are looking for. Obviously, by looking at
an extended search session it may be possible to leverage more data (more queries,
more URLs, more snippets) in order to better guide stak recommendation. So, for
example, while it might not be possible to recommend the correct stak on the first
query,wemayfind that the addition of a secondquery (and its associatedURLs and
snippets) greatly improves recommendation quality. Another opportunity could
see the use of third-party services to enhance our understanding of the user’s search
context. For example, by leveraging WordNet or Wikipedia it may be possible to
elaborate a users query and to better identify context and this context information
could also be used for stak recommendation. These ideas will form the basis for the
next steps in this research.
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Abstract. Similarity assessment is a key operation in many artificial intelligence
fields, such as case-based reasoning, instance-based learning, ontology matching,
clustering, etc. This paper presents a novel measure for assessing similarity be-
tween individuals represented using Description Logic (DL). We will show how
the ideas of refinement operators and refinement graph, originally introduced for
inductive logic programming, can be used for assessing similarity in DL and also
for abstracting away from the specific DL being used. Specifically, similarity of
two individuals is assessed by first computing their most specific concepts, then
the least common subsumer of these two concepts, and finally measuring their
distances in the refinement graph.

1 Introduction

Description Logic (DL) [4] is becoming a de facto standard for knowledge representa-
tion in many application areas. DL constitutes a family of different logics, which have
been carefully characterized in terms of expressivity and computational complexity of
their deduction algorithms. Gaining momentum through the Semantic Web initiative,
DL popularity is also related to a number of tools for knowledge acquisition and rep-
resentation, as well as inference engines, that have been made publicly available. For
these reasons, DL has also become the technology of choice for representing knowledge
in knowledge-intensive case-based reasoning systems [23,9].

In the last few years, there has been a growing interest in defining similarity measures
for expressive representation formalisms, such as DL. For example, Amato et al. [10]
propose to measure concept similarity as a function of the intersection of their interpre-
tations, which is, in fact, an approximation to the semantic similarity of concepts. The
approximation is better or worse depending on how good is the sample of individuals
used for assessing similarity. Thus, a good sample of individuals is required.

Other approaches have been proposed in order to assess similarity between individ-
uals or concepts without requiring the use of a good sample of individuals. González
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et al. [12] present a similarity measure for description logic designed for case-based
reasoning systems. This similarity measure is based on the idea of hierarchical aggre-
gation, in which the similarity between two instances is computed as an aggregation
of the similarity of the values in their roles. Like most hierarchical aggregation mea-
sures, however, this measure has problems with roles which create cycles and they
are ignored during similarity assessment. Related to the work of González et al. other
similarity measures have been proposed using the hierarchical aggregation principle
for other representation formalisms such as Horn Clauses [14], Feature Terms [1], or
object-oriented representations [6]. Description logic has also been used to model CBR
case retrieval mechanisms not based on similarity, but on the subsumption order [22].

The work presented in this paper is most related to that of Ontañón and Plaza [20],
where they introduced two similarity measures for feature terms based on refinement
graphs. The large differences between feature terms and description logic imply that
their ideas cannot be applied directly, however. For instance, there are ideal refinement
operators for feature terms, and also there is no distinction between concept and indi-
vidual like in DL. In this paper we borrow the basic ideas and extend them in order to
define similarity measures for description logic.

The rest of the paper runs as follows. The next section briefly introduces the ba-
sic concepts of DL and refinement operators used in the paper. Section 3 defines the
proposed similarity measure, along with the algorithms used to compute it. Section 4
exemplifies the application of the similarity measure for a particular domain, while Sec-
tion 5 presents the results of an empirical evaluation. Finally Section 6 concludes the
paper and elaborates on future work.

2 Background

This section briefly summarizes basic concepts regarding description logic, refinement
operators and similarity assessment, which we will use in this paper.

2.1 Description Logic

Description Logic (DL) is a family of knowledge representation languages which have
received a lot of attention due to the development of the Semantic Web. DL is the logical
foundation of OWL [13], the W3C standard ontology language, and consequently there
is great interest in the creation and maintenance of knowledge bases coded using this
formalism.

DL represents knowledge using three types of basic entities: concepts, roles and in-
dividuals. Concepts provide the domain vocabulary required to describe sets of individ-
uals with common features, roles allow to describe relationships between individuals,
and individuals represent concrete domain entities. DL expressions are built inductively
starting from finite and disjoint sets of atomic concepts (NC), atomic roles (NR) and
individual names (NI ).

An interpretation is a vector I = (ΔI , ·I), where ΔI is a non-empty set called the
interpretation domain, and ·I is the interpretation function. The interpretation function
relates each atomic concept A ∈ NC with a subset of ΔI , each atomic role R ∈ NR

with a subset of ΔI × ΔI and each individual a ∈ NI with a single element of ΔI .
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Table 1. EL concepts and semantics

Concept Syntax Semantics
Top concept 	 ΔI

Atomic concept A AI

Conjunction C � D CI ∩ DI

Existential restriction ∃R.C {x ∈ ΔI | ∃y : (x, y) ∈ RI ∧ y ∈ CI}

Table 2. TBox axioms

Axiom Syntax Semantics
Concept inclusion A � B AI ⊆ BI

Disjointness A � B ≡ ⊥ AI ∩ BI = ∅
Role domain domain(R) = A (x, y) ∈ RI → x ∈ AI

Role range range(R) = A (x, y) ∈ RI → y ∈ AI

Table 3. ABox axioms

Axiom Syntax Semantics
Concept instance C(a) aI ∈ CI

Role assertion R(a, b) (aI , bI) ∈ RI

Same individual a = b aI = bI

Different individual a �= b aI �= bI

There are many DL with different expressive power and reasoning complexity de-
pending on which concept constructs are allowed in the language1. In this paper we
will focus on the EL logic, a light-weight DL with polynomial reasoning time that has
proven to be useful to manage large knowledge bases in real world applications [8,2].
Table 1 shows the EL concept constructs as well as the extension of the interpretation
function to complex concepts. Later in this paper we will use C(EL) to denote the set
of all possible concept expressions that can be built in the EL logic.

A DL knowledge base (KB), K = (T ,A), consists of two different types of informa-
tion: the TBox or terminological component, which contains concept and role axioms
and describes the domain vocabulary, and the ABox or assertional component, which
uses the domain vocabulary to assert facts about individuals. For the purposes of this
paper, a TBox is a finite set of concept and role axioms given in Table 2, and an ABox is
a finite set of axioms about individuals shown in Table 3. We say that a TBox is acyclic
if no concept definition depends directly or indirectly on itself. Note that we only allow
concept inclusion axioms between atomic concepts and, therefore, these TBoxes will
always be acyclic.

An interpretation I is a model of a knowledge base K iff the conditions described
in Tables 2 and 3 are fulfilled for every axiom in K. A concept C is satisfiable w.r.t. a
knowledge base K iff there is a model I of K such that CI 
= ∅.

The basic reasoning operation in DL is subsumption. Let K be a knowledge base
and C and D be two concepts, we say that C is subsumed by D w.r.t. K (C �K D)

1 See http://www.cs.man.ac.uk/˜ezolin/dl/ for further information.

http://www.cs.man.ac.uk/~ezolin/dl/
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iff CI ⊆ DI for every model I of K. When the knowledge base K is known we can
simplify the notation and write C � D. Finally, an equivalence axiom C ≡ D is just an
abbreviation for C � D and D � C, and a strict subsumption axiom C � D is simply
C � D and C 
≡ D.

2.2 Refinement Operators

This section briefly summarizes the notion of refinement operator and introduces the
concepts relevant for this paper (see [15] for a more in-depth analysis of refinement
operators). Refinement operators are defined over quasi-ordered sets.

Definition 1. A quasi-ordered set is a pair (S,≤), where S is a set, and ≤ is a binary
relation among elements of S that is reflexive (a ≤ a) and transitive (if a ≤ b and b ≤ c
then a ≤ c).

If a ≤ b and b ≤ a, we say that a ≈ b, or that they are equivalent.
Refinement operators are defined as follows:

Definition 2. A downward refinement operator ρ over a quasi-ordered set (S,≤) is a
function such that ∀a ∈ S : ρ(a) ⊆ {b ∈ S|b ≤ a}.

Definition 3. An upward refinement operator γ over a quasi-ordered set (S,≤) is a
function such that ∀a ∈ S : γ(a) ⊆ {b ∈ S|a ≤ b}.

In other words, upward refinement operators generate elements of S which are “bigger”
(which in this paper will mean “more general”), whereas downward refinement opera-
tors generate elements of S which are “smaller” (which in this paper will mean “more
specific”). Typically, the symbol γ is used to symbolize upward refinement operators,
and ρ to symbolize either a downward refinement operator, or a refinement operator in
general. A common use of refinement operators is for navigating sets in an orderly way,
given a starting element. Typically, the following properties of operators are considered
desirable:

– A refinement operator ρ is locally finite if ∀a ∈ S : ρ(a) is finite.
– A downward refinement operator ρ is complete if ∀a, b ∈ S|a ≤ b : a ∈ ρ∗(b).
– An upward refinement operator γ is complete if ∀a, b ∈ S|a ≤ b : b ∈ γ∗(a).
– A refinement operator ρ is proper if ∀a, b ∈ S b ∈ ρ(a) ⇒ a 
≈ b.

where ρ∗ means the transitive closure of a refinement operator. Intuitively, locally finite-
ness means that the refinement operator is computable, completeness means we can
generate, by refinement of a, any element of S related to a given element a by the order
relation ≤ (except maybe those which are equivalent to a), and properness means that a
refinement operator does not generate elements which are equivalent to a given element
a. When a refinement operator is locally finite, complete and proper, we say that it is
ideal. Other interesting properties of refinement operators have been discussed in the
literature, such as minimality [5], but are not relevant for the purposes of this paper.

Concerning DL, the set of all the possible concept expressions and the subsumption
relation between concepts form a quasi-ordered set and, therefore, we can define DL
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ρ(C) = ρ1(C) ∪ ρ2(C) ∪ ρ3(C) ∪ ρ4(C)

ρ1(C) = {C[Ai → B] | B ∈ max{B′ ∈ NC | B′ � Ai}}
ρ2(C) = {C � B | B ∈ max{B′ ∈ NC | ∀A ∈ C : A �� B′ ∧ B′ �� A}}
ρ3(C) = {C[∃Ri.Dj → ∃Ri.E] | E ∈ ρ(Dj)}
ρ4(C) = see Algorithm 1

Fig. 1. Refinement operator

refinement operators to specialize or generalize concepts. In this paper we focus on the
EL logic which has the advantage of having ideal refinement operators to traverse the
quasi-ordered set (C(EL),�) [17].

It is also well known that there are no ideal refinement operators for the ALC logic,
nor for any more expressive logic than that [18]. Fortunately, the similarity metric we
describe in this paper does not require ideal operators and thus our approach is still
valid for more expressive description logics.

2.3 A Refinement Operator for the EL Logic

Any EL concept C can be written as a conjunction of concepts C1 � . . . � Cn where
each Ci is either an atomic concept A or an existential restriction ∃R.D which filler D
follows the same rules. We say that Ci is redundant in C if there is another Cj in C
such that Cj � Ci (i 
= j), that is, if the information contained in Ci is also in Cj . We
say that a concept C is minimal if it does not contain any redundant subconcept and the
fillers of the existential restrictions are minimal as well. And, of course, any concept
can be reduced to a minimal concept by removing the redundant information.

The refinement operator we propose, ρ, is shown in Figure 1 and it is proper only
if it receives a minimal concept. We defined the operator as the union of four simpler
operators (ρ1, ρ2, ρ3 and ρ4) that specialize the concept C in different ways. The idea
behind ρ1 and ρ2 is to specialize the original concept adding the most general atomic
concepts which provide some new information. Symmetrically, ρ3 and ρ4 specialize the
original concept adding the most general existential restrictions which provide some
new information. Next, we describe each one of these operators in depth.

ρ1 specializes a concept C replacing any of its atomic concepts A with one of its
direct descendants in the conceptual hierarchy. For example, if there is a concept Car
in the domain ontology, ρ1(Car) will return different types of car like ShortCar or
CloseCar.

ρ2 refines a concept C adding the most general atomic concepts which neither sub-
sume nor are subsumed by other atomic concept currently in C. For example, the oper-
ator ρ1(ShortCar) returns formulas like ShortCar � CloseCar. Both ρ1 and ρ2 can
be easily computed by traversing the hierarchy of atomic concepts.

ρ3 and ρ4 follow the same ideas but they operate on existential restrictions rather
than on atomic concepts. ρ3 specializes existential restrictions currently in C applying
the refinement operator to their fillers. For example, if C ≡ Car � ∃hasLoad.Load
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Algorithm 1. ρ4(C)

1: RES = ∅
2: for R ∈ NR do
3: DS = {D | ∃R.D ∈ C}
4: REM = {range(R)}
5: while REM �= ∅ do
6: E = pickOne(REM)
7: if ∃D ∈ DS : D � E then
8: REM = REM ∪ρ(E)
9: else

10: if �D ∈ DS : E � D then
11: RES = RES ∪{C � ∃R.E}
12: end if
13: end if
14: end while
15: end for
16: return RES

and the domain ontology describes different types of loads like Triangle or Circle, then
ρ3(C) returns concepts like Car�∃hasLoad.T riangle and Car�∃hasLoad.Circle.

Finally, ρ4 refines a concept C adding the most general existential restrictions which
neither subsume nor are subsumed by other existential restrictions currently in C. Al-
gorithm 1 shows how to compute these refinements. The idea is to find the most general
fillers for each role which contribute some new information. The algorithm begins with
the most general filler for each role, its range, and stores it in the set REM which con-
tains the candidates that have not been processed yet. In each while loop the algorithm
processes one of these remaining elements, E, according to the following ideas:

– if E subsumes (is more general than) some of the existing fillers in C then E does
not provide any new information yet and we need to keep specializing it, so we add
all its refinements to REM.

– if E is subsumed by (is more specific than) some of the existing fillers in C then
we ignore it because this situation is already covered by ρ3.

– if E does not subsume any of the existing fillers in C and none of them subsumes
E then we have found a new interesting existential restriction and we add the cor-
responding formula to the solution set.

For example, ρ4(Car) will return formulas with new existential restrictions like Car�
∃load.Shape or Car � ∃wheels.Number.

3 Measuring Similarity Using Refinement Operators

In this section we present our DL refinement (SDLρ) similarity measure for individuals
in description logic which is based on the following intuitions:
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First, given two concepts C and D such that C � D, it is possible to reach C from D
by applying a complete downward refinement operator ρ to D a finite number of times,
i.e. C ∈ ρ∗(D).

Second, the number of times a refinement operator needs to be applied to reach C
from D is an indication of how much more specific C is than D. In other words, the
length of the refinement chain to reach C from D, which we will note by λ(D

ρ−→ C),
is an indication of how much more information C has that was not contained in D. It is
also an indication of their similarity: the smaller the length, the higher their similarity.
Additionally, λ(� ρ−→ C) measures the distance from the most general concept, �, to
C, which is a measure of the amount of information in C.

Third, given any two concepts, their least common subsumer (LCS) is the most spe-
cific concept which subsumes both. The LCS of two concepts contains all that is shared
between two concepts, and the more they share the more similar they are.

Using the previous three ideas, we can now define similarity between two concepts
C and D as:

SC
DLρ(C, D) =

λ1

λ1 + λ2 + λ3

where

λ1 = λ(� ρ−→ LCS(C, D))

λ2 = λ(LCS(C, D)
ρ−→ C)

λ3 = λ(LCS(C, D)
ρ−→ D)

Thus, the similarity between two concepts C and D is assessed as the amount of infor-
mation contained in their LCS (i.e. the amount of information they share) divided by the
total amount of information in C and D (the common information plus the information
specific to each one).

Additionally, the same method can be used to assess similarity between individuals
by adding an additional idea: that of the most specific concept. The most specific con-
cept (MSC) of an individual is the most specific concept we can create in a given DL
which contains the given individual, i.e. the concept in the DL which better represents
such individual. Given two individuals a and b, their similarity can be assessed in the
following way:

SDLρ(a, b) = SC
DLρ(msc(a), msc(b))

The remainder of this section elaborates these ideas.

3.1 Most Specific Concepts

Let us start by briefly describing the idea of most specific concept (MSC). The MSC
of a given individual is the most specific concept we can create which contains a given
individual. It is well known that depending on the set of constructs allowed in the DL,
the MSC might exist or not, and different algorithms have been proposed, like Baader’s
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Algorithm 2. msc(a,A)

1: MSC = 	
2: for C(a) ∈ A do
3: MSC = MSC �C
4: end for
5: for R(a, b) ∈ A do
6: MSC = MSC �(∃R.msc(b,A))
7: end for
8: return MSC

for the EL logic [3]. This section presents a simple algorithm to approximate the MSC
in EL assuming non-cyclic TBoxes (i.e. non-cyclic concept definitions).

Specifically, a concept C is said to be the MSC of an individual a with respect to
an ABox A, mscA(a) = C, if C(a) and for each concept D such that D(a), C � D
holds.

In general, the MSC does not always exist for a given individual in EL. To illustrate
why does this happen, let us consider the following example. Let A = {R(a, a)} be an
ABox, and n ≥ 0. It is easy to see that a is an instance of the following concepts:

Cn ≡ ∃R. . . .∃R︸ ︷︷ ︸
n times

.�

Notice that Ci is more specific than Cj if i > j, and thus, in this case, there is no
concept which can satisfy the definition of MSC. This problem arises whenever there
is a cycle in the definition of an individual. For simplicity reasons, in the remainder of
this paper we will assume that individuals contain no cycles in their definition.

In the EL logic and under the assumption of no cycles we have used Algorithm 2
to compute the MSC of an individual. For example, given the following ABox which
describes a train with one car which contains a triangle and a square:

Train(t1), hasCar(t1,c1), Car(c1), hasLoad(c1,l1), Triangle(l1),
hasLoad(c1,l2), Square(l2)

our algorithm computes the following MSC of t1 that coincides with what was
expected:

Train � ∃hasCar.(Car � ∃hasLoad.T riangle� ∃hasLoad.Square)

Notice that our acyclicity assumption does not restrict the application of the similar-
ity measure presented in this paper; in case cycles are present, we would only need a
different way of computing the MSC, like the one presented in [3].

3.2 Least Common Subsumer

Once we have the MSC of the two individuals we want to compare, the next step is
to obtain the most specific concept that subsumes both, that is, their least common
subsumer (LCS) [21].
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Algorithm 3. lcs(C1, ..., Cn)

1: LCS = 	
2: while true do
3: N = {C ∈ ρ(LSC)|∀i=1...nCi � C}
4: if N = ∅ then
5: return LCS
6: else
7: LCS = any C ∈ N
8: end if
9: end while

Definition 4. The Least common subsumer (LCS) of a set of given concepts, C1, ..., Cn

is another concept C = LCS(C1, ..., Cn) such that ∀i=1...nCi � C, and for any other
concept C′ such that ∀i=1...nCi � C′, C � C′ holds.

Depending on the specific DL being used, computing the LCS is trivial or not. In gen-
eral, it can be computed by means of a search process, such as the one presented in
Algorithm 3. Algorithm 3 works as follows. Initially, the LCS is set to the most gen-
eral concept, �. Then, the set of refinements of � that are still more general than all
the concepts C1, ..., Cn is computed and stored in the set N . If N is empty, we know
that there are no refinements of the current LCS that are still more general than all of
the concepts C1, ..., Cn, and thus, we have already found the LCS. If N is non-empty,
we can just select any of the concepts in N , and keep refining. In case the refinement
operator is not proper, then which C ∈ N is selected has to be carefully performed for
not entering into an infinite loop.

For example, given two concepts C1 = Train � ∃hasCar.(∃hasLoad.T riangle),
and C1 = Train�∃hasCar.(∃hasLoad.Square), and assuming that the most specific
concept that is more general than Square and Triangle in our ABox is Shape, we
can use the previous algorithm to conclude that msc(C1, C2) = Train � ∃hasCar.(
∃hasLoad.Shape).

3.3 Measuring Distances in the Refinement Graph

The last piece we require for defining SDLρ is a way to measure the distance in the

refinement graph between two concepts C and D, such that D � C, i.e. λ(C
ρ−→ D).

This can be done by measuring the number of refinements required to reach D from C.

Algorithm 4. λ(C
ρ−→ D)

1: if C ≡ D then
2: return 0
3: else
4: C′ ∈ {E ∈ ρ(C)|D � E}
5: return 1 + λ(C′ ρ−→ D)
6: end if
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Computing the minimum number of refinements required to reach D from C might
be computationally too expensive, so in SDLρ we just use an estimate computed using
Algorithm 4. Algorithm 4 works as follows. If C is already equivalent to D, then their
distance in the refinement graph is 0, otherwise, the algorithm takes one refinement C′

of C, and recursively computes the distance from C′ to D, the distance from C to D is
then just 1 plus the distance from C′ to D.

4 Exemplification

This section shows an example of the similarity measure SDLρ using the domain about
trains introduced by Michalsky [16]. The two specific trains we are going to compare
are shown in Figure 2. Both of them have just one short car that transports some type
of load. The differences are that the car of train1 has a closed top and transports a
triangle, while the car of train2 has an open top and transports a triangle and a circle.

In order to compute the similarity between both trains, we need to compute first the
most specific concepts (MSC) that represents them using Algorithm 2:

msc1 ≡ Train � ∃hasCar.(ClosedCar � ShortCar � ∃load.T riangle�
∃wheels.Two)

msc2 ≡ Train � ∃hasCar.(OpenCar � ShortCar � ∃load.T riangle�
∃load.Circle � ∃wheels.Two)

Next we compute the most specific concept that subsumes the previous ones, that
is LCS(msc1, msc2), using Algorithm 3. This algorithm produces the following se-
quence of refinements:

train1: Train 

car1: ShortCar, ClosedCar 

load1: Triangle two: Number 

Car

loNumber oad1: Trilo

train2: Train 

car2: ShortCar, OpenCar 

load2: Triangle two: Number 

rtCar

load2Number 2:2: load3: Circle 

p

TriangleTriT load3: C

SDLρ (MSC1,MSC2) =
λ1

λ1 + λ2 + λ3
= 7

7+1+ 2
= 0.7

T (top) 

LCS 

MSC1 MSC2 

(

SC

λ1 

λ2 λ3 

Sim(train1, train2) = SDLρ (MSC1,MSC2)

hasCar hasCar 

wheels wheels load load load 

Fig. 2. Example of similarity between 2 trains
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0 : �
1 : Train

2 : Train � ∃hasCar.Car

3 : Train � ∃hasCar.ShortCar

4 : Train � ∃hasCar.(ShortCar � ∃load.Shape)
5 : Train � ∃hasCar.(ShortCar � ∃load.T riangle)
6 : Train � ∃hasCar.(ShortCar � ∃load.T riangle� ∃wheels.Number)
7 : Train � ∃hasCar.(ShortCar � ∃load.T riangle� ∃wheels.Two)

The LCS is the last concept in the previous sequence, and describes the information that
is common to both trains: they have one short car with two wheels which transports a
triangle. The amount of information shared by both trains can be measured as the length
of the previous sequence (λ1 = 7).

Then, we compute the amount of information that is specific to each train using
Algorithm 4. First we search for a sequence of refinements from the LCS to msc1

(λ2 = 1):

1 : Train � ∃hasCar.(ClosedCar � ShortCar � ∃load.T riangle�
∃wheels.Two)

Next, we compute the sequence of refinements from the LCS to msc2 (λ2 = 2)):

1 : Train � ∃hasCar.(OpenCar � ShortCar � ∃load.T riangle�
∃wheels.Two)

2 : Train � ∃hasCar.(OpenCar � ShortCar � ∃load.Cricle

�∃load.T riangle� ∃wheels.Two)

Finally, the similarity between both trains is computed as follows:

SDLρ(train1, train2) = SC
DLρ(msc1, msc2) =

λ1

λ1 + λ2 + λ3
=

7
7 + 1 + 2

= 0.7

5 Empirical Evaluation

In order to evaluate our similarity measure, we used the trains data set shown in Fig-
ure 3 as presented by Michalski [16]. We selected this dataset since it is available in
many representation formalisms (Horn clauses, feature terms and description logic),
and therefore, we can compare our similarity measure with existing similarity measures
in the literature. The dataset consists of 10 trains, 5 of them labelled as “west”, and 5 of
them labelled as “east.”



300 A.A. Sánchez-Ruiz et al.

1. TRAINS GOING EAST 2. TRAINS GOING WEST

1.

2.

3.

4.

5.

1.

2.

3.

4.

5.

Fig. 3. Trains data set as introduced by Michalski [16]

We compared our similarity measure against 6 others: González et al. [12], a sim-
ilarity measure for acyclic concepts in description logic, RIBL [11], which is a Horn
clause similarity measure, SHAUD [1], which is a similarity measure for feature terms,
and Sλ, Sπ, and Swπ [20], which are similarity measures for feature terms but also
based on the idea of refinement operators. For RIBL, we used the original version of
the trains dataset, for SHAUD, Sλ, Sπ, and Swπ, we used the feature term version of the
dataset used in [20], which is a direct conversion from the original Horn clause dataset
without loss, and for our DL similarity measure (referred to as SDLρ in Table 4), we
used the version created by Lehmann and Hitzler [19].

We compared the similarity measures in 5 different ways:

– Classification accuracy of a nearest-neighbor algorithm.
– Classification accuracy of a 3-nearest neighbor algorithm.
– Average best rank of the first correct example: if we take one of the trains, and sort

the rest of the trains according to their similarity with the selected train, which is
the position in this list (rank) of the first train with the same solution as the selected
train (west or east).

– Jaro-Winkler distance: the Jaro-Winkler measure [24] can be used to compare two
orderings. We measure the similarity of the rankings generated by our similarity
measure with the rankings generated with the other similarity measures.

– Mean-Square Difference (MSD): the mean square difference with respect to our
similarity measure, SDLρ.

Table 4 shows the results we obtained by using a leave-one-out evaluation. Concerning
classification accuracy, we can see that our similarity measure (labeled SDLρ in the ta-
ble) achieves a high classification accuracy, higher than most other similarity measures,
except Swπ. The trains data-set is only apparently simple, since the classification crite-
ria is a complex pattern which involves several elements from different cars in a train.
The only similarity measure that came close is Swπ, which achieved an 80% accuracy
(it misclassified trains west 1 and west 3). Concerning the average best rank, either the
first or the second retrieved case using our similarity measure was always of the correct
solution class, and thus it is very low, 1.4. Using the Jaro-Winkler similarity, and the
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Table 4. Comparison of several similarity metrics in the trains dataset

SDLρ González et al. RIBL SHAUD Sλ Sπ Swπ

Accuracy 1-NN 70% 50% 60% 50% 40% 50% 80%
Accuracy 3-NN 70% 60% 70% 80% 70% 80% 80%

Best Rank 1.4 1.5 2.0 2.0 2.3 2.1 1.7
Jaro-Winkler - 0.78 0.72 0.76 0.71 0.77 0.72

MSD - 0.11 0.03 0.05 0.02 0.05 0.17

MSD, we can see that SDLρ generates an order very similar to González et al.’s simi-
larity, but that in terms of MSD, it is closest to Sλ, which is also based on refinement
operators (although for feature terms instead of description logic).

Although a more thorough evaluation of our measure by integrating it into a real
CBR system in a more complex task is part of our future work, our empirical evaluation
shows promising results and confirms that refinement operators are a viable approach
to assess similarity in CBR systems which use description logic as their representation
formalism.

6 Conclusions and Future Work

We have presented the similarity measure SDLρ for the EL description logic, based on
notions of refinement graph and generalization space. Refinement graphs were intro-
duced in a subset of Horn logic for the purpose of modeling inductive learning, until
some of the authors of this paper [20] proposed they could be used for the purpose
of estimating similarity in knowledge representation formalisms like description logic.
Since that previous work presented Sλ, a similarity measure for feature terms, part of
the claim was unsubstantiated until now, where SDLρ is shown to be similarly defined
for a given description logic.

Similarity is of great importance to CBR, and similarity for representation formalisms
like description logic is important for knowledge-intensive CBR, but also for web-
based applications, ontology alignment, and other tasks for AI systems. We consider
this work a start into the process of achieving a better understanding of the relationship
of case-based reasoning and the other fields of AI, like knowledge representation, logic,
and inductive learning. More work need to be done, but this understanding might also
be instrumental in greater visibility of CBR in the framework of artificial intelligence
community.

Future work will focus on defining refinement-based similarity measures for more
expressive description logics (DL) and also for subsets of Horn logics. Much of the
work on the family of description logic revolves around finding subsets of DL that are
expressive but computationally tractable; OWL, for instance, defines 3 language levels
of increasing expressiveness and complexity. Defining refinement operators for high
complexity DL may not be practical, so finding a more expressive subset of DL for
which a tractable refinement-based similarity measure exists is our next goal.
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14. Horváth, T., Wrobel, S., Bohnebeck, U.: Relational instance-based learning with lists and
terms. Machine Learning 43(1-2), 53–80 (2001)

15. van der Laag, P.R.J., Nienhuys-Cheng, S.H.: Completeness and properness of refinement
operators in inductive logic programming. Journal of Logic Programming 34(3), 201–225
(1998)

16. Larson, J., Michalski, R.S.: Inductive inference of VL decision rules. SIGART. Bull. 63(63),
38–44 (1977)

17. Lehmann, J., Haase, C.: Ideal downward refinement in the EL description logic. In: Raedt,
L.D. (ed.) ILP 2009. LNCS, vol. 5989, pp. 73–87. Springer, Heidelberg (2010)

http://portal.acm.org/citation.cfm?id=1630659.1630706
http://portal.acm.org/citation.cfm?id=1240342.1240604
http://www.w3.org/TR/2004/REC-owl-features-20040210/


Measuring Similarity in Description Logics Using Refinement Operators 303

18. Lehmann, J., Hitzler, P.: Foundations of refinement operators for description logics. In: Bloc-
keel, H., et al. (eds.) [7], pp. 161–174

19. Lehmann, J., Hitzler, P.: A refinement operator based learning algorithm for the LC descrip-
tion logic. In: Blockeel, H., et al. (eds.) [7], pp. 147–160
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Abstract. Expressiveness of natural language is a challenge for text
representation since the same idea can be expressed in many different
ways. Therefore, terms in a document should not be treated indepen-
dently of one another since together they help to disambiguate and es-
tablish meaning. Term-similarity measures are often used to improve
representation by capturing semantic relationships between terms. An-
other consideration for representation involves the importance of terms.
Feature selection techniques address this by using statistical measures
to quantify term usefulness for retrieval. In this paper we present a
framework that combines term-similarity and weighting for text repre-
sentation. This allows us to comparatively study the impact of term
similarity, term weighting and any synergistic effect that may exist be-
tween them. Study of term similarity is based on approaches that ex-
ploit term co-occurrences within document and sentence contexts whilst
term weighting uses the popular Chi-squared test. Our results on text
classification tasks show that the combined effect of similarity and
weighting is superior to each technique independently and that this
synergistic effect is obtained regardless of co-occurrence context
granularity.

1 Introduction

While unstructured, natural language text is convenient for human consumption,
computers still find it difficult to process such information with satisfactory pre-
cision. This is because the lexical content of natural language text can be quite
different from its intended meaning due to inherent ambiguities in natural lan-
guage such as synonymy (different terms having similar meaning) and polysemy
(the same term having multiple different meanings). Representation of text doc-
uments is of interest to many research fields such as Information Retrieval (IR),
Natural Language Processing and Textual CBR. The standard Bag of Words
(BOW) representation is a naive approach in that it operates at the lexical
level, treating terms as independent features [16]. However in the presence of
ambiguities such approaches using lexical features alone for representation will
remain ignorant of latent semantics that are needed to disambiguate the text.

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 304–318, 2011.
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To address such limitations the semantic relatedness between terms must be
taken into account and one approach to achieve this is through the acquisition
of term-term similarity knowledge.

Notion of similarity can be ascertained on the basis of term co-occurrence in
a corpus. The context within which co-occurrence is mined is very important.
Most approaches for extracting term co-occurrence statistics do so in the context
of the whole document [7,19,5]. It can be argued that at the document level,
every term can possibly co-occur with every other term and thus, document
contexts do not accurately capture semantic relatedness. A sentence however, is
a more linguistically justified context as it expresses one complete idea [15]. Thus
mining co-occurrence at the sentence level is likely to be better at capturing the
semantic relatedness between terms. An alternative approach for term-similarity
extraction involves maintaining a profile of the terms (lexical co-occurrents) that
co-occur with a given term within a predefined window of text. Accordingly,
similarity between a term pair can be determined based on the similarity of
their corresponding lexical co-occurrence profiles [17]. In this paper we study co-
occurrence based term similarity extracted from document and sentence contexts
for text representation. We compare these with a lexical co-occurrence approach
with a sentence-based window, where two terms are similar if they have similar
term co-occurrence profiles. We present a framework to combine term similarity
knowledge and weighting and study the synergistic effect of these on document
representation.

The rest of the paper is organised as follows: in Section 2 we provide an
overview of different sources of term-similarity knowledge. In particular we look
at extrospective (using background knowledge) and introspective approaches to
similarity knowledge acquisition. We introduce our term similarity and weighting
framework in Section 3 explaining issues related to normalisation and weight-
ing. Section 4 presents three introspective term similarity acquisition approaches
based on co-occurrence mining. We present results from five text classification
tasks in Section 5, followed by conclusions in Section 6.

2 Term Similarity Extraction

A solution commonly used for overcoming the variation in natural vocabulary
is to find measures of semantic relatedness between terms in a corpus. This
provides a mapping between different lexical expressions of a similar idea into
conceptual groups that capture the inherent meanings of documents. The result
of this is the extraction of some high level features that represent the underlying
semantic concepts in a document. Achieving this however requires a source of
similarity knowledge. Techniques for extracting similarity knowledge range from
using extrospective (knowledge rich) sources which include lexical databases and
the World Wide Web (WWW) to introspective (knowledge light) techniques that
use statistics of term co-occurrences in a corpus.
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2.1 Extrospective Sources of Similarity Knowledge

WordNet, a lexical database for the English language [13], has been used ex-
tensively for extracting term-similarity knowledge. Words within WordNet are
grouped into sets of cognitive synonyms called synsets each expressing a distinct
concept. Synsets are further grouped based on their grammatical function into
noun, verb, adjective and adverb dictionaries. Synsets within the same dictionary
are inter-connected through links representing the semantic and lexical relation-
ships between them. This structure can be viewed as a graph where synsets are
nodes and semantic links are edges. Such a graph allows to measure relatedness
between terms by means of combining shortest path between term pairs and
information about the depth of nodes in the graph [20] and information con-
tent [14,10,12]. Despite its popularity, WordNet has recently been criticised for
having limited coverage and scope of applications [9]. It also suffers from sparsity
in its synset connections [2] with the different dictionaries within WordNet being
mostly independent with very limited inter-connections between them.

Unlike WordNet, Wikipedia, a free online encyclopaedia, boasts vast cover-
age in orders of magnitude greater than that of lexical databases and thesauri.
Wikipedia has been used to explicitly represent the meaning of natural language
by representing text documents in a high-dimensional space of Wikipedia con-
cepts [8]. Wikipedia is particularly attractive as a source of semantic knowledge
because each Wikipedia page provides a comprehensive description of a single
topic or concept and can thus be seen as a representation of that concept. Other
researchers go beyond this and exploit the entire WWW as a means to extract
semantic knowledge e.g. using page counts [6]. Page count of documents returned
in response to a search engine query provides useful evidence of relatedness be-
tween terms in the query. This can then be quantified as a similarity metric
i.e. the higher the proportion of documents that contain both terms, the more
related the two terms are. However page count can often be misleading as it
does not consider the intended sense of terms and the semantics within which
they are used in the result pages. Sophisticated approaches using text snippets1

can be used to improve on page count by exploiting lexical syntactic patterns in
these snippets [1].

The major downside of extrospective techniques is the demand on maintenance
and processing power. It is certainly a non-trivial task to develop and maintain
a lexical database like WordNet for a new domain or language. While online re-
sources like Wikipedia and the WWW partly address this problem, they also intro-
duce the problems of network availability (and latency), and demand for storage
and memory when content is alternatively downloaded and processed locally. Such
issues make corpus statistics a popular option for term-similarity extraction.

2.2 Introspective Sources of Similarity

The general idea is that co-occurrence patterns of terms in a corpus can be
used to infer semantic relatedness between terms. Co-occurrence is also helpful
1 Small pieces of text extracted by the search engine around the query term.
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for estimating domain specific relationships between terms [5]. Latent Semantic
Indexing (LSI) [7] is a popular technique in this category that uses singular-
value decomposition (SVD) to exploit co-occurrence patterns of terms and doc-
uments to create a semantic concept space where documents that are related are
brought closer together. In this way, LSI brings out the underlying latent seman-
tic structure in texts. It has been shown that LSI implicitly exploits higher-order
co-occurrences between terms in a collection [11]. When two terms t1 and t2 co-
occur within the same document they are said to have a first order association.
However when t1 and t2 do not co-occur but do co-occur with a common term t3
then t1 and t2 are said to share a second order co-occurrence through t3 and so
on for higher orders. Unlike LSI which implicitly exploits higher order associa-
tions between terms using SVD, an explicit approach to combining co-occurrence
paths up-to the third order between terms has been successfully used to extract
similarity arcs for a Case Retrieval Net (CRN) applied to text classification [5].

The standard approach to term similarity mining is to extract term co-
occurrence counts within a specific context where the context can range from
whole documents to paragraphs, sentences and even word sequences [18]. An
alternative approach is to obtain a profile of the co-occurrents of a term within
the entire corpus. The co-occurrents of a terms are the other terms that have a
first order co-occurrence with it within a predetermined range (or window). A
window size can span from about a hundred terms to just a few terms on either
side of the focus term. By passing such a window over the entire corpus, we can
obtain for each term, a list of its co-occurrents and represent that in a vector
space, where the dimensions of this space are the set of unique terms in the cor-
pus. The similarity between any two terms is then obtained by comparing their
term vectors. Such an approach has been employed to construct a thesaurus,
where synonyms are identified based on vector similarity [17].

3 Text Representation Framework

The first step in our framework is to obtain all pairwise term similarity values
to populate a term-term similarity matrix T where the row and column dimen-
sions of T represent the corpus terms. Each entry in T determines similarity of
corresponding row and column terms and all entries in T are normalised with
the value 1 in any cell corresponding to identical term pairs and 0 to dissimilar.
Note that because any term can be at most similar to itself, all entries on the
leading diagonal of T are consequently 1.

Next T is used to obtain the new document representation capturing term
similarity knowledge. This is done by multiplying a document-term matrix D
with T to obtain a new term-document matrix D′ .

D′ = T × D (1)

Documents can be represented as column vectors in a term-document matrix D
whilst the row dimensions correspond to terms in the corpus. Here any standard
text representation scheme such as binary vectors or tf-idf vectors can be used for
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D’s columns. Intuitively the impact of equation 1 will be to boost the presence
of related terms that were not contained in the original documents, which in
turn has the beneficial effect of bringing similar documents closer together. This
same effect has also been shown to be equivalent to document retrieval using a
Case Retrieval Net where entries in matrix T can represent the weights of the
similarity arcs between terms, and entries in matrix D represents the relevance
arcs between terms and documents [4].

3.1 Normalisation

In our approach we apply an L2 normalisation function to the rows of T and
columns of D before the matrix multiplication in equation 1. This is done so as to
prevent frequent terms and longer documents from dominating representations.
The L2 normalisation function is given in equation 2.

L2(v) =
vi

|v| (2)

where v is any vector and

|v| =
√

Σn
i=i|v|2 (3)

A further benefit of enforcing normalisation in this manner is that equation 1
now amounts to taking the cosine similarity between the term vectors in T and
the document vectors in D.

3.2 Term Weighting

Typically all terms in a corpus do not have equal importance with some select
terms having a higher discerning power than others. Thus, a measure of term
importance needs to be introduced into document representations such that
more important terms have a higher influence on document similarity. This can
be done using feature selection techniques. Feature selection is typically used to
obtain a statistical score of term importance which is used to rank all terms in a
corpus. Terms that rank below a certain threshold are subsequently eliminated
from the term-document space. We observe that this score of term importance
can be used instead to weight terms such that more important terms have a
greater contribution to document representation. In this way, terms are only
eliminated if they have a weight of zero.

Many feature selection techniques have been proposed in the literature which
include Document Frequency (DF), Information Gain (IG) and Chi squared (χ2).
A comparative analysis on feature selection techniques for text classification
found χ2 and IG to give the best performance closely followed by DF [21]. We
expect any effective feature selection technique to be easily incorporated into
our framework to provide useful term weights.

When combining any form of term elimination and term similarity, it seems
reasonable to first select a subset of high quality features and subsequently infer
term similarity knowledge using only the selected terms [19]. This should however
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be done with caution because a severely reduced term space is not suited to
obtaining T . This is because the subset of terms left after the elimination process
may not be sufficiently large to infer useful relationships that otherwise would
be discovered with the aid of the eliminated terms. Accordingly we propose to
use term weighting only after obtaining T . This allows us to obtain useful term
relationships and still end up with highly discriminatory features.

Term weights are used in our framework to populate a diagonal matrix , W ,
which has the same row and column dimensions as T . W can be used to assign
a weight to each term in D corresponding to the significance of that term in the
domain. This step is presented in equation 4.

D′ = W × (T ′ × D) (4)

4 Modeling Term Similarity Knowledge

Central to the framework presented in section 3 is the presence of term-term
similarity knowledge to populate matrix T . Any of the approaches presented in
Section 2 can be utilised for this purpose. Here we present two straight forward
introspective approaches for extracting term-similarity knowledge: Context Co-
occurrence Approach (CCA) and Lexical Co-occurrence Approach (LCA). CCA
measures similarity between terms based on the strength of co-occurrence. Two
terms are said to co-occur if they happen to appear within a specified context.
Here we consider two possible contexts: document or sentence level. LCA on the
other hand measures similarity between terms with respect to their association
pattern with other terms. A pair of terms are thus deemed similar if they have
similar co-occurrence patterns with other terms within a predetermined context
window. Each term thus has a lexical co-occurrence profile in the corpus and the
similarity between any two terms is determined by the similarity between their
co-occurrence profiles.

4.1 Context Co-occurrence Approach (CCA)

Documents are considered to be similar in the vector space model (VSM) if
they contain a similar set of terms. The similarity of two documents can be
determined by finding the distance between their vector representations in the
term-document space defined by D. In the same way, terms can also be consid-
ered similar if they appear in a similar set of documents. If document vectors
are defined by the columns in matrix D, then the rows of the matrix define
the term vectors. Thus, the similarity between two terms can be determined by
finding the similarity of their corresponding term vectors. This model can be
extended to a general term-context matrix where the co-occurrence context can
range from whole documents to sentences or even word sequences of a predefined
length. In this work we consider both the document (CCAdoc) and sentence
(CCAsent) contexts for extracting co-occurrence based similarity. We demon-
strate the process of creating a first-order term-term similarity matrix using an
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approach similar to that presented in [5], but without restricting ourselves to
document-only context.

Starting with a term-context matrix C where the context can be either at
the document or sentence level, we obtain a term-term similarity matrix T by
multiplying C with its transpose (CT ).

T = C × CT (5)

We observe that the dot product of term vectors, which is a consequence of
equation 5, is not a robust measure of similarity. Firstly, the values produced are
not normalised - remember we wish to populate T with similarity values within
the range 0 (dissimilar) and 1 (identical). Secondly, dot product disregards the
relative distribution of terms in favour of their absolute distribution. We explain
this using a document level context representation with three example matrices
in Figure 1. Here t1 has exactly the same document distribution as t3 yet the
similarity of t1 to t3 (2.0) in T is the same as it’s similarity to t4 and t5 simply
because t4 and t5 are highly frequent terms. Also, the similarity of t4 to t5
is higher (3.0) than its similarity to t3 (2.0) even though t3 and t4 fail to co-
occur within just a single document (compared with a difference of 2 documents
between t4 and t5). One way to address this is to use vector normalisation to
mitigate the effect of vector length.

C
d1 d2 d3 d4 d5

t1 0 1 1 0 0
t2 1 0 0 1 0
t3 0 1 1 0 0
t4 1 1 1 0 0
t5 1 1 1 1 1

CT

t1 t2 t3 t4 t5
d1 0 1 0 1 1
d2 1 0 1 1 1
d3 1 0 1 1 1
d4 0 1 0 0 1
d5 0 0 0 0 1

T
t1 t2 t3 t4 t5

t1 2.0 0.0 2.0 2.0 2.0
t2 0.0 2.0 0.0 1.0 2.0
t3 2.0 0.0 2.0 2.0 2.0
t4 2.0 1.0 2.0 3.0 3.0
t5 2.0 2.0 2.0 3.0 5.0

Fig. 1. Example of context co-occurrence term similarity

We apply the L2 normalisation (as we did in Section 3.1) on the rows of C and
columns of CT before the matrix multiplication in equation 5. This invariably
amounts to calculating the cosine similarity between term vectors. Normalisation
in this way contrasts with the absolute frequency count based approach presented
in [5]. Importantly normalisation helps to mitigate any undue influences from
highly-frequent terms on semantic relatedness.

4.2 Lexical Co-occurrence Approach (LCA)

In LCA, we begin with a term-term co-cooccurrence matrix P which we call the
lexical co-occurrence matrix. The dimensions of the rows and columns in P are
the unique terms in our corpus. P is thus a square matrix and an entry pi,j in P
is an integer value indicating the frequency of first order co-occurrence of term
pi and pj within a context window. Our window size is a whole sentence. Thus
terms that co-occur within two different sentences in the corpus will have the
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value 2 in their corresponding cell in P while terms that do not co-occur within
the same sentence will be 0. The term-term similarity matrix P can be obtained
from P by calculating the cosine similarity of all pair-wise combinations of the
terms vectors of P . This is achieved by multiplying P with its transpose PT

after the rows of P and columns of PT have been L2 normalised (as before).

T = P × PT (6)

Equation 6 appears similar to the approach presented in [5] for creating a second
order co-occurrence matrix with the exception that the sentence context is used
here instead of whole documents. However, there are important difference be-
tween the two approaches. For instance, to obtain second order co-occurrences,
the entries of P need to be converted into binary values such that the matrix
multiplication (dot product of term vectors) of P and PT produces integer values
that are counts of second order paths between term pairs. On the other hand,
the cosine similarity in the lexical approach produces normalised, real values
that are a measure of similarity between term pairs based on their first order
lexical co-occurrences (see resulting T matrix presented in Figure 2) where term
vectors in P need not be binary. Consequently the values produced by the cosine
similarity are not counts of second order co-occurrence paths neither can they
be interpreted as such.

P
t1 t2 t3 t4 t5

t1 0 1 2 0 0
t2 1 0 2 0 0
t3 2 2 0 0 1
t4 0 0 0 0 1
t5 0 0 1 1 0

P T

t1 t2 t3 t4 t5
t1 0 1 2 0 0
t2 1 0 2 0 0
t3 2 2 0 0 1
t4 0 0 0 0 1
t5 0 0 1 1 0

T
t1 t2 t3 t4 t5

t1 1.0 0.8 0.3 0.0 0.6
t2 0.8 1.0 0.3 0.0 0.6
t3 0.3 0.3 1.0 0.3 0.0
t4 0.0 0.0 0.3 1.0 0.0
t5 0.6 0.6 0.0 0.0 1.0

Fig. 2. Example of lexical co-occurrence term similarity

Figure 2 provides an example to illustrate the creation of a term-similarity
matrix from a lexical co-occurrence matrix. Notice that the terms t1 and t2 both
co-occur twice with the term t3 and thus have a resulting similarity of 0.8 in T .
Accordingly t1 and t4 fail to co-occur with a common term and thus have 0 similar-
ity. Note that entries on the leading diagonal of P can be non-zero to also include
the first order co-occurrence of term pairs. By capturing similarity in this way we
avoid the need to have separate matrices for the first and second orders.

5 Evaluation

The aim of our experiments is to examine the effect of combining term similar-
ity knowledge with term weighting for document representation. Two different
co-occurrence based approaches for extracting term-term similarity knowledge
introspectively were presented in Section 4. Using these we further explore the
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impact of document versus sentence context on the quality of term similarity
knowledge. Accordingly we use the following algorithms to mine term-similarity
knowledge for matrix the T :

– CCAdoc term co-occurrences at the document context level (see section 4.1);
– CCAsent term co-occurrences at the sentence context level (see section 4.1);
– LCA using lexical co-occurrences within a sentence window (see section 4.2).

Once T is obtained we use the framework in Section 3 to generate the docu-
ment representations. We also study the influence of feature weighting on these
representations using the Chi squared (χ2) measure2 to obtain feature weights
for the matrix W . Our baseline technique, Base, is a binary vector represen-
tation without similarity knowledge and term weighting. Equally the individual
influence of feature weighting alone is further investigated by adding this com-
ponent into Base (W+). We applied standard text preprocessing operations
such as stop-words removal, stemming and also eliminated rare terms (terms
with document frequency less than 3). We chose binary feature vectors to rep-
resent documents in D rather than tf-idf vectors after experiments found tf-idf
did not improve baseline performance. Combining CCAdoc term similarities
and term weighting with tf-idf representation performed slightly worse (∼0.3-
4%) than with binary representation except on the InterestFx datasets where
performance remained the same. Tf-idf benefits text representation by implic-
itly providing term weighting using inverse document frequency which favours
rare terms over frequent ones. While the application of idf has been very suc-
cessful in IR, studies on feature selection have shown text classification to work
better with techniques that favour frequent terms e.g MI, χ2 and DF threshold-
ing [21,3]. Thus the performance achieved by combining χ2 term weighting with
idf in our framework suggests a conflict between the two appraoches.

The different representation schemes were compared on text classification
tasks using a weighted kNN as our primary algorithm (with k=3) with the cosine
similarity metric to identify the neighbourood. kNN’s classification accuracy is
also compared to that of Svm classifier. Accordingly we restrict our study to bi-
nary classification datasets. Weka was used with the Java wrapper for LibSVM
for SVM classification. Results are obtained by averaging over stratified ten fold
cross validations.

5.1 Datasets

The first dataset used for the experiments was formed from the 20 newsgroups
corpus; a collection of approximately 20,000 documents partitioned into 20 news-
groups. The particular version of the 20 newsgroups dataset we used contains
18846 documents from the original collection that are arranged by date and with
duplicates removed. From these groups we created the Hardware dataset which
contains documents from the comp.sys.ibm.pc.hardware and comp.sys.mac.

2 The final (χ2) score of term ti is obtained as the maximum χ2 value of ti with respect
to all classes as χ2

max = maxn
i=1{χ2(t, ci)}.



Term Similarity and Weighting Framework for Text Representation 313

hardware newsgroups. This dataset contains 1000 documents selected randomly
from the respective newsgroups. Documents in the comp.sys.ibm.pc.hardware
category contain discussions on PC hardware while those in the comp.sys.mac.
hardware contain discussions on Apple hardware.

The second group of data was formed from the OHSUMED corpus. OHSUMED
is a subset of MEDLINE, an online database of medical literature, and comprises
a collection of 348,566 medical references from medical journals covering a pe-
riod from 1987 to 1991. We obtained a subset of the OHSUMED collection which
consists of all references from the year 1991. From this we created two new, 1000
documents dataset: NervImmuno with 500 documents from each of the Ner-
vous and Immunological diseases categories and BacterialParasitic with 500
documents from each of the Bacterial and Parasitic diseases categories.

The last group of data was formed from the Reuters21578 corpus which is a
collection of newswire stories. The corpus contains 5 category sets:
EXCHANGES, ORGS, PEOPLE, PLACES and TOPICS. Each category set
contains a number of different categories. The TOPICS category set contains
economic subject categories e.g. Cocoa, Trade, Grain and Money-fx. From the
TOPICS categories we created two, 1000 document datasets: InteresetFX
which contains 500 documents from each of the Interest and Money-fx cate-
gories and the TradeGrain dataset which contains all 486 documents from the
Trade category and 514 documents from the Grain category. The Interest and
Money-fx categories contain news wires on interest rates and foreign exchange
rates respectively. The Trade and Grain categories on the other had contain
reports on miscellaneous international trade and international trade in grain
respectively.

Summary of the 5 datasets is listed in Table 1. Vocabulary size and average
document length were calculated after documents were processed for stopwords
and rare terms. Also, average document length and vocabulary size are counts of
unique terms in the documents and corpus respectively. Notice that all datasets
have a comparable vocabulary size with Hardware having the largest at 3,824.
TradeGrain has the largest average document length of 78 unique terms whilst
NervImmuno is smallest with 57 unique terms. We also obtained a measure of
inter-class vocabulary overlap by partitioning datasets by class, obtaining the
centroid of each partition and calculating the Jaccard similarity of the centroids.
Inter-class vocabulary overlap ranges from 0.72 for the Hardware dataset to
0.90 for the InterestFx dataset.

Table 1. Characteristics of datasets

Vocabulary
Size

No of
Documents

Ave. Doc.
Length

Vocabulary
Overlap

Hardware 3824 1000 64 0.72

NervImmuno 3213 1000 57 0.79

BacterialParasitic 3047 1000 58 0.84

InterestFX 3172 1000 66 0.90

TradeGrain 3177 1000 78 0.75
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5.2 Results

Overall results show that incorporating term similarity and weighting has
generally performed better than Base and Svm on all datasets. When used
independently of each other, we can see that weighting on its own achieves
higher accuracies than representations with term similarity knowledge. For in-
stance in Table 2, Base (W+), which is the results column for weighting only is
consistently better compared to all columns with no weighting (W-). However,
using term similarities without weights largely provides gains over baseline per-
formance on 4 out of the 5 datasets. The exception is the Hardware dataset
which contains a lot of noisy data including email-style headers and footers which
were included in document representations. Such noisy data makes this dataset
prone to arbitrary relationships that are likely to lower classification accuracy
. But as we can see when term importance is included (all W+ columns) the
classification accuracy surpasses both Base (W-) and Base (W+). This indi-
cates that useful relationships are being favoured over arbitrary ones with the
introduction of term weights.

Co-occurrence mining within a sentence gives best results in the absence
of feature weighting (e.g. compare the W- columns for CCAsent, CCAdoc
and LCA). However when weighting is injected to the final representations,
CCAsent falls behind CCAdoc and LCA on 4 datasets. Generally, CCAsent
tends to extract fewer relationships than CCAdoc and LCA, and thus pro-
duces sparser document vectors (average of 11% sparsity compared with 5% for
the other two approaches). On the TradeGrain dataset however, CCAsent
produced an average document vector sparsity of just 5% and hence achieves
comparable performance with CCAdoc and LCA. This suggests our approch
of using feature weights works to distinguish between spurious and useful term
relationships in document representations and thus works best when a larger
number of term relationships are included in document representations.

In Table 2 the best observed results in each row are displayed in bold. Re-
sults of paired t-tests show that LCA (W+), CCAsent (W+) and CCAdoc
(W+) all performed significantly better than Base on all 5 datasets. In contrast,
introducing features weights produces significant gains over Base only on the
BacterialParasitic and NervImmuno datasets. It is also on these datasets
that CCAsent, performed significantly better than Base. The failure of each

Table 2. Accuracies on the different datasets with (W+) and without (W-) term
weights

Svm Base CCAdoc CCAsent LCA

W- W+ W- W+ W- W+ W- W+

Hardware 91.4 86.9 87.3 83.4 94.1 84.3 90.8 86.3 92.3

NervImmuno 85.6 81.5 86.8 82.8 88.0 84.1 86.1 84.0 88.5

BacterialParasitic 78.4 75.0 78.0 76.7 82.3 77.9 78.2 73.9 79.7

InterestFX 62.4 67.1 69.2 67.2 69.6 68.5 69.7 67.0 73.0

TradeGrain 95.6 93.7 95.5 94.4 95.7 94.4 96.5 93.9 95.89
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Table 3. Accuracy of SVM when combined with term similarities and weighting

Svm CCADoc(W+) CCASent(W+) LCA(W+)

Hardware 91.4 92.1 89.5 91.5

NervImmuno 85.6 85.8 86.8 87.1

BacterialParasitic 78.4 80.6 80.0 81.9

InterestFX 62.4 71.4 76.4 76.6

TradeGrain 95.6 94.9 96.2 94.5

technique to consistently produce significant gains over Base on its own shows
that the combined contribution of term similarity and weighting work well to im-
prove text classification accuracy. In comparison with Svm; all three algorithms
perform significantly better on the InterestFX dataset; CCAdoc (W+) and
LCA (W+) perform significantly better on NervImmuno; and CCAdoc (W+)
is significantly better on BacterialParasitic and Hardware while no signif-
icant improvement over Svm was observed on the TradeGrain dataset. This
indicates that our algorithms are significantly better than Svm on most domains
and at least comparable with Svm on all domains.

We also applied SVM on the new document representations generated using
CCAdoc (W+) , CCAsent (W+) and LCA (W+) (see Table 3).

The best observed results in each row of table 3 are again displayed in bold.
Significant improvement over SVM baseline performance using all three tech-
niques is observed only on the InterestFx dataset, which is also the most
difficult classification task. SVM also seems to benefit from LCA (W+) repre-
sentations whilst there are no obvious gains from using CCAdoc (W+) and
CCAsent (W+).

5.3 Discussion

When examining co-occurrence based term similarities a level of non-intuitive
term relationships are expected. This is not to say that the non intuitive rela-
tionships are useless, especially with text classification, such relationships might
be indicative of patterns in the underlying documents that further help to dis-
criminate between classes.

Table 4 summarises the strength of similarity knowledge discovered by our
algorithm. For example the value 82 in column sim < 0.01 for Hardware
means that 82% of the term pairs have a similarity of less than 0.01 (approx.
zero similarity) as extracted by CCAdoc. Note that CCAsent is a more re-
strictive version of CCAdoc and thus discovers fewer term similarities than
CCAdoc. LCA on the other hand, because it takes into account second or-
der co-occurrences between term pairs, discovers more term similarities. For
example on the InterestFx dataset, CCADoc fails to discover similarity (i.e.
sim < 0.01) between 74% of the term pairs, this number increases to 93% for
CCAsent while LCA fails to discover similarities between just 1.5% of term
pairs. However much of the additional term similarities discovered by LCA are
weak (most have similarity value < 0.1). The number of term pairs discovered
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Table 4. Distribution of Term Pair Similarity values in Percentages

sim > 0.99 sim >= 0.5 sim >= 0.3 sim < 0.01

Hardware
CCAdoc 0.010 0.10 0.45 82
CCAsent 0.004 0.03 0.05 97

LCA 0.002 0.13 0.41 13

NervImmuno
CCAdoc 0.0004 0.019 0.16 85
CCAsent 0.0002 0.004 0.02 95

LCA 0.0001 0.022 0.27 2.9

BacterialParasitic
CCAdoc 0.0004 0.019 0.16 85
CCAsent 0.0002 0.004 0.02 95

LCA 0.0001 0.023 0.37 2.1

InterestFx
CCAdoc 0.009 0.16 0.87 74
CCAsent 0.003 0.18 0.06 93

LCA 0.001 0.16 2.75 1.5

TradeGrain
CCAdoc 0.0030 0.07 0.430 78
CCAsent 0.0012 0.01 0.037 94

LCA 0.0007 0.18 1.540 1.61

Table 5. Term Similarities for 5 of top ranked terms

Dataset CCAdoc CCAsent LCA

BactPar

virus ; human = 0.66 virus ; immunodeficiency = 0.52 virus ; immunodeficiency = 0.85
hiv ; immunodeficiency = 0.66 hiv ; infection = 0.31 hiv ; infection = 0.67
bacteria ; translocation = 0.33 bacteria ; translocation = 0.2 bacteria ; anaerobic = 0.44
antibiotics ; therapy = 0.34 antibiotics ; therapy = 0.23 antibiotics ; therapy = 0.56

viral ; virus = 0.39 viral ; bacterial = 0.15 viral ; infection = 0.47

NrvImm

cells ; cd = 0.47 cells ; cd = 0.24 cells ; mononuclear = 0.65
antibody ; monoclonal = 0.49 antibody ; monoclonal = 0.33 antibody ; monoclonal = 0.68

aids ; hiv = 0.56 aids ; acquired = 0.22 aids ; arc = 0.69
cd ; lymphocytes = 0.5 cd ; lymphocytes = 0.33 cd ; lymphocytes = 0.67

pain ; relief = 0.31 pain ; relief = 0.21 pain ; relief = 0.55

TrdGrn

trade ; march = 0.64 trade ; deficit = 0.3 trade ; war = 0.68
tonnes ; wheat = 0.57 tonnes ; mln = 0.41 tonnes ; mln = 0.73
wheat ; tonnes = 0.57 wheat ; tonnes = 0.33 wheat ; soft = 0.72

grain ; agriculture = 0.48 grain ; coarse = 0.26 grain ; coarse = 0.75
billion ; dlrs = 0.67 billion ; dlrs = 0.59 billion ; dlrs = 0.87

IntFx

dollar ; yen = 0.61 dollar ; yen = 0.39 dollar ; yen = 0.77
currency ; exchange = 0.62 currency ; stabilize = 0.27 currency ; stabilize = 0.68
exchange ; foreign = 0.68 exchange ; foreign = 0.47 exchange ; foreign = 0.79

yen ; japan = 0.69 yen ; dollar = 0.39 yen ; dollar = 0.77
prime ; effective = 0.45 prime ; raises = 0.3 prime ; raises = 0.76

Hard

windows ; dos = 0.45 windows ; dos = 0.22 windows ; dos = 0.47
apple ; mac = 0.41 apple ; ergo- = 0.16 apple ; welded = 0.55

dos ; windows = 0.45 dos ; gosh = 0.22 dos ; aspi = 0.56
ide ; wlsmith = 0.52 ide ; scsi = 0.27 ide ; scsi = 0.61

jumper ; settings = 0.35 jumper ; sl = 0.22 jumper ; circuit = 0.51

by LCA with similarity value greater than 0.5 is generaly comparable with that
of CCAdoc on most datasets.

A closer look at the most similar terms to five top ranking terms from each do-
main reveals interesting relationships between CCAdoc, CCAsent and LCA.
(see Table 5). For example all three approaches agree on ’therapy’ as the most
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similar term to ’antibiotics’ but disagree on ’viral’ with CCAdoc, CCAsent
and LCA extracting the terms ’virus’, ’bacterial’ and ’infection’ respectively. No-
tice also that because CCAsent and LCA use the same context size, they tend
to agree on many of the extracted term relationships. However due to the lexical
co-occurrence information used by LCA, the term similarity values generally
tend to be higher (e.g. hiv and infection have similarity 0.31 using CCAsent
and 0.67 using LCA). At the same time LCA is not liberal with assigning max-
imal similarity because term pairs need to have identical lexical co-occurrents to
attain this.

6 Conclusion

The main contribution of this paper is a framework that combines term similar-
ity knowledge with term weighting to represent textual content. We have also
discussed how three different approaches for extracting term-similarity knowl-
edge from corpus co-occurrence can be utilised within this framework. We have
demonstrated how the common approach of using matrix multiplications for co-
occurrence based term similarity is sensitive to document frequency of terms and
how that can be addressed through normalisation.

Results from a comparative study on text classification tasks clearly demon-
strate the synergistic effect of term-similarity and weighting compared with using
either independently of the other. Our results also show kNN with our augmented
representations to outperform Svm on a majority of the datasets. Although we
have tested our framework on text classification tasks it is worth noting that none
of the proposed term-similarity mining approaches were specifically adapted for
supervised tasks. Therefore it is quite likely that further benefits are likely to be
realised if co-occurrence mining had been biased by class knowledge.

In future work we plan to conduct a more comprehensive study involving both
extrospective and introspective sources of knowledge for term-term similarity
computation. Our initial findings on document versus sentence context for co-
occurrence mining remains inconclusive. Therefore it will be very useful to study
this further on many more datasets and also to include syntactic analysis and
grammatical dependencies in similarity estimation.
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Abstract. In this paper we present a method for a graph-based retrieval
and its application in architectural floor plan retrieval. The proposed
method is an extension of a well-known method for subgraph matching.
This extension significantly reduces the storage amount and indexing
time for graphs where the nodes are labeled with a rather small amount of
different classes. In order to reduce the number of possible permutations,
a weight function for labeled graphs is introduced and a well-founded
total order is defined on the weights of the labels. Inversions which violate
the order are not allowed. A computational complexity analysis of the
new preprocessing is given and its completeness is proven. Furthermore,
in a number of practical experiments with randomly generated graphs the
improvement of the new approach is shown. In experiments performed on
random sample graphs, the number of permutations has been decreased
to a fraction of 10−18 in average compared to the original approach by
Messmer. This makes indexing of larger graphs feasible, allowing for fast
detection of subgraphs.

Keywords: Architecture, graph theory, retrieval.

1 Introduction

A graph is a mathematical representation that consists of vertexes and edges and
can be applied to representations that capture relationships between any two
elements. Thus they offer a number of advantages over traditional feature vector
approaches [1]. Unlabeled graphs have no fixed labels, thus the only applicable
similarity methods are ones that search for identical subgraphs. This subgraph
isomorphism problem is a well-known problem in literature and is known to be
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NP-complete [2]. Similarity assessment for labeled graphs in general is domain-
specific. Although being polynomial, graph representations do have a significant
computational cost. Fortunately, there are a number of methods and techniques
aimed at reducing this problem [1].

However, subgraph isomorphism still is a powerful general similarity measure
which also could be applied without any specific domain knowledge. In order
to reduce computational cost in subgraph isomorphism, index based approaches
have been introduced. Such a method has been proposed by Messmer et al. [3].
It builds an index using the permutated adjacency matrix of the graph. The
real-time search is then based on a tree. While the method has shown to be
effective for a reference set with small graphs, it is unfeasible for graphs with
more than 19 vertices.

In this paper we propose a method to overcome this problem. Assuming that
the number of labels for the nodes is relatively small, we introduce a well-founded
total order and apply this during index building. This optimization decreases
the amount of possible permutations dramatically and allows building indexes
of graphs with even more than 30 vertices.

The method has been applied in the architectural floor plan retrieval. In [4]
a graph-based structure for representing the spatio-relational content of a floor
plan has been introduced. The case-based design approach for floor plan retrieval
described in [5] deals with semantic and topological information of spatial con-
figurations not regarding procedural information. The topological and functional
inner structure, the orientation of spaces as well as the urban integration, and
the relation of buildings to each other is vital for a retrieval of valuable reference
to support architects during the early stages of designing a building. Thus a
digital fingerprint was proposed in [6] that contains a clear spatial description of
an architectural dataset. The proposed system offers a computational approach
to extract a few characteristic and prominent features of a floor plan which are
then used to generate a digital fingerprint. In the paper, we examine the de-
velopment of graph-based methods to provide a sketch-based submission and
retrieval system for publishing and researching building layouts.

The rest of this paper is organized as follows. First, Section 2 gives an overview
over related work. Subsequently, Section 3 introduces definitions and notations
which are used and Section 3.1 describes the new preprocessing step and Sec-
tion 3.2 the modified retrieval algorithm. Next, Section 4 will show that the
number of computational steps will be significantly decreased and Section 5 dis-
cusses the application in the architectural domain. Finally, Section 6 concludes
the work.

2 Related Work

In [7], Goa et al. give a survey of work done in the area of graph matching. The
focus in the survey is the calculation of error-tolerant graph-matching; where
calculating a graph edit distance (GED) is an important way. Mainly the GED
algorithms described are categories into algorithms working on attributed or
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non-attributed graphs. Ullman’s method [8] for subgraph matching is known
as one of the fastest methods. The algorithm attains efficiency by inferentially
eliminating successor nodes in the tree search.

Bunke [9,1] discussed several approaches in graph-matching. One way to cope
with error-tolerant subgraph matching is using the maximum common subgraph
as a similarity measure. Another way is by applying graph edit costs, an ex-
tension of the well-known string edit distances. A further group of suboptimal
methods are approximate methods. They are based on neural networks, such as
Hopfield networks, Kohonen maps or Potts MFT neural nets. Finally, genetic
algorithms, the usage of Eigenvalues, and linear programming are applied.

Graph matching is challenging in presence of large databases [10,1]. Conse-
quently, methods for preprocessing or indexing are essential. Preprocessing can
be performed by graph filtering or concept clustering. The main idea of the graph
filtering is to use simple features to reduce to number of feasible candidates. An-
other concept clustering is used for grouping similar graphs. In principle, given a
similarity (or dissimilarity) measure, such as GED [11], any clustering algorithm
can be applied. Graph indexing can be performed by the use of decision trees.

Messmer and Bunke [3] proposed a decision tree approach for indexing the
graphs. They are using the permutated adjacency matrix of a graph to build a
decision tree. This technique is quite efficient during run time, as a decision tree is
generated beforehand which contains all model graphs. However, the method has
to determine all permutations of the adjacency matrices of the search graphs.
Thus, as discussed in their experiments, the method is practically limited to
graphs with a maximum of 19 vertices. The main contribution of this paper is
to improve the method of Messmer and Bunke for special graphs by modifying
the index building process.

As topologies are crucial to describe the relation of spaces, graphs are widely
used to store information about buildings. The EsQUIsE project focuses on
the the early design stages of buildings to support architects with a pen-based
interface to sketch ideas and simulate certain aspects of the design. Juchmes et
al. [12] proposes a floor plan like input strategy to use adjacency, dimension and
orientation of space to build a 3D model and a graph structure. The PROBADO-
framework intends to integrate multimedia content to digital libraries. Apart of
indexing methods for music and 3D shape retrieval [13] a room connectivity
graph [14] was proposed. To build up the graph structure of the spatial relation
of a non semantic 3D-Model the storeys are detected, the room per storey, doors
and windows determined. Using a sketch-based retrieval interface 3D-models will
be retrieved by inputting schematic topologies of a spatial configuration.

3 Definitions and Notations

Basic definitions that are used throughout the paper are a labeled graph G =
(V, E, Lv, Le, μ, υ) with its common representation as an adjacency matrix M :
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Definition 1. An adjacency matrix is n × n matrix M.

M = (mij), i, j = 1, ..., n, where

mii = μ(vi)

and
mij = υ((vi, vj)) for i 
= j.

Thus a graph G can also be represented by its adjacency matrix M . But the
matrix M is not unique for a graph G. If M represents G, than any permutation
of M is also a valid representation of G.

Definition 2. A n × n matrix P = (pij) is called a permutation matrix if

1. pij ∈ 0, 1 for i,j = 1, ..., n
2.
∑n

i=1 pij = 1 for j = 1, ..., n
3.
∑n

i=1 pij = 1 for i = 1, ..., n

Furthermore, a so called row-column representation is given. Each matrix can
be represented by its row-column elements ai, where ai is a vector of the form

ai = (m1i, m2i, ..., mii, mi(i−1), ..., mii).

Fig. 1. The row-column representation of an adjacency matrix

In order to compare two adjacency matrices with different dimensions, a no-
tation Sk,m(M) is required which reduces the dimension of the matrix with the
higher dimension.

Definition 3. Let M = (mij) be a n× n matrix. Then Sk,m denotes the k ×m
matrix that is obtained from M by deleting rows k + 1,..., n and columns j =
1,...,m where k, m ≤ n. That is, Sk,m(M) = (mij); i = 1,...,k and j = 1,...,m.

Besides, definitions for orders on sets are needed.

Definition 4. A total order is a binary relation ≤ over a set P which is tran-
sitive, anti-symmetric, and total, thus for all a, b and c in P, it holds that:
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– if a ≤ b and b ≤ a then a = b (anti-symmetry);
– if a ≤ b and b ≤ c then a ≤ c (transitivity);
– a ≤ b or b ≤ a (totality).

Definition 5. A partial or total order ≤ over a set X is well-founded,
iff (∀ Y ⊆ X : Y 
= ∅ → (∃y ∈ Y : y minimal in Y in respect of ≤)).

Additionally, a weight function is defined, which assigns a weight to a label of a
graph.

Definition 6. The weight function σ is defined as: σ : Lv → N.

Using the weight function, a well-founded total order is defined on the labels of
graph, for example σ(L1) < σ(L2) < σ(L3) < σ(L4). Thus the labeled graph
can be extended in its definition.

Definition 7. A labeled graph consists of a 7-tuple, G = (V, E, Lv, Le, μ, υ, σ),
where

– V is a set of vertices,
– E ⊆ V × V is a set of edges,
– Lv is a set of labels for the vertices,
– Le is a set of labels for the edges,
– μ : V → Lv is a function which assigns a label to the vertices,
– υ : E → Le is a function which assigns a label to the edges,
– σ : Lv → N is a function which assigns a weight to the label of the vertices,

and a binary relation ≤ which defines a well-founded total order on the weights
of the labels:

∀x, y ∈ Lv : σ(x) ≤ σ(y) ∨ σ(y) ≤ σ(x)

3.1 Algorithm

The algorithm for subgraph matching is based on the algorithm proposed by
Messmer and Bunke [3], which is a decision tree approach. Their basic assump-
tion is that several graphs are known a priori and the query graph is just known
during run time. Messmer’s method computes all possible permutations of the
adjacency matrices and transforms them into a decision tree. At run time, the
adjacency matrix of the query graph is used to traverse the decision tree and
find a subgraph which is identical.

Let G1 and G2 be graphs with their adjacency matrices M1 and M2 of di-
mension m × m and n × n and m ≤ n. The problem of finding a subgraph
isomorphism from G1 to G2 is equivalent to finding a permutation matrix, so
the subgraph isomorphism is given, iff there is a n × n permutation matrix P
such that

M1 = Sm,m(PM2P ).

Let G = (V, E, Lv, Le, μ, υ) be a graph from the graph database and M the
corresponding n × n adjacency matrix and A(G) the set of permuted matrices.
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Thus the total number of permutations is |A(G)| = n!, where n is the dimension
of the permutation matrix, respectively the number of vertices.

Now, let Q = (V, E, Lv, Le, μ, υ) be a query graph and M ′ the corresponding
m × m adjacency matrix, with m ≤ n. So, if a matrix MP ∈ A(G) exists, such
that M ′ = Sm,m(MP ), the permutation matrix P which corresponds to MP

represents a subgraph isomorphism from Q to G, i.e

M ′ = Sm,m(MP ) = Sm,m(PMPT ).

Messmer proposed to arrange the set A(G) in a decision tree, such that each
matrix in A(G) is classified by the decision tree. However, this approach has
one major drawback. For building the decision tree, all permutations of the
adjacency matrix have to be considered. Thus, for graphs with more than 19
vertices the number of possible permutations becomes intractable. In order to
overcome this issue, the possibilities of permutations have to be reduced. One
way is to define constraints for the permutations. Therefore a weight function σ
(see Definition 6) is introduced which assigns a weight for each vertex according
to its label. Thus each label has a unique weight and a well-founded total order
(see Definition 4 and Definition 5) on the set of labels which reduces the number
of allowed inversion for the adjacency matrix. Figure 2 illustrates an example
for the modified matrices and the corresponding decision tree. Let us consider
the following weights for the nodes:

Lv ={L1, L2, L3}
σ(L1) = 1,

σ(L2) = 2,

σ(L3) = 3.

Each inversion that violates the ordering is not allowed. Thus just the vertices
which have the same label, respectively the same weights, have to be permuted
and if the labels have a different weight, just the variations are required. Given
the graph G, the following labels are assigned to the vertices,

V ={v1, v2, v3}
μ(v1) = L1,

μ(v2) = L2,

μ(v3) = L2.

Hence, the only valid permutations are:

1. σ(μ(v1)) ≤ σ(μ(v2)) ≤ σ(μ(v3))
2. σ(μ(v1)) ≤ σ(μ(v3)) ≤ σ(μ(v2))
3. σ(μ(v2)) ≤ σ(μ(v3))
4. σ(μ(v3)) ≤ σ(μ(v2))

Let V A(G) be the set of all valid permutations. The decision tree is built ac-
cording to the row-column elements of the adjacency matrices MP ∈ V A(G)
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Fig. 2. Modified decision tree for adjacency matrices

and should cover all graphs from the database. So, let R be the set of semantics
R = {G1, G2, ..., Gn}, where n is the total number of graphs in the reposi-
tory, with their sets of corresponding adjacency matrices V A(G1), V A(G2), ...,
V A(Gn). Now, each set of adjacency matrices has to be added to the
decision tree.

3.2 Retrieval Algorithm

An obvious advantage of the method is that the whole process can be done a
priori. The decision tree acts as an index for subgraphs. So, during run time
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the decision tree has been loaded into memory and by traversing the decision
tree, the corresponding subgraph matrices are classified. For the query graph
Q the adjacency matrix M is determined following the constraints defined by
ordering. Afterwards the adjacency matrix is split up into row-column vectors
ai. For each level i the corresponding row-column vector ai is used to find the
next node in the decision tree using an index structure. The pseudo code of
Algorithm 1 displays how the results are retrieved by traversing the tree:

Algorithm 1. RETRIEVAL(Q = (V, E, μ, υ, σ, Lv, Le), Tree)
Require: Unsorted set V of vertices, μ labeling function, σ weight function
1: sort(Q, Lv, μ, σ)

Ensure: Vertices V are sorted according to the defined order.
2: Let R be an empty sorted set which will contain all results sorted by the similarity

value Sim.
3: Determine adjacency matrix M from graph Q.
4: Determine row-column list RCL from M .
5: for i ← 1 to |V | − 1 do
6: for j ← 1 to |RCL| do
7: Find best match for row-column vector ai ∈ RCL in tree at leveli.
8: Update R and Sim.
9: end for

10: Remove element Vi from V .
11: end for
12: return R.

3.3 Proof of Completeness

For the proposed modified algorithm it has to be proven that the algorithm
finds all solutions. The algorithm elaborated in the previous section reduces
the number of valid permutations. So, it has to be shown that by leaving out
permutations, no valid solution is lost.

Let G = (V, E, Lv, Le, μ, υ, σ) be a well-founded total ordered graph and let
A(G) be the set which contains all valid permutations of the graph’s adjacency
matrices. To be complete, the algorithm must find a solution if one exists; other-
wise, it correctly reports that no solution is possible. Thus if every possible valid
subgraph S ⊆ G, where the vertices of S fulfill the order, every corresponding
adjacency matrix M has to be an element of the set A(G), M ∈ A(G).

For this reason to proof that the algorithm is complete it has to be shown that
the algorithm generates all valid subgraphs S ⊆ G. Therefore the pseudo code
of Algorithm 2 shows how the index is built. Algorithm 3 and Algorithm 4 are
helping functions for calculating all variations of the set of vertices in an interval.
The generation of the index starts with an unsorted set of vertices. By sorting
the vertices with their associated labels using the well-founded total order, the
set is ordered according to the weights of the labels.
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Algorithm 2. BUILD INDEX(G = (V, E, Lv, Le, μ, υ, σ), Tree)
Require: Unsorted set V of vertices, μ labeling function, σ weight function.
1: sort(V, Lv , μ, σ)

Ensure: Vertices V are sorted according to the defined order.
2: Let O be an empty list.
3: for all li ∈ LV do
4: Let {va, . . . , vb} contain all v with μ(v) = li
5: Oi ← V ARIATIONS({va, . . . , vb})
6: end for
7: Let AG ← O1 × . . . × O|Lv|.
8: for all mi in AG do
9: Add row column vector for sequence of mi to Tree.

10: end for

Algorithm 3. PERMUTE(V, begin, end, R)
Require: Sorted set V of vertices and begin < end, with Vend−1 being last the element.

1: Adding sequence of vertices V to R.
2: for i ← end − 2 to begin do
3: for j ← i + 1 to end − 1 do
4: Swapping position i and j in V.
5: Call PERMUTE(V, i + 1, end, R).
6: end for
7: Call ROTATE(V, i + 1, end, R).
8: end for

Now, the algorithm iterates over all intervals of vertices {va, ..., vb} where
the labels have the same weights, σ(μ(va)) == σ(μ(vb)). For each interval
{va, . . . , vb}i all variations with respect to the order have to be determined.
These variations are computed in Algorithm 5, by determining all combina-
tions of the interval {va, . . . , vb}i including the empty set and calculating all
permutations for these combinations. Algorithm 3 and Algorithm 4 realize the
algorithm proposed by Rosen [15] which computes all permutations for a de-
fined interval. It has been proven that Rosen’s algorithm computes all per-
mutations. In combinatorial mathematics, a k-variation of a finite set S is a
subset of k distinct elements of S. For each chosen variation of k elements,
where k is Linterval = length of interval; k = 1 . . . Linterval, again all permu-
tations have to be considered. Now, assuming there would be a valid subgraph
Q = (V ′, E′, L′

v, L
′
e, μ, υ, σ), respectively the corresponding adjacency matrix A

which depends on the alignment of the vertices. To be a valid subgraph, V ′ has
to be a subset of V , V ′ ⊆ V . Furthermore the alignment of the vertices V ′

according to their labels has to fulfill the defined order, σ(μ(vi)) ≤ σ(μ(vi+1)).
For the alignment the intervals {v′a, . . . , v′b} ∈ V ′ where the weights of the la-
bels have the same value σ(μ(v′a))) == σ(μ(v′b) are important as they can vary.
The Algorithm 5 determines all variations for intervals with the same weights for
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Algorithm 4. ROTATE(V, begin, end, R)
1: Let temp ← Vend−1.
2: Shift elements in V in from position begin to end − 1 one position right
3: Set Vbegin ← temp.
4: Add sequence of vertices V to R.

Algorithm 5. VARIATIONS({va, . . . , vb})
Require: Sorted set V = {va, . . . , vb} of vertices, a ≤ b.
1: Let O be an empty list.
2: Determine all combinations C for {va, . . . , vb} including the empty set.
3: for all c in C do
4: Call PERMUTE(c, 0, |c|, O).
5: end for
6: Return O.

labels, thus the alignment {v′a, . . . , v′b} is considered. This holds for each interval,
thus algorithm produces all valid permutations according to the well-founded
total order. As the query graph Q also has to fulfill the order, its adjacency
matrix A will be an element of A(G), if Q is a valid subgraph of G. Thus, the
solution will be found in the decision tree.

3.4 Complexity Analysis

The computational complexity analysis discussed in this section will be based
on the following quantities:

N = the number of graphs in the floor plan graphs in the repository,
M = the maximum number of vertices of a graph in the floor plan repository,

Mv = the number of vertex labels for a graph in the floor plan repository,
I = the number of vertices in the query graph,

Iv = the number of vertex labels.

The original algorithm by Messmer [3] as well as the proposed algorithm need an
intensive preprocessing, the compilation of the decision tree. Messmer’s method
has to compute all permutations of the adjacency matrix of the graph, thus the
compilation of the decision tree for a graph G = (V, E, Lv, Le, μ, υ, σ) has a run
time complexity of

O(|V |!).
For the size of the decision tree Messmer determined the following bounds. The
sum of nodes over all the levels (without the root node) is limited to

O(lv
M−1∑
k=0

(
M

k

)
(le2)

k) = O(lv(1 + l2e)
M ),
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and as the decision tree becomes linearly dependent on the size of the database
N , the space complexity of the decision tree is

O(Nlv(1 + l2e)
M ).

The processing time for the new decision tree compilation algorithm is reduced.
Algorithm 2 describes the new way to The basic idea of the algorithm is to take all
labels Lv with the same weight which occur in the graph and omit their instances.
So, considering the mathematical idea of the algorithm an approximation of the
run time complexity would be:

|Lv|∏
i=1

⎛
⎝|{∀v ∈ V |μ(v) = li}|!︸ ︷︷ ︸

ni

+
ni−1∑
j=1

(
ni

j

)
· j!
⎞
⎠ .

The first term considers the permutations for all labels with the same weight, de-
noted by ni. The second term describes the k-variations. As we have to consider
the variations from ni − 1 to 1, the sum is sufficient.

In order to simplify the equation, we can combine the two terms, as the ni!
is equivalent to

(
ni

ni

) · ni! = 1 · ni! = n!, thus we have:

|Lv|∏
i=1

⎛
⎝ ni∑

j=1

(
ni

j

)
· j!
⎞
⎠ .

Now, let nmax be the maximum number of vertices with the same weight. Then
we have the upper bound of

⎛
⎝nmax∑

j=1

(
nmax

j

)
· j!
⎞
⎠|Lv|

.

A rather imprecise approximation of the sum
∑nmax

j=1

(
nmax

j

)·j! would be (nmax+
1)!, so the resulting complexity of the algorithm is

O(((nmax + 1)!)|Lv|),

where nmax is the maximum number of vertices with the same weight. Thus for
the worst case - where all vertices have the same label - nmax = |V |, O((|V |+1)!)
which would be worse than the method proposed by Messmer and the best case
- where all vertices have different labels (nmax = 1) is

O(2|V |).

To find the average case of the algorithm the distribution of the labels in the
graph has to be considered. This distribution varies according to the represented
data.
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Table 1. Results of graph experiments (first 10 graphs)

Graph Vertices Permutations Permutations Same lables
# (modified) (original) (max.)

1 17 3.26 × 106 3.55 × 1014 5
2 21 3.59 × 109 5.10 × 1019 8
3 17 1.08 × 107 3.55 × 1014 5
4 20 2.50 × 108 2.43 × 1018 6
5 24 1.64 × 1012 6.20 × 1023 10
6 17 1.63 × 106 3.55 × 1014 3
7 21 2.04 × 107 5.10 × 1019 3
8 30 1.39 × 1012 2.65 × 1032 5
9 22 8.01 × 108 1.12 × 1021 6
...

...
...

...
...

100 23 1.00 × 109 2.58 × 1022 6� 23.05 1.09 × 1013 3.73 × 1031 5.23

4 Evaluation

In order to examine run time efficiency of the modified subgraph matching ex-
periments on randomly generated graphs were performed. The modified decision
tree algorithm has been implemented in Java using a Java 6 virtual machine.
The experiments ran on a Intel Core Duo P8700 (2.53 GHz) CPU with 4 GByte
main memory. For the experiment 100 random graphs were generated with 15
to 30 vertices. It compares Messmers’s algorithm with its required permutations
to the modified algorithm. The permutations for the modified algorithm were
determined according to the algorithm discussed in Section 3.1 and the formula
in Section 3.4:

|Lv|∏
i=1

⎛
⎝ ni∑

j=1

(
ni

j

)
· j!
⎞
⎠

and as the original has to be calculate the permutations for all vertices (|V |!
permutations). In the second experiment the time to add a graph to the deci-
sion tree was measured and again the number of permutations of the adjacency
matrix which were added to the decision tree. As the experiment was quite

Table 2. Run time for compiling the decision tree for each graph

Graph Vertices Run time Permutations Same lables
# (minutes) # (max.)

1 17 1.47 8.19 × 105 4
2 17 8.90 4.17 × 106 5
3 21 45.67 5.32 × 107 4
4 21 10.06 8.19 × 106 3
5 21 38.01 4.09 × 107 3
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time-consuming on a desktop machine, only the performance for five smaller
graphs was measured. The results of the experiment are listed in Tab. 2. The
experiments show that the algorithm significantly reduces the number of per-
mutations (see Tab. 1). Though, the time needed to compile the decision tree is
still quite long even for small problem instance, as shown in Tab. 2. However, as
the method is designed for an off-line preprocessing and considered to run on a
server machine, it is still reasonable for practical applications.

Fig. 3. Retrieval process
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5 Application in Architecture

In [4], we already a graph representation for floor plans has been introduced.
This representation is used to describe the spatio-relational content of the floor
plan. The nodes of the floor plan graph represent functional rooms in a floor
plan. Each label is an entity type which has been introduces in [4] and by using
the edges the relation between these functional units is described.

So, if the architect is searching for a specific composition of functional rooms,
a query is generated which describes this composition. Figure 3 illustrates a
query graph Q, where the architect would search for two directly connected
apartments (AP ) in an attic floor (AT ). Each leaf of the decision tree is a
possible alignment of the adjacency matrix representing a graph. Thus all leafs
beneath the last matching node of the search path, respectively the associated
graphs, are added to the result set R. The number of exact row column vector
matches N for the query graph Q divided through the number of nodes of the
query graph |V |qis used as a simple similarity measure.

Sim(q, R) =
N

|V |q
In our example the similarity would be 66, 6% as only two of three comparisons
match.

6 Conclusions and Future Work

In this paper an extension for the method of Messmer’s subgraph matching has
been proposed. The original method is very efficient to perform exact subgraph
matching on a large database. However, it has a limitation for the maximum
number of vertices. The modification discussed in this paper enables to increase
this limit depending on how the vertices are labeled. As the number of permuta-
tions in the preprocessing step depends on the vertices with the same labels, an
analysis of the data that will be represented in graph is necessary. If there are
just a few vertices with the same label, e.g. less than five, even graphs with 30
vertices can be handled. It has been proven that the modification of the method
does not affect its completeness.

Noteworthy, the proposed method can be applied in several areas, such as
object recognition, matching of 2D or 3D chemical structures, and architectural
floor plan retrieval. In the paper we discussed how the method is applied on
architectural floor plan retrieval and future work will be to perform experiments
on real graph data sets of different domains and research strategies for choosing
appropriate weight functions. Furthermore, we plan to extend this method to
provide a fast method for error-tolerant graph matching.
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Abstract. Biologically inspired design is an increasingly popular design 
paradigm. Biologically inspired design differs from many traditional case-based 
reasoning tasks because it employs cross-domain analogies. The wide 
differences in biological source cases and technological target problems present 
challenges for determining what would make good or useful schemes for case 
representation, indexing, and adaptation. In this paper, we provide an 
information-processing analysis of biologically inspired design, a scheme for 
representing knowledge of designs of biological systems, and a computational 
technique for automatic indexing and retrieval of biological analogues of 
engineering problems. Our results highlight some important issues that a case-
based reasoning system must overcome to succeed in supporting biologically 
inspired design.  

Keywords: Analogical design, analogical reasoning, biologically inspired 
design, biomimicry, case-based creativity, case-based design. 

1   Introduction 

Biologically inspired design, sometimes also called biomimicry or bionics, uses 
analogies to biological systems to generate ideas for the conceptual (or the 
preliminary, qualitative) phase of design. Although nature has long inspired designers 
(e.g., Leonardo da Vinci, the Wright brothers), biologically inspired design recently 
has become an important and widespread movement, pulled by the growing need for 
environmentally sustainable designs and pushed by its promise to generate creative 
designs [1-4]. The design of windmill turbine blades based on the tubercles on a 
humpback whale’s flippers [5-7] illustrates the power of biologically inspired design.  
By taking inspiration from whale flippers, designers were able to improve the shape 
of wind turbine blades to improve lift and reduce drag, increasing their efficiency.   

Biologically inspired design differs from many traditional case-based reasoning 
tasks because it employs cross-domain analogies. In classical case-based reasoning 
(CBR) [8,9], the new, input or target problem is so closely related and similar to 
familiar, known source cases stored in memory that the case memory supplies an 
almost correct answer to a given problem and the retrieved case need only be 
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“tweaked” to fit the problem. In contrast, biologically inspired design by definition 
entails “far” analogies from biology to architecture, engineering, computing, and 
other design domains, e.g., the design of turbine blades based on the shape of whale 
flippers or the design of a self-cleaning catheter based on the surface of lotus leaves.   
Thus, biologically inspired design is an excellent context for studying case-based 
analogies well as case-based creativity.   

In this paper we focus on biologically inspired engineering design that engages 
transfer of the results of biological evolution to engineering problems. Biology and 
engineering, however, occur at many different scales in both time and space. Further, 
biologists and engineers use different languages and methods, and generally share 
little cultural and disciplinary common ground. This presents an interesting set of 
challenges for research on case-based reasoning.   How does one represent, retrieve, 
and adapt knowledge from a source domain that is as fundamentally different than the 
target domain as biology is to engineering? 

In this paper, first we briefly describe an information-processing account of 
biologically inspired design processes. Next, we describe a scheme for representing 
knowledge of designs of biological systems. Then, we apply the technique of 
redundant discrimination networks for automatic indexing and retrieval of biological 
designs.  We conclude with a discussion on the results of our application, highlighting 
identified issues and speculating on how to overcome those difficulties. 

2   Case-Based Design 

Research on case-based has a long and rich history in which many researchers have 
not only used CBR theories and techniques in design, but also used insights from 
design to drive research into CBR. Early examples of development of CBR in design 
include CYCLOPS [10,11], STRUPLES [12,13] ARGO [14] and KRITIK [15-17]. 
For example, ARGO used rule-based reasoning to transform design plans for 
designing VLSI circuits to meet functional specifications of new circuits. In contrast, 
KRITIK integrated case-based and model-based reasoning to produce conceptual 
designs for engineering devices such as heat exchange devices and electric circuits.  If 
a designer specified a function, F, KRITIK generated a qualitative specification of a 
structure S, which could accomplish that function.  To do so, it stored an inverse 
mapping (from structure S, to behavior B, to function F) in the form of a structure–
behavior–function (SBF) model for each past case. Thus, SBF model provided a 
functional vocabulary for indexing past design cases so that they could be stored and 
later retrieved, adapted, or verified. Maher & Gomez [18] provide a survey of some of 
the early case-based design systems; Maher & Pu [19] provide an anthology of 
several early papers. 

The last two decades saw an explosion of interest in case-based design. Briefly, we 
identify four major trends in this period. The first trend was to develop interactive 
CBR design systems that provided access to libraries of design cases but left the task 
of design adaptation to the user [20,21]. A second trend was to integrate CBR with a 
wide variety of reasoning methods such as rule-based reasoning and model-based 
reasoning [22,23], constraint satisfaction [24,25] and genetic algorithms [26,27] in 
order to create or evolve emergent new designs from the original case base. A third 
trend was the development of hierarchical case-based reasoning in which design cases 
were decomposed into sub cases at storage time and recomposed at problem-solving 
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time [28,29]. A fourth major trend in research on CBR in the nineteen nineties was to 
develop CBR for a variety of design tasks, such as assembly planning [30], in a wide 
variety of design domains such as software design [29,31] and design of human-
machine interfaces [32]. Goel & Craw [33] survey some of the above developments in 
case-based design. 

More recently, visual CBR has been at the forefront of research. Gross & Do’s [34] 
Electronic Napkin took queries in the form of simple design sketches and retrieved 
matching design drawings from a design case library. Other work in visual CBR took 
design drawings generated by vector graphics programs as input and retrieved 
matching vector graphics design drawings from a diagrammatic case library [35], and  
used purely visual knowledge to transfer design plans from a known design case to a 
new design problem [36]. 

3   Information Processes of Biologically Inspired Design 

We study biologically inspired design in the context of an interdisciplinary, senior-
level undergraduate course our university offers on biologically inspired design 
(ME/ISyE/MSE/PTFe/BIOL 4740). Although its contents change slightly every year,  
 

 

Fig. 1. An Information Processing Model of Biologically Inspired Design (adapted from [37]) 
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it usually consists of three components: lectures, found object exercises, and a 
semester-long biologically inspired design team project. For the project, teams of 4-6 
students are formed such that each team has at least one biology student and students 
from different schools of engineering.  Each team was given a broad problem in the 
domain of dynamic, adaptable, sustainable housing such as heating or energy use. 

Our in situ observations have indicated two characteristics of analogical transfer 
from biology to engineering. First, the process of biologically inspired design can be 
either problem-driven or solution-driven. The two design processes share many steps 
but differ in their starting points. As in traditional design, problem-driven biologically 
inspired design starts with a functional specification of a design problem. In contrast, 
solution-driven design starts from a biological design looking for a problem to 
address. The work described here focuses on problem-driven biologically inspired 
design. Second, biologically inspired design entails compound analogies.  In 
compound analogy, an initial reminding of a biological analog results in a 
decomposition of the given design problem. The unsolved sub-problems then lead to 
additional reminders of biological analogues. Figure 1 (adapted from [37]), illustrates 
our preliminary, high-level information-processing model of biologically inspired 
design. Note that the ordering of the design subtasks is dependent upon a selection of 
a particular design method, either problem-driven design (top half of the figure) or 
solution-driven (bottom half). Note also that due to compound analogies, the process 
of analogical transfer is iterative and may reoccur for each open sub-problem. 

4 Representation of Knowledge of Biological Systems 

The promise of biologically inspired design has led to several efforts at developing 
computational tools for supporting the design process (e.g., [38-40]). In this section, 
we briefly describe a computational tool called DANE (for Design by Analogy to 
Nature Engine) that provides a designer with access to a knowledge base of biological 
systems [41]. To support the problem-driven design process, knowledge of a 
biological system needs to explicitly specify (1) the functions of the biological system 
because target design problems typically are specified by the desired functions, (2) the 
behaviors (or mechanisms) of the biological system that result in the achievement of a 
specific function because the designer is interested in biologically mechanisms for 
achieving desired functions, and (3) the structure of the biological system because 
mechanisms arise from the structure and because the specification of design problems 
typically contains structural constraints. 

Thus, DANE represents designs of biological systems in the SBF knowledge 
representation language (e.g., [42]). An SBF model of a complex system explicitly 
represents its structure [S] (i.e., its configuration of components and connections), its 
functions [F] (i.e., its intended output behaviors), and its behaviors [B] (i.e., its 
internal causal processes that compose the functions of the components into the 
functions of the system). The SBF language provides a vocabulary for expressing and 
organizing knowledge in an F → B → F → B … → F(S) hierarchy, which captures 
functionality and causality at multiple levels of aggregation and abstraction.  
Generally speaking, as one moves down the hierarchy, a system is described at lower 
levels of abstraction.  For example, one level of the hierarchy might describe, at a 
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Fig. 2. Partial Behavior Model for the system "Kidney Filters Waste from Blood" 

high level of abstraction, the function, structures, and behavior of the entire human 
digestive system, whereas a deeper level might narrow its focus to describe in detail 
the function, structures, and behavior of the small intestines. 

Biological systems are indexed by function name (e.g., “flamingo filter-feeds 
self”), by subject (e.g., “flamingo”), and/or by verb (e.g., “filter-feeds”). Upon 
selecting a system-function pair, users are presented with a multi-modal 
representation of the paired system-function that combines text descriptions, images, 
and an SBF model. The function sub-model is given as a structured frame-like 
representation, and the behavior and structure sub-models are represented as labeled 
directed graphs.  Figure 2 illustrates the behavior (or the mechanism) for the function 
“Kidney Filters Waste from Blood.”  

In Fall 2009, we introduced DANE into the class on biologically inspired design 
mentioned earlier. At the time, the library contained about 40 SBF models, including 22 
models of biological systems and subsystems. We discovered that some designers in the 
class found DANE’s SBF models useful for enhancing their conceptual understanding of 
biological designs. But we also found the designers did not consistently use DANE for 
generating design concepts for their problems. This probably was due to several reasons 
such as learning how to use DANE was not easy enough, DANE’s library of biological 
systems was not large enough, DANE did not provide enough design support. For 
example, in reference to the last item, while DANE allowed the user to browse the library 
of biological systems, it did not have any ability to automatically index or retrieve 
biological systems relevant to a target design problem. The interested reader may 
download DANE at http://dilab.cc.gatech.edu/dane.   

5 Automatic Indexing and Retrieval 

To help resolve this observed need, we are using analogical reasoning techniques for 
adding automated indexing and retrieval to DANE. AI techniques for analogical 
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retrieval include constraint satisfaction [43], spreading activation [44], and redundant 
discrimination networks [9,45]. Redundant discrimination networks allow a single 
case to be indexed in multiple networks.  We use this scheme for indexing biological 
designs because it is not known a priori what the most apt indexing method is for any 
given case. Additionally, the Ideal system [46,47] used this scheme with some 
success. The open question is whether this scheme works for analogical retrieval of 
biological designs and if it helps further systemize knowledge of biological designs.   

Specification of Design Problems 

To automatically retrieve biological analogues relevant to a target design problem, we 
need to first decide on a vocabulary for specifying design problems. Fortunately, the 
SBF language already provides such a vocabulary. A desired design is defined by 
three components: the initial state, the objective state, and a set of 
structural connections.  The initial state and objective state 
both contain state features, which themselves are composed of object-
property-value triples.  A state feature may also be flagged as being a 
substance, which means the object in that feature flows through the 
system. Each structural connection in the set of structural 
connections (the third primary component of a specification) links two 
objects (or optionally one object to itself) through a connection type, 
which can be any string. 

 

Fig. 3. Specification of a Filtrating Design Problem 
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As an example, Figure 3 illustrates a specification of the problem of home water 
filtration taken from a 2009 class project.  The initial state of this specification 
describes the substance (denoted with (S)) water being contaminated and located within 
home appliances.  The transition between the initial and objective states 
describes a series of structural connections that are relevant to the filtration 
process described by the 2009 design.  In the objective state, the once-
contaminated water has been transformed into grey water and moved to the gutter, and its 
contaminants are now located in black water in the sewer. In Figure 3, note that a state 
feature like “Plants : *” is used to denote an object that appears in a connection but 
does not otherwise have a property or value associated with it. 

 
Functional Discrimination Network Algorithm 
For each behavior model: 
 1: Create a node N for each substance-property pair in a by-state transition 
 2: Attach node N as a child of FUNCTIONAL-ROOT. 
 3: Create a node M for each substance-property-value triple in a by-state transition. 
 4: Attach each node M as child of N where properties are equal. 
 5: Create a node O to represent the system. 
 6: Attach node O as a child of all M nodes. 
 

 
Structural Discrimination Network Algorithm 
For each behavior model: 
 1: Create one node N for the set of all unique, non-substance structures in a by-state 

or by-structural-connection transition. 
 2: Attach node N as a child of STRUCTURAL-ROOT. 
 3: Create a node M for each by-structural-connection transition that includes at least 1 

non-substance structure. 
 4: Attach each node M as child of N. 
 5: Create a node C for each non-substance structure in an M-node. 
 6: Attach each node C as a child of M where structures are equal. 
 7: Create a node P for each structure-property pair in a by-state transition. 
 8: Attach each node P as a child of C where structures are equal. 
 9: Create a node S to represent the system. 
 10: Attach node S as a child of P. 

 

Fig. 4. Pseudocode for the Indexing Algorithms 
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Automatic Indexing of Biological Designs 

For automated retrieval to work, models of the biological systems in DANE need to 
be indexed. We use two algorithms adapted from [45], and named Functional 
Indexing and Structural Indexing, both of which generate separate discrimination 
networks.  Figure 4 provides the pseudocodes for these indexing algorithms. The 
Functional Indexing algorithm discriminates on substance-flagged objects and 
their properties, whereas the Structural Indexing algorithm discriminates on 
structural connections and the properties of the objects involved in 
those connections.  These trees are traversed by matching components in the 
input specification (e.g., Figure 3) to nodes in the tree.  Note that, during the creation 
of the discrimination trees in both cases, if a node is about to be created but already 
exists in the network, the pre-existing node is used instead. This step prevents the 
network from having many duplicate nodes (e.g., multiple nodes representing the 
property of “Location”).   

 

Fig. 5. Partial snapshot for the Structural Discrimination Network 

Figure 5 shows a partial discrimination tree built by the Structural Indexing 
algorithm.  At the top level, the root connects to a node that indexes a set of 
objects.  Underneath that node is a set of nodes that index on structural 
connections, and underneath them is a set of related objects.  Finally, the 
objects themselves link to a model in the system.  Note that we don’t have 
properties in this partial network because the objects here did not have 
specified properties in their model. 

Automatic Retrieval of Biological Designs 

Once a user creates a specification and attempts retrieval, the system uses the 
contents of the specification as probes into these discrimination networks and 
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retrieves one or more results depending upon if the network allows partial matches. 
We allow partial matches in the Structural network because it is based on non-state 
specific information (i.e., it does not index on value).   

Similarity Measurement 

If multiple results are returned, the system must determine how similar each result is 
to the user’s specification in order to rank the results and recommend a best 
match. We use two similarity metrics: Structural and Functional. The Structural 
similarity measurement looks at how many structural connections and 
object-property pairs are the same between the specification and the 
returned result. The Functional similarity measurement compares the initial and 
objective states of the specification and the returned result by 
attempting to match object-property-value triples. This metric differs  
from the Structural measurement because it compares values and does not  
compare structural connections. Both similarity metrics are calculated 
using Tversky’s ratio model [48] with alpha and beta set to 1, which  
simplifies to S(specification, case) = f(specification ∩ case) 
/ f(specification ∪ case) with f comparing features relevant to the given 
similarity measurement. 

Every result returned, regardless of which discrimination network was used, gets 
measured by both similarity metrics.  The average of both scores is presented to the 
user as a percentage of total similarity and used by the system to rank the results. 

6   Evaluation 

We performed two sets of tests to evaluate automatic indexing and retrieval in DANE. 
In the first test,  our system retrieved of a target biological system from the library. In 
the second tested, our system retrieved a biological system relevant to a design 
problem. For both experiments, we developed a library of 37 models. 15 of the 37 
models in the library are technological; 22 are biological.  Technological models were 
derived from earlier CBR experiments in our lab and are related to acid coolers, 
pulleys, gyroscopes, crankshafts, and latches. Biological models were developed by 
members of our lab (including the authors) with the goal of accurately representing 
their respective topics and are related to three families of systems: transpiration, the 
human small intestines, and the human kidney. 

The functional discrimination network indexes 4 models: 3 technological and 1 
biological. The structural discrimination network indexes 19 models: 8 technological 
and 11 biological.  The Structural discrimination network contains all of the models 
indexed by the Functional discrimination network.  We found that some of 37 models 
were not indexed by either algorithm because they are legacy models developed prior 
to our building of this automated retrieval technique, and thus do not contain the 
knowledge needed by the retrieval algorithms. 
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Method of the First Test 

For the first test, we tested our system’s ability to retrieve a target biological system.  
The target was “Kidney Removes Waste from Blood,” a model that describes how the 
human kidneys filter certain materials out of our blood. 

The test involved 28 sub-tests across five phases.  For each test, we built a 
specification and asked the system to retrieve a set of related results.  The 
results and the similarity scores (average, Functional, and Structural) were then 
recorded for later analysis. The goal of each sub-test was to systematically add 
something to the specification and see how the results changed.   

In the first phase, we added an object-property pair (e.g., Blood-
Purity) to the Initial State, beginning with a single object-property pair and 
stopping when the initial state of the Specification matched that of the model 
in the database, excluding any value’s. 

The second phase was the same as the first, except object-property pairs 
were now added to the Objective State.  Note that each phase and each sub-test are 
additive, so the specification is being built up over time. 

In the third phase, we incrementally added a value to each object-property 
pair, creating an object-property-value triple (e.g., Blood-Purity-
Impure) that matched the target model. 

The fourth phase was the same as the third except that we added value’s to the 
objective state. 

In the fifth and final phase, structural connections were incrementally 
added to the specification (e.g., Renal Artery branches to 
Segmental Arteries).  Note that these structural connections were 
added in the order that they appear in the behavior of the target model so as to 
mimic how a user of our system might add things as he or she is thinking about the 
target process. 

Method of the Second Test 

In the second test, our goal was to evaluate our system’s ability to retrieve designs of 
biological systems based on the problem specification illustrated in Figure 3. 
This specification is based on a design project in the Fall 2009 edition of the 
biologically inspired design course described above.  This sustainable design project 
had the goal of conserving home water use by recycling greywater for use in toilets.  
The design has contaminated home water going through an elaborate filtration 
process, eventually being divided into blackwater, which contains the contaminants 
and must be sent for treatment, and greywater, which can be reused. 

Next, we deployed the same specification-building, five-phase experiment 
discussed in the first test.  In this second test, we start from scratch and eventually the 
design specification, given in Figure 3, instead of assembling something that 
already exists in the database.  For example, the first object-property pair 
added was Water-Location; the first object-property-value triple added 
was Water-Location-Home; and the first structural connection added 
was Water Contained in Home Appliances. 
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Note that there was a model already in the database called “Recycle Greywater,” 
but it used neither the same terminology nor the same structures as the design 
specification used for this test.  

Results 

For the first test, our system returned the “Intestinal Villi Absorb Water and Nutrients 
into Blood” model as a best match for the first four phases.  This model was not our 
target model.  Despite being the best match, our system only gave this model on 
average a 10% similarity score.  In the fifth phase where structural 

connections were included in the specification, the system returned “Kidney 
Removes Waste from Blood,” which was our target model, and gave it from 68% 
similarity (in the beginning of phase 5) to 98% similarity (at the end of phase 5).  The 
reason we didn’t get 100% similarity is because the Structural similarity metric 
considers objects from all the behavioral states in the model and we’ve only 
included information in our specification from the initial and objective 
states. 

For the second test, our system returned the “Transpiration” model as the best 
match for all phases, ranging from a 15% similarity score in the beginning of Phase 1 
to a 28% similarity score at the end of Phase 5.  Additionally, the “Osmosis” model 
was returned as the second best match for the first four phases and first step of the 
fifth phase (ranging from 14% similarity to 20% similarity), and the “Root Absorbs 
Water” model was returned as the second best match for the rest of the fifth phase 
(20-23% similarity). 

7 Conclusions 

Since biologically inspired design is a promising paradigm for creative and 
sustainable solutions, there is a race to develop computational techniques and build 
computational tools to support the design process. However, at present both the 
practice of biologically inspired design and the development of supporting 
computational tools are ad hoc. In this paper, we presented an information-processing 
model of biologically inspired design as well as a knowledge representation scheme 
for organizing knowledge of biological systems from a design perspective. We then 
applied a case retrieval technique that utilized redundant discrimination trees for 
automatic indexing and retrieval of biological cases in the DANE system. 

Based on the experiments described in this paper, We can conclude two things 
about automated retrieval in DANE.  The first is that the system works as advertised 
when given a model structured appropriate to the indexing and retrieval algorithms.  
The “Kidney Removes Waste from Blood” model, for example, was indexed 
correctly, was retrieved after the relevant information was added to the problem 
specification, and was ranked by our system as the best match with a very high 
similarity score.  Similarly, our second test showed that relevant models could be 
retrieved given a realistic design problem specification.  All three of cases returned as 
best match and second-best match were related to the movement of water through a 
system, and although they weren’t about filtration per se, one could speculate on how 
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learning the process by which plants move water across long distances with little 
energy (i.e., “Transpiration”) might inspire a designer to create a low-energy system 
to move water throughout the filtration process. 

However, our tests also highlight some areas for improvement. For one, our 
indexing algorithms failed to index about half of the models in our database.  Clearly, 
if an automated retrieval system is to be successful, it must also be comprehensive.  
Second, our indexing algorithm in the first test only retrieved the correct model when 
structural connections were used in the specification.  Both of these 
shortcomings highlight the need for additional systemization of biological knowledge 
for use in automated retrieval. Because our indexing scheme was designed separately 
from many of the models, the model-builders did not include aspects in their models 
that would allow them to be indexed into discrimination networks. 

In addition to improving DANE’s automatic indexing and retrieval scheme, we 
plan to expand it to the full spectrum of the biologically inspired design process 
described here..  Specifically, we will enable adaptation of retrieved biologically 
cases to fit the input specification of engineering design problems.  We are also 
investigating mechanisms for the discovery, abstraction, and application of design 
patterns to further enhance resolution of the input problem specification. 
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Abstract. In this paper we present a k-Nearest Neighbour case-based
reasoning system for classifying products into an ontology of classes.
Such a classifier is of particular use in the business-to-business electronic
commerce industry, where maintaining accurate products catalogues is
critical for accurate spend-analysis and effective trading. Universal clas-
sification schemas, such as the United Nations Standard Products and
Services Code hierarchy, have been created to aid this process, but clas-
sifying items into such a hierarchical schema is a critical and costly task.
While (semi)-automated classifiers have previously been explored, items
not initially classified still have to be classified by hand in a costly pro-
cess. To help overcome this issue, we develop a conversational approach
which utilises the known relationship between classes to allow the user
to come to a correct classification much more often with minimal effort.

1 Introduction

In business-to-business (B2B) e-commerce, the problem of classifying products
for the purpose of maintaining electronic product catalogues (EPCs) can be par-
ticularly difficult and costly. Since different suppliers often use different product
classification standards, products from different suppliers need to be reclassified
into the standard required [8]. This is a problem not only affecting businesses
which need to maintain catalogues of products available from various suppliers,
but also in the greater e-procurement industry. Well maintained and classified
EPCs are of particular importance given the movement to electronic business
practices and allow for accurate spend-analysis and increased efficiency in both
finding and selling products [14].

The gold-standard solution would be to have a standardised classification sys-
tem valid across all domains; this is the primary goal of the UNSPSC (United
Nations Standard Products and Services Code) schema.1 However, due to differ-
ing requirements of businesses the UNSPSC standard might not be suitable for
everyone, and other classification schemes such as eCl@ss2 are also widely used.

1 http://www.unspsc.org
2 http://www.eclass-online.com
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Further, the process of transferring existing catalogues to a different schema
might simply be too costly to be justifiable. As such, even for those businesses
using the UNSPSC standard, products from other suppliers must be re-classified
into this standard making this a perpetual issue.

The manual classification of products into a standard such as the UNSPSC
is a time-consuming and costly process: some studies have indicated it can take
5–10 minutes to classify an item into a complex standard such as the UNSPSC,
primarily because of the large number of similar sounding classes [6]. Automated
or semi-automated systems to perform this task are a promising (and perhaps
inevitable) solution since this task fits well within the Machine Learning do-
main, and have significant potential to cut cost and time [2]. Some existing
automatic classification systems have been developed, primarily using statistical
methods [5,8]. In this paper we develop a k-Nearest Neighbour (kNN) case-
based reasoner to aid this classification task. Since the accuracy of such systems
(particularly on difficult products) is not sufficient to allow fully automated clas-
sification, we use the ontological structure of the classification hierarchy to aid
a conversational approach to classification. This dramatically reduces the cost
to classify new items, and allows an accurate classification to be achieved with
minimal user interaction.

2 Background

2.1 The UNSPSC Schema

The UNSPSC is a four-level hierarchical classification schema [14]. It was de-
signed by the United Nations and Dun & Bradstreet as a universal system to
classify goods and services across all domains and ease spend analysis, the find-
ing and purchasing of products, and the maintenance of product catalogues.
Each class, or “commodity,” is assigned a unique 8-digit code and the schema is
designed so that every product or service should fit uniquely into a class.

The levels of the schema are shown in Fig. 1, and two of the eight digits of the
commodity code come from each level [14]. For example, in Fig. 2 the commodity
“Staplers” would have a commodity code of 44121615.
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��
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�
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��
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�

Class

��
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�

Commodity

Fig. 1. The UNSPSC class hierarchy structure
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�
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� �

�
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��

� �

�

07 Coloured Pencils

Fig. 2. An example (partial) snapshot of the UNSPSC schema

2.2 Previous Work

Ding et al. developed a system for automatic product classification into the
UNSPSC schema called GoldenBullet [5]. Using a Näıve-Bayes approach, Ding
et al.’s classifier correctly classified products with an accuracy of 78% when using
the top result returned by the classifier. The correct classification was in the top
10 results a slightly higher 88% of the time. Ding et al. also explored using a
kNN classifier as well as a vector-space model classifier, but found these were
much less accurate. Unfortunately, the nature of the product catalogue they
used is not specified other than that it consisted of 40,000 items primarily in the
electronics domain. Crucial factors such as the quality of the data or spread of
classes encompassed were not discussed.

Another classifier is described in [8], which also uses the Näıve-Bayes method,
and obtained a similar accuracy of 86% based on the top result returned. Their
data was obtained from an e-procurement database maintained by the Public
Procurement Services of Korea, a government run organisation. This uses a
classification schema based on the UNSPSC hierarchy, and the database that
was used contained almost 500,000 items spread over 7960 classes.

Since the accuracy of a classifier is heavily reliant on the dataset used, the lack
of information or availability of datasets used for these classifiers makes com-
parison of results extremely difficult. Certain types of classifier may be inclined
to work better on particular types of dataset. Further, as was noted in [8], the
quality of the dataset used will significantly affect the accuracy.

3 Classifier Development

In this paper we detail a project carried out in collaboration with with Uni-
market,3 a locally based e-procurement business. In order to provide a good
e-procurement service it is necessary to maintain accurate catalogue data, some-
thing which necessarily entails working with a range of classification systems
from various suppliers. This is crucial for the facilitation of B2B trading and
3 http://www.unimarket.co.nz

http://www.unimarket.co.nz
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accurate spend analysis services where expenses across different classes of com-
modities and services must be readily compileable.

No suitable datasets using the UNSPSC schema were available from Uni-
market or elsewhere, and instead data from Amazon using their classification
hierarchy were used for testing and development. While we could have looked
at transferring the data into the UNSPSC hierarchy, this migration process is
primarily a mapping rather than a classification task and is beyond the scope of
this project—it cannot be done completely automatically from scratch. Either an
initial mapping between classes across schemata is required, or an initial subset
of data would need to be manually classified before a (semi)-automated system
could complete the task. Rather, the task of the project was to develop a tool
to classify new products into the classification schema. This could not only be
used to complete the migration to the UNSPSC hierarchy, but is necessary for
catalogue maintenance where it would be of use in the ongoing task of adding
new products from suppliers correctly and efficiently into the hierarchy.

3.1 Solution Outline

In this paper a kNN Instance Based Learner [16] is explored as a proof-of-concept
for a new classification system. In existing systems such as GoldenBullet the
significant 10–20% of misclassified items require a costly manual classification
procedure to be applied. As a result, a considerable degree of user interaction
is inevitable and the system cannot reasonably run in a completely autonomous
fashion; in practice the manual classification of the 10–20% of products the
automated system struggles with is costly and a limiting factor. To improve on
this and handle more constructively the difficult cases, our proposed learner uses
a conversational approach to classification. This allows much greater accuracy to
be achieved at the cost of some minor user interaction for each classification—an
overall gain when compared to classifying difficult items manually from scratch.

To achieve this aim, an ontology of the hierarchical relationship of classes
is used, allowing intelligent questions to be asked based on the inferred rela-
tionships of candidate classification solutions, in turn aiding the classification
of classes and improving the accuracy in a “mostly-automated” approach. The
goal of the automated classifier is hence to classify correctly with a minimal
number of questions; inevitably some difficult cases will be as bad as the worst
case possibility, but this can be drastically reduced when compared to existing
approaches. This technique is similar to the method of critiquing [9] in Case
Based Reasoning (CBR) recommender systems.

The approach taken in developing our classifier was to build a CBR clas-
sifier [1]. In this setup, products in the catalogue are stored as cases in the
case-base. An item to be classified is regarded as a query, and a global similarity
metric is used to find the most similar cases in the case-base, and classify the
query based on these. We opted to use the kNN algorithm for the global simi-
larity metric, which retrieves the k cases (products) which are most similar to
the query based on the similarity of individual attributes. These k results will
then be used to guide the conversational procedure, and with care can be made
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Fig. 3. Architecture diagram of the CBR system

to return an optimal range of queries allowing the conversational procedure to
be both accurate and efficient (in terms of number of questions asked).

An OWL (Web Ontology Language) ontology4 storing the hierarchy of prod-
uct classes was created from Amazon’s existing classification hierarchy. For the
UNSPSC hierarchy, OWL format ontologies are already available for use. The
ontology stores the hierarchical relationship between different classes which will
be utilised by the classifier in the conversational stage.

In order to implement the CBR classifier, the open-source Java CBR develop-
ment framework jCOLIBRI5[4,10] was used. jCOLIBRI allows for flexible devel-
opment of various types of CBR systems. It includes functionality for pre-defined
and user-defined global and local similarity metrics, has built-in (and extendable)
functionality for testing the accuracy of the CBR systems, and functionality to
integrate with OWL ontoligies via the OntoBridge6 framework [12]. This allowed
the class associated with a product in the case-base in our case representation
to be easily and dynamically linked into the hierarchy of classes stored in the
ontology file. The overall design of the system is shown in Fig. 3.

3.2 Data

Data were collected from Amazon7 through the Amazon Product Advertising
API.8 These data are hierarchically structured and representative of a large
number of classes. Since Amazon allows products to be classified under more
than one category, care was taken to only sample a product once so the situation
4 http://www.w3.org/TR/owl-ref/
5 http://gaia.fdi.ucm.es/projects/jcolibri/
6 http://gaia.fdi.ucm.es/grupo/projects/ontobridge/
7 http://www.amazon.com
8 http://affiliate-program.amazon.com/gp/advertising/api/detail/main.html

http://www.w3.org/TR/owl-ref/
http://gaia.fdi.ucm.es/projects/jcolibri/
http://gaia.fdi.ucm.es/grupo/projects/ontobridge/
http://www.amazon.com
http://affiliate-program.amazon.com/gp/advertising/api/detail/main.html
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could be treated as a single-label scenario. This hints at some of the difficulties
of classification as a product may reasonably fit into more than one category
even in a schema such as the UNSPSC, but our aim was to develop a classifier
suitable for such a single-label hierarchy. The Amazon class hierarchy is not as
consistent as the UNSPSC hierarchy: classes at the same depth in the hierarchy
may not be of comparable generality. However, given the size of the case-base
and the reasonably good quality of the data, an automated system should be able
to function fairly well, and the conversation stage should help deal with some
of the issues with the class structure. This reiterates the benefits of adopting
a unified schema such as the UNSPSC, and the classifier is only expected to
function better on such an organised hierarchy.

An important step was to determine which attributes should be used for clas-
sification. The Amazon data is attribute-rich, but most attributes were deemed
irrelevant for classification—indeed, too many attributes can be detrimental if
they are not relevant enough to the classification. The majority of attributes
were deemed to be irrelevant either by mere consideration, or were found to
contribute little, if at all, to the accuracy of the classifier during initial testing.
This selection was performed manually with the aim of developing a general
model, and care was also taken to choose attributes which one would expect to
be present in most kind of catalogues to increase the portability of the system.
The attributes which were eventually determined to be useful for classification
were:

Store (supplier). Often the supplier will give a good indication of the type of
product supplied.

Product Name. Clearly this contains information about the class a product
should belong to.

Product Description. As for Product Name.

A primary case base consisting of over 23,000 items was obtained, with items
classified into approximately 140 classes (over 3 top-level classes). Sample data
is shown in Table 1. Around a third of the items were identified to be near-
identical to other items (varying perhaps, for example, only in the colour of the
item), an effect which would skew the results making the accuracy appear falsely
high. Since such items are likely to be added to the catalogue (and classified)
all at once, fair testing of the system should work with only one of each such
item in the case-base. Further, this can have a strong detrimental impact on
the diversity of results obtained by the kNN search and thus affect the accuracy
of the conversational stage. This is likely to be a problem in many real-world
systems, so a reasonable approach is to only use one of each group of items as
a representative in the case-base for the classification procedure. Indeed, this
approach is motivated by footprint-based retrieval [13], and although differs in
its goal it is similarly based on the assumption that the joint competence of such
groups of cases is no different from that of the representative chosen.

So that testing would more accurately mimic the real world situation where
such similar items would be classified together, the dataset was pre-processed.
The pre-processing removed all but one of these nearly identical items—i.e. those
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Table 1. A snapshot of the Amazon data

ID Store Name Description Class

B002EA1EZE Ultimark ultimark pre inked stock ensure efficient communication ID490540011
message stamp faced. . . and provide clear instructions. . .

B000V27TCO Sato sato industrial labels. . . by sato industrial labels ID490540011
per roll

B002ZHQ3KW Discount self inking christmas spread a little holiday cheer ID490540011
Rubber. . . rubber stamp. . . with christmas rubber stamps. . .

B0006HX78Y Pendaflex pendaflex pressboard pt pressboard includes a xyz ID490540011
end tab guides. . . and mc tabs

B00007LP9W Avery avery clip style rigid each kit includes clear plastic ID490540011
laserink jet badges. . . badge holders and sheets of. . .

from the same supplier with similarity above an empirically determined thresh-
old. This similarity was determined using the same similarity metrics as were
used for classification, and a conservative approach was taken as it is better to
accidentally remove unique items from the case-base than to leave similar items
in the case base, potentially skewing results.

All textual data (which is the primary focus in classification) was stripped of
punctuation, numbers and product dimensions (e.g. width, height, weight etc.)
automatically, as descriptions often contained these technical details of a product
that are of little value in determining the class a particular item belongs to.

3.3 Classification Details

The kNN algorithm was used as the global similarity metric of choice, assigning a
value in [0, 1] to a pair of cases based on their similarity. This is calculated as the
weighted sum over the local similarity metrics of the supplied query attributes.
If i indexes the n attributes of the cases and fi is the local similarity metric for
the ith attribute, the kNN similarity between two cases Q and T is calculated
as

Similarity(Q, T ) =
∑n

i=1 fi(Qi, Ti) × wi∑n
i=1 wi

.

The k items with the highest similarity to the query are selected, and the con-
versational stage of the classification procedure is entered. In our setup we chose
to use a value of k = 10, which seemed to strike a good balance between the
number of choices the user was given based on these results, and the accuracy
of the classification.

The weighting used placed relative weights of Store: 2, Product Name and
Product Description: 5 each, determined to give the best results in testing. In
cases where data was missing for a particular attribute, the attribute is given a
weighting of 0 so that it is not taken into consideration. This was empirically
determined to produce better results than treating this as a local similarity value
of 0, which would instead indicate that the cases were actually dissimilar with
respect to this attribute.
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As for the global similarity metric, the local similarity metrics fi assign a
value in [0, 1] to a pair of cases based on the similarity of the ith attribute. The
local similarity metrics used for each attribute were as follows:

Store (supplier). A similarity of 1 is assigned if and only if the suppliers of
the cases are identical. In all other cases a score of 0 is used, as the sim-
ilarity between suppliers cannot otherwise be quantified without auxiliary
knowledge on the type of products various suppliers supply.

Product Name. Since this is a textual attribute, textual similarity methods
must be used. For this application it is necessary to employ domain inde-
pendent textual retrieval similarity methods. We opted to use the Lucene
textual comparison engine,9 based on information retrieval techniques, for
which jCOLIBRI includes built-in functionality [11]. The Lucene textual
comparison is detailed more fully in the following paragraphs.

Product Description. As for Product Name, the Lucene textual comparison
engine was used.

Since two out of three attributes consist entirely of textual data (and these are
the most heavily weighted attributes, accounting for 10/12ths of the weighting),
the textual comparison methods are critical and hence deserve further discussion.
While textual CBR usually refers to the situation in which the cases themselves
are stored as blocks of text [15], techniques from textual CBR are equally appli-
cable for use in classifying products when combined with a kNN global similarity
function [11]. As such, textual methods suitable for the type of data which prod-
uct descriptions consist of should be chosen appropriately.

In particular, textual similarity functions must be domain independent, as the
product data is not confined to a particular domain. Further, suppliers do not
necessarily provide structured paragraphs of information—the data may consist
of lists, technical data and other unstructured text. Hence, semantic similarity
functions would also be inappropriate. This limits the ability to compare cases,
but is an inherent feature a classifier for this problem must cope with. As such,
the obvious option is to use a statistical approach.

The Lucene engine used is based on a combination of the Vector Space Model
from the Information Retrieval domain and a Boolean model [7,11]. It is a key-
word based search method, which analyses the relative frequencies of the terms
in the query in the cases in the case-base. In order to perform this efficiently,
the case-base is pre-processed on startup to extract the statistical information
required, and then the search query is analysed against this [7,11].

Advanced techniques and modifications were also investigated, such as check-
ing if nodes in the ontology were present as words in the text, as this is a strong
indicator for narrowing the search. However, the effect of this was not signif-
icant, especially given the extra cost incurred in the search procedure. Given
the large weighting the textual attributes hold extra effort spent implementing
more advanced techniques would pay off in accuracy in real world deployments
of such a classifier. In this paper, however, we are focusing on using the ontology
9 http://lucene.apache.org

http://lucene.apache.org
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to guide the conversational stage, and for this the Lucene engine, which is built
into the jCOLIBRI framework, is sufficient.

The final, important part of the classification process is, of course, the con-
versational stage of the process. As can be seen in Fig. 3, this acts as a sub-unit
of the system mediating the input from the user with the ontology, case base
and classification engine. It is this stage which differentiates this proposal most
strongly from existing proposals (although also based on different classification
algorithms), and has the most significant impact on the most costly phase of clas-
sification: when the top or most common result is not the correct classification.
The ontology which represents the hierarchy of relationships between classes can
be regarded as a rooted tree where the depth of each leaf is identical, leaf nodes
correspond to individual classes (commodities in the UNSPSC hierarchy), and
internal nodes correspond to higher level classes. The root itself can be regarded
as a “Thing” class, although presumably nothing is classified under this category
directly. Given the k cases returned by the kNN algorithm, the m ≤ k classes
present in these results are extracted as potential classes.

The nodes corresponding to these classes are identified within the ontology
tree, and the subtree that these induce is extracted. In other words, all classes
which are not an ancestor of one of the m candidate classes are removed from the
tree. In general, however, this still leaves many classes which are not one of the m
candidate classes in the extracted subtree. To reduce this to a minimal structure,
all edges between nodes (except the root) of degree two are contracted, i.e. non-
candidate nodes which are not “important” to the subtree structure are removed.
This leaves a tree which contains only the ontological relationship between the
m candidate classes, and no others. In general, this is no longer a complete tree,
although the average depth of a node is much lower than before. All candidate
classes have maximal depth in the original ontology, but in the extracted tree,
they can be direct children of the root “Thing” class.

Once the candidate subtree has been extracted, the conversational stage pro-
ceeds as follows: Starting at the root, the user is presented, as options, all the
children of the root. If the user selects an option which is a leaf class, the classi-
fication is complete and the item can be stored in the case-base with the chosen
class. If the chosen option is not a leaf class, the user is then presented the chil-
dren of the chosen class as options. This proceeds until either a classification
is made, or the user chooses an option specifying that none of the presented
options are correct.

In this case that a classification cannot be made based on the top k results,
the general approach is to resort to manual classification. The idea of the con-
versational approach utilising all k of the top k results (rather than the most
common or top one) significantly reduces how often this occurs. However, if
the user makes some choices before they determine that none of the sub-classes
presented are correct, this means that the top k results contained items which,
while they were not in the correct class, were somewhat similar to the query in
the fact that they belong to the same more general classes. This information can
be used to speed up manual classification by only requiring the user to classify
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Fig. 4. A sample query for a product to be classified

Fig. 5. A view of the conversational stage of classification

within this subtree, aiding the manual classification somewhat. The benefit of
this is, unfortunately, a little harder to quantify as it needs to be measured in
time taken by a user—something harder to approximate from the stats alone.

In Figs. 4 and 5 some stages of the classification procedure for the developed
classifier are shown. In Fig. 4, the query can be seen for the product to be
classified—in this case a switchbox, an item of office hardware. Once the kNN
classifier determines the top k classes, the conversational stage begins. Figure 5
shows the question asked at a particular point in the conversational stage for
this particular item.

4 Results

As previously discussed, the Amazon classification hierarchy is not ideal and is
inconsistent in some instances. Specifically, in some categories the classes are
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Table 2. Datasets used for classification

Dataset Description

DS1 Full dataset, not pre-processed
DS2 Full dataset, pre-processed
DS3 Revised dataset, not pre-processed
DS4 Revised dataset, pre-processed

much more specific than others, and categories with large amounts of overlap
(e.g. “Office Lighting” and “Lamps”). The UNSPSC hierarchy is much more
consistent and less ambiguous, so to try and eliminate the difficulty this would
cause for the classifier a second slightly smaller dataset of 13,000 items with
some manual cleaning was also used. Specifically, for testing purposes some over-
specific or ambiguous classes were removed, and the generality of the classes
remaining match more closely (although still only roughly) that of the UNSPSC
hierarchy.

Datasets both with and without these classes removed were tested, and a sum-
mary of the datasets used is given in Table 2. We also tested the effect of the pre-
processing to remove near-identical items, so a total of four datasets were tested.10

Testing was performed using 10-fold cross-validation: the case-base is ran-
domly split into 10 folds, and in turn each fold is used for querying the case-base
consisting of the other 9 folds. The complete case base was used in all results,
although randomly chosen subsets of each fold were used for preliminary testing
and are an necessity if testing is to be performed on larger cases bases since clas-
sification of each item took approximately 1 second. Indeed, the classification
time is O(n) for kNN retrieval [3], so this will only further increase the testing
time for larger case bases.

Four test metrics were used:

“kNN” accuracy. This is the standard metric for kNN classifiers, and records
the percentage of queries for which the most common class among the k
returned was the correct classification. Since the purpose of the project is
to use and assess a conversational approach where all k results are utilised,
this is probably not the most accurate metric, but gives a useful idea of the
quality of the classifier.

“top-one” accuracy. The percentage of queries for which the top result was
the correct classification. This metric is largely included to aid comparison
to the previous product classifiers which used this metric.

“top-k” accuracy. This records the percentage of queries for which one of the
top k results was the correct classification. This indicates the item would
have been successfully classified in the conversational stage by the user, and
is a more important metric given the application. A value of k = 10 was
used in our testing.

10 All four datasets and the class ontology file are available for download from
http://www.cs.auckland.ac.nz/~aabb009/resources/AmazonProductData.zip .
We invite others to test their classifiers and try and improve upon our results.

http://www.cs.auckland.ac.nz/~aabb009/resources/AmazonProductData.zip
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“average-depth”. This is the average depth of the conversation tree. In other
words, it records the average number of questions the user would have to be
asked to successfully classify the product based on the returned results. If none
of the top k results are the correct classification, the maximum possible depth
is recorded to represent unsuccessful completion of the conversation stage.

Note that the average-depth metric needs to be interpreted with the relevant
value of k in mind. Since the maximum depth is equal to the number of levels
in the schema (3 for the Amazon schema used, 4 for the UNSPSC schema),
even if the whole ontology was used for the conversational stage (as opposed
to the extracted subtree), the depth would still be very small. However, the
number of options (answers for the questions) presented to the user would by
overwhelming, and would not be practical. Thus, the average-depth scores need
to be interpreted with it in mind that no more that k (10 in our case) options
will ever be presented to the user, and usually much less than this.

The results of these tests are presented in Table 3, and are discussed in detail
in the following section.

Table 3. Results of the evaluation of the classifier

Dataset kNN top-one top-k average-depth

DS1 80% 82% 95% 1.31
DS2 68% 69% 92% 1.51
DS3 77% 77% 94% 1.38
DS4 71% 70% 94% 1.46

5 Discussion

As can be seen from the evaluation, the top-one metric shows that top result
returned is the correct classification around 70% of the time on the dataset DS4,
which we consider to be the dataset for which the results will best reflect the
real world accuracy. This is less than the top-one accuracy obtained by the Näıve
classifiers GoldenBullet [5] and the one described in [8] by around 15%. However,
since the datasets are different it is rather difficult, if not impossible, to compare
results meaningfully. It is likely that the fact that items can reasonably belong
to more than one class in the Amazon hierarchy, as well as the similarity and
lack of consistency between class definitions limits the top-one accuracy from
being better than we obtained, and a more structured classification schema such
as the UNSPSC should work better with the classifier.

The results for the top-k metric are very promising. In DS4, for 94% of items,
one of the top 10 results was a correct classification, indicating that the conver-
sation stage would have resulted in a correct classification. This result is higher
than obtained by the GoldenBullet [5] classifier for top-10 accuracy, although
the other Näıve Bayes classifier [8] does not quote any results for top-10 accu-
racy. Because of the nature of the intended functionality of this classifier and
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the fact that this represents the percentage of instances for which classification
is successful in the conversational stage, we believe this is the more informative
accuracy measure for our classifier.

The average-depth results are fairly stable. These show that even though 10
results were returned by the kNN search, the user only had to answer 1.4 ques-
tions on average to classify the item. This is a significant improvement over
presenting the user with the top classes and asking them to pick the correct one.
This should result not only in a saving of time, but by asking simple questions
and having the user look over less options this should reduce the rate of human
error in classification, resulting in a more accurate product catalogue.

As we can see, the top-10 accuracy of the classifier increases slightly for DS4
compared to DS2. This is consistent with our prediction that the accuracy of the
classifier is negatively affected by the inconsistencies within the Amazon class
system, and while there will always be ambiguities and difficult classifications in
such a dataset—this is part of the problem the classifier should solve—but it is
unlikely to be made worse on the UNSPSC dataset, and if anything we would
expect the more logical structure of the hierarchy to be beneficial.

Also note that the accuracy decreases when pre-processing is applied. This is
not a negative effect, but rather the “false” positives of nearly identical items
being classified correctly are removed, meaning the accuracy metric reflects the
actual accuracy of the system in a more realistic manner. This effects the top-
one accuracy much more than the top-10 accuracy, since the top result should
generally remained unchanged after pre-processing (recall one of the multiple
similar cases are retained), whereas the top ten results cover a wider range of
classes rather than being populated with cases similar to the query.

An interesting point is the suitability of various values of k for use in the
classifier. We chose k = 10 because it seemed to be a good balance between
accuracy and number of questions to answer. The value of k used will impact the
top-k accuracy and thus the average number of questions that must be answered
by the user, so should be considered carefully in a commercial application. A
larger value of k will result in slightly more user interaction (on average) for each
classification, but would increase the accuracy and thus decrease the instances
in which costly complete manual classification is required. Thus, the value of k
should be chosen to balance the time required to classify an item from scratch
and the time spent on each individual item to be classified. This will depend on
the size and nature of the dataset, and classification schema used.

Taking the results and relevant considerations into account, we believe the
classifier is a successful proof-of-concept, and shows much promise to be used in
a commercial setting. The primary issue in a company such as Unimarket wishing
to adopt such a classifier is that it already requires their data to be classified
into a useful classification schema, at least in part. If this is the case, then the
classifier described can aid in significantly reducing the cost of classifying new
items and maintaining the quality of the electronic product catalogue for efficient
business practices.
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Ontology based CBR with jCOLIBRI. In: Ellis, R., Allen, T., Tuson, A. (eds.)
Proceedings of AI 2006, The Twenty-sixth SGAI International Conference on In-
novative Techniques and Applications of Artificial Intelligence, Applications and
Innovations in Intelligent Systems XIV, pp. 149–162. Springer, Cambridge (2006)

13. Smyth, B., McKenna, E.: Footprint-based retrieval. In: Althoff, K.D., Bergmann,
R., Branting, L.K. (eds.) ICCBR 1999. LNCS (LNAI), vol. 1650, pp. 343–357.
Springer, Heidelberg (1999)



362 A.A. Abbott and I. Watson

14. UNSPSC: Better supply managment with UNSPSC. Electronic,
http://www.unspsc.org/AdminFolder/Documents/adopting-unspsc.pdf

(retrieved January 14, 2011)
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Abstract. This paper presents a case-based reasoning system that has
been applied in a machine diagnosis customer support scenario. Complex
machine problems are solved by sharing machine engineers’ experiences
among technicians. Within our approach we made use of existing service
reports, extracted machine diagnosis information and created a case base
out it that provides solutions faster and more efficient than the tradi-
tional approach. The problem solving knowledge base is a data set that
has been collected over about five years for quality assurance purposes
and we explain how existing data can be used to build a case-based rea-
soning system by creating a vocabulary, developing similarity measures
and populating cases using information extraction techniques.

Keywords: Case-based reasoning, machine diagnosis.

1 Introduction

Making use of available data in companies is one of today’s major challenges. We
collect a lot of data, have various information systems, and are able to track and
record many actions people or machines perform. However, getting the best value
out of our data might be easy for an expert as long as there are not too many
data sets. Transferring this expertise into machine logic is still a challenging task.
Within this paper, we describe how we pick up this challenge and explain how
case-based reasoning can be applied to existing data within a company in order
to create a knowledge-based system that makes work more effective.

Case-Based Reasoning (CBR) is an approach to solve new problems by adapt-
ing solutions of similar past problems [1]. CBR is also viewed as a methodology
for building knowledge-based systems. In its core functioning CBR is based on
experience, often called case-specific knowledge (cases), usually in the form of
problem-solution pairs that are stored in a database of cases (case base) along
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with continuative general knowledge. The latter is used for defining a similar-
ity notion between problem descriptions (similarity measures), which supports
partial (non-exact) matching in the case base, and case adaptation (adaptation
knowledge).

To develop a CBR system its basic knowledge containers vocabulary, case
base, similarity measures, and adaptation knowledge have to be filled [14]. Based
on the defined vocabulary the cases have to be described as well as the general
knowledge underlying similarity assessment and case adaptation. It is an im-
portant degree of freedom of CBR systems that a lack of knowledge in one of
its containers can be compensated by using additional knowledge in the other
knowledge containers. For instance, having a large number of cases available
can compensate for a less precise vocabulary, rather rough similarity measures,
and/or a lack of adaptation knowledge.

Especially when dealing with existing data and given representations one usu-
ally has a huge amount of cases available. When developing CBR systems in this
context, the challenge is to transfer knowledge from the case base to the vocab-
ulary, similarity measures, and adaptation knowledge container.

Within this paper we will explain how CBR systems can be developed using
existing data and creating an added value out of it. We explain how applying
CBR as methodology can be integrated in existing processes and in the end will
provide decision support capabilities and therewith reduce the effort of finding
problem’s solutions.

This paper is structured as follows: First we will describe the application
domain of service reports for vehicles and discuss how existing data containing
experiences can be used to create new applications. Section 3 explains first the
underlying methodology followed by the processes executed in order to create
the application. The following section 4 presents the evaluation based on first
experiments followed by a related work discussion (section 5). The last section
gives a short summary and an outlook on further activities in this area.

2 Service Reports of Vehicle Problems

Most vehicle companies provide service after delivering their machines to cus-
tomers [10]. During the warranty period they are able to collect data about how
and when problems occurred. They take this data for improving vehicles in dif-
ferent ways: collected data can go back in the product development process, it
can be used for improving diagnostic systems to repair them at dealerships or
in the factory and also educating service technicians repairing vehicles abroad.
This is extremely important if vehicles cannot easily be taken back to factory,
e.g. services for aircrafts or trucks.

Such machine manufacturers collect information about machine problems that
are submitted by technicians containing machine data, observations and some-
times further correspondence between an engineer or analyst with the technician
at the machine. In the end, these discussions usually come up with a solution -
however, the solution is normally neither highlighted nor formalized and the top-
ics and details discussed highly depend on the technician and what the Customer
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Support asks for. That is the reason why cases that are stored for collecting Cus-
tomer Support information can not directly be used for CBR. Therefore we will
differentiate between Customer Support Cases (CS Cases) and CBR Cases. CS
Cases contain original information collected during a discussion between Cus-
tomer Support and the field technician, while a CBR Case contains only relevant
information to execute a similarity based search on the cases. The CBR cases
content represents each CS Case, but contains machine understandable informa-
tion.

For the creation of CBR Cases, there were the following sources available:

– CS Cases created when a problem on a particular machine occurred
– Expertise that is in the field technician’s and analyst’s head, which they

provide during a problem solving discussion.
– CS Solutions are textual descriptions of workflows created by analysts based

on frequently occurring problems.

The CS Solutions are not solutions in terms of CBR, because they are not directly
connected to a problem. The CS Solutions are FAQ-like descriptions how to
solve a technical problem on a machine and are often created for an automatic
diagnostic system. They provide a walk-through guidance for a technician. The
quality of the CS Solution is very high because analysts looked through each CS
Solutions and prepared diagnostic procedures. Reliable information is given and
the diagnostic procedures are well structured. However, the CS Solution deal
with one issue at a time and are only available for a certain number of problems.
To increase the number of CS Solutions in order to have a higher coverage for
occurring problems a high effort to create solutions is necessary. Another point
why we decided to not use CS Solutions is the long time until the CS Solution is
available for the technicians as well as the facts that solutions are not verified in
the field and technicians might get stuck during a diagnostic procedure, because
they contain many steps and not all events that might occur during a diagnostic
procedure are covered.

CS Cases describe problems of a machine that cannot be solved by the techni-
cian. The cases describe a realistic situation in the field and contain information
the field technician has access to while trying to solve the problem in the field.
Further, the cases contain information about what was done in the end and
what solved the problem. Those facts indicate that these cases should be reused,
because the same problems might occur at the same type of machines and the
work of analysts for solving the problem can be applied many times. Further,
if the analyst would save time providing a solution that has already been ap-
plied, he can use his effort creating new solutions covering new problems. The
disadvantages using CS cases are the facts that the cases describe a problem and
their solution is hidden in unstructured text, the case content differs depending
on the technician and cases that solve a problem right away with the first visit
in the field are not available at all. Eventually, we decided to work with such CS
cases, because they deal with experiential knowledge which perfectly matches
the nature of CBR systems.
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3 CBR Approach on Service Reports

3.1 Methodology

For making CBR system development as efficient and effective as possible the
DISER methodology for developing CBR systems introduced by Tautz, Althoff
and Nick [17,18,11] has been applied. It consists of four main development phases:

1. The creation of a vision that completely describes how to develop a CBR
system on a highly abstract level. The main aspects in this phase are the
identified topics and goals of the system. This phase also addresses whether
existing knowledge and infrastructure can be accessed and reused. Further,
the usage, creation and population of knowledge is defined in order to start
a goal-oriented development process.

2. Version 1 revisits the aspects of the previous phase and results in more
detailed definitions that leads into a model and implementation of a first
running system.

3. The pilot phase starts immediately after finishing the Version 1 phase. All
features have been developed and can now be tested by users and according
to the given feedback, they are refined by the developers. In this phase,
change and maintenance management is established.

4. The operation phase starts with the system going online and providing its
service to users. In this phase change and maintenance management starts.

For each CBR system to be developed the respective goals, based on the existing
knowledge and infrastructure, have to be defined. Starting from these goals the
subject areas have to be identified with which these goals can be achieved. For
each subject area the scenarios for using the CBR system as well as the recording
scenarios for filling the knowledge containers have to be defined. Based on this
information the general and the case-specific knowledge is formally modeled,
implemented, tested, and maintained.

Further, the research on mining textual, community based data has been
carried out as a part of the further development of SEASALT, a domain inde-
pendent architecture for creating knowledge-based systems based on experiences
provided in web communities. SEASALT follows the idea of collaborating expert
agents that join their expertise to solve complex problems. SEASALT describes
on the one hand, how complex tasks can be modularized by creating so called
topic agents and a knowledge line (a topic agent is a software agent that provides
information on only one subtask) and also how to represent and extract knowl-
edge out of an expert community and provide it for the overall knowledge-based
system [13]. The work described in this paper focuses on the second part, the
knowledge provision. The collection of machine data enhanced with the discus-
sion between an analyst and a technician can be described as a community of
experts that deals as knowledge source. In the following sections, we describe
processing of the raw data in order to build a CBR system.
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3.2 Source Data Analysis

After analyzing the available data with customer support and machine experts,
we have created a case representation for the CBR system. Table 1 contains the
structure of each case.

We have organized the attributes in various classes, however, each case in a
complete instance of the given case representation. Basically each case can be
divided in three parts: general case information, machine characterization and
problem characterization.

Table 1. Service Report Case Representation

Concept: Meta
Class Symbolic 17 values
Date Created Date
Status Symbolic 3 values
Season Symbolic 7 values
Origin Symbolic 3 values
Solution String

Concept: Problem
Software Symbolic 6 values
Control Unit 1 Symbolic 68 values
Control Unit 2 Symbolic 98 values
Control Unit 3 Symbolic 63 values
Control Unit 4 Symbolic 75 values
Functional Code Integer min: 0, max: 10000

Functional Area String
Brand Names Symbolic 8 values
Mechanisms Symbolic 16 values
Vehicle Parts Symbolic 39 values
Problem Description String

Concept: Location
City String
State String
Topography min: 0, max: 2000

Concept: Vehicle
ID String
Year Integer min: 1950, max: 2050
Manufacturer String
Model Symbolic 7 values
Series String
Concept: Usage

Acres Integer min: 0, max: 20000
Hours Integer min: 0, max: 5000

Concept: Discussion
Key Part No String
Affected Control Unit String
Symptom String
Concept: Operating Conditions

Applicable Boolean
Field Symbolic 7 values
Terrain Symbolic 9 values
Machine State Symbolic 6 values
Machine Loc Symbolic 3 values
Weather Symbolic 3 values
Activity Symbolic 7 values
Op Cond String
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General case information (class Meta) contains general information about the
case like the case Class, the Date Created, the case’s Origin and whether one
or more CS Solution is available or not. The Class is set by Customer Support
analysts when the case is viewed the first time and describes the quality of the
given information. The origin contains which way was used to submit the case:
either using a software tool or calling the customer support by phone. The few
cases submitted via phone were created during a phone call between the field
technician and the Customer Support where the content of the call has been
submitted later by the analyst. The Season is computed based on the date a
case has been initially submitted. In the normal use case cases are submitted
right after a problem has occurred and because of this fact we compute the
season based on this date. The Location of a machine is described by the City
and State where the machine is located as well as the Topography, which is the
elevation of the City. This information is used to enhance the collected data with
environmental information.

The second part describes the affected machine’s characterization focusing
on two aspects: On the one hand what kind of machine we are dealing with
based on manufacturing information and on the other hand the current state of
usage. The Machine ID is given for each machine and is usually a part of the case
descriptions. Further, we use the Machine ID to extract the model, the series, the
manufacturing factory as well as the year of production. Another characteristic
feature of a machine is the usage until the problem appeared. The usage can
be captured either as hours or acres. However, hours is the most common usage
information among the CS cases.

The third part describes the problem description of the affected machine.
Within this table the case-specific information is represented. The machine’s
problem description representation is divided in two parts: the problem descrip-
tion itself and the so called case text. The problem description contains a short
description of the vehicle’s fault. This information is reviewed by Customer Sup-
port and therewith the system can rely on that the given information describes
the problem a particular case deals with. Since the problem description is a free
text field it can contain all kinds of information, any of the following attributes
can be populated: Brand Names contains names that can be used to describe a
part of the machine. Further, we have different types of trouble codes which are
modeled according the control unit they belong to. Like brand name, our system
also scans the problem description for mechanisms, software names, and vehicle
parts. We have modeled those information in different attributes rather than in
one attribute to be able to assign more domain-specific similarity measures. The
two attributes functional area and functional code are classifying the type of
problem. This classification is assessed by Customer Support analysts and the
CBR system uses this information to narrow down the potential matching cases
to the relevant ones.

The Case Description attributes contain detailed information on how a ma-
chine’s problem can be described. It contains observation information as well as
trouble codes and information gathered during the machine’s problem solving
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process done by the technician. The population of this attribute varies depending
on who is entering data as well as how data is entered. The Symptoms usually
pick up on the problem description and describe briefly the detected failure. The
Operating Conditions contain observations of the environment of the machine
(like weather conditions or machine status). The Affected Control Units contain
controller codes along with more observations. Key Part Numbers attributes
contain information of the affected or to be replaced part of the machine. The
attribute Discussion Text contains the whole discussion between Customer Sup-
port and the technician.

The starting point of this development is the analysis of the data available
(historic experience items), data that is possible to be collected (potential ex-
perience items) and data that should be tracked/collected in the future (future
experience items).

3.3 Vocabulary

The vocabulary is one of the knowledge containers and contains the definition
of information entities and structures used to express knowledge, specifies the
language within an application and contains a collection of terms that cover the
relevant terms within an application domain.

The vocabulary of a CBR system covers the terms a CBR system can deal
with. When we are referring to the vocabulary, we look at those terms that are
modeled using symbolic value ranges and are based on a list of terms. Because
of this fact, we will only cover those attributes that are represented as symbols.

The selection of terms that belong to an attribute are based on the occurrence
of terms in the raw data. The goal during the modeling process is to cover the
subject of an attribute with as much terms as necessary. However, the devel-
opment of a CBR system is an incremental process and every time when new
cases are inserted it should be ensured that the existing vocabulary is able to
represent the newly inserted information. If the prerequisite is not fulfilled, the
vocabulary has to be extended.

Depending on the attribute, the vocabulary can be created either by us-
ing common knowledge, value ranges that are given according the application
domain, or based on specific domain dependent terms and abbreviations used
within a company to describe products or processes. An attribute created based
on common knowledge is for example Season: there are six different seasons
(spring, summer, fall, winter, rainy and sunny season) available and we have
created a list containing those terms. Value ranges or a given set of symbolic
values are for example the usage of a machine or the series. Companies do have
specifications for those kinds of attributes and they can be directly included in
the vocabulary. Both of those types have in common that the value ranges are
complete from the very beginning of the project and will only change after a ma-
jor changes within the company or production (i.e. introducing a new machine
series). However, obtaining the domain dependent vocabulary is more challeng-
ing, because there is no specific controlled vocabulary used. As described in Bach
[2] it is essential, that the vocabulary covers as much relevant terms as possible.
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Therefore we have used the following approach to create symbolic attributes
that contain terms describing the information provided in the cases. Since we
are dealing with unstructured text and each field technician can use the terms
he would like to use, we choose a different way to first eliminate the terms to be
modeled and second to create relations between two or more terms.

For the identification of the relevant terms, we executed this procedure on the
raw data:

1. Extraction of occurring terms: We first executed a string tokenization
algorithm so each term can be reviewed individually. Afterwards we removed
stop words in order to only review descriptive terms. On these terms we
applied a basic stemming algorithm. The result is a sorted list of terms that
can be further processed.

2. Classification of occurring terms: We review the automatically created
list of terms and created classes of terms.

3. Discussing terms with experts: Since we deal with a specialized vocab-
ulary we then discussed the proposed classes and the contained terms re-
garding completeness, correct classification, known synonyms for the terms
and relations between terms (for obtaining the initial similarity measures).
The results were attribute values organized in tables and taxonomies with
assigned similarity measures.

4. Create the Knowledge Model: Based on the classification attributes that
contain the according terms were created.

5. Refine the Knowledge Model: We further reviewed the created models
with experts and discussed examples ensuring that all relevant parts are
covered.

At this point the vocabulary also contains some similarity information retrieved
from the discussion with the domain experts.

3.4 Similarity Measures

Similarity measures are highly domain dependent and describe how cases are
related to each other. The assessment of the similarity between two cases is
calculated by an amalgamation function. We differentiate two types of similar-
ity measures: Local Similarity Measures and Global Similarity Measures. Local
Similarity Measures describe the relation between two symbols while the Global
Similarity Measure represents the relation among attributes. The amalgamation
function uses both similarity measures to compute the similarity between two
cases. The next sections will discuss first the applied Local Similarity Measures,
followed by the Global Similarity Measure.

Local Similarity Measures. Depending on the given raw data and available
information, we picked a similarity measure. For attributes of the data type
float and integer we used distance functions, for strings, we used string match or
trigram matching and for symbolic value ranges we have used either similarity
tables or taxonomies as they are described in [3].
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Value ranges for numeric attributes are usually limited by the lowest and
highest occurring value and initially we decided on a strictly monotonicly de-
creasing function. However, during discussions we have occasionally adjusted
these measures.

Assigning similarities for symbolic attributes is more challenging, since you
have to discuss the relation between the symbolic values. We usually started out
creating a taxonomy and organizing terms within it incrementally. At the point
when there are relations between different nodes, we moved on and created a
similarity table to represent some kind of more dimensional attributes.

Global Similarity Measure. The Global Similarity Measure defines the re-
lations between attributes. The weight of each attribute indicates its relevance
within the case. We decided to use the weighted euclidean distance for the cal-
culation of the global similarity. The development of each attribute’s weight has
been carried out by discussing the importance of each attribute when trying to
find a similar case for solving a certain problem.

We decided to use a weight range between 1 and 5. The most important val-
ues are weighted with 5.0 and 4.0 depending on the experts opinion on which
value they would focus on. The operating condition has also been named as
an important attribute, but since there are seven different attributes which
can be set while also a combination of up to seven attributes is possible (e.g.
activity = driving, applicable = true, terrain = hilly and weather = dry), we
decided to decrease the individual weight. Usually one to four operating condi-
tions attributes are set.

Further, one might point out that the symptom of a problem is weighted quite
low, however, there is no clear distinction between the use of the symptoms text
field and the problem text field. For the population of the attributes Brand
Names, Control Units, Mechanisms, Software and Vehicle Parts the algorithm
looks up for matching terms in the problem text field, the symptom text field as
well as in the discussion text field.

3.5 Case Population

The CBR methodology supports us representing the available experience. In
terms of CBR, each case can be seen as an experience item. A CBR case contains
specific knowledge applied in a specific context in order to achieve a given goal.
Transferring this idea to the project, each CS Case is subject to be transferred
in a CBR Case since every case contains experience how to solve a problem for a
certain machine. During the discussions with the Customer Support analysts we
found out how knowledge contained in cases can be generalized and transferred
from one case to another. This knowledge has been modeled in the vocabulary
and similarity measure container.

Once the cases are created, they are organized within the case base. Each
case can be described as a specific set of experiential knowledge that contains
a problem and a solution description. The content of a case is based on the
information that can be provided by a technician. Since we are only inserting
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case information the CBR system can deal with, we match the information given
with the available knowledge models, so the resulting cases are a subset of CS
cases. The creation of the CBR cases can be seen as a mapping of raw data to
the target cases. This mapping has to be done once the case base is created as
well as for each query before the query can be submitted to the CBR system. We
reuse the information extraction and mapping each time a query case is created.
The mapping makes use of the vocabulary to extract relevant information and
transforms the source data into CBR Cases. In this particular project we had to
deal with different levels of data quality, because in some cases we had to deal
with arbitrary text and other attributes contain trouble codes or company-intern
terms that are very easy to extract. We have developed four different ways of
how data is transferred from source to target data:

Copy Content. In this case we directly used the given data within the CS
Case. There are only two different data types used: either string or date. Using
this form of transformation, the case model has not been used.

Computation. In this case, the source data is used to compute an attribute
value that is represented in the case model. We use this approach when we
generalize attribute values in order to make them easier comparable. This has
been applied to create two attributes: Based on the date a case was created we
computed the season. The second attribute that we created based on the source
attributes city and state is topography. Based on the city and state we used the
GeoNames Web Service1. For the computation we used the city, state, country
and the language the previous information is given in and retrieved a whole set of
information about this place. From this information we extracted the elevation
and added this to our case.

Model-Based IE. The Model-Based Information Extraction makes use of the
vocabulary modeled previously. We use those terms and look them up in the
according text field and store them in the case representation. An example for
this type of extraction is the following problem description of a case:

gear box does not respond - rb7 software download

The case model contains the terms gear box in the attribute vehicle parts and rb7
in software. The CBR system recognizes both terms, extracts those and assigns
them to the according attribute (software = rb7, vehicleparts = gearbox).

New Composition and Model-Based IE. The most comprehensive
extraction type uses the source attributes and computes/extracts a new set
of information and then provides this result to do further copying or model-
based information extraction. This has been done with the Case Description
1 http://www.geonames.org/export/ws-overview.html, GeoNames is a geographi-

cal database accessible via web services that contains over 2.8 millions populated
places.

http://www.geonames.org/export/ws-overview.html
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attribute, because there are more structured information included in one large
text attribute. We first re-created the structure and then applied the information
extraction.

The case problem description in general contains information that can be
initially provided by the technician and the solution is suggested in the dis-
cussion between the Customer Support analyst with the technician. The case
representation does not contain each source attribute, however, when the cases
are presented to the user, they are included to provide the most comprehensive
information.

3.6 Rapid Prototyping Tool myCBR

The CBR tool myCBR has been mainly developed to provide an easy-to-use in-
terface for rapid-prototyping of CBR applications [16]. Its main focus is provid-
ing a easily manageable tool for creating CBR prototypes, especially similarity
measures. Further, myCBR supports the import of cases stored in csv files and
testing the created vocabulary and similarity measures.

We have used the myCBR interface to develop the knowledge model and talk
with the domain experts about the definitions and relations of value ranges.
myCBR provides the most common similarity measures and as an open source
tool additional ones can be included as well. After creating the vocabulary and
similarity measures we imported the cases from a csv file. In advance, we created
cases as described in section 3.5 and loaded them into myCBR. Afterwards first
retrieval tests are possible and we started first refinements on the similarity
measures. The included retrieval mask and the handling of multiple case bases
allows the knowledge engineer to carry out various tests.

For demonstrating the capabilities of the CBR system, we used the myCBR
SDK to access the CBR system and built a JSP interface. Therewith, we were
able to install the application on a web server in the company and possible users
can easily access the application via a web browser. For the presentation of the
results we decided to use the source data the users are familiar with and extended
this with a case representation that comprises the CBR cases.

4 Experimental Evaluation

The cases and processes we deal with are rather complex so we decided to do
a qualitative evaluation using experts to measure the effort of developing such
a kind of CBR system. Today the analysts are not able to search within all
attributes. They are only able to search within certain attributes. The prob-
lem that we have used for the detailed result analysis, for example, could not
be solved with the currently available sources. In this case, the analyst or an
engineer has to create a solution for this problem.

For the first test, we included 953 cases and each case can be represented
using up to 40 attributes depending on the detailedness of each case. About the
half of the attributes are represented as symbols and have an individual local
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similarity measure. We have evaluated three different aspects of our approach
that came up during carrying out the project.

4.1 Extending the Case Base

The initial development has been based on a set of 953 cases covering one certain
class of cases. Those cases dealt with a particular area of a machine. Extending
the case base does also require an extension of the vocabulary (of symbolic
attributes), value ranges (for numeric attributes), and possibly the similarity
measures. After a first evaluation of the created case base, the customer requested
an extension of the case base using 145 new cases that are slightly different in
the problem type and extended the scope of the application. This requested
extension was carried out very quickly and without any problems.

First of all, we had to analyze the data as described in section 3.2, before
the extension of the vocabulary could be conducted. The term extraction is
completely automated and all we had do to was inserting about 20 new terms in
our taxonomies. Afterwards the csv file using the knowledge models is created
and loaded into the system.

4.2 Comparing with Utility

For evaluating the quality of the CBR system, we had a customer support expert
who created an example question that describes a problem, which occurred in
the past, but its solution is not covered in manuals, nor the exact same case is
available in the training case base.

The task for the CBR system was to come up with the best solution. The
comparison of the results can only be measured by rating the quality and for
this purpose the customer support experts developed their own measure to rate
the utility of a case.

Fig. 1. CBR Similarity vs. Utility
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They created 11 criteria describing the utility and rated them on a scale from
0 (this criterion is not covered in the case) to 5 (this criteria is correctly covered).
The criteria used are the relevancy to the problem, how explicit the problem is
described and a solution is presented. Further, the understandability of the cases
and references to further readings are scored. The expert reviewed the top 10,
the 15th, 20th, 25th and 30th case and rated them.

Figure 1 shows the results of the evaluation. The y-axis contains the relevance
scores. On the left part you can see the similarity score of the CBR system and
on the right part you have the utility score based on the rating of the expert.
The x-axis contains the case rank according to the CBR system. The tendency
of both, the CBR system and the expert, is alike, however the expert would
have come up with a different order. Further, within the top 10 results of the
CBR system were the most relevant cases to the given query. This shows that
the CBR system containing semi-automatically extracted knowledge, which was
slightly refined during discussions with experts produces results that match an
expert’s opinion. Even if the best match did not show up in first place, our tests
showed that the first ten results always contained the best matching case.

4.3 Effort of Including Experts

The approach presented in this paper is aiming at as many automation during
the build-up of the CBR system as possible. The process included discussion
with experts, but did not require that experts had to create the knowledge
models themselves. We carried out six discussions as telephone conferences or
tele-presence meeting along with two two-day workshops. During the discussion
there were usually two experts present. This shows that the approach makes use
of the experience provided in the source cases and technical manuals from the
very beginning throughout the entire project.

5 Related Work

Case-based diagnosis is a traditional topic in CBR research. The task of our
approach can be compared to the diagnosis tasks described by Lenz et. al. in
[7,8]. However, we decided to use a structural CBR approach, because the overall
goal was to create diagnosis automatically by further developing the acquired
knowledge. A Textual CBR approach could not be extended this way so easily.

The number of features and the associated values of our system are compara-
ble to Koton’s CASEY [6], a medical diagnosis system. However, our approach
uses existing service reports and builds a CBR system on them while all knowl-
edge in CASEY was created to be applied in the CBR system. Besides supporting
medical diagnosis, help-desk support systems like HOMER [4] or CASSIOPÉE
[5] can also be related to our work. Both approaches are Structural CBR system.

The raw data which has been created as a collaboration between technicians
and analysts can be described as community experiences captured during expert
discussions. Also, the type of experience we deal with according to Plaza and
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Baccigalupo [12] is how-to experience, however we did not focus on the process
aspects like Minor et. al. [9] do, we focused more on the extraction and provi-
sion of the whole items. Given the fact of the fast and broad dissemination of
web communities and therewith the availability of huge amounts of experience
knowledge, it is very promising integrating experiences in CBR systems, because
the underlying methodology of CBR relies on previously made experiences. It is
important to use, combine and further develop technologies that have already
been applied on the Web (2.0) together with standard technologies. Therefore
software engineers for CBR systems should create web-based systems, because
that might be the only way to receive feedback [15]. Our approach uses web
technologies to disseminate the application within a company and we have tried
to be as less restrictive as possible when searching for a case. For example, the
most criteria can be described in free text and the result list contains the original
data. This ensures that the whole content of a case is provided to the user, if
necessary.

6 Summary

This paper presented the outcomes of a research project that applies CBR as a
methodology to make use of existing data. We first introduced the application
domain and described the characteristics of service reports for machines before
we explained how we transferred existing data to cases and filled the knowledge
containers during the development of the CBR system. The evaluation of our
approach shows that it can definitely be applied in this scenario. Further, during
the development process, the experts confirmed that they learned new aspects
of their own data and how it can be looked at in different ways depending on
the goal of a system. The CBR system we have developed also demonstrated the
capabilities of the technology and at the same time identified new potentials. For
example, collecting more structured data can lead to more automation towards
an automatic machine diagnosis and higher confidence in a proposed solution.
Another aspect is collecting feedback and start to learn or improve similarity
measures, which will also lead into more precise retrieval results. Of course, the
more knowledge we put into the similarity measures the higher the retrieval
precision will be.
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Abstract. Mediation is an important method in dispute resolution. We
implement a case based reasoning approach to mediation integrating ana-
logical and commonsense reasoning components that allow an artificial
mediation agent to satisfy requirements expected from a human medi-
ator, in particular: utilizing experience with cases in different domains;
and structurally transforming the set of issues for a better solution. We
utilize a case structure based on ontologies reflecting the perceptions of
the parties in dispute. The analogical reasoning component, employing
the Structure Mapping Theory from psychology, provides a flexibility to
respond innovatively in unusual circumstances, in contrast with conven-
tional approaches confined into specialized problem domains. We aim to
build a mediation case base incorporating real world instances ranging
from interpersonal or intergroup disputes to international conflicts.

1 Introduction

Mediation is a process of dispute resolution where an intermediary—called a
mediator—assists two or more negotiating parties to reach an agreement in a
conflict, who have failed to do so on their own. In the field of law, it is defined as
a form of alternative dispute resolution (ADR), i.e. a collection of techniques the
parties might resort to instead of a judicial process, including, besides mediation,
other types such as facilitation1 and arbitration2 [27].

Two defining aspects of a mediation process are:

– that the mediators have special training that allows them to identify issues
and explore options for solutions based on their experience, often by drawing
parallels with similar past cases

1 The intermediary constructively organizes a discussion.
2 The intermediary has the power to impose a resolution.

A. Ram and N. Wiratunga (Eds.): ICCBR 2011, LNAI 6880, pp. 378–392, 2011.
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– and that the mediators handle the discussion with total impartiality, without
having a personal stance on the discussed issues, and instead, offering to
expand the discussion beyond the original dispute for allowing creative new
solutions [28].

Within the field of artificial intelligence (AI), there is an active effort of research
for studying negotiation processes using agent based modeling [20] and develop-
ing support tools for mediation [5]. These, together with the recent formulation
of a mediation framework by Simoff et al. [32], provide a theoretical basis for
a computational approach to mediation, which can promisingly address the as-
pects mentioned above.

In this paper, we describe the implementation of a case based reasoning (CBR)
approach for an autonomous mediation system that can satisfy, to a sufficient
degree, the requirements expected from a human mediator; and that can even-
tually tackle non-trivial disputes in a variety of problem domains. Our approach
stems from, and is an improvement upon, the early case based problem solver
nicknamed MEDIATOR by Simpson [33,18]. To this end, we introduce a CBR
model that uses a case structure based on ontologies and that incorporates: (1)
a structure-matching analogical reasoning component, which allows it to recall
its experience with past cases in different domains; and (2) a commonsense rea-
soning component, which emulates, to some extent, human-like innovation in
reshaping the set of issues of conflict.

The role of analogical reasoning in the CBR algorithm that we present is
twofold: it forms the basis of the retrieval stage with scores based on structural
evaluation of possible analogies between case ontologies; and it is used in the
adaptation stage for the inference of new knowledge about the current case by
means of analogical mappings from retrieved cases. The commonsense reason-
ing component provides modifications of existing ontologies via commonsense
knowledge, aiding in the uncovering of extensive analogies in all stages of the
CBR algorithm.

After providing background information on analogical and commonsense rea-
soning in Section 2, we present the ideas underlying our approach by means of
a structure mapping example in Section 3. Details of the implementation of our
model are given in Section 4, illustrated by a sample run of the CBR algorithm
and the mediation process. This is followed by a discussion of building a media-
tion case base in Section 5. The paper ends with our conclusions and plans for
future research in Section 6.

2 Background

CBR is a well-studied problem solving model in AI [17,1,23,29], utilizing past
experience in the form of a case base. By its nature, the CBR model can be
viewed as a type of lazy, or instance-based, learning, i.e. without making any
generalizations or deriving rules on how to solve the problems in the domain, in
contrast with other models such as artificial neural networks and decision trees
[21,6]. Even if this lack of generalization can at times be seen as a disadvantage
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in particular application domains, the inherent instance-based approach of CBR
renders it highly suitable as the backbone of a mediator. Due to the nature of
the mediation process, instances of dispute can be conveniently represented as
cases. Being kept intact for future reasoning by the CBR system, these cases also
provide any decisions by the mediator with valuable explanation and backing as
supporting precedents.

The case representation structure that we use here is based on ontologies
describing the perceptions of the negotiating parties on the set of issues forming
the dispute; and we augment the conventional CBR cycle with analogical and
commonsense reasoning modules operating on these ontologies, details of which
are presented further below.

2.1 Analogies and Structure Mapping

Analogy is a cognitive process where information on an already known subject
(the analogue or base domain) is transferred onto a newly encountered subject
(the target domain), through inference based on similarity. Analogical reasoning
plays a crucial role in many defining aspects human cognitive capacity, such as
problem solving, memory, and creativity [30,13,14]. There are several cognitive
science approaches for the modeling of analogical reasoning [12], such as the
Structure Mapping Theory (SMT) [14] and a collection of other models inspired
by it, for instance the work by Ferguson [11] and Turney [35].

The very technique of CBR that we employ is occasionally emphasized as
an analogy-based method, with an inherent facility of recalling instances from
a case base that are similar to a given new situation. Nevertheless, in practice,
CBR systems have been almost universally restricted to indexing and matching
strategies as cases in a strictly defined single domain [1]. This is arguably because
of the difficulty in developing implementations capable of case retrieval by inter-
domain analogies, and especially, adapting the solutions of past cases into the
target domain.

A pivotal part of our research is the integration of the computational imple-
mentation of SMT, the seminal Structure Mapping Engine (SME) [9,14] into a
CBR framework. By doing so, we achieve a degree of analogical reasoning ability
for recalling analogous cases of past mediations in different base domains (CBR
retrieval stage), together with the ability to bring new knowledge into the target
domain by analogical inference (CBR adaptation stage). This is crucial for ad-
dressing the first requirement expected from a competent mediator mentioned
before.

2.2 Commonsense Reasoning

Within AI, since the pioneering work by McCarthy [24], commonsense reason-
ing has been commonly regarded as a key ability that a system must possess in
order to be considered truly intelligent [26]. There is an active effort to assemble
and classify commonsense information involved in everyday human thinking into
ontologies and present these to the use of scientific community in the form of
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commonsense knowledge bases, of which Cyc3 maintained by the Cycorp com-
pany and the ConceptNet project4 of Massachusetts Institute of Technology
(MIT) are the most prominent examples. The lexical database WordNet5 main-
tained by the Cognitive Science Laboratory at Princeton University also has
characteristics (via synonym/hypernym/hyponym relations) of a commonsense
knowledge base.

The artificial mediator model implemented in this study interfaces with MIT
ConceptNet and WordNet in the process of discovering middle-ground ontolo-
gies between the disputing parties and considering expansions or contractions
of the involved ontologies to facilitate the analogical reasoning process, thereby
allowing for solutions unforeseen before mediation.

3 Approach: A Classical Example

The orange dispute and Sinai Peninsula: To illustrate our approach to mediation
and analogical reasoning, let us briefly describe a classical mediation example
that embodies the essence of our approach, which was introduced by Simpson [33]
and later used by Kolodner [18,17] in her seminal work on CBR. Considering
a resource dispute where two sisters want the same orange (Figure 1(a)), a
mediator first assumes that a simple division of the orange into two would
solve the dispute, but this is unacceptable for the parties. After a point in the
mediation process, it is revealed that one sister wants the orange for the reason
of cooking a cake (for which its peel is sufficient) and the other for making
a drink (for which its pulp is sufficient). The solution is then to redefine the
disputed resource as an entity composed of a pulp and a peel and to assign
these to the parties (dashed edges).

This simple mediation case is strikingly similar to a real world crisis in inter-
national relations, where the countries of Egypt and Israel had a dispute over
the control of the Sinai peninsula following the Yom Kippur War in 1973 (Fig-
ure 1(b)). Starting the mediation with the initial ontology (lacking the dashed
edges), through analogical reasoning by SME, we can consider a structural cor-
respondence between concept pairs in these domains (e.g. orange–Sinai). More-
over, by this analogical mapping we can infer that, corresponding to pulp and
peel in the base domain, there may exist two more concepts in the target domain
that we can base a solution upon (linked by dashed edges in Figure 1(c)), which
incidentally corresponds to a simplistic view of how the dispute was successfully
mediated by the US president Jimmy Carter in 1979. The uncovering of these
postulated concepts—namely, that the control of a territory has military and
civilian aspects—is addressed by the commonsense reasoning module of our
approach using ConceptNet. This works by generating expansions of the ontol-
ogy at hand by a given factor—by attaching more concepts to existing concepts
through identified commonsense relations—and making use of the robustness of
3 http://www.cyc.com
4 http://csc.media.mit.edu
5 http://wordnet.princeton.edu

http://www.cyc.com
http://csc.media.mit.edu
http://wordnet.princeton.edu
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Fig. 1. Ontologies of mediation cases in the orange dispute domain (a) and the Sinai
peninsula dispute domain (b and c). Vertices and edges respectively represent concepts
and relations; dashed edges represent subsequently discovered relations leading to a
solution; relations causing conflict are marked with “*”.

SME to capture relations and concepts relevant to the considered analogy. For
overcoming possibly different semantics used in naming the relations in the base
and target domains (note the desires–wants, usedFor–neededFor relations in
Figure 1(a) and (b)), we make use of WordNet by considering the synsets6 in
the matching of relation structures by SME.

This solution by “agreeable division based on the real goals of the disputants”
can form a basis for solving many future cases of mediation involving resource
allocation. Note that, by using an analogical reasoning approach, this ability is
maintained regardless of the semantics of problem domains, because we reach
solutions only through similarities in the ontological structures of disputes.

4 Implementation of the Mediator

The fundamental part underlying our approach is a CBR cycle integrated with
analogical and commonsense reasoning components, capable of: (1) creating a
middle-ground ontology representing the views of all agents in dispute; (2) using
this ontology for the retrieval of cases through analogical reasoning from a case
base of previous successful mediations in various domains; and (3) adapting a
solution for the current case, again by utilizing the middle-ground ontology and
the ontology of the retrieved previous case, taking the goals and reservations of
the parties into account.

This system is to act as a mediator in-between several negotiating agents in
a multiagent environment, in similar fashion to the “curious negotiator” model
6 A synset or synonym ring is a set of synonyms that are interchangeable without

changing the truth value of any propositions in which they are embedded.



CBR with Commonsense Reasoning and Structure Mapping 383

Start mediation,StartMediator agent

Negotiator agents

End mediation

Propose solution

MIT ConceptNet

WordNet

Structure Mapping
Engine (SME)

Case base

Current case Best previous case

Retrieve case

Rejected
(or if )

Accepted

Agent dialogue

1. Ask for ontologies
on negotiated
situation

2. Create common
ontology

3. Clarify goals and
reservations

Adapt case

Retain case

Fig. 2. Architecture of the implemented CBR model and the flow of the mediation
process. Thick arrows represent the flow of CBR algorithm while thinner arrows repre-
sent the utilization of case data. Bidirectional arrows represent communication between
components.

by Simoff et al. [31]. The following sections give a description of the model and
its implementation together with the flow of the mediation process in Figure 2
and an example run in Table 1.

4.1 Case Representation

After initial dialogue between the mediator and the agents in dispute, a newly
acquired dispute c is represented in the same manner as the cases in the CBR
case base, except that the dispute at hand will lack a solution. The case base C
holds instances of successfully ended past mediations. Each case ci in the case
base is fully described by the set

ci = {oi, Ai, Gi, Ri, Si} , (1)

denoting respectively the associated ontology of the dispute, the agents, their
goals, their reservations, and the solution (Figure 2). Even if Ai, Gi, Ri, and Si
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Table 1. Example mediation process with the implementation. Relations between
concepts are presented in LISP notation; relations causing conflict are marked with
“*”.

1. CBR new case 1.b. Ontology expansion
New case
5 concepts, 6 relations
 

(Wants Egypt Sovereignty) 
(Wants Israel Security) 
 

(NeededFor Sinai Sovereignty) 
(NeededFor Sinai Security) 
 

(Gets* Egypt Sinai) 
(Gets* Israel Sinai) 
 
 

Ontology expansion factor: 6.0
30 concepts, 38 relations
 

(Wants Egypt Sovereignty) 
(Wants Israel Security) 
 

(NeededFor Sinai Sovereignty) 
(NeededFor Sinai Security) 
 

(Gets* Egypt Sinai) 
(Gets* Israel Sinai) 
 

(PartOf Civilian Sinai) 
(PartOf Military Sinai) 
... 

2. CBR retrieval
Best case from case base (Total SME score: 67.28)
26 possible analogies, average SME score: 2.58, maximum SME score: 3.90
(Desires Sister1 Cake) 
(Desires Sister2 Drink) 
 

(UsedFor Orange Cake) 
(UsedFor Orange Drink) 
 

(PartOf Peel Orange) 
(PartOf Pulp Orange) 
(UsedFor Peel Cake) 
(UsedFor Pulp Drink) 
 

(Gets Sister1 Peel) 
(Gets Sister2 Pulp)

Best analogy for case
Analogy 1 (SME score: 3.90)
Sister1 -> Egypt 
Sister2 -> Israel 
... 
25 other (rejected) analogies
Analogy 2 (SME score: 2.70)
Pulp -> Israel 
Orange -> Middle East 
... 
 

Analogy 3 (SME score: 2.46)
Glass -> Sinai 
Drink -> Sovereignty 
... 
...  

3. CBR adaptation 3.b. Inferences and solution
Best analogy (SME score: 3.90)
Sister1 -> Egypt 
Sister2 -> Israel 
Orange -> Sinai 
Cake -> Sovereignty 
Drink -> Security 
Peel -> Civilian 
Pulp -> Military 
... 

(Gets Sister1 Peel) 
-> (Gets Egypt Civilian) 
(Gets Sister2 Pulp) 
-> (Gets Israel Military) 
... 
 
 

4. CBR retaining
New case solved
(Wants Egypt Sovereignty)
(Wants Israel Security) 
(NeededFor Sinai Sovereignty) 
(NeededFor Sinai Security) 
(PartOf Civilian Sinai) 
(PartOf Military Sinai) 

 
 

(NeededFor Civilian Sovereignty) 
(NeededFor Military Security) 
(Gets Egypt Civilian)  
(Gets Israel Military) 
 

 

l)
p)  Solution  

Security)

y)  Solution 

already exist as subgraphs of concepts and relations embedded into the ontology
oi (Figure 1), they are also explicitly listed as features of the case ci for indicating
which concepts and relations correspond to the agents together with their goals
and reservations, and also for case indexing purposes. We permit the possibility
that the parties modify their stances (e.g. M t

α = {ot
α, Gt

α, Rt
α} in Figure 2) after
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successive solution proposals St, where t is the time index of the number of CBR
cycles in the current run.

Commonsense Reasoning Module. For enabling the discovery of extensive
analogies between different domains, we treat every given ontology o as a partial
view of a more general ontology ō, denoted o� ō. We produce expansions of a
given ontology (e.g. o� o′ � ō in Figure 2) by inserting into it new concepts and
relations involving existing concepts, until the total number of concepts equals its
previous value multiplied by a given expansion factor η≥ 1 (Algorithm 1). Fig-
ure 3 gives an example, for the case of orange–Sinai peninsula analogy, of how
the number of discovered analogies and the average and maximum structural
evaluation scores are affected by the ontology expansion factor. As illustrated
by this example, it is generally observed that there exists an asymptotic upper
bound for the quality of attainable analogies between two domains (Figure 3(b)).
We therefore reason that, while the number of analogies keeps monotonically in-
creasing with the expansion factor η (Figure 3(a)), the best analogy does not
improve further after its maximum possible extent is uncovered by the expan-
sions up to that point. Based on this observation, we limit the expansion factor
η in our implementation by a maximum ηmax = 6.

Algorithm 1. Ontology expansion
procedure Expand(o, η) � Ontology o, expansion factor η

Set n = �(η − 1) NumConcepts(o)� � Number of new concepts
while n > 0 do

Select con = Random(o) � Random concept in o
Create ontology r of all concepts in relation with con
from commonsense knowledge bases

if r �= ∅ then
Select new = Random(r) � Random concept in r
Append(o, new) � Append new to o with corresponding relation
n = n − 1 � New concept appended

end if
end while

end procedure

As the commonsense knowledge base, our implementation depends mainly
on ConceptNet [16], part of the “Common Sense Computing Initiative” frame-
work of the MIT Media Lab.7 This commonsense knowledge base is being built
by the contributions of a few thousand people across the world and is main-
tained as a simple graph of concepts and binary relations. We also make use
of WordNet [10] as a commonsense knowledge base, given that, in addition to
grouping words into synsets (e.g. “object, thing, article, item, entity”), it also
provides a taxonomical structure defined by hyponym and hypernym relations
(e.g. “dog”–“canine”–“mammal”–“vertebrate”–“animal”) that are highly useful
and noise-free as compared to ConceptNet.
7 http://csc.media.mit.edu/

http://csc.media.mit.edu/
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The implementation accesses MIT ConceptNet 4.0 as an XML service through
a REST application interface8 and WordNet 2.1 from local database files. In
further stages of research, we plan to add to these the proprietary knowledge
base Cyc [22], a portion of which has been recently released as an open source
project called OpenCyc;9 and information mining agents, which would crawl
online textual information for specific pieces of ad hoc knowledge and deliver
these to the mediation agent in a structured manner. This could be of help
especially in the adaptation stage of CBR.

4.2 Retrieval

The majority of CBR systems have case specifications consisting of preselected
attributes and values; and use techniques such as nearest neighbor computations
or decision trees for retrieval [7]. In contrast to this, here, case retrieval is a
complex task based on the structural and semantic composition of ontologies
associated with cases, using SME to find cases analogous to the current dispute
and not necessarily in the same problem domain.

During the retrieval process, presented in Algorithm 2, the best case c∗ is
selected as the case maximizing the structural evaluation score

SESci = Match(fci→c(oi), ôi) , (2)

between the current case c and cases ci, where fci→c(oi) is the analogical mapping
of oi from the domain of ci to that of c, and ôi is an expansion of ontology o for
comparison with oi. The expansion ôi, in turn, is found by expanding o by the
commonsense reasoning module

ôi = arg max
o′

o�o′�ō

Match(fci→c(oi), o′) , (3)

as to maximize its match with fci→c(oi) (Algorithm 1). The two constraints on
the considered cases ci,

Sat(fci→c(oi), Gt, Rt)
SemMatch(ōi, ō) ≤ σ ,

(4)

ensure that the selected case permits a mapping satisfying the goals Gt and
reservations Rt in the current case and that the general ontologies ōi and ō lie
in sufficiently different domains (i.e. the concepts they include are semantically
dissimilar compared with a treshold σ).

SME is very robust and quick with the computation of analogical matchings
between ontologies in real time. For instance, the discovery of the 26 possible
analogies between the query case and the retrieved best case given in Table 1
takes only a fraction of a second on a currently average laptop computer. This is
8 http://csc.media.mit.edu/docs/conceptnet/webapi.html
9 http://www.cyc.com/cyc

http://csc.media.mit.edu/docs/conceptnet/webapi.html
http://www.cyc.com/cyc
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Algorithm 2. Case retrieval
procedure Retrieve(c,C) � Current case c, case base C

for each case ci in the case base C do
Compute ôi = arg max

o′
o�o′�ō

Match(fci→c(oi), o
′) � Expansions ôi of ontology o

Compute SESci = Match(fci→c(oi), ôi) � Structural evaluation scores
end for
Select c∗ = arg max

ci∈C
SemMatch(ōi,ō)≤σ

Sat(fci→c(oi),Gt,Rt)

SESci

return c∗ � Case with best matching
end procedure

achieved by—instead of computing every possible mapping between two ontology
graphs—using an incremental procedure for combining local matches into global
match hypotheses under heuristic rules warranting structural consistency [9].
Still, in the event that the mediation case base becomes prohibitively large for
the computation of structural evaluation scores for each retrieval phase, a base
filtering approach for retrieval [34] can also be employed, in effect running the
analogical reasoning process on a smaller subgroup for each retrieval.

Analogy Module. For analogical reasoning between different domains, we em-
ploy our own implementation of SME as described by Falkenhainer et al.[9], a
very fast analogical matching algorithm derived from SMT with a firm basis
in cognitive science and often cited as the most influential work on computa-
tional analogy-making [35]. In addition to computing the match score between
two ontologies (e.g. Match(fci→c(oi), o′)), SME also provides the mapping func-
tion f between the domains, through which one can infer previously unknown
information in the target domain ontology (e.g. fc∗→c(S∗)) (Figure 2).

Given two ontologies in different domains, SME gives a set of all structurally
meaningful analogical mappings between these, each with its attached structural
evaluation score. While we pick the analogy with the highest score as the basis
for the analogical mapping function f , in our implementation of the Match
function, we sum up the scores from all possible analogies between the given two
ontologies as a measure of the susceptibility of these two to analogies (Table 1,
retrieval).

The discovery of analogies between ontologies by SME is guided by the struc-
ture of relations between concepts and this is dependent upon a consistent label-
ing of the types of relations across these ontologies. As it is highly probable that
different semantics for the naming of the same relations would be used when
the ontologies belong to different domains (Figure 1), our model makes use of
WordNet to attach a tag of the synset of each relation within the ontologies.
The SME matching then operates between these instead of the particular name
of each relation.
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4.3 Adaptation

In principle, the adaptation stage of our implementation falls under substitutional
adaptation, where the substitutions are made by the analogical mapping function
f from c∗ to c. Hence, we get a candidate solution to the current case by the
mapping

fc∗→c(S∗) , (5)

where S∗ is the solution of the retrieved case c∗ (Table 1, adaptation). We use
the mapping fc∗→c corresponding to an analogical match established between o,
the ontology of the current case, and

oR = arg max
o′

o∗�o′�ō∗

Match(fc∗→c(o′), o) , (6)

an expanded ontology of the retrieved case (Figure 2).
A possibility that we consider for a more powerful adaptation stage is to use a

generative adaptation technique, where each of the derivational steps of solution
from the domain of the retrieved case would be mapped into the domain of the
current case, and the solution would be reached by reusing and modifying these
steps for the current case. For this, the case structure has to be modified to
include the solution steps in addition to the solution arrived at.

4.4 Retaining

At the point in the CBR cycle where the proposed solution is accepted by the
parties in dispute, the case base C is updated to include the case c now with an
accepted solution St. This new solution is retained whenever the newly solved
case c is sufficiently different from the retrieved case c∗, compared with a simi-
larity threshold parameter θ, in order to prevent overpopulation of the case base
with instances of essentially the same dispute (Figure 2).

5 Building a Mediation Case Base

Instances of conflict cited in mediation literature range from familial disputes
about inheritance or divorce to workplace disputes between coworkers, and from
tenant–landlord disputes about the rent of a property to full-fledged armed con-
flicts between countries [8]. Even if these pose an apparent diversity, we argue
that there should be a limited number of supercategories of conflicts subject
to mediation—where each given conflict will be analogous to all other conflicts
within its category—such as resource allocation, compensation, or scheduling.
In fact, our analogical reasoning approach can be extended to discover these cat-
egories in a supplied case base in an unsupervised manner, via clustering, using
the SME structural match scores as a distance metric.
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Fig. 3. Plot of the number of analogies (a) and the maximum and average SME struc-
tural evaluation scores (b) corresponding to a given ontology expansion factor η, com-
puted for the orange dispute domain

5.1 International Conflict Databases

An important topic within mediation studies is international conflict resolution.
As already exemplified in Figure 1, it is reasonable that there exists enough struc-
tural similarity between seemingly unrelated domains such as familial disputes
and the resolution of international conflicts, which would allow our approach to
uncover meaningful analogies. Incorporating international conflicts into the case
base is desirable for benefiting from experience with non-trivial real world dis-
putes and also rendering our research interesting from the perspective of social
scientists in international relations and related fields.

There are several efforts for cataloging international conflicts, such as the
Confman database [2], the International Crisis Behavior (ICB) project [4], and
the Uppsala Conflict Data Program (UCDP) maintained by Uppsala University
in Sweden and the International Peace Research Institute (PRIO) in Oslo, Nor-
way. In particular, the UCDP Peace Agreement Dataset v. 1.0, 1989–2005 [15],
which provides information on third party involvement in peace negotiations,
together with the Confman database of conflict management attempts during
1945–1989, provide the best resources for our purpose.
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On the other hand, as the main aim of these datasets is to index and classify
conflicts according to a chosen set of features, they do not wholly submit to our
approach due to a lack of descriptions of the steps in the mediation process.

5.2 Case Generation

Recognizing (1) the near absence of mediation knowledge bases that include the
exact steps of mediation in each case and that contain sufficiently detailed infor-
mation enabling the formulation of ontologies, and (2) that mediation-prone dis-
putes fall into an arguably limited number of categories, we consider an approach
for generating mediation cases with metaheuristic optimization techniques. We
propose for future work using genetic programming (GP)10 [19] for creating large
numbers of ontologies that are analogous to a given ontology, guided by a fitness
function based on SME structural evaluation scores. The tree-based based nature
of GP makes it highly suitable for this purpose, with appropriate modifications
taking the unconnected nature of ontology graphs into account.

6 Conclusion

We have presented a case based artificial mediator implementation integrating
analogical and commonsense reasoning. The components of the model work to-
gether to create a system with the ability to back any of its solutions with
supporting explanations, in terms of analogies with prior cases in its case base.
This feature is highly advantageous within the context of law, where reference
to precedent cases are deemed highly important.

In terms of practical value, the line of research following from this study has
potential to find real life applications in diverse domains involving negotiation,
among which law, dispute resolution, international conflict management, and
commerce are foremost. These can be in the form of a support system augment-
ing the abilities of a human mediator, as well as in some situations replacing
the human component altogether. For the case of law, this study can form a
meaningful connection with several existing research efforts in the field of AI
and law, such as the using of analogies in legal problem solving [3] and ethical
reasoning [25].

In future work we plan to address further development of the mediation case
base, largely by the case generation technique we mentioned; and improving the
adaptation stage of our model, by generative adaptation. Another issue that we
will concentrate on is the process of dialogue between the agents and the medi-
ator (represented by the three steps before retrieval in Figure 2). Rather than
taking the ontological perceptions of agents as given, this dialogue should be
implemented from an AI argumentation perspective. Lastly, it would be cer-
tainly interesting to see our integration of structure mapping and common-
sense reasoning in a CBR framework applied to problem domains other than
mediation.
10 An evolutionary optimization method working on tree structures.
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Abstract. Bioinformatics offers an interesting challenge for data mining 
algorithms given the high dimensionality of its data and the comparatively 
small set of samples. Case-based classification algorithms have been 
successfully applied to classify bioinformatics data and often serve as a 
reference for other algorithms. Therefore this paper proposes to study, on some 
of the most benchmarked datasets in bioinformatics, the performance of 
different reuse strategies in case-based classification in order to make 
methodological recommendations for applying these algorithms to this domain. 
In conclusion, k-nearest-neighbor (kNN) classifiers coupled with between-
group to within-group sum of squares (BSS/WSS) feature selection can perform 
as well and even better than the best benchmarked algorithms to date. However 
the reuse strategy chosen played a major role to optimize the algorithms. In 
particular, the optimization of both the number k of neighbors and the number 
of features accounted was key to improving classification accuracy. 

Keywords: bioinformatics, feature selection, reuse, classification, k nearest 
neighbor. 

1   Introduction 

Bioinformatics research has become more and more important for the field of 
computer science as a whole due to the rapid expansion of the field. Often, these 
papers have been highlighted as the most cited in the computer science literature. The 
most common applications relate to data mining, for example to determine the 
optimal gene signature of a disease, or to classify samples into diagnostic categories. 
Bioinformatics applications often involve the analysis of genetic information about 
patients for purposes of diagnosis assessment, severity and risk assessment, treatment, 
and follow-up of many diseases (Cohen 2004). As a matter of fact, the range of 
diseases better known with these data is growing every day. Beyond the typical 
oncology realm, emergency medicine and primary practice are next in line for 
benefitting from its advances. 

One of the classical tasks in bioinformatics is to analyze microarray data (see Fig. 
1). These data provide information about the genetic characteristics of patients in 
terms of which genes are expressed at a certain point in time, and repeated measures 
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also allow to evaluate evolution of diseases as well as response to treatment. In terms 
of data mining, the data are known to be highly dimensional, with a number of 
features ranging between thousands and several tens of thousands of features, and a 
number of samples being comparatively scarce, ranging from tens of samples to one 
hundred or a few hundreds of samples. This is due to both the cost of the studies and 
the small size of the populations studied. Although the availability of data is 
increasing, publications about algorithmic methods often compare themselves on 
benchmarked datasets. 

Microarray data are often visualized through heat maps (see Fig.1) where rows 
represent individual genes and columns represent samples (Wilkinson and Friendly 
2009). A cell in the heat map represents the level of expression of a particular gene in 
a particular sample. The color green usually represents high expression level, while 
the color red represents low expression level.  

 

Fig. 1. A heatmap of microarray data 
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In practice, a microarray data row looks like a series of numbers representing the 
expression levels of a particular sample, with the last column representing the class, 
for example: (3.116, 2.004, 2.22, 2.144, 1.665, 4.161, 3.112, 2.076, … , 1). Therefore 
the file representation is a transposed representation of the heatmap matrix, since the 
rows represent samples and the columns represent genes. 

This article proposes to evaluate major methods related to similarity-based 
classification on some of the most studied datasets in microarray classification and to 
answer several important methodological questions when applying in particular case-
based classification to these types of data. More specifically, the importance of 
feature selection methods to preprocess the data has been shown in many publications 
on highly dimensional data (Jurisica and Glasgow 2004). The first question addressed 
concerns the reuse strategies relative performance of k nearest neighbor (kNN) and 
other case-based classification methods. The second question addressed concerns the 
advantage of using a feature selection algorithm called between-group to within-
group sum of squares (BSS/WSS) to preprocess the features before applying a kNN 
algorithm.  

The results presented in this article confirm that combining feature selection 
methods with kNN – as was previously shown with other supervised classifiers – 
provides the best strategy for classifying highly dimensional data, and that in most 
cases gene signatures of less than 100 genes yield better accuracy than classifying on 
thousands of genes – although the results on these were quite encouraging. The 
comparison of several reuse strategies shows that some perform better than others in 
some cases – particularly highly dimensional data. The best methods in the 
experiments presented in this article have been kNN with voting and with best k 
determined by leave-one-out cross-validation on the training set, and class-based 
classification. This latter reuse strategy does not require knowledge of a specific k, 
which is advantageous from an efficiency standpoint. The results obtained can serve 
the reader when conducting analyses of data involving microarray. 

This article is organized as follows. The second section presents the methods used, 
namely the different reuse strategies for case-based classifiers and the feature 
selection algorithm. The third section details the experimental setting and results, 
including the datasets used, comparative performance results with and without feature 
selection, and evaluation set-up choices. A conclusion follows the discussion. 

2   Methods 

The main focus of this article is on instance-based classification, referred to here as 
case-based classification. Four of these case-based classification algorithms are 
presented in this section. Each can be in turn applied to samples pre-processed by a 
feature selection algorithm (see Fig. 2). Based on prior experiments (Bichindaritz 
2010), we selected one feature selection algorithm which performed better than the 
other ones in our tests. In turn, the feature selection method chosen provides weights, 
in the form of probabilities, which can be included in the distance measure. This 
yields another set of four algorithms with feature weighting. 

Reuse Strategies 

The algorithms chosen are the kNN algorithm and its weighted variations and the 
class-based algorithm (Bichindaritz 2011). The reuse strategies include the majority 
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equation (4) for the weight wi,j associated to the ith nearest neighbor in the calculation 
of the average in equation (3). This weight multiplies the class value ci in the average 
formula (3). This version of the nearest neighbor is close to a kernel based 
classification, since the weight function is equivalent to a kernel, except that not all 
training examples are used in the calculation of the class but only the nearest 
neighbors – which amounts to setting the kernel function to zero outside of the nearest 
neighbors.  

, , .                                                  (4) 

Class-based. The class-based algorithm is a variation of the kNN. The distance 
measure provided in equation (1) affords the measure of the distance between each 
training example and each test example. The class for a given test example is 
predicted by averaging all distances within each class then determining which of these 
averages is the smallest. The test sample is classified in class z, of cardinality nz in  
the training set, among C classes, with the smallest average (5), corresponding to the 
greatest similarity. The advantage of this method is that it is independent from the 
value of k in kNN since it calculates a global similarity score per class. Therefore, it 
will be interesting to verify in the experimental section whether this algorithm 
performs as well as the kNN algorithms presented above.     ,                                    (5) 

Feature weighting. Feature weighting can also be introduced to all the strategies 
above. This method simply modifies the similarity calculation by introducing weights 
for each feature. Therefore, this method can be added to the four strategies above. 
 For feature weighting, weights can be either imported from another algorithm, such 
as posterior probabilities from a Bayesian algorithm or as a ratio such as the one 
presented in the next sub-section, or from an expert. The distance formula would be 
the same and describes the calculation of a weighted sum in which wk represents the 
weight associated with the kth feature (6). The mechanisms for calculating the classes 
on the test set would continue to be schemes (2), (3), (4), or (5). , ∑ , ,∑                                           (6) 

Feature Selection Algorithm 
The feature selection algorithm (Liu and Motoda 2008) selected is the between-group 
to within-group sum of squares (BSS/WSS) algorithm. 

BSS/WSS. This feature selection method, developed by Dudoit et al. (2002), ranks 
features according to a ratio such that features with large variation between classes 
and small variations within classes are given higher ratings. This univariate feature 
selection algorithm determines features having higher discriminating power between 
classes. For feature k, , denotes the value of feature k for training example i, ,  the 
average value of feature k over the examples of class z, and  the average value of 
feature k over all the examples. The BSS/WSS ratio of gene k is provided by equation 
(7) where ,  is equal to 1 if example i belongs to class z, and 0 otherwise.  ∑ ∑ , ,∑ ∑ , , ,                                            (7) 
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Accordingly, features can be ranked by decreasing order of BSS/WSS ratio. This ratio 
can be used as a weight associated with a feature, since the larger it is, the more 
important is the discriminating power of the feature.  
 One interesting question for this kind of feature selection, which simply provides a 
ranking of genes, consists in knowing which subset of features to select. The method 
generally used to address this question is to study the curve of the accuracy from the 
number of features and to find a local, or best, a global maximum after which the 
accuracy decreases as features are added, for example using leave-one-out cross-
validation on the training set. More simply, it is also possible to select a fixed number 
of features, or to cut the set of selected features at a natural break in the complete list. 
This is the method we have chosen here. 

Evaluation Methods 
The evaluation methods are the independent training and test sets and the cross 
validation methods.  

Independent training and test sets. This method is favored in bioinformatics where 
benchmarked datasets are often provided in the form of independent training and test 
sets. 

Cross validation. Cross validation can be used when independent training and test 
sets are not available. It consists in dividing a single dataset in a certain number k of 
folds, often 10 (Witten 2005). Each fold is a random partition of the dataset and the 
algorithm is run k times, each time consisting in choosing one subset as the test set, 
and the other k-1 subsets as the training set. The results of the algorithm are obtained 
by averaging or combining the results from each fold. k-fold cross-validation can be 
stratified, which means that each class is equally represented in each fold. Another 
variant is the leave-one-out cross-validation (LOOCV), in which the test set is 
reduced to a single example during each fold, and is equivalent to a k-fold cross-
validation where k is equal to the size of the dataset. This method is used in particular 
for small datasets. 

k Selection Algorithm 
In kNN algorithms, one important question is how to select the optimal number of 
neighbors to take into account. One promising method is to calculate the optimal k by 
running a leave-one-out cross-validation on the training set for a range of values of k, 
for example [1..10], and selecting the k yielding best results on the training set. This is 
the method chosen in this article. 

3   Results 

The results presented in this section need to be taken in the context of the datasets, 
hardware, and software chosen. We performed two different sets of experiments. The 
first set, on moderate (less than 5,000 genes) dimensionality datasets, is meant to 
evaluate the reuse strategies comparatively on all features and on selected features. 
The second set, on large (more than 5,000 genes) dimensionality datasets, is meant to 
evaluate the reuse strategies on subsets of features since the evaluation on all features 
was not an option with the experimental infrastructure. 
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Table 1. Summary of Moderate Dimensionality Datasets 

Dataset Total Number 
of Samples 

# Training 
Samples 

# Test 
Samples 

Number 
of Genes 

Leukemia 2 classes 72 38 34 3051 
Leukemia 3 classes 72 38 34 3008 
Breast cancer 72 22 0 3226 

Datasets 
For comparison purposes, three datasets of moderate dimensionality among the most 
benchmarked have been selected: the Leukemia dataset with 2 classes, the Leukemia 
dataset with 3 classes, and the Hereditary Breast Cancer dataset with 3 classes (see 
Table 1). These datasets are already preprocessed so that their dimensionality is 
moderate. Some results on these datasets have been published in another paper 
(Bichindaritz 2011) however the focus on this paper was to compare case-based 
classification with other classification methods, while the focus of this paper is to 
compare reuse strategies. 

The Leukemia dataset originally consisted of 7129 genes, 38 samples in the 
training set, and 34 in the test set, and exists in two formats – 2 classes or 3 classes. 
Golub et al. describe the process they applied to filter out the genes not exhibiting 
significant variation across the training samples, leaving a dataset with 3051 genes 
(Golub et al. 1999). The samples belong to either Acute lymphoblastic leukemia 
(ALL), or Acute myeloid leukemia (AML) (see Table 1). In the 3 classes dataset, the 
ALL class was further divided into two subtypes of ALL: B-cell and T-cell (see 
Tables 3). 

Table 2. Classes of Leukemia dataset with 2 classes 

Class  Training Set Test set  
ALL 0 27 20  
AML 1 11 

------- 
14 

------- 
 
 

Total  38 34  

Table 3. Classes of Leukemia dataset with 3 classes 

Class  Training Set Test set  
AML 0 11 14  
ALL-B cell 1 19 19  
ALL-T cell 2 8 

------- 
1 

------- 
 
 

Total  38 34  
 

The Hereditary Breast Cancer dataset consisted of 3226 genes and 22 samples. 
There is no test set. The sample comprises 15 samples of hereditary breast cancer, 7 
with the BRCA1 mutation and 8 with the BRCA2 mutation, and 7 samples of primary 
breast cancer (see Table 4).  
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Table 4. Classes of Hereditary Breast Cancer dataset with 3 classes 

Class  Training Set Test set  
BRCA1 0 7 0  
BRCA2 1 8 0  
Primary 2 7 

------- 
0 

------- 
 
 

Total  22 0  

Table 5. Summary of Large Dimensionality Datasets 

Dataset Total 
Number 

of Samples 

# 
Training 
Samples 

# Test 
Samples 

Number 
of  

Genes 

Number 
of  

Classes 
E-GEOD-10334 (Dataset 1) 247 123 124 54674 2 
E-GEOD-5406 (Dataset 2) 210 105 105 22282 3 
E-GEOD-13425 (Dataset 3) 190 95 95 22276 5 
E-GEOD-13904 (Dataset 4) 247 123 124 54674 5 
E-GEOD-4290 (Dataset 5) 180 90 90 54612 4 
E-GEOD-9635 (Dataset 6) 186 93 93 59003 5 

 

Another set of large datasets, un-preprocessed, was chosen from the microarray 
discovery challenge of RSCTC’10 conference (Wojnarski et al. 2010) in order to 
compare results with the winning algorithms at this competition. These datasets are 
referred to as Dataset 1 through 6 in future sub-sections (see Table 5). 

Software and Hardware 
The experiments were conducted on an Intel Pentium P6100 CPU at 2.00 GHz with 
4GB of RAM. 

Software used under Windows 7 home premium 64-bit operating system was R 
version 2.12.2. The case-based and feature selection algorithms were all developed 
under R for this article. 

Table 6. Algorithms evaluated 

Abbreviation Description 
kNNV kNN algorithm with voting 
kNNA kNN algorithm with averaging 
kNNWA 
CNNA 

kNN algorithm with averaging and neighbor weighting adjusted 
Class based algorithm with averaging 

Algorithms 
The different algorithms evaluated and their combinations are summarized in Table 6. 
The first four correspond to the case-based reuse strategies. 

For each of these, tests were performed on the complete set of features, for the 
moderate size datasets, and on a subset of features. In each case, weights learned from 
the feature selection algorithms were also injected in the algorithms that allowed for it 



 Comparison of Reuse Strategies for Case-Based Classification in Bioinformatics 401 

– namely the four case-based methods. In addition, tests were performed either on 
independent training and test sets, or with cross validation – whenever applicable. 

Performance on Moderate Dimensionality on All Features 
The evaluation methods are the independent training and test sets and the cross 
validation methods. Performance is measured with accuracy, which is the percentage 
of correctly classified instances. This performance measure was used to compare with 
the articles presenting results on these datasets. All best results were obtained for k = 
1. The best k was not calculated by LOOCV due to the computing time required. 

For independent training and test sets, the hereditary breast cancer could not be 
evaluated since this dataset only has one training set. LOOCV was used instead. 

Table 7. Summary of performance on all 3051 features of the Leukemia 2 dataset and on all 
3008 features of the Leukemia 3 dataset with independent training and test sets 

Algorithm #errors 
Leukemia2 

(/34) 

Average 
accuracy 

#errors 
Leukemia3 

(/34) 

Average 
accuracy 

kNNV 
kNNA 
kNNWA 
CNNA 

2 
2 
2 
3 

94% 
94% 
94% 
91% 

2 
2 
2 
2 

94% 
94% 
94% 
94% 

kNNV+feature weights 
kNNA+ feature weights 
kNNWA+feature weights 
CNNA+ feature weights 

2 
2 
2 
3 

94% 
94% 
94% 
91% 

2 
2 
2 
2 

94% 
94% 
94% 
94% 

Table 8. Summary of performance on all 3226 features of the hereditary breast cancer dataset 
with LOOCV cross validation 

Algorithm # errors 
Breast cancer 

(/22) 

Average 
accuracy 

kNNV 
kNNA 
kNNWA 
CNNA 

5 
5 
5 
9 

77% 
77% 
77% 
59% 

kNNV+feature weights 
kNNA+feature weights 
kNNWA+feature weights 
CNNA+feature weights 

5 
5 
5 
9 

77% 
77% 
77% 
59% 

 

Table 7 presents the performance of the four algorithms from Table 6. The three 
kNN strategies perform the best on the Leukemia 2 dataset with the same 
performance. On the leukemia 3 dataset, the results of the four algorithms are 
identical. . Class-based performed slightly less well on Leukemia 2 but as well on 
leukemia 3. It is notable that the best published results on these datasets are 2 
classification errors, with feature selection. We obtain the same accuracy without any 
feature selection in these experiments. However, in a sense the number of features has 
been reduced already by Golub et al. (Golub et al. 1999). 
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Table 8 presents the results on hereditary breast cancer on all 3226 features and 
with LOOCV since there is no independent test set for this dataset. The best results 
obtained were 77% with the kNN algorithms. 

Table 9. Summary of performance on 16-20 selected features with independent training and 
test sets on Leukemia 2 and Leukemia 3 datasets 

Algorithm #errors 
Leukemia2 

(/34) 

# errors 
Leukemia3 

(/34) 

Average accuracy 

BSS/WSS+kNNV 
BSS/WSS +kNNA 
BSS/WSS +kNNWA 
BSS/WSS +CNNA 

1 
1 
1 
1 

1 
1 
1 
1 

97% 
97% 
97% 
97% 

BSS/WSS+kNNV+feature weights 
BSS/WSS +kNNA+feature weights 
BSS/WSS +kNNWA+feature weights 
BSS/WSS +CNNA+feature weights 

1 
1 
1 
1 

1 
1 
1 
1 

97% 
97% 
97% 
97% 

Performance on Moderate Dimensionality on Selected Features 
The BSS/WSS feature selection algorithm was used to select features before running 
the same four algorithms on the reduced datasets. The number of selected features 
was taken from the articles having the best results so far on these datasets. The 20 
features for Leukemia 2 and 16 features for Leukemia 3 were selected by BMA with 
nbest=20 and p=1000 (Yeung et al. 2005). For hereditary breast cancer, 18 genes 
were selected with nbest=50 and p=3226 (Yeung et al. 2005).  

Table 10. Summary of performance on 18 selected features with leave-one-out cross-validation 
on Hereditary breast cancer (Hbcr) dataset 

Algorithm #errors Hbcr 
(/22) 

Average 
accuracy 

BSS/WSS+kNNV 
BSS/WSS +kNNA 
BSS/WSS +kNNWA 
BSS/WSS +CNNA 

0 
0 
0 
0 

100% 
100% 
100% 
100% 

BSS/WSS+kNNV+feature weights 
BSS/WSS +kNNA+feature weights 
BSS/WSS +kNNWA+feature weights 
BSS/WSS +CNNA+feature weights 

0 
0 
0 
0 

100% 
100% 
100% 
100% 

 

Yeung et al. report best results of 3 classification errors on the Leukemia 2 dataset 
and 1 error on the Leukemia 3 dataset with Bayesian Model Averaging (BMA) for 
feature selection and averaging regression on all the models selected. 

With BSS/WSS, which ranks all the features, we selected the top 16-20 genes, 
depending on the algorithm. All the BSS/WSS and case-based classification 
algorithms provided the best results with 97% classification accuracy and 1 error 
(Table 9), which is the same result as the BMA + regression method for Leukemia 3, 
but much better than that method for Leukemia 2 – 1 error instead of 3. 
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Table 11. Summary of balanced accuracy in the discovery challenge datasets on selected 
features with independent training and test sets with balanced accuracy. fw stand for feature 
weighting. 

Algorithm / Dataset Data 
1 

Data 
2 

Data 
3 

Data 
4 

Data 
5 

Data 
6 

Aver 
age 

BSS/WSS+kNNV 
BSS/WSS +kNNA 
BSS/WSS +kNNWA 
BSS/WSS +CNNA 

92.4% 
92.4% 
92.4% 
89.7% 

68.0% 
68.0% 
68.0% 
63.0% 

93.4% 
93.4% 
93.4% 
84.0% 

52.2% 
52.2% 
52.2% 
53.3% 

74.4% 
74.4% 
74.4% 
67.1% 

64.9% 
64.9% 
64.9% 
59.5% 

74.2% 
74.2% 
74.2% 
69.4% 

BSS/WSS+kNNV+fw 
BSS/WSS +kNNA+fw 
BSS/WSS +kNNWA+fw 
BSS/WSS +CNNA+fw 

92.4% 
92.4% 
92.4% 
89.7% 

68.0% 
68.0% 
68.0% 
63.0% 

93.4% 
93.4% 
93.4% 
84.0% 

52.2% 
52.2% 
52.2% 
53.3% 

74.4% 
74.4% 
74.4% 
67.1% 

64.9% 
64.9% 
64.9% 
59.5% 

74.2% 
74.2% 
74.2% 
69.4% 

 

All best results were obtained for k = 1 – which was also the optimal value of k 
obtained by LOOCV on the training set. Other values of k often produced optimal 
results, but not regularly so, depending upon the algorithm and the value of k. 

For hereditary breast cancer, we selected 18 genes with BSS/WSS, the same 
number selected by BMA (Yeung et al. 2005). Table 10 indicates that all the case-
based classification strategies yielded the same accuracy of 100% since no error was 
detected. Yeung et al. report 6 errors out-of 22 on the same dataset. 

Overall, the combination of the feature selection algorithm and the case-based 
classification algorithms consistently provided the best results in comparison with 
those published in the literature (Yeung et al. 2005), which is a very encouraging 
result. These datasets did not permit to separate the case-based classification reuse 
strategies, which all performed as well. 

Performance on High Dimensionality on Selected Features 
Due to the size of these datasets, the experiments deal only with a subset of features 
selected by BSS/WSS. The evaluation methods are the independent training and test 
sets and balanced accuracy as described in the discovery challenge (Wojnarski et al. 
2010). Balanced accuracy is defined as calculating the regular accuracy independently 
for each class, then averaging over all the classes. This yields one accuracy figure per 
dataset. These accuracies are then averaged on the 6 datasets. This performance 
measure was used to compare with the article presenting results on these datasets. The 
best result in the competition for this task was 73.9% among 93 evaluated 
submissions – and 226 participants overall. 

Table 11 shows the results of our experiments, comparing all the algorithms. 
Results show that all the case-based classification methods, at the exception of 
CNNA, combined with BSS/WSS feature selection, provide better balanced accuracy 
than the best result in the competition, even if it is not statistically significant. 
Moreover, the case-based methods show exactly the same results on this task. For 
kNNV, kNNA, and kNNWA, k was selected with LOOCV on the training set. For 
example, for dataset 1, the best k for kNNV was obtained for k = 5 (see Table 12). As 
can be seen in Table 12, results were very different depending upon the value of k, 
and generally not the best for k = 1 – by contrast with results on the moderate 
dimensionality datasets. The optimal value of k (k = 5 for Dataset 1 for example) was 
successfully found by LOOCV on the training set. 
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Table 12. Comparison of balanced accuracy for different values of k for kNNV on Dataset 1. 
Best k selected by LOOCV on the training set is indicated in bold (k = 5). 

k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 
78.67

% 
82.88

% 
86.65

% 
84.87

% 
92.44

% 
84.87

% 
92.44

% 
85.65

% 
92.44

% 
84.87

% 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Evolution curve of BSS/WSS ratio as a function of the number of features 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Evolution curve of BSS/WSS ratio as a function of the features 1 through 150 showing 
an inflexion point around feature N=34 

The best overall results were obtained for kNNV, kNNA, and KNNWA. kNNV 
results were obtained with k obtained with LOOCV. CNNA does not need a value for 
k, which ended up in significant time saving. The best average balanced accuracy was 
74.2%, which is higher than the 73.9% result at the competition.  

It is also interesting to note that feature weighting did not provide added value – 
nor worsening value. This points toward a need to explore improved feature 
weighting methods as explained in the discussion. 

Finally feature selection was instrumental to improving the classification 
performance. First, we tried to take a fixed number of genes – say 20, based on the 
moderate dimensionality datasets results. We reached best average balanced accuracy 
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of 64.99% with class-based NN (CNNA). We then opted to select the optimal number 
of features based on studying the curve of decrease in BSS/WSS ratios. The detection 
of an inflexion point marked the value at which to limit the number of features 
retained. Fig.3 shows the curve of decrease of BSS/WSS ratios as a function of the 
number of features selected on a dataset. Fig. 4 shows the inflexion points and Fig. 5 
the curve of balanced accuracy as a decreasing function of the number of features 
selected on this dataset.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Evolution curve of balanced accuracy as a function of the number of features 

Table 13. Optimal number of features n and number of neighbors k selected for each high 
dimensionality dataset 

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6 
n=20 / k=5 n=11 / k=1 n=1000 / k=1 n=13 / k=7 n=81 / k=5 n=500 / k=2 

 

Resulting from this selection method, Table 13 shows the optimal number of 
features and the optimal value of k selected for each algorithm. One can see from 
these results that the size of the gene signature can vary greatly between datasets. 

4   Discussion 

In conclusion these experiments show the usefulness of feature selection to both 
improve the efficiency and effectiveness of classification on highly dimensional data. 
However, the case-based classification algorithms performed quite well on all the 
features – at the same level as the best results published so far for some of the 
moderate dimensionality datasets – Leukemia 2 and 3 – but not for the Hereditary 
breast cancer dataset. BSS/WSS based feature selection improved the classification 
accuracy in all cases and led to better classification accuracy than published results.  

The best system on these same datasets, which constituted the basic track at 
RSCTC’2010 discovery challenge, describes a feature selection method with multi-
class Wilcoxon criterion. After feature selection, a classification is applied that 
averages on all features the distance between the value of this feature for a sample to 
the average of the feature per class on the dataset (Wojnarski et al. 2010). Therefore 
this method is close to the class-based method described in this paper. The 
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competition also had an advanced track, which describes the best paper method as a 
feature selection algorithm based on cut point importance and dynamic clustering 
(Wojnarski et al. 2010). Our results on the importance of feature selection are in line 
with this research. 

In terms of comparison of reuse strategies, in all experiments, the case-based 
methods provided the same accuracy as the best published results, or better, for 
moderate dimensionality datasets. The kNN variants yielded exactly the same results, 
surprisingly, which did not permit to differentiate between them on these datasets. 

However, for highly dimensional datasets, the case-based strategies provided either 
comparable or higher accuracy than the best published results. The best average 
balanced accuracy was obtained for kNN with voting, kNN with averaging, and 
weight adjusted kNN with the optimal k selected automatically through LOOCV on 
the training set. This method chose the optimal value for k in all our tests. It was 
important to have the possibility to select k automatically from the training set 
because results varied a lot depending on the value of k. The class based classification 
performed less well but had the advantage of not requiring to choose a given number 
of neighbors – the k value. 

In terms of feature selection, our results with BSS/WSS outperform significantly 
the baseline methods of the competition – namely Baseline-relief-1NN (65.1%), 
Baseline-corTest-1NN (64.1%), and Baseline-tTest-1NN (63.5%). These figures 
indicate that the feature selection method and strategy plays a major role in the 
performance of the case-based classifier. 

The experimental setting of this article is based on comparing average 
classification accuracy – or error rate - on datasets benchmarked in recent 
publications in prominent bioinformatics journals or at the RSCTC’10 discovery 
challenge. This experimental choice respects the experimental settings chosen by the 
authors of these publications (Golub et al. 1999, Yeung et al. 2005, Annest et al. 
2009) or by the competition (Wojnarski et al. 2010). However we would like to apply 
different experimental settings such as the ones presented by Demsar (2006) in 
machine learning and in bioinformatics by Truntzer et al. (2007). In addition, we plan 
to expand our tests in particular for cost-sensitivity since in biomedical domains, the 
cost of a false-negative is higher than the cost of a false-positive. 

The experiments conducted point toward two areas of study. One is changing the 
feature weighting method since feature weighting did not modify the results 
significantly in this article. We need to calculate the weights differently – for example 
by adding 1 to all the weights, instead of taking the raw weights from the BSS/WSS 
algorithm. The second area to study is the design of a novel reuse strategy that will 
locally select the optimal number of neighbors based on their distribution around the 
new case to classify. Such a method would have the advantage of avoiding to have to 
run LOOCV on the training set to determine the optimal value of k, but instead would 
tailor on the fly the optimal value of k on a case by case basis. 

5   Conclusion 

In conclusion, case-based classifiers combined with feature selection performed either 
as the best or among the best classifiers in comparison with the literature on 
bioinformatics benchmarked datasets. These results are encouraging for the future 
integration of genetic data and medical data in case-based decision support systems in 
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translational informatics. Optimizing the value of k in kNN and the number n of 
features in feature selection are key to improving the classifier’s performance. 
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Abstract. In this paper we present a methodology based on combining
sequence learning and case-based reasoning. This methodology has been
applied in the analysis, mining and recognition of sequential data pro-
vided by complex systems with the aim of anticipating failures. Our ob-
jective is to extract valuable sequences from log data and integrate them
on a case-based reasoning system in order to make predictions based on
past experiences. We have used an Apriori–style algorithm (CloSpan) to
extract patterns from original data. Afterwards, we have extended our
own tool (eXiT*CBR) to deal with sequences in a case-based reasoning
environment. The results have shown that our methodology anticipated
correctly the failures in most of the cases.

Keywords: Sequence Learning, Data Mining, Sequence Pattern Match-
ing, Complex Failure Prediction, Medical Application.

1 Introduction

The use of complex medical equipment has been crucial for patient diagno-
sis [1,2]. For instance, Magnetic Resonace Imaging (MRI) devices use large
magnets and radiofrequency waves to produce high-quality images; Computer
Tomography (CT) Scans provide different representations of the body structures
from X Ray CT process; Positron Emission Tomography - CT (PET-CT) com-
bines positron emission and CT into a single medical image device, allowing
several sequential images from the same session of a patient to be superposed
(co-registered).

Such equipment is known to be complex, composed of several pieces and
subsystems, all of them subjected to high safety constraints, since they are using
sensible technology regarding human health. Thus, if there is a minimal deviation
of a given configuration parameter of the equipment component, the equipment
sets up an alarm and stops. Nevertheless, when a machine like that fails, it causes
a lot of problems in the clinical service. Thus a desired situation is to monitor
the medical equipment so that failures can be predicted. Our research concerns
the development of methods that help on the evaluation of the machine state,
and then predicting failures before they occur.
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Our starting point is the massive volumes of log data that such complex ma-
chines generate. They are unmanageable from an human point of view and poses
us the challenge of looking for an automatic process with the aim of anticipating
unexpected behaviors. The raw data from these systems needs to be efficiently
managed and transformed to usable information in the same way that transcen-
dental data (typically experience) is encapsulated into cases for future use. In
this paper we present a methodology to achieve such goals that combines se-
quence learning and case-based reasoning (CBR) in order to catch meaningful
information over system logs and reuse it in order to avoid future failures.

On the one hand, sequence learning algorithms allow us to relate events in the
log file which happen in a time window and take place frequently before failures.
On the other hand, case-based reasoning facilitates combination of sequences
in a case base so that new partial sequences of events from equipment can be
labeled as candidates to failure.

This paper is organized as follows. First we introduce in Section 2 a review
of sequence learning techniques that are basic to understand what follows next.
Afterwards, we describe in Section 3 the proposed methodology. We continue
by providing the information about the application domain we are working on
and the results obtained in Section 4. Finally, in Section 5 some related work is
highlighted and some conclusions and discussion are provided in Section 6.

2 Background on Sequence Learning

The goal of sequence learning methods is to find frequent patterns of sequences.
Among a large number of mining algorithms over sequential data, the Apriori
algorithm is a classic [3].

Given a set of sequences, Apriori selects patterns over them with a minimum
support. For that purpose, it builds a lattice of patterns. At the bottom of the
lattice sequences of length one are considered; at the top, the longest sequence
that can be generated is provided; each element of the lattice is annotated with
a counter that represents the number of times the sequence is present in the
input set. The ones that goes over a given threshold (support) are considered as
frequent. For example, given the input sequences provided in Table 1, Apriori
builds the lattice provided in Figure 1.

Apriori has three main difficulties: it generates huge sets of candidate se-
quences, scans the data multiple times, and has problems when mining long
sequential patterns. PrefixSpan [4] improves Apriori but still generates a big

Table 1. A collection of sequences

Sequence id Sequence data

S1 <A,B,C,D>

S2 <A,C,D>

S3 <A,B,D>

S4 <A,C>
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Fig. 1. Resulting lattice from sequences of Table 1. Grey line separates sets with a
support higher than 2.

search space of sequence candidates. To reduce candidates, the concept of closed
patterns that represents a reduced subset of interesting frequent patterns is in-
troduced in the LCM (linear-time closed itemset miner) [5] and CloSpan (closed
sequential pattern mining) algorithms [6].

Particularly, CloSpan assumes that mining the full set of frequent subse-
quences generates an explosive number of long patterns, which is prohibitively
expensive in both time and space. As authors say, the purpose of this alterna-
tive approach is to mine frequent closed subsequences only, i.e., those containing
no super-sequence with the same support. This method produces a significantly
less number of discovered sequences while preserving the same expressive power
since the whole set of frequent subsequences, together with their supports, can
be derived easily from mining results. This allows mining of really long sequences
that are un-minable by other algorithms.

Finally, the GSP (generalized sequential pattern) algorithm allows for time
constraints such as maximum gap and minimum gap among the sequence ele-
ments [7]. A comparison of the different outputs of the algorithms described in
this section is provided in Table 2.

Table 2. Algorithm classification according to their output models

Model Algorithm

eventj and eventk and eventl –> eventm with supp y Apriori
PrefixSpan
CloSpan

eventj and eventk within 2 seconds –> eventm GSP
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Other interesting algorithms to deal with sequences, but not based on lattices,
are Hidden-Markov methods as [8], ELPH (Entropy Learning Pruned Hypoth-
esis space) [9], an alternative proposal based on entropy measures, and series
predictors, as ARIMA [10]. They are out of the scope of this work, but can be
taken into account for further research.

In addition to learning algorithms, there are other interesting works related
to primitives for handling sequences, as sequence features (like gaps between
elements of a sequence, position of elements in a sequence), distances between
sequences (Hamming, Levenshtein (edit), Kullback-Leibler-based), and genera-
tive models (as motifs, short distinctive sequence patterns shared by a number
of related sequences).

3 Methodology

Given a set of log files of complex medical machines, our goal is to obtain pre-
diction information. For that purpose, we have defined a methodology consisting
on the following steps:

1. Generation of sequences: Transformation of log records into sequential
data.

2. Find sequential patterns: Obtention of closed frequent patterns from
sequential data.

3. Build cases: Association of sequential data to machine states in a case
structure.

4. Use case-based reasoning to predict failures.

Each log file we are given corresponds to the information gathered from a given
machine during a day (see Figure 2). The length of the file is not fixed, but de-
pends on the machine behavior. There are several log files corresponding to fault
machines and some log files that come from operational machines (that do not
fail). For every machine, M1, . . . , Mn, there are several log files chronologically
ordered, namely LogF ile(M i, di

1), . . . , LogF ile(M i, di
ki

), one per day di
j . In case

that the machine breaks, the last log file contains the last information gathered
from the fault. Step 1 and 2 of the methodology is repeated for each log file (i.e.
k1+ . . .+kn times); then in step 3, all the previous results are joined to configure
out a case base that is then used in step 4 (see the flow diagram of Figure 3).
All the steps are detailed in the remaining of the section.

3.1 Sequence Generation

Given a log file LogF ile(M i, di
j), which contains log records, we generate se-

quence data into a new file LogF ilesq(M i, di
j).

The structure of the input log file is the one shown in Figure 2. There are four
fields per record, which represents an event. They are the following:
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Fig. 2. Log file example

Fig. 3. Flow diagram
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Fig. 4. Sequence data generation

– Timestamp, which records the time when the event happens.
– Event code, which identifies the event.
– Event value.
– Textual information, i.e., annotations about the event.

As a first step, we reduce event codes and values to a single event by concate-
nating them (see Figure 4), and then, we generate sequences. In our context, we
define a sequence as a list of events, in a specific order, that occurs close in time.
We are aware that close is a subjective term, therefore we model it using a time
window of length MaximumEventTime (MET). Thus,

– If an event eventi occurs in time t and an event eventj occur in time t′ <
t + MET we consider that they are belonging to the same sequence. Thus
the sequence (eventi, eventj) is generated.

– If an event eventi occurs in time t, and a second event eventj in time t+MET
we consider that they are not related; they belong to different sequences.
Then, there are two sequences, one finishing by eventi, and the next one
starting by eventj: (. . . eventi) (eventj . . .).

Although other decisions could have been taken, we decided to fix this interval
experimentally, in the domain we are involved, as 1 second. The sequences grow
as does the time interval, becoming unmanageable in subsequent steps. As a
future work, a scalability analysis based on this value should be performed. But
it depends on the domain, and for our current problem the 1 second time interval
seems to be adequate.

After this step we get a new file, LogF ilesq(M i, di
j), in which each row corre-

spond to a different sequence eventi1 , . . . eventij .

3.2 Sequential Patterns Mining

Given a file of sequences LogF ilesq(M i, di
j), we use a sequential learning al-

gorithm to learn frequent patterns LogF ilefp(M i, di
j). As a result, we obtain
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Fig. 5. Sequential patterns mining

several sequence patterns with its corresponding support (see Figure 5). A pat-
terns has the following form:

< (event1, . . . , eventi)(eventi+1, . . . , eventj) . . . (. . . eventn) >

There are events grouped between parentheses, and then groups ordered between
angle brackets. Thus, a sequence represented by the pattern can be any of the
one that selects one event from each group, while maintaining the order. For
example, the sequence pattern < (event1)(event2, event3)(event4) > represents
the following sequences: (event1, event2, event4) and (event1, event3, event4).

Due to the fact that most of the sequence learning algorithms could return
us a big amount of resulting sequences we only take into account patterns with
a support higher than 8, meaning that we deal with a much smaller number of
sequences.

3.3 Case Generation

This step comes after we have repeated the sequence generation and sequential
pattern mining steps for every log file and for every machine; so the inputs
of this step are k1 + . . . + kn files (LogF ilefp(M1, d1

1), . . . LogF ilefp(M1, d1
k1

),
. . . , LogF ilesq(Mn, dn

kn
)). All such sequences are used in this step to compound

cases. A case has three main elements:

– Sequence pattern (SP).
– Support: the number of times that a pattern appears in the log file.
– Class (failure or operational).

Each row of an input file produces a case appropriately, but we only consider
sequences that are exclusive of every class. That is, if a sequence belongs to a
broken machine, and it does not appear into a file of a operational machine,
then we generate a (positive, failure) case. Conversely, if a sequence belongs to
an operational machine register and it does not appear into a file of a broken
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machine, then we generate a (negative, operational) case. Any other situation in
the middle is ignored.1

As a result of this step we get a single case base.

3.4 Case Based Reasoning for Sequential Data

CBR is used here as a classification tool in order to distinguish between failures
and normal cases. Regarding the particularities of our data, we have focused on
the definition of a distance measure between sequences that allow us to compare
the similarities between cases (retrieve phase).

Given a new case C in which a sequence of events S from a machine has to be
analyzed, the retrieve phase recovers the set of most similar cases C1, . . . , Cr,
where Ci =< SP i, supporti, classi >. For that purpose we need to define a dis-
tance between the sequence S and the sequence pattern SP , which takes into
account that sequence patterns can be partially fulfilled. That is, a sequence S =
(eventa, eventc) partially fulfills the pattern SP =< (eventa)(eventb)(eventc) >.

Thus, the distance between a given sequence S = eventi1 , . . . eventij and a
sequential pattern SP is defined as follows:

dist(S, SP ) = 1 − maxss(S, SP )
length(SP )

. (1)

where maxss(S, SP ) is the length of the maximum subsequence of S following
partially or completely the constraints of SP . That is, SP defines a collection of
ordering constrains among its events. For example, a pattern defined by 3 events
such as event1, event2 and event3 defines the 3 following constraints: event1
goes before event2, event1 goes before event3 and event2 goes before event3; and
it does not allow, for example, event2 goes before event1.

To determine the maximum sequence to compute maxss(S, SP ), the following
pattern matching algorithm is defined:

1. Select the events common to S and SP into I.
2. Select the events of I that satisfy the ordering constraints of SP .

The output of this algorithm could be more than one longest sequence. But due
to the fact that the found sequences have the same length, it does not matter
which of them is taken to compute the maxss result.

Moreover, with this algorithm we are given the same result to sequences that
exists in the pattern without gaps, as well as subsumption of sequences in the
pattern. We can explain that with the following examples:

– Without gaps: S = (A, A, B, D, A) and SP =< (A)(A)(B) >; the resulting
longest sequence is (A, A, B).

– Subsumption without repetition: S = (A, D, B, A, B) and
SP =< (A)(A)(B) >; the resulting longest sequence is (A, A, B).

– Subsumption with repetition: S = (A, D, B, A, B, A, A, B) and
SP =< (A)(A)(B) >; the resulting longest sequence is (A, A, B).

1 In fact, we are xor-ing the sequences.
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According to Equation 1, k cases are selected (k-m method). Next, in the reuse
phase, the final solution is obtained using the Pous method [11]. This method
assigns the final class to a case depending on the ratio DVpous between accumu-
lated similarities of positive (failures) and recovered cases. If DVpous goes over
a threshold τ , cases are considered positive (failures).

Finally, revise and retain methods are left for future work.

4 Experimentation and Results

We have implemented the methodology by combining CloSpan [6] with
eXiT*CBR [12]. On the one hand, CloSpan is a very well known sequence learn-
ing algorithm, GNU available, in which several researchers are continuously im-
proving its efficiency. On the other hand, eXiT*CBR is a case-based reasoning
tool developed with modularity on mind, so that every step of the basic four-r
CBR cycle can be easily re-implemented in order to adapt it to a particular
problem context. Particularly, we have added the sequence distance defined in
Section 3.4 as a new method, so that the retrieve module is able to deal with
sequences. Moreover, this tool provides valuable validation facilities as provides
cross-validation techniques, automatized data set generation and an advanced
experiment navigation framework based on plot images that assists the interpre-
tation of the results.

4.1 Experimental Set Up

Our experimental data consists on log files from 14 machines, 10 of them that
stops due to some deviation (failure), and 4 than works operationally. There are
21 log files for every fault machine, one per day before it stops working; the
information collected from operational machines is not homogeneous: 24, 17, 20
and 18 log files2.

Of course the experimental data, as it is, is biased towards failures. So we
followed a stratified cross validation approach to obtain up to 10 folders for
training and testing the methodology.

We have used ROC (Receiver Operator Characteristics) curves [13] to analyse
the results. ROC curves depict the tradeoff between true positives and false
positives regarding to a changing parameter. In our case, the parameter analyzed
affects the reuse method, varying the τ threshold from 0 to 1 to generate the
ROC curves.

4.2 Results on Sequence Learning

We started working with CloSpan [6]. This resulted in an efficient algorithm,
based on mining frequent closed subsequences (i.e., those containing no

2 Data is not public available because it is subject to a non-disclosure agreement with
the provider.
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super-sequence with the same support). We started testing with a concrete im-
plementation [14] and then we developed a tool to parse and convert our original
log data to the correct CloSpan input files.

From each log file, we run the algorithm and we obtain sequences as the
following one (outcomes of step 3):

< (E37)(E37)(E42)(E37)(E43)(E37)(E46)(E320) >

Num = 1435976, Support = 85, ItemsetNumber = 8

where Num is the internal number of CloSpan assigned to the sequence, Support
the number of times this pattern occurs, and ItemsetNumber the length (num-
ber of items) of the sequences.In Table 3 an output example of this step is
provided, in which CloSpan has been found patterns up to 11 event length. Re-
garding the required parameters of CloSpan, we have used a minimum support
of 1% due to the high volume of data available.

Average results differ significantly between normal and failure situations.
About 1,940 sequences per log file have been obtained in the first case, while
122,626 in the second case. In this latter case, the deviation among the number
of frequent sequences found in every machine is high (from 200 to 20,000). So
there is a lot of events in normal functioning that could be related to informa-
tion events (and maybe related to the patient conditioning), but not necessarily
to malfunctioning. Such results, then, reinforces our strategy of xor-ing the se-
quences between normal and operational cases as suggested in the step 3 of the
methodology.

4.3 Results on Case-Based Prediction

As explained before, there was a high bias towards abnormal cases: among
174,542 cases compiled finally in step 3 of the methodology, 16,155 correspond
to normal situations, while the remainder (158,387) to failures. Thus, stratified
10-fold cross-validation has been used with a 3% of cases for testing purposes.
That means that in a single experiment:

– There are 6,148 cases for training, half failures, half normal
– There are 190 cases for testing, half failures, half normal.

The results are very satisfactory. They are shown in the left ROC plot of Figure 6.
The area under the curve is surprisingly high 0.97 so probably we are in an over-
fitting situation.

There are some reasons that can explain this behavior: the fact that test cases
have been randomly taken from the big amount of sequences, some of them really
similar and partially subsuming others. Taking a subset of them with the aim of
generating the set of test cases may not be representative of a real situation.

Further experiments should be performed under the guidance of human ex-
perts who should interpret the obtained sequences, deal with the specificity of
them, and provide additional knowledge that allow the definition of additional
steps in the methodology that produce higher abstract patterns.
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Table 3. Results from CloSpan

< (E37)(E37)(E42)(E37)(E43)(E37)(E46)(E320) > Support = 85
< (E37)(E37)(E42)(E320)(E37)(E37)(E46)(E320) > Support = 87
< (E37)(E37)(E42)(E320)(E37)(E43)(E37)(E46)(E320) > Support = 84
< (E37)(E37)(E42)(E320)(E37)(E43)(E37)(E46) > Support = 88
< (E37)(E37)(E42)(E320)(E37)(E43)(E37)(E320) > Support = 86
< (E37)(E37)(E42)(E45)(E320)(E37)(E43)(E37)(E46)(E320) > Support = 81
< (E37)(E37)(E42)(E45)(E320)(E37)(E43)(E37)(E46)(E405)(E320) > Support = 78
< (E37)(E37)(E42)(E45)(E320)(E37)(E43)(E37)(E46) > Support = 84
< (E37)(E37)(E42)(E45)(E320)(E37)(E43)(E37) > Support = 85
< (E37)(E42)(E45)(E320)(E37)(E37)(E46)(E320) > Support = 82
< (E37)(E45)(E320)(E37)(E43)(E37)(E46)(E320) > Support = 84
< (E320)(E37)(E37)(E42)(E37)(E43)(E37)(E46) > Support = 60
< (E320)(E37)(E37)(E42)(E320)(E37)(E43)(E37) > Support = 59
< (E320)(E37)(E37)(E42)(E320)(E37)(E46)(E320) > Support = 59
< (E320)(E37)(E37)(E42)(E45)(E320)(E37)(E320) > Support = 59
< (E320)(E37)(E42)(E37)(E43)(E37)(E46)(E320) > Support = 59
< (E320)(E320)(E37)(E43)(E37)(E46)(E405)(E320) > Support = 72
< (E493)(E493)(E493)(E493)(E493)(E493)(E493)(E493) > Support = 76
Total # of TreeNode: 1337
Closed/Max 1 : 53
Closed/Max 2 : 113
Closed/Max 3 : 170
Closed/Max 4 : 267
Closed/Max 5 : 327
Closed/Max 6 : 190
Closed/Max 7 : 49
Closed/Max 8 : 14
Closed/Max 9 : 2
Closed/Max 10 : 1
Closed/Max 11 : 1

5 Related Work

One of the first attempts to use sequences in a CBR system is [15] for solving a
intrusion detection problem. There, the authors define a case structured in parts,
in what they called sequence cases; moreover, cases follow an organizational
structure that allows a dynamic selection of cases according to the information
available. The authors approach is useful particularly in their problem domain,
when sequences are unsegmented, that is, there is no clear separation from one
sequence to another. This work differs from us since we are integrating sequence
learning with case-based reasoning, in different steps of a methodology, and then,
we feed CBR with segmented sequences.

Pioneer work on intrusion detection is [16] which also deals with sequences but
following an instance based learning approach. In this work, the authors propose
a method to learn sequences from a stream based on defining a similarity measure
that requires equal fix length sequences. As a consequence, a complementary seg-
menting process is carried out to obtain sequences from event streams based on
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Fig. 6. ROC obtained with eXiT*CBR. Average over 10 sets

sliding windows of a given length. Each fix length generated sequence becomes
an instance, and so the amount of instances becomes significantly increased.
Therefore, reduction methods are further required to control the case growth.
Conversely, we are taking advantage of existing sequence learning algorithms, so
sequences are obtained with a given support and confidence, becoming general-
ized patterns of cases, and no further reduction of the case base is required. On
the other hand, our similarity measure takes into account subsumption relations
between the sequences to be compared independently of their length.

There have been other previous synergies between sequence learning and CBR,
as [17], in which the authors propose learning methods to select sequences of
repairs in a CBR system, when more than one repair exists.

Other works deal with sequences as data to be handled by case-based reason-
ing systems although not necessarily hybridizing leaning methods. For example,
in [18] the authors propose to code RSA sequences into numbers (0 normal, 1-9
dysfunctional), and then use the obtained time series as cases in order to find
risk of suffering illnesses to the patient the RSA belongs. In this case, sequences
have been translated to time series. Conversely, the work of [19] starts from time
series which are qualified so that they become sequences, that feed a CBR for
voltage sags detection.

There are also domains in which the use of sequences, as data structures
to be handled by CBR, are naturally used. This is the case of product design
[20,21] and assembly sequence planning [22,23]. In most of these approaches, op-
timization techniques, as constraint satisfaction problem or genetic algorithms
are integrated in the reuse phase of a CBR system. Thus, CBR shows its ver-
satility as general problem solving methodology in which several techniques can
be integrated in the different phases.
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Finally, it is important to highlight other related works to sequence learning
in complex equipment prediction but which not follow a CBR approach. For
example, in [24] the authors propose to use the GSP algorithm (see Section
2) to learn frequent patterns, and then use statistic methods to correlate the
learnt patterns. That is, frequent sequences could end in information, warning
or serious errors. Next, statistical methods are used to establish relationships
between different pattern sequences (warning and then error). If we can extend
our case-base system to consider different classification situations, then we think
that we can also improve our system with the insights of [24].

6 Conclusions

In this paper we have presented an original methodology that combines data
mining over sequences and case-based reasoning to predict failures on complex
medical equipment. From raw data coming from log files, frequent sequences are
learnt, that thereafter are used to predict future equipment behaviours (failures).
The methodology has been implemented and tested obtaining high successful
results.

As a future work, we will continue experimenting with different methods of
knowledge extraction in order to improve case definition and, consecutively, an-
ticipate prediction. For example, we should be able to provide as a solution the
interval time in which the failure is expected to occur. Other deeper research
should include the use of the supporting values obtained in sequences in the
distance measure defined to compare sequences. Finally, the combination of dif-
ferent errors should also be explored, as in [24].
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Abstract. This paper describes an approach to Case Based Reasoning
(CBR) for image categorisation. The technique is founded on a time se-
ries analysis mechanism whereby images are represented as time series
(curves) and compared using time series similarity techniques. There are
a number of ways in which images can be represented as time series,
this paper explores two. The first considers the entire image whereby
the image is represented as a sequence of histograms. The second con-
siders a particular feature (region of interest) contained across an image
collection, which can then be represented as a time series. The proposed
techniques then use dynamic time warping to compare image curves con-
tained in a case base with that representing a new image example. The
focus for the work described is two medical applications: (i) retinal im-
age screening for Age-related Macular Degeneration (AMD) and (ii) the
classification of Magnetic Resonance Imaging (MRI) brain scans accord-
ing to the nature of the corpus callosum, a particular tissue feature that
appears in such images. The proposed technique is described in detail
together with a full evaluation in terms of the two applications.

Keywords: Case Based Reasoning, Image Analysis, Time Series Anal-
ysis, Dynamic Time warping.

1 Introduction

In its traditional form Case Based Reasoning (CBR) is typically directed at tab-
ular data. Current research within the domain of CBR seeks to widen the scope
of the technology by, amongst other initiatives, applying it to alternative forms
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of data such as images, sound, video, etc. There are two principal issues to be
considered when applying CBR to non-standard data. The first is how to best
represent the input so as to facilitate CBR. The second is the nature of the
similarity checking mechanism to be applied. The two issues are closely related.
One potential solution is to translate the input data format into an appropriate
tabular format so that traditional approaches to CBR can be applied. In the
case of image datasets this involves the application of segmentation and regis-
tration techniques. This paper proposes the adoption of an alternative approach
to image representation whereby salient images features are encapsulated using
time series.

Referring back to the two issues identified above the questions to be addressed
are: (i) how can images best be translated into time series; and (ii) given an
example time series represented image, how can we identify the most similar
image within a Case Base (CB). With respect to the time series representation
of images, we may consider images in their entirety or in terms of some sub region
that features across the image set. The first takes into account the entire image
while the second is directed at some specific feature within the image. Which is
the most appropriate depends in part on the nature of the application. If the
content of the entire image is important or if there is no single defining feature,
then the first should be adopted. The second approach is only applicable if there
is some feature that exists across the image set that is significant with respect to
a particular application. Once a time series representation has been generated
a similarity checking mechanism is required. Essentially this entails some form
of curve comparison. The technique promoted in this paper is Dynamic Time
Warping (DTW). This was selected because it is well understood and operates
on curves that are not necessarily of the same unit length.

The intention of the paper is to provide an insight into the operation of
time series analysis CBR with respect to the above. To act as a focus for the
analysis, two specific applications are considered: (i) the screening of retinal
images for Age-related Macular Degeneration (AMD), and (ii) the categorisation
of Magnetic Resonance Imaging (MRI) brain scans. AMD is an eye condition
that affects the macula, the central portion of the retina. It is the leading cause of
irreversible blindness in the elderly and is a growing global healthcare challenge
due to our ageing population; early detection may offer an opportunity for the
application of timely treatment to inhibit the progress of the condition. A good
way of identifying the early onset of AMD is through the identification of “fatty
deposits” (called drusen) and pigment abnormality in the retina. Currently this
is achieved by visual inspection, by clinicians, of the “fundus” photograph. This
is a time consuming process and subject to human factors such as skills and
tiredness; automated screening is therefore seen as beneficial even if only a coarse
grading can be achieved.

The screening of retinal images for AMD requires the entire image to be
taken into consideration. The second application, the categorisation of MRI brain
scans is directed at a particular region within such scans, namely the corpus
callosum. The corpus callosum connects the two hemispheres of the brain. It
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is conjectured that the size and shape of the corpus callosum dictates certain
human abilities (such as mathematical or musical abilities), human characterises
(such as “handedness”) and certain medical conditions (such as epilepsy).

The rest of this paper is organised as follows. Section 2 provides some back-
ground with respect to time series analysis, DTW and CBR. The two applica-
tions, that form the focus of the work reported in this paper, are then described
in Sections 3 and 4 respectively. The sections also include a full evaluation of
the proposed approaches using real data. A summary and some conclusions are
then presented in Section 5.

2 Background

Time Series Analysis (TSA) is concerned with the study of data that can be
represented as one or more curves with a view to extracting knowledge using
this representation. Note that the data dimensions do not necessarily need to
include time, TSA may be applied to any form of data that can be represented
as a sequence of one or more curves. The fundamental issues of TSA are: (i)
how to measure similarity between time series and (ii) how to compress the time
series while maintaining discriminatory power. Similarity can be measured in
terms of ([2]): (i) similarity in time, (ii) similarity in shape and (iii) similarity
in change. Related areas are Time Series Data Mining (TSDM), forecasting and
the analysis of moving object data. An example of the last can be found in [24].
Keogh and Kasetty [18] give a survey of TSDM. For a discussion of time series
forecasting see [1].

Dynamic Time Warping (DTW) is a technique whereby two time series can
be compared. The technique does not require the two curves to be of the same
length and takes into account a certain amount of “skew” to obtain a best fit.
DTW was first proposed by Sakoe and Chiba [27] and was originally applied to
speech recognition problems, but subsequently has been applied in much wider
areas of application [19]. Given two time series: Q = {q1, q2, . . . , qi, . . . , qn} and
C = {c1, c2, . . . , cj , . . . , cm}, these can be aligned using DTW by constructing a
n by m grid (matrix) such that the value for element (i, j) is the squared Eu-
clidean distance from point cj on curve C, a comparator sequence, to point qi

on curve Q, the query sequence, i.e. a sequence we wish to compare to C with
the aim (say) of categorising Q. The best match between the two sequences Q
and C is the warping path that minimises the total cumulative distance from grid
element (0, 0) to (n, m). A warping path is any contiguous set of matrix elements
from (0, 0) to (n, m). The warping cost associated with a particular path is its
cumulative distance. DTW tends to produce better results than using a straight
forward point-to-point comparison, however it tends to be computationally ex-
pensive. A number of tricks can be used to speed up the process. For example
we can coarsen the data to produce an approximate path (i.e. do not use every
sample point). Alternatively, from the observation that we can expect the best
path to approximate to the line from (0, 0) to (n, m), we can omit many calcu-
lations. Work has been done on the nature of the warping window (for example
use of the “Sakoe-Chiba band” or the “Itakura parallelogram”.)
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Case Based Reasoning (CBR) has a well established body of literature associ-
ated with it. Recommended reference works include [21] and [20]. For a review of
the application of CBR in medical domains see [16] or [3]. For a discussion on the
crossover between data mining and CBR interested readers are referred to [25].

3 AMD Screening

The motivation for AMD screening was introduced in Section 1. The objective is
to detect the presence of drussen (a primary indicator of AMD) in retina images
collected as part of a screening programme; thus we wish to categorise/classify
retina images as positive (evidence of AMD detected) or negative (normal).
Three example images are presented in Fig. 1. The image on the right (Fig.
1[c]) is from a normal eye, while the other two (Figures 1[a] and [b]) are images
of eyes that contain drusen (light coloured flecks scattered across the image)
and other pathological features. Inspection of the images indicates the difficulty
in detecting the drusen. This is thus one of our motivations for employing CBR
techniques, rather than to attempt to detect these features using other techniques
such as image segmentation. The optic disc (OD), a bright coloured disc featured
in the retinal images in Fig. 1 from which all blood vessels emanate, connects
the retina to the “optic nerve”. The macula, clearly visible in the center of the
image given in Fig. 1[c] as a dark coloured region, acts as a light detector and
provides humans with the central vision essential for seeing fine details and with
the colour vision (the macula is obscured by drusen in Figures 1[a] and [b]).

[a] [b] [c] 

Fig. 1. Example of Retinal Images, [a] and [b] feature AMD, while [c] does not

3.1 Time Series CBR for AMD Screening

To represent images of the form shown in Fig. 1 the approach advocated in this
paper is to consider the images in terms of pixel values using the Red-Green-
Blue (RGB) colour model and the Hue-Saturation-Intensity (HSI) representation
of the RGB model. As such each image can be represented as a sequence of
histograms, with length M , to which a curve can easily be fitted. Each histogram
is represented as a curve hi, such that each point along the curve, hi(m) takes
some value β (where 0 ≤ m < M , and β is the number of occurrences of intensity
value m in image i).
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Fig. 2. Retinal images after [a] enhancement, [b] blood vessels removed and [c] optic
disc removed

Prior to translating the images into time series some enhancement to the his-
tograms was undertaken. The enhancement was done by applying a Contrast
Limited Adaptive Histogram Equalisation (CLAHE) [33] technique. CLAHE
computes histogram for different parts of an image and equalises each histogram
separately. This image enhancement process increased the visibility of edges in
the retinal images, as can be seen by comparing the enhanced image given in
Fig. 2[a] with the image given in Fig. 1[c]. Initial experiments [13], indicated that
the green and saturation channels produced the best results. The green channel
was thus selected as the most appropriate for retina representation using the
RGB model because of its ability to show the greatest contrast compared to
other colour channels, seen as essential for retinal object identification [4,32].
The saturation component was selected as this has also been shown to produce
good performance in identifying AMD featured retinal images [13]. The tech-
nique described here thus considers only the green and saturation channels. The
length of the histograms, M , was set to 256 (number of RGB colour space cells)
for the green channel histograms and 101 (with values ranging from 0 to 100)
for the saturation histograms.

It was also found that the removal of pixels representing blood vessels en-
hanced the categorisation process. This was achieved by applying a retinal blood
vessels segmentation algorithm [29] to segment the blood vessels. The identified
blood vessels pixels were replaced by null values and consequently omitted from
the histogram generation process. Fig. 2[b] gives an example of a retinal image
with blood vessel pixels removed (indicated in white) by applying this process
to the image given in Fig. 2[a].

Further experiments [14], indicated that the optic disc can obscure the pres-
ence of drusen. It is technically possible to remove the pixels representing the
optic disc in the same way that blood vessel pixels were removed. To achieve
this, a variation of optic disc detection using the horizontal and vertical axis
of retinal images as proposed in [23] was applied. The retinal blood vessels bi-
nary image and the enhanced green channel image was utilised to generate both
the horizontal and vertical signals, instead of using the original green chan-
nel image [23]. The optic disc pixel values were then replaced with null values.
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Fig. 3. Retina Image Categorisation Using Time Series CBR

Fig. 2[c] shows the retinal image given in Fig. 2[b] with the optic disc removed.
It is also worth noting that the back coloured pixels (around the retina image)
were excluded as well when the histograms were generated.

However, the routine removal of the optic disc can result in the removal of pix-
els representing drusen; especially where the drusen are close to, or superimposed
over it. A two stage CBR approach is thus proposed consisting of two Case Bases
(CBs), the primary CB and a secondary CB. The primary CB comprised the green
and saturation histograms of labelled retina images (positive and negative) that
included the optic disc but with blood vessels pixels removed, and the secondary
CB comprised similar histograms but with the optic disc removed also.

A block diagram indicating the proposed CBR process is presented in Fig. 3.
Given a new image we attempt to categorise this with reference to the primary
CB first (CB1 in Fig. 3). The green channel histogram of the new image is
compared to each of the green channel histograms in CB1 by means of computing
the similarity measure between two histograms using DTW. A similar approach
is also applied to the saturation histograms. These processes will generate the
preliminary results comprising distance values between the green and saturation
histograms of the new image, with the green and saturation histograms of each
image in CB1. The similarity between the new image and each case in CB1 is then
calculated by taking the average of each case’s green and saturation histograms
similarity values. If there exists only one “most similar” case, or there exist a
number of most similar cases but all with the same label, the preliminary results
will be taken as the final categorisation result and consequently the new image
will be labelled as AMD or normal according to the label of the most similar
image in CB1. If no clear result is obtained (i.e. there are two or more most
similar cases with contradicting labels) the pixels representing the optic disc in
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the new image are removed and the CBR process is repeated but this time with
the secondary CB (CB2 in Fig. 3). For a more complete description interested
readers are referred to [14].

3.2 AMD Screening Evaluation

To evaluate the time series CBR approach as applied to retina image screening a
data set comprising 161 images, of which 101 were AMD featured images, were
utilised. All of the images were acquired as part of ARIA1 project, which aims
to provide a platform that is capable of predicting eye disease risk on individuals
at the point of image acquisition process.

Table 1. Results from AMD Screening Experiments

TCV Specificity (%) Sensitivity (%) Accuracy (%)
run CBs SH CBs SH CBs SH

1 67 67 82 91 77 82
2 50 33 60 80 56 63
3 84 83 100 90 94 88
4 84 67 90 80 88 75
5 67 50 100 90 88 75
6 83 50 80 70 81 63
7 50 67 90 100 75 88
8 67 50 90 90 81 75
9 67 33 70 70 69 56
10 67 33 100 100 88 75

Average 68 56 86 86 80 74

The results of the evaluation, using Ten-fold Cross Validation (TCV) are given
in Table 1. The table gives values for the specificity, sensitivity, and accuracy
recorded for each TCV. Results obtain using the above approach (columns
marked CBs) were compared with results obtained using a spatial-histogram
approach [15]. From the table it can be seen that the proposed approach, that
is advocated in this paper, provides the best results with 80% accuracy, and an
average increase of 5% over all evaluation metrics.

4 MRI Scan Categorisation

The second application considered in this paper is the categorisation of MRI
brain scans according to a single feature within those scans, namely the corpus
callosum. The objective of the study was to investigate the application of time
series CBR in the context of a Region of Interest (ROI) contextualisation. As
noted in Section 1 the study of the nature (shape and size) of the corpus callosum
in MRI brain scans is of interest to the medical community with respect to
1 http://www.eyecharity.com/aria$_$online/

http://www.eyecharity.com/aria$_$online/
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Fig. 4. Midsagital MRI brain scan slice showing the corpus callosum (highlighted in
the right-hand image)

certain medical conditions that affect the function of the brain and particular
skills. The size and shape of the corpus callosum has been shown to be correlated
to gender, age, neurodegenerative diseases and various lateralised behaviour in
people such as “handedness”. It is also conjectured that the size and shape of the
corpus callosum reflects certain human characteristics (such as a mathematical
or musical ability). Several studies indicate that the size and shape of the corpus
callosum, in humans, is correlated to gender [7,28], age [28,31], brain growth and
degeneration [12,22], handedness [6], epilepsy [5,26,30] and brain dysfunction
[8,17].

Fig. 4 gives an example (midsagital slice) of a MRI brain scan. The corpus
callosum is located at the center of the image (highlighted in the image on the
right). Fig. 4 also highlights a related structure called the fornix the significance
of which is that image segmentation techniques frequently find it difficult to de-
termine where the corpus callosum ends and the fornix starts. The focus of the
study described here is directed at the categorising of MRI brain scan images ac-
cording to corpus callosum, but could equally be applied to the characteristaion
of other types of image that feature a given object.

4.1 Time Series CBR for MRI Scan Categorisation

When attempting to categorise images according the nature of a particular fea-
ture, regardless of whether a CBR technique or some other techniques is to be
used, the first issue is to identify and isolate the feature of interest. In the case
of the corpus callosum we know, approximately, where it is located with respect
to the boundaries of an MRI brain scan. Thus we can apply a segmentation al-
gorithm to identify the corpus callosum pixels. For the work described here the
efficient graph-based segmentation algorithm [11] was used. This method is based
on Minimum Spanning Trees (MST). All pixels of the original image are viewed
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Fig. 5. Corpus callosum time series generation

as separate components. Two components are merged if the external variation
between the components is small compared to the internal variation. Note that
the segmentation can be problematic as a related tissue structure, the Fornix
(also shown in the example given in Fig. 4) is often included together with some
other spurious pixel clusters. Some data cleaning must therefore be undertaken.
A smoothing technique was first applied to the MRI scans before the applica-
tion of segmentation so as to preserves the boundaries between regions. This
smoothing operation had the overall effect of bringing points in a cluster closer
together.

Once the corpus callosum was identified we wish to represent it as a time series
so that our proposed time series CBR technique could be applied. The adopted
time series generation approach is illustrated in Fig. 5. A series of “spokes” were
radiated out from the mid-point of the base of the Minimum Bounding Rectangle
(MBR) surrounding a detected corpus callosum. The interval between spokes was
one pixel measured along the edge of the MBR. Consequently, the number of
spokes used to encode a corpus callosum varied from image to image. For each
spoke the distance Di (where i is the spoke identification number) over which
the spoke intersects with a sequence of corpus callosum pixels was recorded. The
mid point along the base of the MBR was chosen as this would ensure that there
was only one intersection per spoke. The result is a time series with the spoke
number i representing time and the value Di, for each spoke, the magnitude. By
plotting the Di against i a time series may be derived (as shown in Fig. 5).

To categorise “unseen” MRI brain scans, according to the nature of the corpus
callosum, an appropriate Case Base (CB) was constructed comprising labelled
curves generated in the manner described above. A new case could then be
compared, using DTW, to identify the most similar curve(s) in the CB. Further
information on the categorisation of MRI brain scans according to the nature of
the corpus callosum can be found in [9] and [10].
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4.2 MRI Categorisation Evaluation

This section describes the evaluation of the proposed technique using “real life”
MRI image sets. The evaluation was undertaken in terms of classification accu-
racy, sensitivity and specificity. Three studies are reported here: (i) a comparison
between musician and non-musician MRI scans, (ii) a comparison between MRI
scans belonging to right handed and left handed people, and (iii) an epilepsy
screening process. The studies are discussed in more detail below.

Musicians v. Non-Musicians. For the musicians study a data set compris-
ing 106 MRI scans was used, 53 representing musicians and 53 non-musicians,
the data set was thus divided into two equal classes. The study was of interest
because of the conjecture that the size and shape of the corpus callosum re-
flects certain human abilities (such as a mathematical or musical ability). Table
2 shows the TCV results obtained using the proposed technique. Inspection of
Table 2 demonstrates that the overall classification accuracy of the time series
CBR approach is significantly high. In many TCV cases the time series based
approach obtained 100% accuracy, even though visual inspection of the cor-
pus callosums in the image set does not lead to any clear identification of any
defining feature.

Table 2. TCV Classification Results from Musicians Study

Test set ID Accuracy(%) Sensitivity(%) Specificity (%)

1 91 100 85.71
2 100 100 100
3 91 100 85.71
4 100 100 100
5 100 100 100
6 100 100 100
7 100 100 100
8 100 100 100
9 100 100 100
10 100 100 100

Average 98.2 100 97.14

SD 3.8 0.0 6.03

Right handed v. Left handed. For the handedness study a data set com-
prising 82 MRI scans was used, 42 representing right handed people and 40 left
handed people. The study was of interest because of the conjecture that the size
and shape of the corpus callosum reflects certain human characteristics (such as
handedness). Table 3 shows the TCV results obtained using the proposed tech-
nique. Inspection of Table 2 demonstrates that the overall classification accuracy
of the time series CBR approach was again significantly high.
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Epilepsy Screening. For the epilepsy study three datasets were used:

1. The first comprised the control group from the above musicians study to-
gether with 53 MRI scans from epilepsy patients.

2. The second data set used all 106 MRI scans from the musicians study as the
control group, and the 53 epilepsy scans.

3. The third comprised all 106 MRI scans from the musicians study and a
further 106 epilepsy cases so that the control and epilepsy groups were of
equal size.

The aim of the study was to seek support for the conjecture that the shape and size
of the corpus callosum is influenced by conditions such as epilepsy ([26,30]). Table
4 shows the TCV classification results for the three epilepsy data sets. Inspection
of Table 4 indicates that the time series CBR approach performed significantly
well in the context of distinguishing epilepsy MRI scans from the control group.

Table 3. TCV Classification Results from Handedness Study

Test set ID Accuracy(%) Sensitivity(%) Specificity (%)

1 88.89 80 100
2 100 100 100
3 100 100 100
4 88.89 100 80
5 88.89 75.0 100
6 100 100 100
7 100 100 100
8 100 100 100
9 100 100 100
10 100 100 100

Average 96.67 95.5 98

SD 5.37 9.56 6.32

Table 4. TCV Classification Results for Epilepsy Study

Test 106 MR scans 159 MR scans 212 MR scans
set ID Acc. Sens. Spec. Acc. Sens. Spec. Acc. Sens. Spec.

1 72.73 80.00 66.67 75.00 70.00 83.33 81.82 88.89 76.92
2 81.82 83.33 80.00 81.25 85.71 77.78 77.27 80.00 75.00
3 72.73 80.00 66.67 75.00 70.00 83.33 81.82 88.89 76.92
4 81.82 83.33 80.00 81.25 85.71 77.78 77.27 80.00 75.00
5 81,82 83.33 80.00 81.25 85.71 77.78 68.18 70.00 66.67
6 81.82 83.33 80.00 75.00 70.00 83.33 72.73 77.78 69.23
7 63.64 66.67 60.00 81.25 85.71 77.78 77.27 80.00 75.00
8 81.82 83.33 80.00 68.75 66.67 71.43 81.82 88.89 76.92
9 72.73 80.00 66.67 68.75 66.67 71.43 72.73 77.78 69.23
10 63.64 66.67 60.00 81.25 85.71 77.78 81.82 88.89 76.92

Average 75.46 79.0 72.0 76.88 77.19 78.18 77.27 82.11 73.78

SD 7.48 6.67 8.78 5.15 9.06 4.37 4.79 6.51 3.89
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4.3 Discussion of Results

With respect to classification accuracy the time series CBR approach performed
well. Although the time series approach produced good results there was no
obvious reason why this might be the case; visual inspection of the MRI scans
did not indicate any obvious distinguishing attributes with respect to the size
and shape of the corpus callosum. Further investigation is therefore deemed to be
appropriate. With respect to computational complexity, image segmentation and
the application of DTW for categorisation of images are both computationally
expensive processes. The time complexity for the image segmentation was about
30 seconds per image. For the given data sets the application of DTW required,
on average, 90 seconds to complete the classification of the entire test set.

5 Summary and Conclusion

In this paper an approach to the categorisation of images using a time series
based CBR approach has been described. Two variations of the approach were
considered. An investigation of its application using entire images, and an inves-
tigation of its application with respect to a specific region of interest in common
across a set of images. The first was illustrated using an AMD screening pro-
gramme applied to retina images. The second was demonstrated by considering
the categorisation of MRI brain scans according to a particular feature com-
mon across such images, namely the corpus callosum. Both techniques used the
“tried and tested” technique of Dynamic Time Warping to comparing images
contained in a case base with a new image to be categorised. Different time se-
ries generation processes were demonstrated, and although these were specific to
the applications under consideration it is argued that they have general utility.
Evaluation of the approach, using “real life” data produced excellent results.
Best results were produced in the context of the MRI brain scan data, although
the reason for these excellent results requires further investigation.
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Abstract. This contribution describes a case-based decision support system 
which is intended for being used in the field of Structural Health Monitoring to 
support the assessment of structures (by using the example of lamp posts). 
Interpreting measuring data manually is a very complex task, time-consuming 
and influenced by the subjectivity of civil engineers. Therefore, the engineers 
shall be supported in assessing measuring data by using a case-based decision 
support system. A measurement of a structure and a manual assessment by an 
engineer represent a case in a case base. Similar cases/structures shall be 
retrieved and made available for assessing new measurements. For supporting 
the assessment of simple structures (lamp posts), a case-based system shall be 
provided for interpreting measuring data semi-automatically to make 
suggestions about lamp posts’ condition. Thereby, time and costs can be 
reduced more than 90% by the use of computer-aided assessment in comparison 
with the manual interpretation. 

Keywords: Case-Based Reasoning, Decision Support System, Structural Health 
Monitoring, Semi-Automated Assessment. 

1   Introduction 

The overall objective of this contribution is to check the possibility whether the 
method Case-Based Reasoning (CBR) (see more at [1], [3], [9], [13]) can contribute 
successfully to support Structural Health Monitoring (SHM) to monitor, analyze and 
assess structures like lamp posts. Thereby, important information of structures shall 
be provided but also suggestions about the condition assessment of structures shall be 
made [4]. 

SHM defines the implementation of a damage identification strategy to identify, 
localize and, in best case, even to prevent possible damages of structures like 
buildings, bridges, pipes, lamp posts or wind engines. A pending damage should be 
detected preferably before damage occurs to initiate countermeasures. 

The traditional condition assessment is done manually by civil engineers. Thereby, 
measured data (from different sensors) and optical parameters of the structure have to 
be interpreted. The analysis and interpretation of measuring data done by engineers 
represent a very complex and time-consuming issue whereby this way of condition 
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assessment is very cost-intensive. In addition, the results are affected by the 
subjectivity and experience of the civil engineers. 

For assessing complex measuring data numerous parameters have to be considered 
to detect the dynamic behavior of structures. These parameters are e.g., 
eigenfrequencies, mode shapes, damping or vibration intensities and they must be 
interpreted in conjunction. To analyze and assess these complex parameters correctly 
the engineer needs a wide experience in SHM and condition assessment. But the 
problem of the manual assessment is the subjectivity of engineers in interpreting 
measuring data. Each engineer assesses measuring data differently than a colleague 
and thereby can cause misinterpretations. Thus, possible damages of structures can be 
overlooked or not localized in time. This problem will be pointed up with the 
following statement: 

„Each administration uses different condition rating techniques. Such a situation 
may derive from the fact that the same bridge, assessed by two engineers from 
different countries, can be rated with different grades.” [17] 

For these reasons a computer-aided, prototypical system was developed to 
support the engineers in assessing structures. A short introduction of the case-based 
system shall be presented to understand the idea of using CBR for SHM. The idea 
was to use CBR to compare structures and its assessments. The cases stored in a 
case base consist of parameters (e.g., eigenfrequencies, optical condition) and a 
manual assessment of the structure. If a new structure shall be assessed the 
parameters of this new structure have to be imported into the case-based system. 
The system searches for the most similar cases in the case base and presents the 
results to the user. Due to the fact that the cases stored in the case base are already 
assessed from an engineer, the system can reuse this assessment for the new 
structure. The engineer now has a suggestion of similar structures together with 
assessments. This supports the engineer in his/her decision making process. After 
adapting the suggested solution by the engineer s/he can store the new case 
(parameters of the new structure and reused/adapted solution) in the case base and 
finally, the case is available for future reuse. 

In conclusion, the engineers shall be supported in their decision making process to 
get cost-saving, rapid and mainly objective assessments of structures. Tests and 
experiments with real measuring data shall show empirically the possibility of using 
CBR for SHM. Therefore, a prototypical case-based decision support system for the 
semi-automated assessment of structures in terms of SHM was developed [4]. 

Finally, the contribution is structured as follows:  
Section 2 gives a motivation for the case-based decision support system for SHM 

and points out the advantages of semi-automated assessment of structures. Section 3 
describes the most important fundamentals of SHM to understand the domain even 
better. Section 4 gives an overview about related research of CBR for SHM. Section 5 
describes the case-based decision support system for SHM and in section 6 an 
example about the assessment of lamp posts is presented. Thereby, tests and 
experiments with real measuring data as well as results are shown. Finally, the 
conclusion and intended future work is discussed in section 7. 
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2   Motivation 

SHM is gaining more and more in importance whereupon the assessment and life-
time prediction of structures shall be supported with computer-aided systems. The 
numerous structures produce massive amount of measuring data. For this reason the 
manual assessment is very time-consuming, cost-intensive and moreover, subjective 
and it is impossible to assess all measuring data manually [6]. Therefore, SHM 
engineers have a strong need to semi-automate the assessing process to increase the 
quality of interpreting measuring data and to decrease costs and subjectivity. 

Life-time prediction is another interesting and important task in SHM. Each 
structure has a theoretical life cycle and with increasing age the structural resistance 
decreases. Figure 1 shows the planned and the real decrease of structural resistance 
over the years. As one can see a warning level can occur earlier than the planned 
point. With measuring and assessing the structure repair actions can be organized at 
the right time and thereby (theoretically), damages can be avoided and the structural 
resistance can be increased again which can extend the life-time of the structure. 

If possible damages can be detected before damage occurs, a well-timed SHM 
campaign can optimize service intervals and therefore reduce costs immensely. For 
example, a monitoring campaign of a typical 3-span bridge with 150 meters length in 
good condition produces average costs about 10.000 EUR. If the bridge is in bad 
condition the costs can increase over 100.000 EUR [17]. With a case-based decision 
support system the engineers have the opportunity to monitor and assess more 
structures in shorter time and thereby, in best case, the condition of the structures can 
be hold in stable condition which means massive cost reduction. 

The current monitoring situation of bridges in the US shall be considered to 
underline the importance of SHM even more: 10.000 of 595.000 bridges in the US 
have to be replaced every year [17], [19], [2]. This causes yearly costs of 7 billion 
US$. With permanent or even periodic SHM these costs could be reduced 
tremendously. For this reason, a NSF-FHWA Joint Research Initiative started a 20-
year project with a budget of 100 million US$ to capture measuring data of hundreds 
of bridges [17]. The collected data shall be used for researching and developing 
intelligent decision support systems to support SHM campaigns. Finally, the case-
based decision support system described in this contribution focuses on similar issues: 
supporting engineers by semi-automated assessment of structures. 

 

Fig. 1. Diagram of the theoretical life-time of a structure [17] 
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3   Structural Health Monitoring 

The damage identification process in terms of SHM consists of four steps: detection, 
location, type and dimension of damage. Each of these steps has to be treated to 
guarantee a successful monitoring campaign. To achieve this one possible monitoring 
method shall be introduced; the so-called “Ambient Vibration Monitoring” method 
(AVM). AVM deals with the assessment and analysis of measured signals which 
represent the dynamic behavior of structures. For this purpose, the most important 
parameters in this context shall be described in the following section. 

3.1   Eigenfrequency 

“The frequency at which a structure is most easily excited.” [17] 
According to [19], [17], [18] eigenfrequencies are essential parameters to describe 

the vibration behavior in the linear elastic field. They are influenced by structural 
parameters like geometry (dimension, shape...), material properties (weight, damping 
factor...) and boundary conditions (loading...). To assess a structure successfully not 
only the 1st eigenfrequency shall be considered but also higher eigenfrequencies. 

Figure 2 shows two frequency spectra of bridges. The left one is in good condition, 
in contrast the right one is a damaged bridge. 

 

Fig. 2. Frequency spectra of a bridge in good (left) and bad (right) condition [19] 

During the identification process of eigenfrequencies external influences shall be 
avoided (e.g. temperature fluctuation). The transformation of acceleration signals 
from the time domain into the frequency range can be done for example with a Fast-
Fourier-Transformation (FFT). 

3.2   Mode Shape 

“Characteristic shape of amplitude distribution when a structure is freely vibrating at 
one of its natural frequencies.” [17] 

According to [17], [19], a mode shape represents a vibration mode in which a 
structure is vibrating in the particular eigenfrequency. For each eigenfrequency a 
mode shape can be provided. The combination of all mode shapes defines the 
vibration of a structure. In addition to eigenfrequencies, mode shapes are the second 
important parameter to describe the dynamic behavior of structures. 
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Fig. 3. 4th mode shape 2.09 Hz (measurement) and 2.29 Hz (calculation) – 1TL main span [17] 

Figure 3 shows an example of a mode shape which could be derived from the 
frequency spectrum. Thereby, it is described which eigenfrequency was measured and 
which value was calculated. 1TL main span means that one torsion exists in 
longitudinal direction of the main span. 

3.3   Damping 

Each structure has a damping. With unique vibration stimulation the damping causes 
a continuous reduction of vibration until a static equilibrium is reached [17], [19], 
[18]. The damping properties are frequency dependent and are the third important 
parameter for system identification. Figure 4 shows an example of a damping pattern. 

 

Fig. 4. Example of a damping pattern [17] 

Furthermore, damping is an indicator for the current load factor of the load-bearing 
capacity of structures because with increasing utilization of the limit load-bearing 
capacity the damping coefficients increase seriously. 

Beyond that, other parameters like vibration intensity can also be mentioned as 
important factors for assessing structures successfully. 

4   Related Research 

Due to the fact that SHM was introduced in the previous section the related research 
of CBR for SHM can be shown. 

CBR is used in [8] to store information of damaged structures as cases in different 
case bases. Wavelet transformation for signal processing and neural networks for 
maintaining the case bases are utilized. The prototype was tested by using an 
aluminum bar with 98 cm length, 2 cm width and 0.5 cm height. The tests have shown 
that the case bases have to contain numerous critical cases to have the possibility of 



442 B. Freudenthaler 

retrieving similar cases. Due to the fact that this approach uses more than one case 
base the quality of solutions depends strongly on the selection of the most suitable 
case base. The prototype only achieves a vague result. But for very simple materials 
like an aluminum bar this approach can start with damage detection. Experiments for 
not as simple materials/structures could not be shown. 

An approach to monitor satellites is described in [12]. Data of different parameters 
are sent periodically to a ground monitoring station and are compared with cases in a 
case base. If anomalies occur an alarm is given. But solutions for problem solving are 
not supported by this CBR system. The approach can be used to find similarities 
between actual satellite data and data stored in form of cases. But the knowledge 
about monitoring satellites cannot be reused to assess other satellites. 

ICARUS is a case-based reasoning system for locomotive diagnostics [15]. 
Thereby, on-board fault messages indicating the presence of anomalous conditions are 
generated. It is difficult and time-consuming to interpret these messages manually. 
Therefore, a case-based reasoning system for diagnosing locomotive faults using such 
fault messages as input was developed. Candidate cases were built from historical 
fault logs and repair records with a two year data window. This approach is on some 
points similar to our approach but with the difference that a CBR system for 
locomotive diagnostics matches not exactly with the idea of SHM (monitoring 
structures and structural elements). Finding faults on machines (like locomotives) 
matches more with the idea of condition monitoring. 

Finally, a forth approach of CBR for SHM shall be shown. A CBR prototype is 
used in [10], [11] to monitor wing flaps of aircrafts. Therefore, impacts shall be 
detected by using nine piezoceramic sensors which shall record the dynamic behavior 
of these wing flaps. A case base was created for each sensor and filled with cases 
which represent measuring data. In an adaptation step it will be decided which sensor 
respectively which case base and how many cases have to be used to detect and 
localize impacts on the wing flaps. Thereby, the case bases are organized with a SOM 
(Self Organizing Map). Possible impacts can be detected by using nine sensors which 
are well-positioned on the wing flaps. But solutions for anomalies are also not given 
in this approach. 

5   Case-Based Decision Support for Structural Health Monitoring 

Each structure has its unique properties whereby it is nearly impossible to describe the 
structure with facts and rules. The engineers use their experience when interpreting 
measuring data. For these reasons CBR shall be used for developing a decision 
support system to interpret measuring data in terms of SHM. By that, the most 
important advantages of CBR for SHM are [4]: 1) Using previous experience of 
engineers. 2) Concentration on experienced important aspects of certain problems. 3) 
Avoiding the repetition of failures in interpreting measuring data. 

Basically, three possible opportunities exist to use CBR for a decision support 
system for SHM [4]: 

• Periodic Monitoring: This kind of monitoring bases either on the comparison 
of similar measurements of similar structures or on the comparison of past 
measurements of the structure which shall be analyzed. 
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• Supporting the Design of Structures: The provision of information and 
knowledge from known cases can be used for the design of new structures. If 
similar structures from the case base have unusual structural behavior, these 
abnormalities shall be considered by the design of new structures. 

• Permanent Monitoring: Structures can also be monitored permanently. If 
structures are at higher risk this kind of monitoring is mainly used. Thereby, 
an integrated alarm system shall give an alarm if a critical condition is 
reached. Basically, permanent monitoring compares past with new 
measurements from the structure which shall be analyzed and not with 
similar structures. If an actual measurement is similar to a past measurement 
of the same structure then the actual measurement has also a similar 
assessment as the past measurement. 

In the following the data preparation and the calculation of similarities are presented. 

5.1   Data Preparation 

After engineers have made measurements of a structure the measuring data has to be 
analyzed and assessed. Thereby, the condition assessment can be done in form of risk 
levels or as a classification. Measurement results like eigenfrequencies or damping 
coefficients and, in most cases, also additional data are considered for the analysis. 
These additional data can be the optical inspection and assessment of a structure (e.g., 
for lamp posts: the assessment of the coat or the inside condition of the post (e.g. 
rust)). 

Consequently, each case consists of plenty of attributes with different relevance 
and data types. The goal is to represent the cases as points in an n-dimensional, metric 
space (each dimension is between an interval of 0 and 1). Thereby, the basis is the 
Euclidean distance. Based on this a generalized distance can be created which does 
not act on the assumption of two numerical attributes but on a function fi for each kind 
of distance between two attributes. Formula (1) shows this generalized distance 
calculation [4], [7]. 

, ,  (1)

Formula (1) calculates a value between 0 and 1 whereby this represents the distance 
between two attribute values of a certain dimension. Conducting experiments with the 
decision support system for lamp posts (see chapter 6) it emerged that the calculation 
of similarities in a metric space has been proved by using numerical attribute values 
(e.g. eigenfrequencies) and predefined distances or ordinal values for non-numerical 
attribute values (e.g. rust). These predefined distances or ordinal values have to be 
defined by civil engineers with high experience.  

Thereby, the distance function d(ox,oy) of two objects o has to be symmetric (2), 
reflexive (3), non-negative (4) and transitive (5) [14].  , ,  (2)
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, 0 (3), 0 (4), , , (5)

Predefined distances can only be used if all possible attribute values are known. The 
number of predefined distances can become very huge if the number of attribute 
values n is not small. The following function (6) shows the calculation of the number 
of predefined distances. 

2 (6)

For example, if the number of attribute values is 20 the number of predefined 
distances is 190. Thus, the definition of predefined distances by civil engineers is 
unmanageable. For this reason, ordinal values shall be used if the attribute values can 
be sequenced. 

5.2   Calculation of Similarities 

According to [14] similar objects can be described as a set of objects which are “near” to 
each other. The need for representations and abstractions can be satisfied with a metric 
space notation. Thereby, different types of similarity queries exist. Two of the most popular 
are “similarity range” and “nearest neighbour search” and shall be introduced briefly in this 
contribution. The similarity search in the metric space, in respect to a query object and a 
certain similarity, can be seen as a kind of ranking of objects. 

The two mentioned similarity queries shall now be described. The first example is 
the range query R. It bases on a query object o and a radius r. All objects from the set 
of objects O which are within the range ores are returned [14]. 

The second type of a similarity query which shall be introduced in this contribution 
is the nearest neighbour query. Thereby, a certain number (k) of the most similar 
objects to a certain query object are returned. Especially for CBR the nearest 
neighbour query can be an important query type and provides a set of the most similar 
cases to a new case [14]. 

In general, the similarity between two cases X and Y is the inverse, normalized 
distance 1-d(X,Y). For calculating the distance a lot of methods exist but generally, 
two kinds of distance functions can be mentioned: the discrete (set of possible values) 
and the continuous (mostly normalized). Also for calculating the similarity between 
cases a lot of approaches exist. Thereby, for each kind of attribute (quantitative, 
qualitative...) a method has to be defined which can calculate the distance respectively 
the similarity between attributes and finally the distance of all different attributes as 
numerical value. A very general similarity measure is the similarity measure by 
Hamming. The weighted similarity measure by Hamming uses weights wi to 
emphasize some attributes (wi=1 means that the attribute is very important for 
assessment; wi=0 that the attribute is completely unimportant). Due to the fact that not 
only two-valued attributes but also attributes with arbitrary attribute values can be 
evaluated, the weighted similarity measure by Hamming can be generalized. 
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Therefore, the generalized similarity measure by Hamming (7) seems to be adequate 
for a case-based decision support system to assess lamp posts (see section 6) [14]. , ∑ ,∑ (7)

The function fi calculates a value between 0 and 1 which represents the 
(normalized) distance between two attribute values of a certain attribute type 
(dimension). It is adequate for the condition assessment of lamp posts to use 
similarity representations in the metric space with numerical attributes (e.g. 
eigenfrequencies) and predefined distances or ordinal values between non-numerical 
attribute values (e.g. optical assessment of lamp post’s condition inside). 

6   Example: Assessment of Lamp Posts 

In the following section, an example of a case-based decision support system for the 
semi-automated assessment of structures in terms of SHM shall be described. 
Thereby, the assessment of lamp posts (simple structure) is used exemplarily. At first, 
lamp posts are introduced (description, attributes, manual assessment). Secondly, the 
case-based prototype is shown. In a next step, tests and experiments with real 
measuring data are presented. Finally, the results of using CBR for the assessment of 
lamp posts are summarized. 

6.1   Description of Lamp Posts 

Lamp posts have as all other civil engineering structures limited life-time. Especially 
lamp posts made of steel are affected from numerous negative environmental 
influences like rain, humidity, wind or even aggressive ground conditions. These 
influences over the years cause corrosion inducted reduction of cross section and 
load-bearing capacity as well as material fatigue. Therefore, lamp posts have to be 
inspected in periodic intervals like all other structures of the traffic infrastructure. The 
manual assessment is done by experts who have to analyze the measuring data and 
combine the measurement results with parameters of the optical inspection. 
Subjectivity and time pressure influence the results negatively. Thus, increasing the 
objectivity and decreasing expenditure of time shall be achieved with a case-based 
system [7], [5]. 

Discussions with civil engineering experts about all possible attributes for lamp 
post assessment have shown that the number of attributes could be reduced to 20 
which are the most important ones for semi-automated lamp post assessment. In 
general, three different attribute types can be distinguished:  

• Geometric Attribute Types: Cover the geometric classification of lamp posts 
(e.g., height, number of arms...). 

• Numerical Attribute Types: Include the eigenfrequencies which are detected 
from the measured signals. Thereby, 12 different eigenfrequencies are 
considered. Eigenfrequencies 1-3, each with “longitudinal stimulated”, 
“longitudinal ambient”, “transverse stimulated” and “transverse ambient”. 
“Longitudinal” means the vibration in longitudinal direction and “transverse” 
the vibration in transverse direction. “Stimulated” stand for stimulating the 
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structure e.g. with hammer strokes and finally, “ambient” means a 
measurement under natural environmental influences. 

• Descriptive Attribute Types: Attributes which describe the optical inspection 
(e.g., condition inside, condition outside, condition lower region, condition 
upper region...). 

Beside these 20 attributes also other attributes could be considered but this would 
only be useful for fine-tuning of the case-based system. 

The manual assessment of lamp posts by engineers is done in the following steps: 

1. Optical Assessment: E.g. the inspection of the lamp post and stand if there 
are obvious damages. 

2. Measurement: The vibration behavior is recorded with high sensitive 
accelerometers under ambient and stimulated influences. 

3. Evaluation: The engineer detects a raw and smoothed spectrum, an averaged 
normalized power spectral density, all relevant eigenfrequencies, mode 
shapes of the basic frequencies, critical damping for the dominant 
eigenfrequencies and vibration intensity of selected frequencies. 

4. Classification: All parameters have to be considered in combination to assess 
the condition of the lamp post successfully. Thereby, the civil engineers use 
six classes of classification: A (post is at least twelve years stable) until F 
(post has to be replaced immediately). 

6.2   Case-Based Prototype 

In this section the prototype of the case-based decision support system for the semi-
automated assessment of lamp posts to support the engineers shall be introduced. The 
analysis of measuring data is based on real measuring data of lamp posts (provided 
from [16]). The case base contains 799 cases and each case represents a single 
measurement of a certain lamp post. These 799 cases consist of parameters 
(eigenfrequencies, optical inspection...) and a classification (classes A-F) from a civil 
engineering expert. The assessment done by the case-based system also provides 
solutions in form of classes A-F [4]. 

Evaluation. The user can load or enter measuring data of a lamp post into the CBR 
system. These measuring data can be compared now with the cases in the case base 
and the similarity respectively the distance to the most similar cases are presented. 
The most similar case to the current measuring data is used as reference case to 
suggest the condition of the new case. It is also possible that not only one reference 
case is considered but also several reference cases which are the most similar ones. 
The reason for this is that it is possible that the most similar case is for example a 
lamp post with condition A. The next four most similar cases can have a classification 
of B. Therefore, normally it is more likely that the current case has also condition B. 

Weighting. Some attributes can be more important for assessment than others. For 
this reason, weights can be used for each attribute. Also the engineer considers some 
attributes as more important than others during the manual assessment. But again the 
problem is the subjectivity of the engineers. By using a computer-aided assessment 
always the same weighting can be used. A board of civil engineering experts can 
define the weighting for each attribute which guarantees most possible objectivity. 
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The tests and experiments were done with different weightings to analyze their 
influence. Weightings from civil engineering experts, with the method PCAWeighting 
and a self-made optimized weighting were tested. 

Result. After loading or entering measuring data the evaluation/comparison can be 
finished. The case-based system presents the most similar cases with already known 
classifications (done by the engineer). According to the number of reference cases the 
solution/classification of one similar case from the case base is selected. The user has 
now the possibility to correct the suggested classification. Maybe s/he has further 
information about the lamp post which is not recorded but influences the engineer’s 
decision. Finally, the user has the possibility to store the new case in the case base for 
further reuse (current measurement together with the reused (adapted) 
solution/classification) or to discard the evaluation. 

6.3   Tests and Experiments 

This section shall summarize numerous tests and experiments which were made with 
real measuring data of lamp posts using the case-based decision support system. The 
799 cases in the case base are classified by a civil engineering expert (class A: 523, B: 
170, C: 66, D: 31, E: 6, F: 3) whereat each case is compared with all cases in the case 
base. All tests and experiments were done with one, three, five, ten, 15 and 20 
reference cases to detect the influence of the number of reference cases for the 
classification. By using cluster centers (one for each class A-F) only six reference 
cases are considered for classification [4]. 

Outlier Detection. For detecting outliers in the set of measurements the so-
called Density-based-Outlier-Detection method is used. Outlier detection is an 
important task to avoid the case that an outlier is used as reference case. An 
outlier is detected if at least a part p of all objects is further away than distance 
D. In this case-based system the distance D is defined with 1.5 and part p with 
80%. 59 outliers of the 799 cases could be detected by using the Density-based-
Outlier-Detection method with these parameters. The outlier detection caused 
that nearly in all test cases the results were better than without outlier detection 
(up to 8.54% of quality improvement). The detected outliers were reviewed by 
civil engineering experts who corroborated the incorrectness of the manual 
assessment which was the reason for the detection as outlier. 

Cluster Centers. For correct classification of critical cases (classes E or F) the case 
base has to be reduced. These critical cases occur only rarely (class E: 6, F: 3). But 
the correct detection of these cases is a very interesting part of the case-based system. 
Without nearly the same number of cases for each class this challenge cannot be 
achieved with our current approach. Therefore, the case base has to be reduced to e.g., 
only six cases which represent the cluster centers of each class A-F. A new 
measurement/case can now only be compared with these six cluster centers and the 
most similar representative is used for suggesting the solution/classification. Thereby, 
tests with a different number of reference cases must not be done. The goal for 
detecting also critical cases correctly could be achieved. All cases of class F (3) and 
up to two-thirds of class E (6) could be assessed correctly. 
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6.4   Results 

Finally, the results of the tests and experiments with the case-based decision support 
system for the semi-automated assessment of lamp posts and the differences between 
the manual assessment done by civil engineers and the case-based system shall be 
summarized. 

Results of Tests and Experiments. Regarding all executed tests and experiments the 
correctness of evaluation tends to be better if more reference cases are considered. In 
general, the more reference cases are used for classification the more the correctness 
of classification increases (under the assumption of using one, three, five, ten, 15 and 
20 reference cases). Another indicator is the averaged correctness of evaluation per 
class A-F. This indicator is interesting if considering also critical cases from classes E 
and F. Thereby, the averaged correctness of evaluation per class tends to be better if 
less reference cases are considered. The best result by far was achieved with cluster 
centers (only one representative per class). 

Considering the tests and experiments with different weightings the best results 
could be achieved with the self-made optimized weighting and the PCAWeighting. 
The weighting of the civil engineer could not really improve the results in comparison 
with no weighting and shall be reconsidered.  

The correctness of evaluation in comparison with the civil engineering experts 
achieved 85.86-89.05% by considering reference cases and 78.22-86.76% by 
considering cluster centers. The correctness of evaluation per class achieved 
43.31-49.22% by considering reference cases and 58.72- 72.14% by considering 
cluster centers.  

Furthermore, the runtime of assessing 799 respectively 740 cases could be reduced 
from about 30 seconds (considering reference cases) to about three seconds 
(considering cluster centers) [4]. A better performance was not necessary and not in 
focus because the experts need a one day review anymore. 

Differences between Manual and Semi-Automated Assessment. The case-based 
system enables the semi-automated assessment of measuring and optical inspection 
data of lamp posts. The considered parameters can be reduced to 20 attributes (twelve 
eigenfrequencies and eight attributes of the visual inspection) to ensure a correctness 
of evaluation up to 89.05% and a correctness of evaluation per class up to 72.14%. On 
condition that this quality of assessment is sufficient enough the following advantages 
could be summarized by using computer-aided system identification: 

• By reducing all possible parameters to 20 attributes it is not essential 
anymore to determine mode shapes, damping coefficients and vibration 
intensities. Furthermore, it is sufficient to consider only the first three 
eigenfrequencies (each with longitudinal stimulated, longitudinal ambient, 
transverse stimulated and transverse ambient). 

• The assessment of lamp posts is more objective. 
• No more complex interpretations of all possible parameters of lamp posts are 

necessary. This yields to saving time and therefore costs for the assessments. 
Thus, more than 90% of costs can be reduced.  
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7   Conclusion and Future Work 

The successful analysis and assessment of lamp posts by using CBR in terms of SHM 
could be shown. The civil engineering experts can be supported in assessing lamp 
posts and relieved of routine work. The complexity of interpretation and assessment 
of measuring data can be reduced by using a case-based decision support system 
because only 20 attributes (with up to 89.05% correctness of evaluation and 72.14% 
correctness of evaluation per class) have to be considered. Class A could be assessed 
correctly up to 99.58% in comparison with the engineers. Parameters like mode 
shapes, damping coefficients or vibration intensities must not be identified. The 
subjectivity of engineers does not influence the results of assessment as much as 
without the computer-aided system and future assessments base on the same 
assessment scheme each time. Furthermore, the case-based system can reduce time 
and costs for the assessment immensely. Therefore, the assessment of about 800 lamp 
posts can be done within a few seconds and about one day of expert’s review. On the 
other hand the manual assessment needs about 100-130 working hours [4]. The 
feedback from civil engineering experts shows that our approach is a tremendous 
improvement and support in comparison with the manual assessment. 

The case-based system can be adapted to different requirements by using an 
adequate number of reference cases or the reduction of the case base to cluster centers 
of the six classes: 

• If the system shall execute routine work to relieve engineers (cases of the 
class with the highest number of cases (condition A)) more than one 
reference cases should be considered to guarantee a correct classification of 
nearly 100%. 

• If the system shall also assess critical cases (classes E and F which are only 
available in a small number) the case base should be reduced to the six 
cluster centers. An almost same number of cases per class shall be ensured. 

The correct classification of cases in classes with a small number of cases is also a 
main goal of case-based decision support systems because critical conditions of 
structures, in this case lamp posts, have to be detected to avoid pending damages. 

The tests and experiments also have shown that the previous weighting of civil 
engineers have to be reconsidered and optimized because without weighting the 
results are nearly at the same quality level. But with corresponding tests the 
weightings can be optimized. 

At the end of this contribution future work shall be described to optimize the case-
based decision support system. Thereby, the consideration of environmental 
influences, a kind of plausibility check and a key performance indicator for the level 
of correctness shall be explained [4]: 

• Consideration of Environmental Influences: The current prototype does not 
consider environmental influences which can impact the dynamic behavior 
of structures. The temperature (air temperature as well as the material 
temperature) can have influence on the eigenfrequencies. If the temperature 
increases the eigenfrequencies decrease. If the temperature decreases the 
eigenfrequencies increase. Also the humidity, wind or the traffic volume 
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could be considered. For this purpose, rules could be defined and integrated 
into the case-based system which e.g., defines the influence of the 
temperature on the eigenfrequencies. 

• Plausibility Check: Measuring data shall be checked for plausibility before 
they are analyzed by the case-based system. Only valid measuring data shall 
be stored in the case base for further reuse. It is possible that failures during 
the measurement process occur (e.g., if the lamp post has contact with the 
local electricity supply). In this case these measuring data shall not be stored 
as new cases in the case base because this would influence future 
assessments negatively. These asymmetries maybe could be detected with 
correlation coefficients. 

• Key Performance Indicator for the Level of Correctness: A key performance 
indicator should identify the level of correctness. Thereby, the civil engineer 
can be supported even more if s/he knows the probability of correctness of 
the suggested condition assessment. The engineer can be relieved of routine 
work even more because s/he has to control the computer-aided assessment 
only marginally. An obvious way would be the consideration of the distance 
of the new measurement to the most similar reference cases. If the similarity 
is near 100% it is probable that the condition assessment could be correct.  

Furthermore, the semi-automated assessment of more complex structures like bridges 
will be further researched in future. 
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Abstract. We apply case based reasoning techniques to build an intelligent 
authoring tool that can assist nontechnical users with authoring their own digital 
movies. In this paper, we focus on generating dialogue lines between two 
characters in a movie story. We use Darmok2, a case based planner, extended 
with a hierarchical plan adaptation module to generate movie characters’ 
dialogue acts with regard to their emotion changes. Then, we use an 
information state update approach to generate the actual content of each 
dialogue utterance. Our preliminary study shows that the extended planner can 
generate coherent dialogue lines which are consistent with user designed movie 
stories using a small case base authored by novice users. A preliminary user 
study shows that users like the overall quality of our system generated movie 
dialogue lines. 

Keywords: case based planning, story generation, dialogue generation. 

1   Introduction 

Recent advances in artificial intelligence (AI) techniques radically change the way 
users interact with computer entertainment systems. Users are no longer passive 
consumers of built content, but have become involved in adding value to computer 
entertainment systems by providing their own content. User generated AI has been 
deployed in computer games to integrate user-designed strategies into real-time 
strategy games [17, 28], as well as to train virtual avatars to play in user-defined 
styles in virtual reality games [14]. Although game designers define the games, user 
generated game behaviors can tailor character specificities while taking advantage of 
professionally crafted game space. Moreover, a new trend in the computer 
entertainment industry is to assist users in creating entertaining contents themselves. 
Users can now create their own plots in games using intelligent authoring tools [7]. 
Furthermore, intelligent systems with AI techniques are designed to assist users to 
build highly dynamic game plots [13]. It is generally believed that users are more 
engaged in games partially or fully created by themselves or their peers.  
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Fig. 1. A screen shot of a movie scene generated by Cambot 

Besides generating game plots, we are also witnessing new interests in user-
generated digital media, which serves as the sole content source for popular social 
websites such as YouTubeTM, FlickrTM, and many others. YouTube recently launched 
a new portal where users can design their own video clips using animation tools such 
as GoAnimateTM or XtranormalTM to build custom videos featuring their own story 
plots, dialogues, and virtual avatars1.  

While such tools make it possible for non-technical users to design their own 
media contents, it is still hard for novice users to manage story writing and animation 
design at the same time. In this paper, we describe our recent effort in using AI 
techniques, i.e., planning and conversation generation, to build an intelligent system 
for non-technical users to design their own digital media contents in the format of 
animated digital movies. We identify two key challenges in this task. One is to design 
a compelling and interesting story plot, and the other is to render animation. We use 
Cambot [18] (see Fig. 1.), a virtual movie director for 3D worlds to shoot and edit 
animation scenes into a movie. In this paper, we describe our work on applying case 
based planning to assist users in generating story plots that are expressed through 
dialogue lines between two movie characters. More specifically, we have designed 
and implemented a case based planning system to fill in gaps in user-generated story 
contents. We assume that when a user wants to design her own movie, she has a 
general idea about what story she wants to deliver, e.g., several key movie scenes. 
However, the user may find it tedious to author the full details in the story or 
alternatively, novice users would find it difficult to author stories from scratch. Our 
system is designed as an intelligent authoring tool, which can automatically fill in 
story contents to free users from the authoring burden, or suggest story content so that 
users can revise and edit them as per their will.  

We consider applying Case Based Planning techniques in story generation because 
such techniques can utilize interesting story contents generated by previous users to 
enrich new users’ stories. Case Based Planning has been applied to a variety of tasks, 
including computer game AI design, robotics and story generation [6, 9, 22]. It is 
planning as remembering [8], which involves reusing previous plans and adapting 
them to suit new situations. However, applying case based reasoning for story 

                                                           
1 Can be created at YouTube.com/create. 
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generation is different from the well-studied applications in the game domain [9]. In a 
game, there is a finite set of actions that a user or an avatar can take. But in story 
generation, there is not a defined set of actions that can happen in the story. Instead, 
the characters in the story can perform any actions that are suitable given a certain 
story context. There have been query based approaches to restrict the content for 
using Case Based Reasoning in story generation [6]. Another case based reasoning 
solution is used for story representation and adaptation in the fairy tale domain where 
the CBR uses cases extracted from a multi-move story scripts given by Propp [19]. In 
this study, we code character behaviors at an abstract level in order to utilize 
similarities among different action sequences in case based planning. We define 
character behaviors in regards to the behaviors’ effects on characters’ emotion 
changes because we believe emotion expression is an important factor in movie story 
generation.  

The rest of the paper is organized as follows. Section 2 surveys different 
applications of case based planning as well as story and dialogue generation. Section 
3 defines our task domain. Section 4 introduces our case based planning system. 
Section 5 describes a preliminary evaluation. We conclude in Section 6 and point out 
future directions. 

2   Related Work 

Case-based reasoning (CBR) is a known problem solving technique based on 
reutilizing specific knowledge of previously experienced problems stored as cases [1], 
[11]. The CBR cycle consists of four major stages: Retrieve, Reuse, Revise and 
Retain [1] (See Fig. 2). In the Retrieve stage, the system selects a subset of cases from 
the case base that are relevant to the current problem. The Reuse stage adapts the 
solution of the cases selected in the retrieve stage to the current problem. In the 
Revise stage, the obtained solution is verified (either by testing it in the real world or 
by examination by an expert), which provides feedback about the correctness of the 
predicted solution. Finally, in the Retain stage, the system decides whether or not to 
store the new solved case into the case base [16]. 

 

Fig. 2. The CBR cycle 
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We further explore varied case-base reasoning and case-base planning applications 
based on different underlying domains and purposes. Case-base reasoning and planning 
are generally used when generating plans from scratch can be computationally 
expensive or when many new problems can be solved using solutions from previous 
experiences. There have been numerous such case-based planning techniques that 
adhere to the above philosophy [9]. 

Prodigy/Analogy [27] is such an architecture which stores the reasoning trace 
while planning instead of storing the plans. Thus, when planning for a new problem, 
the system just replays the stored decision traces. While Prodigy/Analogy is an 
example of the derivational plan adaptation approach, CHEF is an example of the 
transformational plan adaptation approach [15]. PRIAR is yet another planner system 
that focuses on reusing previously annotated plans with a validation structure that 
contains an explanation [10]. This system requires annotated plans to ensure 
appropriate reusing of the stored plans. The MAYOR [5] system contains a concept 
net of all the factors in the game domain and how they are related to each other. These 
factors include money, crime, pollution etc. Each plan in the plan library has some 
expectations on the aforementioned factors. While planning, if the expectations on the 
factors are not complete, the concept net allows the system to manipulate the 
expectation failure. The above CBR systems are domain dependent and function on 
different domains from dialogues or conversations. HICAP [2] is a general-purpose 
planner that integrates hierarchical plan base structure with constraint satisfaction 
based on domain-dependent doctrines.  

Story Generation can be viewed as a planning problem. It is a problem of crafting a 
structured sequence of events that can be told to a recipient [23]. A particular 
planning problem can be thought of as follows: Given an initial state, an underlying 
domain and a goal state, find a sequence of operations that transform the world from 
the initial state to the goal state where the operators adhere to the requirements in the 
domain. Such a planning problem can be solved by different types of planners. One 
particular class of planners that can be used to solve the above problem is called 
partial-order planners (POP) [20]. A partially-ordered plan consists of a set of actions 
that are ordered according to a set of temporal constraints forming a partial ordering 
such that some actions may be unordered relative to each other. Moreover, there 
exists causal links between two actions which imply that the first action creates 
changes in the world that enable the second action to be performed. POP planners 
encapsulate many features that appear in the cognitive models of narrative [29] and 
hence prove useful in narrative generation. As we mentioned in Section 1, case based 
planning systems have also been used in story generation [6]. Moreover, there have 
been attempts to combine case-base reasoning and planning algorithms to develop a 
better system. MEXICA uses elements of both previous story retrieval and means-
ends planning [21]. Here, we perform a similar task by extending a case based 
planning system with hierarchical planning strategies.  

In this study, we handle a subtask of story generation, which is to generate 
dialogue lines for the characters in a narrative story. This is a very important part in 
generating stories for movies. Research on dialogue generation has been mainly on 
information providing dialogue systems [24, 25], which are used to provide 
information to users in order to complete user defined tasks, such as booking flight 
tickets, or querying weather conditions. In these task-oriented dialogues, dialogue 
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contents can be represented by a set of information slots. For example, in a flight 
booking conversation, the dialogue system needs to know information about departure 
and arrival cities to recommend flight options. Dialogue generation in this case is 
centered on updating states of these two basic information slots. The information state 
update approach is a simple way to keep track of conversation history [26]. We use a 
similar approach in managing dialogue content in our system. However, this simple 
approach alone is not enough to generate interesting and entertaining dialogues 
required in our task. Therefore, we deploy a case based planning system that decides 
how the dialogue content will be delivered with different emotions. More details are 
described in Section 4.  

3   Task Domain 

Our ultimate goal is to build an intelligent system which can help users generate 
narrative movie stories by filling in gaps between user generated contents. In this 
study, we focus on generating dialogues between two movie characters, because 
dialogues are an important way to create engaging experience in movies. Dialogue 
can not only deliver movie plots, but also represent the personalities of movie 
characters and their emotions.  

In this study, our task is to generate dialogues between two main characters namely 
Great Goblin and Thorin, given the background story: 

When crossing the Misty Mountains, Thorin and his company run in to a 
storm and take shelter in a cave.  The cave actually serves as an entrance to 
the lair of the Goblins of the Misty Mountains who sneak into the cave while 
the company is sleeping and capture them.  The captives are brought before 
the Great Goblin, who queries about why they were in his cave. Thorin 
speaks for his party and tries to negotiate with the Great Goblin and get 
released.  

 When a user specifies the emotion states for the two characters, our system can 
generate a dialogue based on character emotions and the background story. We 
currently support 3 emotion states: calm, fear and anger.  

4   Case-Based Reasoning for Dialogue Generation 

We choose to use a case-based reasoning approach for dialogue generation because 
we want to make use of user generated dialogues. However, since user generated 
dialogues may happen in different background contexts, we cannot directly store 
these dialogues in the case base and retrieve them for another story. Therefore, we 
represent the dialogues in their abstract format using dialogue acts (Section 4.1). Then 
we generate dialogues in two steps.  First, we use a case-based planner to generate a 
dialogue act sequence (4.2). Then, we apply an information state update approach for 
content generation (4.3). Finally, we use a simple natural language generator to 
deliver the full dialogue in natural language (4.4).      
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4.1   Dialogue Act Representation 

Dialogue acts are generally used to model and automatically detect discourse structure 
in dialogue systems. A dialogue act represents the meaning of an utterance at the level 
of illocutionary force [3]. Thus, a dialogue act is approximately the equivalent of the 
actions in computer games. Dialogue acts are usually defined to be relevant to a 
particular application, although there have been efforts to develop a domain-
independent dialogue act labeling systems [4].  

In our task, we define a set of dialogue acts for a negotiation scene. Table 1 shows 
the dialogue acts and their definitions. We can see that some dialogue acts are likely 
to trigger the change of emotions. For example, when one character decline to answer 
a question, the asker is likely be angry. Similarly, threatening is likely to trigger fear. 
In Section 4.2, we use a case based reasoning system to generate traces of dialogue 
acts based on user defined character emotion states.  

Table 1. List of Dialogue Acts used by the Natural Language Generation module 

Dialogue Acts Definitions 
Question Ask a question 
Answer Directly answer a question 
Dodge Give an indirect answer to a question 
Decline Refuse to answer a question 
Follow-up Ask a question based on the previous answer/question 
Validate Ask a question to further verify the previous answer  
Propose Propose a solution 
Agree Agree to a proposal 
Reject Reject a proposal 
Counter Follow-up on a rejection with a new proposal 
Inform Provide new information 
Provoke Provide new information intended to anger the listener 
Persuade Statement intended to persuade the listener of something 
Threaten 
Warn 

Issue a threat 
Issue a warning 

Decide End of conversation 

4.2   Case Based Reasoning System 

We use Darmok2 [16] for case-based planning to generate dialogue act traces. In our 
system, since the case base consists of different plans learned from user generated 
cases, we also refer to it as the plan base. A plan consists of a start state of the 
characters in the dialogue, a sequence of dialogue actions that occurred between the 
two characters and an end state of the characters. A state in this dialogue generation 
domain consists of the characters involved in the dialogue and their emotional 
conditions. Currently, the domain supports three main emotional conditions namely 
Calm, Angry, and Fear, but the system is generic to incorporate more emotional 
conditions. An action comes from the list of 15 actions in the domain.  
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In order to use Darmok2, we need to provide the system with a case base to 
support the system’s planning mechanisms. In Section 4.2.1, we show how cases are 
authored and represented in Darmok2. In Section 4.2.2, we describe how Darmok2 
can be used to learn plan cases from the traces authored using our authoring interface. 
In Section 4.2.3, we describe how Darmok2 uses these cases for planning.  

4.2.1   Case Base Authoring  
The system acts as an intelligent tool to assist story authors. An author can choose to use 
the system for intelligent recommendations or author the entire story from scratch. 
When asking for recommendations, the case based planning system is called to fill in 
story scenes based on the current story. However, before the case based planning system 
can function, we need to build a case base to support its planning. Therefore, when users 
are authoring their own stories, story traces are stored in the system and represented as 
cases to be used in planning later. Fig. 3. shows the story authoring interface. 

 

Fig. 3. Authoring interface for generating stories 

The top left of the interface contains Great Goblin’s state information (which 
includes initial mood, dialogue actions and utterances corresponding to the dialogue 
act and final mood). Similarly, the top right Section contains information about 
Thorin’s state information. The bottom part contains a log of the dialogues so far, 
which includes both dialogue acts and the actual utterances between Great Goblin and 
Thorin. To add new dialogues, a user must pick a dialogue action from the list in 
Table 1. Then, the author can enter the dialogue in the utterance field. Once an action 
is picked and the utterance written, author can press the add button to include the 
newly created dialogue in the log. 

4.2.2   Case Base Learning 
Once stories are generated after the authoring phase, we can enrich our plan base by 
learning from these traces. Learning from a given trace involves three major steps: (i) 
detecting goals (ii) building plans (iii) updating the plan base. The learning algorithm 
detects changes in the consequent states based on the changes in the character’s 
behavior or emotional condition. Once the changes are detected, the learning 
algorithm must build appropriate plans. There are two main types of plans in the plan 
base: (i) Goal plan – a plan that satisfies a particular emotional goal. A goal plan is 
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created by directly calling the planner in Darmok2; (ii) Combined plan – a plan which 
makes use of the hierarchical goal structure to make new plans from goal plans. A 
combined plan is created by first decomposing the final goal state into several 
intermediate goal states which can eventually lead to the final state, and then calling 
the Darmok2 planning on each intermediate goal states. After building appropriate 
plans from the changes, the learning algorithm enriches the plan base with the newly 
created plans.  

Consider a simple example: 

 State: 
Great Goblin: Calm 

 Thorin: Calm 
 Dialogue Acts: 
 Great Goblin [Threaten]: Tell me your name or die! 
 Thorin [Answer]: I am Thorin. 
 State:  
 Great Goblin: Calm 
 Thorin: Fear 
 Dialogue Acts: 
 Great Goblin [Question]: Are you sure? I think you are lying. 
 Thorin [Answer]: I am not. 
 State:  
 Great Goblin: Angry 
 Thorin: Fear 

The above trace generates the plan structure shown in Fig. 4. 

 

Fig. 4. A sample plan structure 



460 S. Hajarnis et al. 

Note that the size of a goal plan is not restricted to only two dialogue acts as shown 
in the example in Fig. 4. Similarly, a combination plan can have more than two goal 
plans encapsulated within it. We use the above learning procedure to improve our 
plan base with both goal plans and combination plans.  

4.2.3   Case Based Planning 
When an author needs suggestions from the system to fill certain parts of a dialogue, 
Darmok2 is called to retrieve reasonable plans. The plan retrieval phase ranks the 
plans in the plan base based on the current state in the dialogue and the target state. 
Two scores are calculated to retrieve the best plan: (i) goal match score – this 
heuristic calculates the similarity between the goal state of a plan in the case base and 
the targeted goal state; (ii) initial state match score – this heuristic calculates the 
similarity between the initial state of a plan in the case base and the retrieval query’s 
initial state. In our current system, the retrieval phase returns up to 10 different plans 
and provides the Plan Adaptation phase with more options to choose the right plan.  

The Plan Adaptation uses the plans obtained in the retrieval phase to perform 
dialogue generation. This scenario can be visualized as a gap-filling problem because 
a typical plan retrieval query would have a start state and end state and the system 
attempts to generate dialogue for the start and end states. Thus, the system attempts to 
come up with the most appropriate dialogue to narrate the gap between the start and 
the end state. The Plan Adaptation module picks the best plan from the list of 
retrieved plans to fit this gap. There are 4 possible events that could occur in this case: 
(i) the retrieved plan would completely fit the gap (ii) the retrieved plan would be a 
complete fit for the start state but not for the end state (iii) the retrieved plan would be 
a complete fit for the end state but not the start state (iv) the retrieved plan would not 
fit either the start or the end state. If the gap is completely filled, then the adaptation 
phase does not have to perform further checking. In events 2-4, the plan adaptation 
tries to invoke a planner to find the missing pieces. The planner in the plan adaptation 
phase recognizes gaps (like in events 2-4) and recursively calls the retrieval phase 
until all the gaps are filled satisfactorily. Thus, the planner in plan adaptation can be 
thought of as an example of recursive case-base planning. Consider the query with the 
following initial and final states to the plan-base: 

 Initial    Final 
Great Goblin: Calm  Great Goblin: Angry 

 Thorin: Angry   Thorin: Fear 

Now, in adaptation phase if the best plan so far is from 

 Initial    Final 
Great Goblin: Angry  Great Goblin: Angry 

 Thorin: Angry   Thorin: Fear 

then the planner recognizes the gap and recursively queries the plan-base with 

 Initial    Final 
Great Goblin: Calm  Great Goblin: Angry 

 Thorin: Angry   Thorin: Angry 

such that the gap in the beginning of the retrieved plan is filled satisfactorily. 
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Moreover the adaptation phase also looks for substitutable plans if the recursive 
plan adaptation fails. In our current domain, we define approximation rules for 
emotional changes. For instance, for Thorin’s character, an emotional change from 
Calm to Angry can be approximated by emotional change from Angry to Fear, 
assuming unpleasant information or actions can make a character’s emotion becomes 
worse. In our story domain, being angry is a worse emotional state than being calm 
because it shows the character feels unhappy and dislikes the current situation. Being 
“fear” is worse than being angry because the character feels the threats and may start 
to react instead of only expressing the emotion. By adding approximation rules, the 
plan adaptation module ensures that the retrieval query gap gets filled completely. For 
our application, it is more important for our system to respond to every user query 
than to always provide a response of good logical sense. Since our system is used to 
generate movie dialogues, using approximation rules may not always help the system 
to generate a sensible dialogue, but can possibly produce interesting and funny effects 
that are also favorable in movie dialogue generation.  

4.3   Dialogue Content Generation 

Once we have the sequence of actions that will make up the story, we must then 
assign each dialogue action an utterance, which is a single-sentence string that 
represents what the character will say.  As mentioned earlier, the issue here is that we 
cannot merely have a one-to-one mapping from action to utterance – a set of 
utterances that matches one sequence of dialogue actions may not match the same 
dialogue actions in a different sequence. The reason for this is that different sequences 
of actions will result in different contexts, and since the sequence of dialogue actions 
is user generated (though aided by this system), we must be able to support any 
context that is created.  Users will not want to use this system if it cannot generate 
dialogue that makes sense in the story they create. 

To solve this problem, we use an information state update approach to track 
dialogue content. An utterance library is pre-authored with sets of utterances for each 
possible dialogue act.  Each utterance is tagged with a pre-context and a post-context, 
which are both represented by a set of topics. The pre-context indicates which topics 
have already been mentioned in the conversation in order for that particular utterance 
to make sense.  The post-context indicates which new topics the utterance introduces 
to the conversation and occasionally which topics, if any, the utterance can settle.  
These topics indicate which information has or has not been disclosed in the dialogue. 
By updating these information states, we keep track of which topics should be in the 
dialogue content. Settled topics do not need to be discussed further.   

Take the following exchange as an example: 
 

 Great Goblin:  How do I know you are not here to spy on us? 
 Thorin:  We are not spies. 
 

It does not make sense for Thorin to mention that he is not a spy until he is first 
accused of being a spy.  Therefore, Thorin’s utterance would have a pre-context of 
“spies”, since he cannot say that utterance until the topic of “spies” is introduced.  The  
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Great Goblin’s utterance would have a post-context of “spies” to indicate that once 
that utterance is selected to be part of the conversation the topic of “spies” has been 
introduced. 

Internally, the dialogue generation system keeps track of which topics are 
currently active in the context as part of the information states.  When given an action, 
it determines which of the utterances in the library match both the given action and 
the current information state.  If there is more than one possible utterance that 
matches, the system looks at the last utterance in the conversation to determine which 
possible utterance most closely matches the current context.  This is done by checking 
which of the possible utterances’ pre-contexts most closely matches the post-context 
of the previous utterance in the conversation.  The system then selects that utterance, 
sets the utterance as the output of the action, updates the information state according 
to the post-context of the utterance, and returns the updated action.   

Emotion is considered to be part of the context.  People speak differently when 
they are angry than when they are calm or afraid, and our utterance library needs to 
reflect that.  So, some utterances have an emotion as part of the pre-context or post-
context.  When given an action tagged with a desired emotional outcome, in addition 
to the procedure outlined above, the system will also check the post-context of each 
utterance to determine if it will produce the desired emotional outcome.  Any 
utterance that will not produce that emotional outcome is ignored, even if it matches 
the current conversation state. 

4.4   Natural Language Dialogue Generation 

In the experiments reported in this paper, the dialogue generation module uses canned 
dialogue lines rather than generating utterances programmatically.  We feared that 
introducing a natural language generation system could negatively bias the results if 
we ended up with a sequence of actions for which the natural language generation 
system did not perform well.  We have done some work with the NLG system 
Personage [12], which adjusts how an utterance is generated based on the personality 
of the speaker, to see if we could possibly apply it in this domain and cause it to 
generate an utterance differently based on the emotional state of the speaker in 
addition to their personality.  That work, however, is beyond the scope of this paper. 

5   Experiments and Results 

We perform a two-phase preliminary experiment to evaluate our system. In the first 
phase, we invite three users (2 males and 1 female) to write stories using our system. 
These stories are used to construct the plan base for Darmok2. We choose to use user-
generated stories instead of expert-authored stories because we want to evaluate our 
system in a realistic scenario, in which the planning system uses user-generated 
stories to provide recommendations upon user requests. In addition, if knowledge is 
engineered by expert authors, it conflates the creative abilities of the system and those 
of the authors’. Therefore, we do not use expert-authored stories to bias our system 
evaluation. 

The three subjects were given the background story shown in Section 3. They were 
asked to generate 3 dialogues between the two characters in the story. None of the 
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users have difficulties writing the stories although only one of them is familiar with 
English fantasy fictions like our background story. The average length of user 
generated dialogues is 5.67 turns. The average number of emotion changes per 
dialogue is 2.5 times. In total, the plan base constructed by user-generated dialogues 
has 53 cases.  

These subjects were then asked to each create 2 cases in which they would want to 
get story recommendations from our system, i.e., to ask the system to generate the 
dialogue for them. In each case, they need to specify the start and end emotion states 
of both characters in the dialogue. The subjects were given enough prior background 
information about the domain story so that they could make an informed choice for 
the start-end pairs.  

Once we obtained all 6 start-end pairs, we generated dialogues for each pair using 
three different versions of the plan base. The first version of the plan bases contained 
33% of the user generated plans (17 plans) for the plan base to start off with, the 
second version contained 66% (34 plans) of the user generated plans and the third 
version contained 100% of the user generated plans (53 plans). Each subset of the 
plan base was randomly chosen. We want to test the impact of the size of the plan 
base on story quality. In total, we generated 18 (6*3) dialogues. We recruited a 
different set of judges to evaluate these dialogues because we did not want the judges 
to be biased when seeing portions of their own dialogues being used in new ways. We 
also decrease a judge’s bias by assigning one dialogue to two judges and use the 
average ratings by the two judges as the final ratings of that dialogue. Our hypothesis 
is that by extending the CBR with a hierarchical planning strategy, the quality of 
generated dialogues would not be impacted by the different sizes of the plan bases. 

We recruited 4 judges (3 males and 1 female) to assess the quality of generated 
dialogues. The judges were assigned 3 stories each. Each judge was also provided 
with dialogues generated by all the three versions of the plan base so they would be 
capable of providing a good comparison. We asked the judges to rate the dialogues on 
four evaluation measures, i.e., logic coherence, interestingness, fitness with 
background story, and fluency. We also asked the judges to give an overall rating of 
how well they like a dialogue. Ratings are on a 4-point Likert scale. We did not use a 
5-point likert scale because we wanted our judges to clearly indicate whether our 
system’s performance is good (a rating of 3 or 4) or bad (a rating of 1 or 2). We did 
not want the judges to give neutral answers.   

Table 2. Summary of average ratings across all dialogues and all judges 

Logical 
Coherence 

Interestingness Fitness with  
background 

Dialogue 
Fluency 

Overall 

3.03 (±0.56) 2.78 (±0.84) 3.14 (±0.68) 3.22 (±0.52) 2.69 (±0.73) 

 
Table 2 summarizes the average ratings across all dialogues and all judges. The 

numbers in the parenthesis show the standard deviations. The average overall rating 
indicates that the judges’ overall feedback on our system’s performance is positive 
(2.69). It is not surprising to see that dialogue fluency gets a high rating because the 
natural language generation module uses pre-authored utterances. Logical coherence 



464 S. Hajarnis et al. 

(3.03) and fitness with background (3.14) scores show that the performance of our 
planning module is also positive. The interestingness of the dialogues (2.78) gets the 
lowest rating among all the measures. Using Pearson’s correlation, we observe that 
there is a strong correlation between the length of the generated dialogues and its 
interestingness (R = 0.71, p ≤ 0.05). In other words, judges tend to rate longer 
dialogues to be more interesting. When controlling for dialogue length, each of our 
four measures strongly correlate with judge’s overall ratings, which shows that all our 
measures are important aspects that judges consider when rating a dialogue. When we 
use the four measures to build a regression model to predict the overall rating, fluency 
and interestingness have the highest coefficients, which show that these two measures 
have the highest weights in impacting the judge’s overall ratings. Since our system 
generates relatively short dialogues (on average 5 turns) and therefore gets a lower 
interestingness score, the overall dialogue ratings are not very high. Here is an 
example of generated dialogues (4 turns) for the following conditions. In the 
beginning of this dialogue, Great Goblin is calm and Thorin is angry and at the end of 
the dialogue Great Goblin is angry while Thorin is scared. 

Great Goblin: Who are you?  
Thorin: I'm not answering your questions. 
Great Goblin: Answer me truthfully, and I'll consider letting you live.  
Thorin: No.  I demand you let us go. 

When comparing dialogues generated from the three different sizes of plan bases, we 
do not observe any statistical significance among any of the evaluation measures or 
the overall scores (p values larger than 0.05). This supports our hypothesis by 
showing that our system can work with a small plan base generated by naïve users. 
Although this result is based on our simple domain, we are encouraged by this result 
because being able to work with a small plan base makes it possible for users to 
switch our system to a new story domain quickly.  

6   Conclusions 

In this paper, we report our recent work on using a case based planning system for 
narrative story and dialogue generation. Our system acts as an intelligent tool to assist 
users to write their own movie scripts. When users use our system to write their 
movie lines, their scripts will be stored in the system. Later, when a user lacks the 
idea to write certain scenes, she can use our system to fill in the gap in the movie. Our 
system uses user-generated story to construct its plan base, and then uses the plan 
base to generate new stories to fill in gaps in new stories. Our task of applying a case 
based planning system on dialogue generation distinguishes from previous 
applications in the game domain because system actions in one dialogue need to be 
represented at a higher level in order to be reused in other dialogues. Therefore, in our 
system, we code each utterance in dialogues with a dialogue act to represent its 
conversational strategy and its effect on conversational partners’ emotions. Also, we 
build a content planner using an information state update approach in supplement to 
the case based planner in order to generate the dialogue content. 
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Our results show that our system can generate logically coherent stories that reflect 
background contexts. The generated stories get positive user ratings in terms of their 
overall quality. Moreover, our system can work with a small case base contributed by 
naïve users. This feature enables our system to be used by users in new domains. 

However, our stories have relatively lower ratings on their interestingness, which is 
found to be directly correlated with dialogue length. In the current system, we do not 
have a drama management module that shapes the generated dialogues in terms of its 
interestingness. In the future, we plan to add heuristic rules which can generate more 
interesting dialogues, but not the most direct dialogues.  

Acknowledgements. The authors gratefully acknowledge the support of the U.S. 
Defense Advanced Research Projects Agency (DARPA) for this effort.  
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Abstract. Given a set of data, recorded by observing the decisions of
an expert player, we present a case-based framework that allows the
successful generalisation of those decisions in the game of no limit Texas
Hold’em. The transition from a limit betting structure to a no limit
betting structure offers challenging problems that are not faced in the
limit domain. In particular, we address the problems of determining a
suitable action abstraction and the resulting state translation that
is required to map real-value bet amounts into a discrete set of abstract
actions. We also detail the similarity metrics used in order to identify
similar scenarios, without which no generalisation of playing decisions
would be possible. We show that we were able to successfully generalise
no limit betting decisions from recorded data via our agent, SartreNL,
which achieved a 2nd place finish at the 2010 Annual Computer Poker
Competition.

1 Introduction

In 2008 the Second Man-Machine Poker Competition was won by a computer
poker robot named Polaris [1]. Polaris challenged a group of professional hu-
man players to the game of limit Texas Hold’em, beating its competitors by a
statistically significant margin. The success of Polaris can (at least in part) be
attributed to the increasing popularity of Texas Hold’em poker as a research
domain and advances in game theoretic equilibrium finding algorithms [2,3]. Po-
laris’s victory occurred in the game of limit Texas Hold’em, where the amount
able to be wagered is restricted by pre-determined bet sizes. Today, the most
popular variation of the game is no limit Texas Hold’em, where players’ bet
sizes are no longer restricted. This allows a player to wager any amount they
wish (up to the total amount of chips they possess). This simple rule change has
a profound effect on the nature of the game, as well as on the development of
computerised agents that wish to handle the no limit betting structure. While
the Polaris system was able to beat world-class human opposition in the game of
limit Hold’em, nothing like Polaris’s victory has been achieved in the more com-
plicated domain of no limit Hold’em. In fact, it is only relatively recently that
many researchers have shifted their attention to the more complicated domain
of no limit Texas Hold’em [4,5,6].
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Our previous research has focused on the techniques of expert imitation to
achieve strong performance in the domain of limit Texas Hold’em [7]. In this
current work, we apply the same principles of expert imitation and decision gen-
eralisation to the more complicated domain of no limit Texas Hold’em. As men-
tioned above, while the transition from restricted betting to a no limit betting
structure ostensibly is a simple rule change, the result is a profound impact on
the nature of the game, as well as on the construction of computerised agents. For
automated no limit poker agents, a non-trivial translation phase is now required
to map quantitative bet amounts into discrete betting categories. Furthermore,
our approach requires the construction of metrics to determine similarity be-
tween complicated no limit betting sequences (without which no generalisation
would be able to take place). Our approach allows the successful imitation of
any designated expert player (artificial or human), given a large enough set of
training data. We describe the discrete betting categories used by our system,
the translation process that maps real values into appropriate categories and
the metrics required that allow successful generalisation of an expert player’s
decisions based on a set of hand histories.

Despite the extra complications introduced by the no limit Hold’em domain,
we show that our approach is still able to achieve successful performance. In par-
ticular, we present results from the 2010 Annual Computer Poker Competition
(ACPC), where our entry to the competition, SartreNL, achieved a 2nd place
finish in the no limit equilibrium run-off event [8].

In Section 2 we describe the game of no limit Texas Hold’em. Section 3 pro-
vides the necessary background for the current work. Section 4 provides an
overview of our approach. Sections 5 and 6 focus on how no limit betting is
discretised and on the non-trivial translation phase that maps quantitative bet-
ting values into their discretised categories. Section 7 introduces the metrics
required in order to generalise an expert player’s observed decisions and Section
8 lists results obtained from the 2010 ACPC followed by a discussion of these
results. Finally, a conclusion is provided in Section 9.

2 No Limit Texas Hold’em

Here we briefly describe the game of Texas Hold’em, highlighting some of the
common terms which are used throughout this work. We focus on 2-player no
limit Hold’em, as our system has been specialised for this domain. When a game
consists only of two players, it is described as a heads-up match.

The game of heads-up, no limit Texas Hold’em is played in 4 stages – preflop,
flop, turn and river. During the preflop both players are dealt two hole cards,
which only they can see. Before any betting takes place, two forced bets are
contributed to the pot, i.e. the small blind and the big blind. The big blind
is typically double that of the small blind. The possible betting actions common
to all variations of poker are described as follows:



Decision Generalisation in No Limit Texas Hold’em 469

– Fold: When a player contributes no further chips to the pot and abandons
their hand and any right to contest the chips that have been added to the
pot.

– Check/Call: When a player commits the minimum amount of chips possible
in order to stay in the hand and continue to contest the pot. A check re-
quires a commitment of zero further chips, whereas a call requires an amount
greater than zero.

– Bet/Raise: When a player commits greater than the minimum amount of
chips necessary to stay in the hand. When the player could have checked,
but decides to invest further chips in the pot, this is known as a bet. When
the player could have called a bet, but decides to invest further chips in the
pot, this is known as a raise.

In a limit game all bets are in increments of a certain amount. However, in a
no limit game a player may bet any amount up to the total value of chips that
they possess. In a standard game of heads-up, no-limit poker both players’ chip
stacks would fluctuate between hands, e.g. a win from a previous hand would
ensure that one player had a larger chip stack to play with on the next hand. In
order to reduce the variance that this structure imposes, a variation known as
Doyle’s Game is played where the starting stacks of both players are reset to
a specified amount at the beginning of every hand.

Once the betting is complete, as long as no player has folded, play continues
on to the next stage. Each further stage involves the drawing of community
cards from the shuffled deck of cards as follows: flop – 3 community cards, turn
– 1 community card, river – 1 community card.

During each stage, players combine their hole cards with the public community
cards to form their best 5 card poker hand. Each stage involves a further round of
betting. A showdown occurs after the river where the remaining players reveal
their hole cards and the player with the best hand wins all the chips in the pot.
If both players’ hands are of equal value, the pot is split between them.

3 Background

Our previous work has focused on expert imitation via a case-based approach
within the domain of limit Texas Hold’em [7]. Expert decisions recorded from a
set of training data are encoded into cases. Playing decisions are then made at
runtime by searching the case-base.

While we employ a similar framework for our current work, the transition to
a no limit domain results in unique challenges that are not encountered in a
limit poker environment. First, there is the issue of establishing a set of abstract
betting actions that all real actions will be mapped into during game play. This
is referred to as action abstraction and it allows the vast, quantitative do-
main of no limit Hold’em to be approximated by a much smaller abstract state
space. Second, given an established set of abstract actions, a translation process
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is required that determines how best to map real actions into their appropriate
abstract counterparts, as well as a reverse translation that maps abstract
actions back into appropriate real-world betting decisions.

Both action abstraction and state translation are issues that are also
required to be addressed in the construction of no limit ε-Nash equilibrium
strategies via algorithmic game theory. A pair of strategies are said to be an
ε-Nash equilibrium if either player cannot gain more than ε by deviating their
strategy. An early attempt to construct a no limit Hold’em agent via game theo-
retic methods is described by Andersson [9]. Andersson extended the procedures
used to construct ε-Nash equilibrium-based limit poker agents [10] to the no
limit domain. Betting amounts were discretised based on the amount of chips
currently in the pot. Four abstract actions were created: half the pot, the full
amount in the pot, 2 × the pot and all-in (all the player’s remaining chips). All
bet amounts were required to be mapped into one of the above four abstract
actions. Andersson notes that simply assigning a bet amount into the abstract
action with the closest absolute distance can result in strategies that are able
to be exploited. Instead Andersson advocates a probabilistic mapping based on
the inverse absolute distance between abstract actions. Due to processor and
memory limitations, [9] was only able to produce a game theoretic strategy for
very small starting chip stacks.

Another no limit poker agent produced via game theoretic algorithms is Tarta-
nian [6]. Tartanian was able to build models for much larger starting chip stacks
than the work presented by [9]. Gilpin et. al. [6] advocate a translation process
that uses a relative distance to perform the mapping, rather than an absolute
distance. Using relative distance, a bet amount that falls between two abstract
actions is mapped into the appropriate action by considering their corresponding
ratios.

State translation in extensive form games has been formalised by Schnizlein et.
al. [4]. Schnizlein et. al. define the concepts of hard translation and soft trans-
lation. Hard translation refers to the deterministic mapping of bet amounts into
their appropriate categories. Soft translation refers to the probabilistic mapping
of these values. Schnizlein et. al. investigate both hard and soft translation in
the domains of Texas Hold’em poker and Leduc Hold’em — a much smaller,
specialised poker domain useful for experimental analysis. In both domains [4]
show that the use of hard translation produces strategies that are more easily
exploitable than soft translation.

While our current work is required to deal with many of the same issues and
challenges faced by ε-Nash Equilibrium strategies, the focus of our approach is
more to do with expert imitation and investigating the generalisation of playing
decisions from game traces.

We are now in a position to present the main components that make up
our system. The resulting no limit poker agent is referred to as SartreNL. We
begin with an overview of the representation used to record game scenarios by
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processing a collection of training data. The exact action abstraction used by
SartreNL and the details of how and where state translation occurs are described,
along with the metrics that allow decision generalisation to take place.

4 Overview

Given a set of (artificial or real-world) training data, SartreNL is able to gen-
eralise the decisions recorded within the data by constructing and storing a
collection of cases. Each case attempts to capture important game state infor-
mation that is likely to have an impact on the final betting decision. Table 1
depicts a collection of attribute-value pairs that, when taken together, captures
a particular game scenario. SartreNL uses four attribute-value pairs to describe
the current state of a match. Three of the four attributes (hand strength, betting
sequence, board texture) are the same as those used by the limit variation of
Sartre [7]. The stack commitment attribute was introduced especially for the no
limit variation of the game. All attributes were selected by the authors, given
their importance in determining a final betting decision.

Table 1. The case representation used by SartreNL. The four features capture impor-
tant game state information. A solution is made up of an action and outcome tuple.

Feature Type Example

1. Hand Strength Bucket Integer 1 – 50

2. Betting Sequence String pdc-cqc-c, cc-, dc-qc-ci, ...

3. Stack Commitment Integer 1,2,3,4

No-Salient, Flush-Possible,
4. Board Texture Class Straight-Possible, Flush-Highly-Possible,

...

Action n-tuple (0.0, 1.0, 0.0, 0.0, ...), ...

Outcome n-tuple (-∞, 36.0, -∞, -∞, ...), ...

Each case also records a solution. A solution is made up of two n-tuples,
one which specifies action probabilities and another which specifies the average
outcome of taking the observed action in the past. The entries within each tuple
correspond to a particular betting decision. The entries within the action tuple
must sum to one.

During game play values are assigned to each attribute and the previously
stored collection of cases are searched for attributes with similar values. The
case with the highest global similarity is assumed to be most similar to the
current situation. Once a similar case has been retrieved a betting decision is
made by re-using the tuples within that case’s solution.

Each attribute-value pair is described in more detail below:
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4.1 Hand Strength Bucket

To evaluate the strength of a player’s hand the expected hand strength squared
metric is used E[HS2]. The E[HS2] metric computes the probability of winning
at showdown against a random hand. This is given by rolling out all possible
combinations of community cards and determining the proportion of the time
the player’s hand wins against the set of all possible opponent holdings. The
hand strength value for each community card roll-out is then squared and the
final E[HS2] is given by averaging these values.

Given the large variety of values that can be produced by the E[HS2] met-
ric, bucketing takes place where similar values are mapped into a discrete set
of buckets that contain hands of similar strength. SartreNL uses a total of 50
buckets for each post-flop betting round.

4.2 Betting Sequence

The betting sequence attribute is given by a string of characters where each
character is either an observed game action or round delimiter. Round delimiters
are represented by hyphens and indicate the transition to the next round of
betting. As any quantitative betting value can be observed in the real game, a
discrete set of abstract actions are chosen to represent real betting actions. This
is known as action abstraction and is described in more detail in Section 5. The
action abstraction used by SartreNL is given in Table 2.

Betting sequences consist of every abstract action that was observed up until
the current decision point in the game. This includes a player’s own previous
actions and actions for all previous rounds of play. By including actions that
belong to previous rounds, similarity assessment is made more difficult, but
this allows a more informed context about the game environment at the time a
playing decision was made.

4.3 Stack Commitment

In the no limit variation of Texas Hold’em players can wager any amount up to
their total stack size. The proportion of chips committed by a player, compared
to the player’s stack size, is therefore of much greater importance, compared to
limit Hold’em. The betting sequence maps bet amounts into discrete categories
based on their proportion of the pot size. This results in information that is lost
about the total amount of chips a player has contributed to the pot, relative to
the size of their starting stack. Once a player has contributed a large proportion
of their stack to a pot, it becomes more important for that player to remain in
the hand, rather than fold, i.e. they have become pot committed.

The stack commitment feature maps this value into one of N categories,
where N is a specified granularity:

[0 − 1
N

], [
1
N

− 2
N

], . . . , [
N − 2

N
− N − 1

N
][

N − 1
N
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Hence, for a granularity of N = 4, a stack commitment of 1 means the player has
committed less than 25% of their initial stack, a stack commitment of 2 means
that player has contributed somewhere between 25% up to 50% of their total
stack, and so forth.

4.4 Board Texture

The board texture attribute highlights important information about the public
community cards that all players share to make their best five card hand. For
instance, on the last round of betting if four of the five community cards were all
the same suit, the chances that a player’s opponent has a flush is high as they only
require one card of that suit within their personal hole cards. The board texture
attribute maps a collection of community cards to one of nine categories. The
categories were selected by the authors and are believed to distinguish between
the salient aspects of the public community cards. The board texture categories
are listed in Table 4.

5 Action Abstraction

Recall that abstraction is a concept used by game theoretic poker agents that
derive ε-Nash equilibrium strategies for the game of Texas Hold’em. As the actual
Hold’em game tree is much too large to represent and solve explicitly, it becomes
necessary to impose certain abstractions that help restrict the size of the original
game. For Texas Hold’em, there are two main types of abstraction:

1. Chance abstraction – which reduces the number of chance events that are
required to be dealt with. This is typically achieved by grouping strategically
similar hands into a restricted set of buckets.

2. Action abstraction – which restricts the number of actions a player is
allowed to perform.

Action abstractions can typically be avoided by poker agents that specialise in
limit poker, where there are only 3 actions to choose from: fold (f ), check/call (c)
or bet/raise (r). However in no limit, where a raise can take on any value, some
sort of action abstraction is required. This is achieved by restricting the available
bet/raise options to a discrete set of categories based on fractions of the current
pot size. For example, a typical abstraction such as: fcpa, restricts the allowed
actions to: f – fold, c – call, p – bet the size of the pot a – all-in (i.e. the player
bets all their remaining chips). Given this abstraction, all actions are interpreted
by assigning the actual actions into one of their abstract counterparts.

While SartreNL does not attempt to derive an ε-Nash equilibrium solution
for no limit Hold’em, it is still required to define an action abstraction in order
to restrict the number of actions allowed in the game and hence reduce the
state space. SartreNL uses the following action abstraction: fcqhipdvta. Table 2
provides an explanation of the symbols used.
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Table 2. The action abstraction used by SartreNL

f fold
c call
q quarter pot
h half pot
i three quarter pot
p pot
d double pot
v five times pot
t ten times pot
a all in

6 Translation

Given that all bets need to be mapped into one of the actions listed in Table 2, a
translation process is required to define the appropriate mapping. For SartreNL,
this translation phase needs to occur in 3 places:

1. During case base construction – where hand history logs from previously
played hands are encoded into cases.

2. During actual game play - where betting actions observed during a hand
are required to be mapped into appropriate abstract actions. Equivalent to
the translation process required of ε-Nash equilibrium agents that solve an
abstract extensive form game [9,6,4]

3. A final reverse translation phase is required to map a chosen abstract action
into a real value to be used during game play.

Recall, Schnizlein et. al. [4] formalise two types of translation: hard translation
and soft translation.

– Hard Translation: is a many to one mapping that maps an unabstracted
betting value into an abstract action based on a chosen distance metric.
Given a unique unabstracted betting value, hard translation will always map
this value into the same abstract action. A disadvantage of hard translation
is that an opponent can exploit this mapping simply by selecting particular
betting values.

– Soft Translation: is a probabilistic state translation that uses normalised
weights as similarity measures to map an unabstracted betting value into
an abstract action. The use of a probabilistic mapping ensures that soft
translation cannot be exploited like hard translation can.

SartreNL uses both hard and soft translation. The type of translation that takes
place differs depending on where translation occurs within the system. The exact
details of the translation used within the different areas of the system are now
presented.

Define A = {q, h, i, p, d, v, t, a} to be the set of abstract betting actions. Note
that the actions f and c are omitted as these require no mapping.
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1. During case-base construction SartreNL uses the hard translation function
Th : � → A, as follows:

Th(b) =
{

a if a
b > b

c
c otherwise (1)

where b ∈ � is the proportion of the total pot that has been bet in the actual
game and a, c ∈ A are abstract actions that map to actual pot proportions
in the real game and a <= b < c. The fact that hard translation has the
capability to be exploited is not a concern during case-base construction.
Hard translation is used during this stage to ensure that re-training the
system with the same hand history data will result in the same case-base.

2. During actual game play SartreNL is required to map opponent betting ac-
tions (as well as its own actions) to abstract categories. Observant opponents
have the capability to exploit deterministic mappings during game play,
hence SartreNL uses a soft translation function for this stage, Ts : � → A,
given by the following probabilistic equations:

P (a) =
a
b − a

c

1 − a
c

(2)

P (c) =
b
c − a

c

1 − a
c

(3)

where once again, b ∈ � is the proportion of the total pot that has been bet
in the actual game and a, c ∈ A are abstract actions that map to actual pot
proportions in the real game and a <= b < c. Note that when b = a, P (a) = 1
and P (c) = 0 and when b = c, P (a) = 0 and P (c) = 1. Hence, a betting
action that maps directly to an abstract action in A does not need to be
probabilistically selected. On the other hand, when b 
= a and b 
= c, abstract
actions are chosen probabilistically.

3. The final place that translation is required is when SartreNL has determined
an appropriate abstract action to play. A reverse mapping is then required
to map the abstract action into an appropriate real betting value, given the
current game conditions. SartreNL uses the following function to perform
reverse translation, Tr : A → �:

Tr(a) = a′ ± Δa′ (4)

where a ∈ A and a′ ∈ � is the real value corresponding to abstract action a
and Δa′ is some random proportion of the bet amount that is used to ensure
SartreNL does not always map abstract actions to their exact real world
counterparts. For example, when a′ = 100 and Δ = 0.3, SartreNL could bet
any amount between 70 - 130 chips.
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7 Similarity

In order to generalise no limit betting decisions, it is first required to locate
similar scenarios for which solutions have been recorded in the past. Given a
target case, t, that describes the immediate game environment, a source case,
s ∈ S, where S is the entire collection of previously recorded cases and a set
of features, F , global similarity is computed by summing each feature’s local
similarity contribution, simf , and dividing by the total number of features:

G(t, s) =
∑
f∈F

simf (tf , sf )
|F | (5)

We now present the local similarity metrics (simf) required in order to generalise
betting decisions from a collection of data.

7.1 Hand Strength Bucket

The following metric is used to determine similarity between two hand strength
buckets (f1, f2).

sim(f1, f2) = max{1 − k · |f1 − f2|
T

, 0} (6)

Here, T refers to the total number of buckets that have been defined, where
f1, f2 ∈ [1, T ] and k is a scalar parameter used to adjust the rate at which
similarity should decrease. SartreNL uses values of T = 50 and k = 2.

7.2 Stack Commitment

The stack commitment metric uses an exponentially decreasing function.

sim(f1, f2) = e(−|f1−f2|) (7)

where, f1, f2 ∈ [1, N ] and N refers to the granularity used for the stack com-
mitment attribute. This function was chosen as small differences between two
stack commitment attributes (f1, f2) should result in large drops in similarity.
SartreNL uses a granularity of N = 4.

7.3 Betting Sequence

SartreNL uses the following bet discretisation: fcqhipdvta. Within this represen-
tation there are some non-identical bet sizes that are reasonably similar to each
other. For example, a bet of half the pot (h) is quite close to a bet of three quar-
ters of the pot (i). The betting sequence similarity metric we derived compares
bet sizes against each other that occur at the same location within two betting
sequences.
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Let S1 and S2 be two betting sequences made up of actions a ∈ A ∪ {f, c},
where the notation S1,i, S2,i refers to the ith character in the betting sequences
S1 and S2, respectively.

For two betting sequences to be considered similar they first need to satisfy
the following conditions:

1. |S1| = |S2|
2. Both S1,i = c and S1,j = a whenever S2,i = c and S2,j = a

i.e. each sequence contains the same number of elements and any calls (c) or all-
in bets (a) that occur within sequence S1 must also occur at the same location
in sequence S2

1.
Any two betting sequences that do not satisfy the initial two conditions above

are assigned a similarity value of 0. On the other hand, if the two betting se-
quences do satisfy the above conditions their bet sizes can then be compared
against each other and a similarity value assigned.

Exactly how dissimilar two individual bets are to each other can be quantified
by how far away from each other they occur within the bet discretisation string,
displayed in Table 3.

Table 3. Bet Discretisation String

q h i p d v t

As h and i are neighbours in the discretisation string they can be considered
to occur at a distance of 1 away from each other, δ(h, i) = 1, as opposed to say
δ(q, t) = 6, which are at opposite ends on the discretisation string.

For two betting sequences S1, S2 overall similarity is determined by (8):

sim(S1, S2) =

⎧⎪⎪⎨
⎪⎪⎩

1 −∑|S1|
i=0 δ(S1,i, S2,i)α if |S1| = |S2|,

S1,i = c ⇒ S2,i = c,
S1,j = a ⇒ S2,j = a

0 otherwise

(8)

where α is some constant rate of decay. SartreNL uses a rate of decay where
α = 0.05.

Betting Sequence Similarity Example. Here we offer a concrete example
of how similarity is computed for two non-identical betting sequences.

Consider two betting sequences, S1 = ihpc and S2 = dqpc.
Here, |S1| = 4 and |S2| = 4 and wherever there exists a check/call (c) in S1,

there exists a corresponding c in S2.

1 A betting sequence consists of one or more betting rounds, the above conditions
must be satisfied for all betting rounds within the betting sequence.
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As both conditions are satisfied we can evaluate the top half of Equation (8):

sim(S1, S2) = 1 − [δ(i, d)α + δ(h, q)α + δ(p, p)α + δ(c, c)α]
= 1 − [2 · α + 1 · α + 0 · α + 0 · α]
= 1 − 3α

Using a rate of decay of α = 0.05, gives a final similarity of: 1 − 0.15 = 0.85.

7.4 Board Texture

To determine similarity between board texture categories a similarity matrix
was derived. Rows and columns in Figure 1 represent the different categories
defined in Table 4. Diagonal entries refer to two sets of community cards that
map to the same category, in which case similarity is always 1. Non-diagonal
entries refer to similarity values between two dissimilar categories. These
values were hand picked by the authors. The matrix given in Figure 1 is
symmetric.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A B C D E F G H I

A 1 0 0 0 0 0 0 0 0
B 0 1 0.8 0.7 0 0 0 0 0
C 0 0.8 1 0.7 0 0 0 0 0
D 0 0.7 0.7 1 0 0 0 0 0
E 0 0 0 0 1 0.8 0.7 0 0.6
F 0 0 0 0 0.8 1 0.7 0 0.5
G 0 0 0 0 0.7 0.7 1 0.8 0.8
H 0 0 0 0 0 0 0.8 1 0.8
I 0 0 0 0 0.6 0.5 0.8 0.8 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 1. Board texture similarity matrix

Table 4. Board Texture Key

A No salient
B Flush possible
C Straight possible
D Flush possible, straight possible
E Straight highly possible
F Flush possible, straight highly possible
G Flush highly possible
H Flush highly possible, straight possible
I Flush highly possible, straight highly possible
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8 Results

A version of the system described above was submitted to the 2010 Annual Com-
puter Poker Competition [8]. Our entry to the competition was trained on data
from the best no limit agent of the 2009 competition. The ACPC is the premier
computer poker event and has been held each year at either AAAI or IJCAI
conferences since 2006. The ACPC involves separate competitions for different
varieties of Texas Holdem, such as limit and no-limit competitions, as well as
heads-up and multiple-opponent competitions. Entrance into the competition is
open to anyone and the agents submitted typically represent the current state
of the art in computer poker.

Table 5 presents a cross-table of results between competitors at the 2010
heads-up no limit competition. A green cell indicates a win for the row player
and a red cell indicates a loss for that player. Cells with a lighter background
represent matches that were not statistically significant. The figures presented
in Table 5 are in milli big blinds per hand (mb/h), a milli big blind is 0.001 times
the big blind value. Therefore, mb/h are calculated by dividing the total number
of big blinds won by the number of hands played, followed by multiplying the
result by 1000. A result of +1000 mb/h means that a player won, on average,
one big blind per hand.

Table 5. Crosstable of all matches. Results are from the perspective of the row player.
Values are in milli big blinds per hand. Confidence intervals are omitted due to space
considerations. This table is replicated from the 2010 ACPC [8].

(1) (2) (3) (4) (5) (6) (7) (8)

(1) c4tw.iro – – −4181 – −7557 −2289 −5534 –

(2) c4tw.tbr – – – −3562 −6977 −2241 – −8669

(3) Hyperborean.iro 4181 – – −83 775 200 248 122

(4) Hyperborean.tbr – 3562 83 – 795 272 364 220

(5) PokerBotSLO 7557 6977 −775 −795 – −193 −108 −159

(6) SartreNL 2289 2241 −200 −272 193 – 42 −13

(7) Tartanian4.iro 5534 – −248 −364 108 −42 – −80

(8) Tartanian4.tbr – 8669 −122 −220 159 13 80 –

Table 6. Bankroll instant run-off results. This table is replicated from the 2010
ACPC [8].

Round 0 Round 1 Round 2 Round 3

(1st) Hyperborean.iro 1351 ± 44 408 ± 27 224 ± 31 200 ± 39

(2nd) SartreNL 581 ± 34 12 ± 23 −79 ± 27 −200 ± 39

(3rd) Tartanian4.iro 1338 ± 33 −60 ± 27 −145 ± 34 –

(4th) PokerBotSLO 1620 ± 187 −359 ± 32 – –

(5th) c4tw.iro −4891 ± 213 – – –
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In the no limit competition, the Doyle’s Game rule variation was used where
both player’s begin each hand with 200 big blinds. All matches played were
duplicate matches. In a heads-up duplicate match N hands are played between
two agents after which the agents memories are wiped and the N hands played
again, but in the reverse direction, i.e. the cards that were initially given to
player A are instead given to player B and vice-versa. This way both players get
to play both sets of N cards and this reduces the variance that is involved in
simply playing a set of N hands in one direction only. Many duplicate matches
are played in order to achieve a significant result. In the 2010 heads-up, no limit
competition each competitor played 200 duplicate matches (each consisting of
N = 3000 hands) against every other competitor.

Table 6 presents the final results of the instant run-off competition. The in-
stant run-off competition uses a recursive winner determination algorithm that
repeatedly removes the agents that performed the worst against a current pool
of players. In the 2010 competition SartreNL was ranked in second place.

Table 5 indicates that SartreNL suffers a statistically significant loss against
only one competitor i.e. Hyperborean. Where a competitor’s name ends with .iro
or .tbr this indicates the competitor was specifically submitted to a particular
division (i.e. instant run-off or total bankroll). In general, SartreNL does not
achieve as large a bankroll as some of the other competitors and this is mostly
due to its performance against the competitor c4tw. It is clear that c4tw is the
weakest competitor, having lost all of its matches, however SartreNL does not
achieve as great a profit as some of the other competitors do against this oppo-
nent. Moreover, the amounts won against this opponent (the first two columns
in Table 5) are by far larger than any other values in the table. This means that
matches involving c4tw have a much greater impact on the final total bankrolls.
This results in SartreNL achieving only a slight overall profit i.e. 581 ± 34. Ta-
ble 6 shows that when c4tw is removed from the pool of players via the instant
run-off winner determination procedure, SartreNL actually performs a lot better
overall.

9 Conclusion

Given a set of data, recorded by observing an expert player, the framework pre-
sented in this paper allows the successful generalisation of those decisions. Our
results support the idea that generalising decisions via expert imitation has the
ability to produce strong, sophisticated strategies in complex, imperfect infor-
mation environments. Moreover, our results show that these strategies can lead
to successful performance compared with alternative approaches. In previous re-
search we have shown this to be the case in the domain of limit Hold’em [7].
This work extrapolates our approach to the domain of no limit Hold’em. The
transition to a more complicated no limit betting structure required issues to
be addressed that were not a concern within the limit domain. In particular, a
suitable action abstraction was required in order to reduce the large no limit
state space. Given a chosen abstraction, state translation needs to take place at
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various locations within the system. The formulas required for both hard and
soft translation were explained, as were the local similarity metrics that allow
the identification of similar scenarios so that decision generalisation can take
place. The SartreNL system produced by the framework achieved a second place
finish at the 2010 ACPC no limit, instant run-off competition.
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Abstract. To help end-users master complex applications, it is often efficient to 
enable them to “replay” what they have done before. In some situations, it is 
even more useful to enable them to modify some values of the actions they are 
replaying so that they can see the consequences of the modification. 
Unfortunately, it is not always possible to replay series of actions after a 
modification of a prerequisite. Hence, the replay process has to deal with 
impact propagation of changes. In this paper, we describe our models to enable 
replay of user’s interactions and to manage impact propagation of changes 
during the replay process using impact rules to perform the adaptation. These 
models are built upon traces, i.e. digital objects that enable us to record user 
interactions and to reuse them in different ways. We have implemented the 
replay process in a Web application called SAP-BO Explorer, an application 
assisting business users in managing large amounts of information. Our tool 
helps users to better understand the application. 

Keywords: impact propagation, macro recording, bookmarks, trace-based 
reasoning, replay traces, human computer interaction. 

1   Introduction 

With the multiplication and the rapid development of software systems and 
applications, we now have access to more and more tools, which are usually more and 
more rich, and difficult to master. While using these tools, we are often lost, usually 
because we lack time to understand applications, to get used to them and to exploit 
them efficiently. In response to this problem, some application designers came up 
with solutions for helping users either to discover the application or to be more 
efficient while using it. Providing a relevant assistance to users becomes a real 
challenge for application designers. Among the proposals for assistance strategies, we 
usually find tutorials, how-to, videos, assistants, training courses, etc. However, all 
these assistance strategies rest upon a static description of the application, hard-coded 
a priori. The same assistance is provided to all the users. Assistance is not always 
well suited to particular needs of specific users. 
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To overcome this issue, we have proposed in a previous work to use Trace-Based 
Reasoning in order to provide a contextualized help to end users [1]. Trace-Based 
Reasoning draws its inspiration from Case-Based Reasoning and reuses past 
experiences to solve new problems. The main difference is that, in Trace-Based 
Reasoning, the main knowledge container is a base of interaction traces.  

Interaction traces are relatively new digital objects. An interaction trace is a rich 
record of the actions performed by a user on a system. In other words, a trace is a 
story of the user’s actions, step by step. Hence, traces enable us to capture users’ 
experiences. Traces are recorded according to a pre-established model, so that they 
can be reused in different ways: replay, exploration, modification, modification plus 
replay, etc. Working with traces raises numerous research issues. How to collect, 
represent, store, and visualize traces? How to implement a replay mechanism in a pre-
existing system? How to take into account privacy issues for traces? 

Recent research enables us to work within an existing framework for manipulating 
traces (see [2], [3] and [4]). In this paper, we focus on a specific research question: 
how to replay a trace in a system and which issues are raised by the replay when the 
initial situation has been modified? To better understand this problem, let us consider 
the following example. A user makes a sequence of manipulations to improve a 
colored picture: transformation in gray-scale, selection of a scale of gray, luminosity 
attenuation for the selection, blur effect on the selection. Not satisfied with the result, 
he decides to go back to the initial state (the original picture) and to replay the whole 
set of actions, except from the transformation in gray-scale. The question is: “are the 
remaining actions still possible?”   

The issue we address in this paper is then: how to enable a trace replay while 
monitoring the impact of a modification in the trace on the remaining of the process? 
In order to address this issue, we have firstly elaborated a mechanism enabling to do a 
simple replay of a trace (i.e. with no modification) from any point in the trace. Then, 
we have defined a model to manage impact propagation after a modification of the 
trace. The trace-replay mechanism has been implemented in the SAP-BO Explorer 
application [5], a web application enabling users to load, explore, visualize and export 
large quantities of data. SAP-BO needs a tool to help their users better understand 
their application so we designed this solution for them. We have instrumented the 
initial application in order to collect interaction traces and we have developed a 
graphical interface that displays the traces according to an ad-hoc knowledge 
representation. Using this interface, any user can replay his recorded traces. The 
application is operational and a demo video is available1. 

This paper is organized as follows. In section 2, we survey related work. Then, in 
section 3, we show how we use traces in order to enable replay of user’s interactions. 
In section 4, we discuss the consequences of a change during the replay, and we 
propose a rule-based impact propagation model. Section 5 gives implementation 
details. Open issues and discussion of our proposal are made in section 6. The paper 
ends with a conclusion and a description of future research issues. 

                                                           
1 A demo video of trace replay and visualization is available at: 
 https://liris.cnrs.fr/~rzarka/ReplayTraceDemo/ 
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2   Related Work 

Macro recorders are systems that record and play back mouse events and keystrokes. 
In most of existing macro recording systems, users have to be proactive: they need to 
start and stop macro recording. Bookmark systems are one of the most common 
macro recording systems. They enable users to “replay” web pages. With Koala [6], 
the user can record a sequence of actions and generate a script of keyword commands 
that can be replayed later. Recorded scripts are stored automatically on a wiki. 
CoScripter [7] is a Firefox plug-in created by an IBM Research group. It allows users 
to record and share interactions with websites. It records user actions and saves them 
in semi-natural language scripts. The recorded scripts are saved in a central wiki for 
sharing with other users. WebVCR [8] and WebMacros [9] record web browser 
actions as a low-level internal representation, which is not editable by the user or 
displayed in the interface.  

All these systems require planning to enable recording while Smart Bookmarks 
[10] supports retroactive recording: it automatically captures users’ interactions while 
they navigate the web, and displays them through a graphical presentation. When 
users want to bookmark a webpage, the system automatically determines the sequence 
of commands needed to return to the page, and saves the sequence as a bookmark. 
While Smart Bookmarks lets users save or share actions from ongoing browsing 
sessions, ActionShot [11] enables users to share actions they have performed before 
by providing them with a visual interface for browsing their entire history. ActionShot 
is built on top of CoScripter. History data is reused through the re-execution of 
recorded steps. Sharing also is supported through Facebook, Twitter or via email. 
Both ActionShot and Smart Bookmarks are generic, but they are implemented as 
Firefox extensions which is a limitation because it cannot work with other browsers. 
Besides, they cannot work with dynamic pages (e.g. Ajax or Flash based). 

In Smart Bookmarks, users can modify parameters values before the bookmark 
starts running. However, these new values may affect commands and cause 
inconsistent states in the application. Hence, it seems relevant to study impact 
propagation of these changes. Impact propagation analysis is widely studied in 
software engineering and database domains. In [12], the authors propose a UML 
model-based approach to impact analysis that can be applied before any 
implementation of the changes, thus allowing an early decision-making and change 
planning process. Most techniques to predict the effects of schema changes upon 
applications that use the database can be expensive and error-prone, making the 
change process expensive and difficult. In [13], the authors present a novel method 
for extracting potential database queries from a program, called query analysis. The 
impacts of a schema change can be predicted by analyzing the results of a query 
analysis, using a process they call impact calculation. Many systems also support 
impact analysis. One of them is Sybase Power Designer Modeling Tool that provides 
powerful methods for analyzing the dependencies between object models [14]. 

Some applications allow users to replay their actions like Photoshop [15], by using 
undo or go back commands. In Photoshop, graphics designers and photographers have 
a number of processes they frequently perform on their images. By creating macros 
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called “actions” they can automate many routine tasks using simple text files that are 
recorded in a macro-style. Whether is the goal is to convert an image for the Web or 
to transform a color photo into a black and white photo, designers can reduce several 
steps to a click on a single button. Users can create their own macro scripts which are 
mini recordings of commands. This is also what we would like to provide, but in our 
case we need to apply macro recording for systems that do not support undo 
commands like most client-server applications. In addition, we do not want to ask the 
user to start or stop recording his actions. Table 1 shows a comparison between all 
these systems according to the way they allow visualization of past actions and if they 
support the replay with or without change of values. 

Table 1. Comparison table of related work 

System Representation Simple Replay Replay with 
change Adaptation 

WebMacros 
WebVCR No Proactive  No No 

Koala Wiki Scripts Proactive No No 

CoScripter Text, Firefox 
Extension 

Proactive No No 

Smart 
bookmarks 

screenshots, 
Firefox extension 

Retroactive 
Yes, without 
impact 
propagation 

Classify buttons 
for side-effecting 

ActionShot Graphical text, 
Firefox extension 

Retroactive 
Yes, without 
impact 
propagation 

No 

Photoshop Actions list Macro and 
undo command Yes Yes 

Power 
Designer Does not trace Undo 

command 
No Impact rules 

Trace Replay 
(Our approach) 

M-Trace with 
text explanations 

Retroactive Yes Impact rules and 
adapted values 

 
Trace replay is a step towards the goal of finding different personalized tasks to 

make applications more “task-aware”. Some projects also tackle this problem. For 
example, TaskTracer [16] collects user’s interactions to organize the user’s 
information naturally according to tasks. They use machine learning techniques to 
learn and adapt solutions according to user specificities. CaBMA [17] (for: Case-
Based Project Management Assistant) is another work providing assistance with 
project planning tasks. The system uses case-based reasoning by adding a knowledge 
layer on top of the traditional project management software, going beyond the editing 
and bookkeeping capabilities that this software is traditionally limited to. CaBMA 
automatically captures cases from previous project plans, and reuses them for 
planning. But in our future work we want to determine different personalized task and 
make use of case-based reasoning for reusing the experiences and replay tasks for any 
application, and not only in the project management applications. 
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3   Simple Trace Replay (Go Back to a Previous State) 

To enable users to go back to a previous state, we propose to implement a “trace 
replay mechanism”. This mechanism enables users to replay their interaction until 
they reach the expected state of the application. In order to implement this 
mechanism, we have defined a trace model (see Fig. 1). 

 

Fig. 1. Modified trace model to support trace replay 

Each user’s session is represented by a M-Trace which consists of a set of observed 
elements (obsels). Each obsel has a type and two timestamps representing its 
beginning and ending instants. Each obsel type has a domain of attributes and 
indicates the values of its attributes respecting the range of the attribute type. An obsel 
can affect many elements at the same time. For example, pressing a “delete all” 
button can erase the values of many elements together. By using the obsel attribute 
values, we can calculate the new values for the related elements, where each obsel 
attribute concerns only one element. Using this model we can get all the obsels that 
can modify every element and all the elements that can be affected by an obsel. When 
capturing the traces we don’t need to store the values of elements at each time. We 
only store attributes and values of each obsel. For example if a user selects a chart, the 
value of the obsel will be the ID of the chart and not the whole information about the 
chart. We can find the complete information in the “selected chart” element. 
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3.1   Go Back Trace Process 

Our solution to go back to a previous state of the system is to replay traces from a 
starting point (session start) and not by undoing last ones. When a user chooses to go 
back to a past state, he can choose the obsel that he wants to return to. The system 
will automatically go back to this state by replaying all the obsels that happened from 
the beginning of the session until the selected obsel; let’s call it the triggered obsel 
(the obsel where we want the system to play back to). Fig. 2 [A] shows a simple  
trace replay, a list of obsels starting from A to R, where R is the replay obsel and C is 
the triggered obsel. In R the user asked to replay traces to back with the system to its 
state when clicking on C. We can see that all the obsels that happened between  
C and R will be ignored (EDA). This replay will be done by one command which 
means one call from the client to the server. After replaying traces the system  
will go back to the past state and the user will continue his usage to the system, and 
new obsels will be collected. An Obsel R means that at this point a replay action 
happened. 

 

Fig. 2. [A] Simple Trace Replay, [B] Trace Replay with change 

Algorithm 1. Simple replay gets M-Trace and the triggered obsel as input and goes 
back to a previous state. Firstly, it gets the subset of the trace that should be replayed 
starting from the first obsel to the triggered one by a chronological order. Then this 
trace will be optimized by using the optimization algorithm to delete extra obsels. 
Each element gets its default values and then a loop on all the obsels runs, where at 
each time the element values are updated according to the attributes of the current 
obsel. At the end, the new element values are updated making the system going  
back to this state. The replay event is also captured as a new obsel and taken in 
consideration during the analysis. 
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Algorithm 1. Simple replay 

Program simpleReplay (M-Trace, TriggerredObsel) 
ReplayedTrace := getSubTrace(0, pos(TriggeredObsel)); 

  optimize(ReplayedTrace); 
  Elements := getDefaultValues(); 
  For pos := 0 to getObselCount(ReplayedTrace)-1 
    Obsel := ReplayedTrace[pos]; 
    Attributes := getAttributes(Obsel.Type); 
    For each attribute in Attributes 
      Value := getAttributeValue(Obsel, attribute); 
      Elem := getAffectedElement(attribute); 

        Elements[elem] := GenerateElementValue(value); 
      End For each 
    End For 
    Return Elements; 
  End Program 

3.2   Optimized Trace Replay Process 

As not all the obsels play a role for changing the state of the system, replay process 
can be optimized by reducing the number of replayed obsels. In addition, in some 
cases many obsels can be ignored, either because they have been canceled by other 
obsels or because of reset values. We can get an optimized chronological list of obsels 
from the beginning of the session to the triggered obsel; this list will be used to 
generate the values for each element. Optimization algorithm tries to delete all 
unnecessary obsels that induce loops in the trace. For example, in the simple replay 
obsel, the subTrace from replay obsel to triggered obsel should be deleted. The same 
thing is also done for a reset obsel which means deleting all the obsels from the 
beginning to the reset obsel. So we consider that there is a list of unnecessary loop 
obsels in the trace that should be deleted as shown in Fig. 3. 

 

Fig. 3. Trace Replay Optimization 
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4   Replay Traces with Impact Propagation 

In this section we describe how we can replay traces after modifying an obsel by 
handling the consequences of changes on elements. This is illustrated on Fig. 2 [B]. R 
is a replay obsel that triggers a replay of the trace after doing a change on the values 
of the triggered obsel C. Because of a change in one of the attribute values of C, the 
values of some other obsels could be inconsistently modified, like E and A, while 
other obsels may remain consistent, like D. We need to find the adapted values replay 
traces with these new values. After that the user can continue to use the system. We 
face many questions like: how can we determine the elements affected by a change? 
Can we be proactive and specify the appropriate new values, without asking the user 
to enter the new values? How can we replay the next obsels after applying this 
change? To answer these questions we propose to define impact rules of dependencies 
between the elements for manipulating the consequences of a change. 

4.1   Impact Rules for Element Dependencies 

Impact rules define the dependencies between the elements in the system in order to 
be able to identify the elements that are affected by a change in another element, and 
to specify the modifications that could be done on the affected elements to stay 
consistent and valid. Each rule includes a source element (modified element) and the 
condition on its values that specifies the dependence with a destination element 
(affected element) and the condition on its values. A rule says that if specific 
conditions for the values of the source element are fulfilled then some of the values of 
the destination element determined by the destination condition cannot exist, which 
requires replacing these values by an adapted value. 

Definition. Impact rule 

Let Ę be a set of elements. Each element has a name and some values. Let Ѻ be a set 

of operations and Ӻ be a set of functions. We can define an impact rule Ʀ as an 
implication of the form: 

Ʀ = (ES, CS) → (ED, CD) : Æ                                                 (1) 

Where ES, ED, Æ ϵ Ę, and ES is the source element, CS is the source condition, ED is 
the destination element, CD is the destination condition, and Æ is the adapted element. 
CS and CD are conditions based on operations and functions on the values of the 
elements. Conditions are composed of operations (Ѻ) and functions (Ӻ) on elements 
values. Operations can be logical (and, or, not, etc), mathematical (+, -, *, /, etc) or 
others. Functions can be grouping functions like (max, sum, min, count, avg) or 
custom functions like (isNumber, isHoliday, etc). 

For each application, system’s experts define impact rules for the dependencies 
between the elements, to determine the consequences of modifying a past obsel. We 
can get all the impacted obsels for each rule from the entity of the relations between 
elements and obsels. If we find impact rules having the elements of the modified 
obsel as source elements and their values satisfying the source conditions, then, for 
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each destination element, if its value satisfies the destination condition, we need to 
replace the destination element by the adapted one. Adapted values can be specified 
manually as default values or can be generated automatically using past traces. For 
example, in SAP-BO Explorer, we consider an impact rule like: if the number of 
selected measures is greater than one, the element “Chart” cannot be of type “Pie”. If 
a user asks to replay a trace after modifying the number of selected measures that 
activated this rule, and if there was a successor obsel for changing the chart type to 
“Pie”, then this obsel will not be valid anymore because of this rule, and the chart 
type will be automatically changed according to the adapted value to be “Vertical 
Bars”. The rule will be as following: 

 ES = Selected Measures CS = (Count () > 1) 
         ED = Chart CD = (type = “Pie”) 
   Æ = (Type = “Vertical Bar”) 

The user can replay a part of his session after modifying some of the obsels values. 
These modifications can be of many types like shifting obsel by changing their 
timestamps, thus causing a change in the order between obsels, updating a value for 
an attribute of an obsel, or even deleting an obsel. By using impact rules we can 
determine the consequences of a change and the adapted values. In case of not finding 
an adapted value of an element or the absence of an impact rule, the corresponding 
obsels will be invalid. Then the user will have to select the suitable value manually; 
otherwise the replay process will fail. 

4.2   Retrieving Adapted Value from Past Traces 

When a user adds a new impact rule, the system asks him to choose the adapted value 
from a list of possible values, or to keep the system calculating it automatically using 
past traces. For this purpose, we propose to use a retrieval algorithm similar to the 
algorithm we presented in [1]. In the original algorithm, obsel values are not taken in 
consideration when retrieving episodes similar to the current one, because we just 
wanted to know the next recommended obsels. An episode is a sequence of 
interactions that allow solving a problem. So, in order to make this algorithm useful 
for finding the adapted values, we need to make a comparison between the values of 
the obsels. In addition, we want to retrieve the adapted value for the destination 
element and not the next recommended obsels. 

Get-adapted-value algorithm starts by selecting a subset of the trace from its 
beginning to the modified triggered obsel. Then it retrieves all the past similar 
episodes to the current one. Similarity includes values comparison. For each similar 
episode, it calculates the final value of the corresponding element (destination 
element in the impact rule) as we did in the simple replay, without updating the 
system. If there is more than one value, we take the one that occurs the most often and 
we consider it as the adapted one. If we are not able to retrieve any episode, we  
keep this element as an invalid element until another obsel modifies its value, 
otherwise the replay process will fail and the system will ask the user to choose the 
value manually. 
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5   Implementation 

In the previous sections, we have described the models that we have defined to 
support replay of user interactions by exploiting traces. In this section, we show how 
we have implemented our trace replay model into the SAP-BO Explore application. 

5.1   Trace Collecting and Visualization 

Firstly we modified SAP-BO Explorer for being able to collect obsels. SAP-BO 
Explorer is divided into two parts. Server part is implemented in Java. The 
management of users’ sessions is done in this part, thus enabling many users to work 
on the system at the same time. The client part is a Flex application; each user has a 
web application where he can do his exploration. The traces are collected in the client 
side. Fig. 4 shows a snapshot of the user interface. Each time a user tries to use the 
system, a new session is opened. Each session contains many obsels, and each action 
of the user is collected as an obsel presented in a XML format specifying the obsel 
type, timestamps, and the values of this obsel. We consider that the interface of SAP-
BO Explorer is divided into task-oriented blocks, where each block contains obsels 
dedicated to similar kinds of tasks. The interface consists of blocks for measures, 
categories, visualization, export, search, etc. For example the measures block contains 
many types of obsels like select measure, add calculation, edit calculation, etc. For 
example, when a user tries to select a measure, we capture this action as an obsel of 
the type “Select measure” from the second block “Measures block”. The obsel has for 
value “Trade USD” and is time stamped with the current timestamp. 

 

Fig. 4. SAP-BO Explorer user interface 
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Each session is presented as an M-Trace stored in XML and has a unique session 
ID, contains the ID of the user who did this session, and the temporal list of obsels 
that happened in this session. When a user log himself in SAP-BO Explorer, a request 
to the server-side is sent in order to open a new session. This triggers the creation of a 
new XML output file for this session. Each time a new obsel is collected; it is 
formatted in XML format and sent to the server in order to be added to the session 
file. Each user can open and manipulate many Information Spaces at the same time. 
An Information Space is a collection of objects mapped to data for a specific business 
operations or activities. All the obsels of a session, whatever the Information Spaces 
they belong to, are stored in the same file. 

We have developed a new interface to visualize users’ traces displaying a graphical 
representation of what they have done so far (see Fig. 5). Each obsel is captured 
according to our model classified according the available types and represented as 
colored bullets. Obsels appear on the left side of the interface as a chronologically 
ordered list from the beginning of the session to the most recent obsel. By clicking on 
an obsel, we can see its description on the right side of the interface. Obsel’s values 
are visualized in the form of a tree of attributes and their values. 

 

Fig. 5. Trace Visualization Interface 

5.2   Trace Replay Implementation 

If a user wants to go back to a previous state, he can at any time select the triggered 
obsel from the list of captured obsels and click on replay button (see Fig. 5). The 
system will automatically replay traces to go back to this state. A new obsel will be 
added to the obsels list of type ‘Replay’. Its values are set according to the values of 
triggered obsel. This new obsel indicates that a replay action has occurred here and 
has triggered a previous obsel. As we explained before, the optimization algorithm 
uses replay obsels to minimize the number of the replayed obsels by deleting the 
obsels that are skipped in the replay action. 

Each element has different type and number of values from other elements. For not 
analyzing each element in a different way, we need to make it more general. By using 
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introspection we can determine the type of an object at runtime. Introspection refers 
to the ability to examine something to determine what it is, what it knows, and what it 
is capable of doing. Introspection gives us a great deal of flexibility and control. To 
do that we used Object as type of the values attribute of an obsel, which means that 
this attribute can have any type of values. We do introspection on this attribute in 
order to determine the content of it and then to manipulate it in a general way. 

6   Discussion and Open Issues 

We have implemented our replay method within the SAP-BO Explorer application. 
However, this method can be applied in any system. To enable trace replay, the first 
step is to collect traces. For this purpose, we use a model, the M-Trace, enabling us to 
collect all the traces according to the same abstract model. We have experimented 
with our system by using many types of datasets and by considering all obsels types, 
opening many sessions together and trying to go back to previous states many times 
in the same session. We even succeeded to go back to all sessions at the same time by 
one single go-back command. The execution time of the replay process is very fast, it 
is like any other action in the application, which means the time of message 
exchanging between the client and the server. A demo video is available online1. 

Systems like ours face number of challenges like replaying traces for already 
closed sessions, optimizing replay after modifying past obsels and rechecking impact 
rules after modifying elements values. But they also face more general problems. For 
example, in [10], the following issues are raised: privacy of the user and his 
permission to be traced, security of the system while collecting and visualizing traces, 
protection of users from undesirable side-effects triggered by the replay, and the 
robustness of the replay after doing some changes.  When implementing our system, 
we also faced specific problems. For example, in SAP-BO Explorer the same user can 
open many sessions at the same time. We had to deal with the problem of replaying 
the trace of a closed session. Our replay process can handle this case by reopening the 
session, with default values and by applying all the replayed obsels until the triggered 
one. As we have not implemented yet the replay with changes, we have not faced the 
problem of optimizing the replay after these modifications. Application of impact 
rules can be recursive; a modification on an obsel value can have an impact on other 
obsel values if obsels are related. To deal with these problems we need to develop a 
graph of impact propagation to solve loops problems and to know the dependencies 
between different obsels and elements. This is a future work. 

When the trace includes obsels that have secure and sensitive information like 
passwords and credit card numbers, our system detects and obscures the password 
when visualizing it. But it still needs a lot of enhancements and rules to detect this 
information and secure it, by notifying the user about it or even asking him to re-enter 
it again. Our system continuously collects and records user’s interactions which 
constitute a potential risk to privacy and security. This problem is share by all the 
systems that record rich history traces (web browsers, recommendation systems, etc.). 
Dealing with this issue is out of the scope of our study. However we do notify our 
users that all their interactions are recorded. Side-effects are another issue we have to 
deal with. Indeed, replaying a trace may have unexpected consequences and can 
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damage the system or cause deletion of critical data. In our current implementation, 
we do not deal with this problem. However, we think that the proposed method 
described in [10] is relevant to solve such a problem. The idea is to classify obsels 
into two classes: side-effecting and non side-effecting. This makes easier the 
annotation of critical obsels. Last, we have to face robustness issues. Indeed, we have 
to make sure that the trace system is still usable after major changes either on data or 
on processes of the system. This question is also out of the scope of our study as it is 
mainly related to the trace collecting phase. We make the assumption that robustness 
issues are handled by the trace-based system, responsible for traces management. 

7   Conclusion and Future Work 

In this paper we have described an approach using of interaction traces to allow users 
to return to a particular state of an application. This approach is an alternative way of 
undoing actions in applications where undo commands are not available (such as 
client-server applications). For this purpose, we use play-back of interaction traces. 
Replay can be identical to the original trace or can introduce different action 
parameters. We analyze the impact propagation of changes performed on past actions. 
This work has been conducted in collaboration with SAP Business Objects and the 
application we used to implement our approach is SAP-BO Explorer. The aim of our 
contribution within this project was to support replay process in a client-server 
application, where classical undo commands cannot be implemented. The main 
contribution of this paper shows how we can replay interaction traces, in an optimized 
way, in order to go back to a particular state of the application. For that purpose, we 
have introduced the concept of predefined impact rules and we have built an 
algorithm that discovers adapted values of obsels affected by changes. 

At the time being, the collect process and the simple replay process are 
implemented. In future work, we plan to address issues mentioned in the discussion 
concerning side-effects, robustness, and security. SAP-BO Explorer is our first test-
bed application. However, our approach is generic enough to be applied to other 
application. Hence, another future work is to experiment with this approach in a 
different application domain (namely video annotation) and with a different category 
of end-user. Our goal is to study how interaction traces, and Trace-Based Reasoning 
can contribute to help user better understand and use applications.  
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López de Mántaras, Ramon 378
Lothian, Robert 304

Manzano, Sergio 107, 122
Marling, Cindy 137
Massie, Stewart 304
McSherry, David 151
Mille, Alain 482
Minor, Mirjam 166
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