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Preface

Computers are firmly rooted in nearly all areas of life today. In company life,
documents and products are produced by using computers, communication is by
e-mail, companies present their commodities and services on the Internet and
copious amounts of data are stored in databases. Different application programs
are required for all of these processes.

The 2011 International Conference on Applied Informatics and Communica-
tion (ICAIC 2011) held during August 20-21, 2011, in Xi’an, China, provided
an excellent platform for scientists and engineers of different countries working
in various fields to exchange the latest developments and foster world-wide co-
operation in the field of applied informatics and communication. Hundreds of
experts and scholars from different countries attended ICAIC 2011.

Being crucial for the development of applied informatics and communication,
our conference encompasses numerous research topics and applications: from the
core fields of information systems and software engineering, manufacturing and
automation engineering, computer-based signal processing and image processing
to Communications Technology and other related topics. All of the papers were
peer-reviewed by selected experts and 451 were selected for the proceedings
of ICAIC 2011. We believe that this book provides a valuable reference for
researchers in related fields. The papers describe how efficient, user-friendly,
secure and upgradeable information technology systems can be designed, built
and meaningfully used and operated in practice.

ICAIC 2011 was organized by the Information Engineering Research In-
stitute, USA, and the proceeding are published by Springer. The conference
was held in Xi’an. Xi’an, located in central-northwest China, records the great
changes of the country just like a living history book. Called Chang’an (meaning
the eternal city) in ancient times, Xi’an is one of the birthplaces of the ancient
Chinese civilization in the Yellow River Basin area. It is the eastern terminal of
the Silk Road and the site of the famous Terracotta Warriors of the Qin Dynasty.
More than 3,000 years of history, including over 1,100 years as the capital city
of ancient dynasties, have endowed Xi’an with an amazing historical heritage.

We sincerely thank all the members of the ICAIC Organizing Committee,
Academic Committee and Program Committee. Moreover, we also express our
sincere appreciation to all the referees, staff and volunteers for their tremendous
efforts. Finally, we would like to thank all the authors who have contributed to
this volume.

We hope that readers will find lots of interesting and useful information in
the proceedings.

June 2011 Dehuai Zeng
Jianwei Zhang
Jun Zhang
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Image Clustering Segmentation Based on Fuzzy Mutual
Information and PSO"

Wei Jian-Xiang', Sun Yue-Hong?, and Tao Zhao-Ling’

! Department of Information Science,
Nanjing College for Population Program Management 210042, China
2 School of Mathematical Sciences, Nanjing Normal University, 210097, China
3 College of Math & Physics, Nanjing University of Information Science and Technology,
210044, China
zhsina@yeah.net

Abstract. This paper proposes a new method for image clustering based on fuzzy
mutual information. A new Particle Swarm Optimization based on diversity of
symmetrical distribution (sdPSO) is adopt as optimization algorithm and the
object function is based upon the fuzzy mutual information and cluster distance
measure optimum between the original image and the one after clustering
segmentation. Appling the method into a noised medical image, the result image
has clear and continuous boundary and keeps complete internal characteristics. By
comparing with the other image clustering algorithms, experimental results show
that the image segmentation quality of this method is improved obviously.

Keywords: image clustering, fuzzy mutual information, particle swarm
optimization.

1 Introduction

Image segmentation is one of the key techniques for image procession. The common
methods are the thresholding method, the clustering method and the region growth
method, and so on. Mutual Information (MI) is a new image clustring segmentation
rule. Since 1995, MI has been widely used in image registration field. Rigau [1] and
Kim [2] first tried to apply MI in image segmentation to get better effect than that
over the maximum entropy rule. Zhen-tai Lu [3] proposed a segmentation algorithm
based on the combination of the K-mean value algorithm and the maximum mutual
information, the segmentation speed is improved by limiting the computation rang of
the mutual information to a certain interval. Cheng-mao Wu [4] and Li-xin Liu [5]
introduced the fuzzy membership into the mutual information, and put forward a
multi-threshold segmentation method for fuzzy mutual information. Yu-dong Zhang
[6] integrated fuzzy entropy and mutual information, gave the threshoding based on
fuzzy mutual information difference standard with its performance superior to the
traditional mutual information.

* This work is partially supported by National Social Science Foundation of China
(09CTQO022) and the Sixth Project of Six Industries of JiangSu Province of China (09-E-016).

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 1-]12]2011.
© Springer-Verlag Berlin Heidelberg 2011



2 W. Jian-Xiang, S. Yue-Hong, and T. Zhao-Ling

In this paper, a new particle swarm optimization based on diversity of symmetrical
distribution (sdPSO) is applied into image clustering. We bring forward a new image
segmentation method, and the optimization object function is based on cluster
distance measure and the fuzzy mutual information between the original image and
the one after clustering segmentation.

2 The sdPSO

Particle swarm optimization ( PSO), a novel swarm intelligence algorithm, is brought
forward by Eberhart and Kennedy [7]in 1995 and proved to be a valid optimization
technique and has been applied in many areas successfully. In PSO algorithm, the
solution is usually supposed to be a particle in the search space for the problem being
treated. Every particle consists of three parts: the present position x, the travel velocity
v and the particle fitness, denoted by P(x, v, fitness). In the process of the iteration, the
particle renews itself by renewing two “extremes”: one is the best solution found by
the particle itself, we call it the personal acknowledge ability of the particle, denoted
by Py.s; another is the best solution found by the whole particle swarms, we call it the
social acknowledge ability of the particle, Gy, With the two optimum found the
position and the travel velocity of each particle can be renewed by the two formulas

vi(m) = a)vi“> +cn (P o xi(l))+ czrz(Gbg.ﬂ(”—xi(/)) (1

best i

.X-(Hl) _ -x,-(t) + vi(H—l) (2)

1

where P is the history optimum for the i-th particle till the -th generation search;

best i
G

velocity of the ith particle; c; is the personal acknowledge ability coefficient, ¢, the
social acknowledge ability coefficient; ry, 1, are random numbers in the interval [0,1].

In paper [8], we brought forward a new particle swarm optimization based on
diversity of symmetrical distribution (sdPSO). We think the probability to converge to
the global optimum can be increased by locating the particles around the optimum as
symmetry as possible, thus decrease the probability to converge to the local optimum.
Hence, the location symmetry extent of the particles in the high space is used to
measure the diversity.

) is optimum for the particle swarm till the present; v, is the present travel

best

Definition 1. Suppose the space dimension is m , the size of the particle swarm is n,
X=(x1,x2,...,xn)T, and the i-th particle is x; = (x;,X,....X;n) , the present particle
swarm optimum is Gy, (81,82----8m), SO the diversity measure function is

Diversity(X ) = % (3)

DU (x;—g ) 1+1

j=1 i=l

The diversity function describes the deviation extent of the entire individual
compared to the local optimum in each one-dimensional space. The smaller the
deviation value is the more symmetry the particles locate around the local optima; the
larger the diversity measure-function is, the better the swarm diversity is.
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When the number of the iteration reaches a certain value, compute the Diversity
according to formula (3), if Diversity <&, 0< € <1, then the diversity adjustment is

needed for the particle swarm. First, get value with the j-th (j=1,2,...,m) entry of each
particle x;; (i=1,2,...,n) minus the corresponding entry of the Gyey, & , the number of
the positive and the negative ones are denoted respectively n, and n, . If there

exists| n, —n, > u(n) ’(1<,u(n)<ﬁ , 4(n) is an integer related to the size of the
2

particle swarm),then choose int(W) particles randomly among |n, —n, |

particles. And then transform the chosen particles according to the formula:

ngj+Rand*lx,.j—gjl if x;,—g,; <0 @
" |g;—Randslx,-g;| ifx;—g,>0

3 Image Clustering Based on the Mutual Information and the
sdPSO

In this section, a new optimization method is proposed; the optimization object is
the mutual information quantity and the distance measure, the algorithm is based on
the PSO method with particle symmetry and location diversity. Every particle in the
swarm X, = (x,,x,,,"'*,X,-) denotes a set of clustering center vector.

A. FITNESS FUNCTION CHOICE

Mutual information quantity is one of the basic concepts in the information theory,
describing the statistical mutual-dependence of the two systems, which can be
considered as one system includes the information of another. During the image
processing, mutual information (or fuzzy mutual information) describes the mutual-
dependence of the two images, linking the images before and after segmentation. So
we think mutual information should try to arrive at the maximum. Considering the
three evaluation parameters, different fitness functions are given for different
particles.

1)Fitness function based on maximum mutual information quantity
Assume F is a grey-scale image with size M XN , where the grey-scale space

G= {gi li=1, 2,---L} , and the one-dimensional grey-scale histogram is /. Suppose
the clustering center vector is Z = (z,,2,,"*+, 2. ) , cluster the grey-scale space G of F
to clustering C according to minimum distance rule.

Index(g,) = Argmind(g,.z,), i=12,.L %)

where Index(g;)is the clustering sort for the grey-scale value g, , and the grey-scale

change to g, = g, ., after clustering.
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Let G’ ={g,.' li=1, 2,~--L'} be the grey-scale space of the image F’, which is the

segmentation image of F, and the one-dimensional grey-scale histogram is h .

There is the standard function for image clustering segmentation based on maximum
mutual information.

(2,525, »20) = argmax MI(F,F’) (6)

2152520 €G

with
MI(F.F) = ;3;;17 (8-8) log[m 7
, h,
p”,(g,-,gi)=m (3)
pF(g,-)=m, pF,(gi/):# ©))

Formula (7-9) respectively denotes the mutual information, joint probability and
marginal probability about F and F’ . Therefore, the particle fitness function is
assumed as

N S (10)
MIM (F,F")

2)Fitness function based on maximum fuzzy mutual information
In essence, fuzziness exists in each image, and fuzzy set theory can better describe the
image fuzziness. Thence combine the fuzzy set theory with the mutual information.
Fuzzy membership is introduced to define the fuzzy mutual information.For the
image thresholding standard, the noise perturbation or non-uniform illumination may
result in unsatisfactory result. So the fuzzy mutual information is applied to the image
clustering aim to get more satisfactory segmentation result.

Define the fuzzy membership function u(g,;, g;.) for the grey-scale g, of

fitnessl =

’

8§~ 8,

B
:| ’ g;:gi (11)

image F and the grey-scale g’ of image F’as

1—0.5{
B
g,_gj ,
- > gj¢g;

u(g.,gh)=
_
2(L-1) L

with parameter # > 0. It is easy to verify that the membership function satisfies

> ug.gn=1, geG (12)

g7eG’

Hence, the standard function for image clustering segmentation based on fuzzy
maximum mutual information is

(2,255, 2¢) = argmax FMI(F,F’) (13)

21,2, 2c€G
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where the fuzzy mutual information is

, NP , P (81,81 (14)
FMI(F,F)= (148, 8D]" Prer(8;- 81 log—FE22
gz;;; " Pr(8) pr(8))
where m expresses the fuzzy index, m >0, when m = 0the fuzzy mutual information
degenerates to the mutual information.So the particle fitness function is assumed as

! (15)

fitness2 = ———
FMIM (F,F")

3)Fitness function based on mutual information and optimum distance measure
Assume J, is mean discretization degree, d, . is maximum intra-clustering

max

distance,and d;, is minimum inter-distance[9], ie

[ 2 dxz)
Z Vx,eD;
i=1 n;
J, = (16)
C
S d(xz)
dmax = max el (17)
1<i<C n,
d, = min {d(z, 2, (18)
i#j

where X =(x,x,,--,x,) is the eigenvector of the image pixels (for the grey-scale
image, the one dimensional eigenvector refers to the grey-scale value of the image),

C denotes the clustering number, Z,represents the i-th clustering centre vector, D,

the i-th clustering region, d(x,,z,) =d, is the distance between the pixel eigenvector

and the corresponding clustering centre, usually Euclidean distance is utilized. 7, is

the sample number of the pixel eigenvector in the clustering region D, .

The bigger the mutual information quantity between the original image and the
obtained one after clustering segmentation, the smaller the J, and 4 and the

max *

bigger the d the better the clustering effect. Thus the particle fitness function

based on mutual information and cluster distance measure optimum can be defined as
fitness3=wd_, +w,(L—d_ )+wJ, +L, (19)
¢ MIM (F,F)

In the same way the particle fitness function based on fuzzy mutual information
and cluster distance measure optimum can be defined as

fitnessd=wd__ +w,(L—d_ )+wJ,+ L, (20)
FMIM (F.F)
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B. FMIM-DIS-SDPSO ALGORITHM

Next we give steps for the fast image clustering algorithm based on fuzzy mutual
information, the distance measure, and the Particle Swarm Optimization with
Diversity of Symmetrical Distribution (FMIM-DIS- sdPSO).

Step 1. Given the original image F and the grey-scale space G ={ gi}, compute the

one-dimensional grey-scale histogram A,i=12,---L . Input the clustering

classifications C , the particle number M , randomly choose the initial clustering
center vector X; = (x;,X;,,"**,X,c), (=1,2,---,M . Then input the maximum iteration
times G and the diversity adjustment threshold € .

Step 2. With formula (20), compute the fitness of every particle, according to the
fitness value, take the present best position B, for each particle and the global best

est;

position G, of the particle swarms.

est

Step 3. According to formula (1), update the speed V, for each particle, and restrain

the entries in interval (—v, if the updated speed is bigger thanVv let it

max * Vmax ) ’ max °

beV, ., . if the updated is less than—Vv_, , replace it with—v_ .

Step 4. Update the location X, for each particle according to formula (2), where the
entries are restrained in [0, L —1] . For the particles beyond the range, randomly choose
values within the interval for them.

Step 5. Update the fitness. For each particle, compare the fitness with that of the best
experienced position P, if better; choose the particle position as the present best

est;
location. For every particle, compare the fitness with that of the global best
experienced position G, , if better; choose the particle position as the present global

est

best location.
Step 6. When the iteration times reach a certain number, get the Diversity value

according to formula (3); if Diversity < € (0<e<1), adjust the position of the particle
according to formula (4).

Step 7. When the iteration times is G , stop the particle swarm algorithm, and segment
the image F by the clustering center vector expressed as the global optimum G,

est *

Or else return to step?2.

4 Simulation and Analysis

Select the brain MRI image (see figure 1(a)), add the salt and pepper noise with noise
density 0.05 to the brain image (see figure 5(a)). Let the clustering number be 8. We
simulate with various algorithms next.
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A. Setting parameters
Assume the particle size is 50, the maximum iteration number G =100. The linear
decreasing weight is chosen as

w=w —T % Pmux = Pnin (1)
max G
where T is the present iteration number. w,, =2.0,w, =08 , ¢ =¢, =12,
Viax =9 »
Considering MIM-DIS-sdPSO, for formula (19), select
w, =0.04,w, =0.0Lw; =095,w,=0.19 . Let the diversity adjustment

threshold € = 0.0002 , diversity adjustment start from the 5-th iteration.

Algorithms comparisons are done to describe the algorithm performance. MIM-
DIS-sdPSO is compared with FCM, MIM-PSO, MIM-sdPSO and MIM-DIS-PSO.
Formula (10) is utilized to compute particle fitness for those in MIM-PSO and MIM-
sdPSO, no diversity adjustment for the former, the latter starts diversity adjustment
from the 5-th iteration. Compared with MIM-DIS-sdPSO, MIM-DIS-PSO has not the
step for the particle diversity adjustment. The rest parameters in the algorithms are the
same as those in MIM-DIS-sdPSO.

B. Results comparisons and performance analysis

The brain MRI image with noise is turned into images illustrated in figure 1
(b)-(j) after clustering segmentation by FCM, MIM-PSO, MIM-sdPSO, FMIM-PSO,
FMIM-sdPSO, MIM-DIS-PSO, MIM-DIS-sdPSO, FMIM-DIS-PSO and FMIM-DIS-
sdPSO, respectively. Table 1 lists the corresponding result comparison. Fuzzy mutual

Table 1.

ESZEL D:ﬁ J. o doin MI S:::rv':ior
noise

FCM 71561 | 137615 | 13.9592 | 0.4473 2419 12;"’7213?1;1 )161’
MIM-PSO | 114314 | 51.0103 | 1.6241 | 0.4843 (10(?’*1226’7?7726)’ 8,
NN 93457 | 349564 | 07198 | 0.5078 || ;)%,11, 926’_)74’ 84,97,
oo 8.0544 | 204618 | 29492 | 0.4833 (112’31’297;’20;30’99’
A 78777 | 171661 | 12248 | 0.5066 | | gé’12’327’)71’ 88,99,
gaslga-ms- 59934 | 7.8698 | 242025 | 0.3956 (109312121515;”’2
e 57708 | 99172 | 197227 | 03985 51%,8351515;153)5’174’
e | 59697 | 78284 | 242059 | 02878 (109’0?‘;’2151}’251?164’
f;‘;%‘ms' 6.0079 | 7.4584 24.4485 | 0.2883 (109’4?%2151’12’5153)6’167’

Result comparison for brain MRI image with noise after various clustering segmentations
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information is utilized in the fitness computation for the four algorithms: FMIM-PSO,
FMIM-sdPSO, FMIM-DIS-PSO and FMIM-DIS-sdPSO. As to FMIM-PSO and
FMIM-sdPSO, the membership parameter is f#=1.5, the fuzzy index m =0.95. The
diversity adjustment threshold is selected £ = 0.00013 for MIM-sdPSO and FMIM-
sdPSO, and diversity adjustment starts from the first iteration. MIM-DIS-sdPSO starts
diversity adjustment from the fifth iteration with £ =0.00013 . FMIM-DIS-PSO and
FMIM-DIS-sdPSO start to adjust the diversity from the 25-th iteration with
parameters f=0.1, m=0.9 and £ =0.00012.

(b) FCM

(d) MIM-sdPSO

(e) EMIM-PSO (f) FMIM-sdPSO

Fig. 1. Clustering segmentation for the brain MRI image with the salt and pepper noise: (a)
original image; (b) FCM; (c) MIM-PSO; (d) MIM-sdPSO; (e) FMIM-PSO; (f) FMIM-sdPSO;
(g) MIM-DIS-PSO; (h) MIM-DIS-sdPSO; (i) MIM-DIS-PSO; (j) MIM-DIS-sdPSO
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(g) MIM-DIS-PSO (h) MIM-DIS-sdPSO

())FMIM-DIS-PSO (j) FMIM-DIS-sdPSO

Fig. 1. (Continued)
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Fig. 2. Segmentation performance comparisons between MIM-PSO and FMIM-PSO for the
image with noise

From table 1 , we know the particle fitness is measured only with mutual
information or fuzzy mutual information for the four algorithms: MIM-PSO, MIM-
sdPSO, FMIM-PSO and FMIM-sdPSO; and the resulted image have very small Mini-
inter-distance after the clustering segmentation. The segmentation effect for the brain
MRI image with noise is far better by FMIM-PSO and FMIM-sdPSO than those by
MIM-PSO and MIM-sdPSO as shown in figures 2 and 3. Therefore, fuzzy mutual
information is better suitable for the image with noise.
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Fig. 3. Segmentation performance comparisons between MIM-sdPSO and FMIM-sdPSO for
the brain MRI image with noise

As shown in tablel, the evaluation indexes are good after clustering segmentation
for the four algorithms: MIM-DIS-PSO, MIM-DIS-sdPSO, FMIM-DIS-PSO and
FMIM-DIS-sdPSO, since not only mutual information or fuzzy mutual information
but also the cluster distance measure are integrated into the particle fitness. Compared
with MIM-DIS--PSO, when FMIM-DIS-PSO is applied to the brain MRI image with
noise, the result has less mutual information while the three evaluation indexes have
no distinct change, see figure 4. d,,, andd  are improved if FMIM-DIS-sdPSO is
used for the brain MRI image with noise in comparison with those by MIM-DIS-

sdPSO, refer to figure 5. Thus, as for noised image clustering segmentation, when the
cluster distance measure is utilized for the particle fitness, there is not much

] -5
8 1 o LL_/—
| {1 =o3s
E 1 ga
Iir! e
Eﬂ 50 2.2 = 1m
— MIN-DEPSD
Geriemten T ey Ge 18t
o k]
—]
L]
15 1 20
| | =
i B
il 10
5 o
-] 58 im -] = -
Geiemten Ge et

Fig. 4. Segmentation performance comparisons between MIM-DIS-PSO and FMIM-DIS-PSO
for the brain MRI image with noise
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Fig. 5. Segmentation performance comparisons between MIM-DIS-  sdPSO and FMIM-DIS-
sdPSO for the brain MRI image with noise

difference whether mutual information or fuzzy mutual information is adopted.
Comprehensive consideration on the evaluation parameters and mutual information,
MIM-DIS-sdPSO also has nice effect with the noised image.

More medical images are involved in the segmentation experiment and more
contrasts are done, satisfactory results are obtained.

5 Conclusions

FMIM-DIS-sdPSO proposed here is an image clustering algorithm based on fuzzy
mutual information and cluster distance measure optimum, considering not only the
grey-scale information, the spatial information and fuzzy mutual information before
and after segmentation for the image but also the object functions optimization with
the help of the particle swarm based on diversity of symmetrical distribution. A great
quantity of contrast experiment and simulation discloses that the clustering
performance of FMIM-DIS-sdPSO is improved obviously comparing with those of
FCM, MIM-PSO or others. The image after clustering segmentation with the new
algorithm has accurate object information, owns continuous and clear image
boundary, and keeps complete internal image characteristics. So the new algorithm is
suitable for noised image segmentation.
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Abstract. Synchronization for both time and frequency is a important
technology in OFDM systems. In this paper, we design a novel synchronization
algorithm based on special preamble structure which includes timing
synchronization, fraction frequency offset estimation and integer frequency
offset estimation. All synchronization procedure can be completed in time
domain, so the algorithm is simple and practical. Simulation results show that
the timing synchronization has a high performance even at low SNR in
multipath channel and the frequency offset synchronization have a dynamical
estimation range and a satisfactory performance.

Keywords: synchronization, OFDM, special preamble structure, practical.

1 Introduction

Orthogonal frequency division multiplexing(OFDM) which is one of the most
promising techniques for the next-generation wireless communication system has
recently received a lot of attention due to its high spectral efficiency and its
robustness to combating frequency-selective fading[1]. However, the performance of
OFDM receivers is very sensitive to timing synchronization and frequency offset
estimation, because loss of timing synchronization and frequency offset estimation
introduces Inter Symbol Interference(ISI) and Inter Carrier Interference(ICI) and can
severely degrade the performance of OFDM receivers[2][3].

Various techniques have been proposed in the literature for OFDM system.
Preamble-aided methods exploit the periodic nature of the time domain preamble
symbols, which are suitable for burst-mode OFDM applications [4]-[6]. CP methods
exploit the correlation between the cyclic prefix and its data replica [7], but their
performance is degraded in multipath environments. Blind techniques have also been
studied which do not rely on cyclic prefix or preamble information[8][9], however,
the processing delay and computational complexity of these algorithms is high,
making them unfeasible for high delay spread environments.

In this paper, we propose a novel technique that uses only one preamble symbol
with a special structure, to achieve robust, low-complexity and dynamical estimation
range time-frequency OFDM synchronization in the time-domain. It combines

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 13-20]2011.
© Springer-Verlag Berlin Heidelberg 2011
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autocorrelation, symmetrical correlation and PN scramble to achieve reliable
synchronization accuracy in both

AWGN and multipath fading channels. It is also able to achieve faster convergence
than conventional techniques for all synchronization procedure can be completed in

time domain.

This work is supported by the National High Technology
Research and Development Program of China under Grant
2008AA01Z204, by National key project under grant No.
2010ZX03003-001-002 & No0.2009ZX03003-003-002 and
by the China National Science Foundation under Grant
No0.60802009.

The rest of this paper is organized as follows. In Section 2, we briefly introduces
OFDM system model. The proposed synchronization algorithm based on special
preamble structure is presented in Section 3 and the simulation results are shown in
Section 4. Finally, we conclude the paper in Section 5.

2 OFDM Signal Model

In an OFDM system, the complex baseband samples of transmission signal can be
expressed as:

1 & . 27kn

x(n)=—=Y_x(k)exp| j —N,<n<N-1 1)
VN o N

where x(k) represents data in the frequency domain before inverse fast Fourier

transform(IFFT), x(7) represents data in the time domain after inverse fast Fourier

transform, N is the numbers of the subcarrier, and N ¢ denotes the length of the

cyclic prefix(CP).

The channel between the transmitter and the receiver can be modeled as a wide-
sense stationary, uncorrelated scattering, fading Rayleigh channel. Therefore, the
baseband samples of received signal can be represented as:

J2men -1

r(ny=e ¥ Zx(n =1 —=7)h +w(n) 2)

=0

where L is the path number; A, is the channel impulse response of the lth path; 7 is

the integer-valued unknown timing offset; £ is the frequency offset; and w(n) is the

. o : 2
complex Guassian noise with zero mean and variance O, .
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3 Synchronization Algorithm

1. Preamble structure

In this section, we describe a special preamble structure apply to OFDM timing and
frequency synchronization, as depicted in Fig.1. The whole preamble is divided into
four parts, serially denoted as X, Y, X, Z.

X is a chu sequence with the length /N used in this paper have the following

form:
X (n)=exp(jzm’/IN,) 2)
where N, =N/4 and y=N_—-1,0<n<N_.

Let sequence M denotes the reversed and conjugated version of sequence X, which
can be expressed as:

Mn)=X(N,-n-1) 0<n<N, 3)

In order to improve the accuracy of timing synchronization algorithm in multipath
channels, we introduce a PN sequence to scramble the phase of M. It is assumed that

P is a pseudo-random sequence with the length NV, the element of P is randomly

selected from the collection:
UA2{1+ jl- j—1+ j—1- j}
So sequence Y has the following form:
Y(n)=M (n)* P(n) 0<n<N, “4)

Z is a geometric sequence which is adopted here to execute integer frequency
offset estimation.

Z(n)=exp(j2m/N,) 0<n<N, )

XY X | Z

Fig. 1. The proposed preamble structure

2. Timing synchronization
Based on the special preamble structure, we can propose our timing synchronization
metric as follows:

N/4-1

Cd)= Zr(n+d)*r(d+N/2—1—n)*P*(N/4—1—n) (6)
n=0
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N/4-1

E(d)= Y | d+N/2-1-n) )
n=0
T(d):@ 3
E(d)
7 =argmax(T(d)) )

Here, Pis the conjugated version of PN sequence P .

3. Fraction frequency offset estimation
Since the timing synchronization is completed, the fraction frequency offset can be
calculated by

& =—14A(T) (10)
i T
N/4-1
A= D r@+n)*r' (t+n+N/2) (11)

n=0

where €, is estimated fractional frequency offset, Z denotes the argument of a

complex number.
After the estimation of fraction frequency offset, the received signal must be
compensated as follows

r'(n) = r(n)*exp(-27€,n/ N) (12)

4. Integer frequency offset estimation
Consider sequence Z which is a geometric sequence, then integer frequency offset can
be estimated as

N
&, =round(———4B(t 13
= round (== ZB(1)) (13)
N/4—d-1
B(@)= Y r(n+t+3N/4) 1" (n+7+3N/4+d)*q (14)
n=0
qg=exp(j2x/N,) (15)

where d is the distance of two correlated blocks, round(n) denotes round 7 to the

nearest integers.
From (13), it is obvious that the integer frequency offset estimation range is
[-N/2d,N/2d]. When d is small, the estimation range is large, whereas the

estimation range is small.
As aresult, the whole CFO estimate is £ =&, + & Iz
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4 Simulation Results
This subsection shows a number of simulation results to evaluate the performance of

the timing and frequency synchronization schemes described in Section 3. Simulation
parameters are given in Table 1.

Table 1. Simulation Parameters

System Parameter Parameter Value
Modulation QPSK

Number of subcarriers, N 1024

Length of cyclic prefix, G 64

Number of multipath 6

Path gains [-3,0, -2, -6, -8, -10]dB
Symbol timing error 20

The normalized frequency | 3.2 and 15.4

offset

Simulation cycles nloop 5000

Figure 2 shows the timing metric of the proposed estimator under AWGN channel,
when SNR is 0OdB. In contrast with Schmidl algorithm which has a platform
phenomenon, the figure obviously shows an impulse-shaped peak at the start of
preamble(except CP), which makes the proposed estimator to be more accurate in
time offset estimation.

The mean square error(MSE) reflect the variance of the estimation. Figure 3 shows
the MSE of the timing offset estimation in multipath fading channels. It can be seen
from Figure 3 that the MSE of proposed method is 0 when SNR is 1dB, which will
result in prominent enhancement in OFDM receiver performance.

Timing Synchronization

Timing Metric

0 50 100 150 200 250 300 350 400 450 500
Time (sample)

Fig. 2. Timing metric of the proposed estimator under AWGN channel
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Figure 4 and Figure 5 show the MSE of the frequency offset estimation in
multipath fading channels, when the normalized frequency offset is 3.2 and 154,
respectively. The simulation results make is clear that the performance of smaller
frequency offset estimation is similar to the performance of larger frequency offset
estimation.

mse of timing offset estimation
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Fig. 3. MSE of the timing offset estimation under multipath channels

mse of frquency offset estimation
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Fig. 4. MSE of the frequency offset estimation under multipath channels, € =3.2
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0

Fig. 5. MSE of the frequency offset estimation under multipath channels, € =15.4

5 Conclusion

This paper puts forward a novel timing synchronization and frequency offset
estimation algorithm for OFDM systems.

It combines autocorrelation, symmetrical correlation and PN scramble to achieve
reliable synchronization accuracy in both AWGN and multipath fading channels. It is
also able to achieve faster convergence than conventional techniques for all
synchronization procedure can be completed in time domain. Simulation results show
that the timing synchronization has a high performance even at low SNR in multipath
channel and the frequency offset synchronization have a dynamical estimation range
and a satisfactory performance.
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Abstract. In this paper, we are required to construct models to predict the
offender’s location. Initially, we take a rough anchor point locating based on
psychological analysis of offenders. Then we construct a mathematical model
based on the maximum-likelihood theory to make accurate predictions about the
anchor point and next crime locations. Then we choose an actual crime cases to
test the reliability and utility of our model. Finally, a conclusion that only when
those crime sites are evenly distributed around a point can be drawn and accurate
mathematical predictions can be realized;

Keywords: crime-prediction maximum-likelihood, crime psychology.

1 Introduction

As it is said by Dr. Kim Rossmo, who is a detective inspector in charge of the
Vancouver Police, the three most important elements are location, location, location.
Crime scene locations can give us some important insights into where an offender may
be based, and help us focus the criminal investigative process. That’s what geographic
profiling is all about.

Geographic profiling is an investigative aid that predicts the serial offender's most
likely location including home, work, social venues, and travel routes. Using
information from a series of related crimes, a geographic profiler uses a mathematical
model to analyze the locations of the crimes and the characteristics of the local
neighborhoods in order to produce a map showing the areas in which the offender most
likely lives and works. It helps focus investigative efforts on the probable location of
the suspect, within an area defined by the 'geoprofile'.

2 Predictions of Home Location Based on Psychological Analysis

A. The Center Theory and Application

The “median centre”, also known as the centre of minimum travel, is a measure of
central tendency in point patterns and is found by locating the position from which
travel to all points in a spatial distribution is minimized.

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 21129, po11.
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With the increasing popularity of geographic profiling, it attracts great attention. So,
there are various strategies of measuring the accuracy of the predictions. The minimum
center is the basis for calculating the standard distance of a point pattern, a measure of
spatial dispersion analogous to the standard deviation. When used with the mean centre
it can help describe two-dimensional distributions, and through the concept of relative
dispersion, allow for comparisons of spread between different sets of points.

The center of minimum distance of a given set of points in two dimensional
Euclidean spaces is the location at which the sum of the distances to all other points is
the smallest.

And

£

WE = Eﬁ:s: {{x;9).(29)

i=0.1.2.3 .

Obtaining a precise value for the complexity of this strategy was more difficult than
other spatial distribution strategies. The problem of minimizing W is not a trivial task,
and it has a long history. The function, W, is convex therefore it has a unique minimum
in the convex hull of the set of given points.

B. The Basic and Developed Circle Theory

At the most basic level, a geographic profile is a prediction of the most likely location at
which the search for a serial offender’s home should commence. Traditionally, the basic
circle theory states that the offenders probably live within an area circumscribed by their
offenses. However, in the south of England for example, using advanced technology,
scientists Canter and Larkin used a theory to show that 87% of the 45 serial rapists they
studied within a circle defined by a diameter drawn between that offender’s farthest
offenses. Just basing on this theory, considering the most common situation, we may
estimate the offender’s living area roughly based on the theory as the following graph.

searching area

=]

Fig. 1. Searching area depending on basic circle theory
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Considering the accuracy of the model, we may revise the circle hypothesis to
include all the circles surrounded by any of the two offense sites. We can define the
large area covered by all the circles as awareness space, and it indeed enlarges the
awareness area on the basis of the need for police forces with limited resources and
technological capabilities to invest in geographic profiling systems. However, it would
prove more accurate and reasonable. Now we may set the boundaries and delineate the
awareness area. All the area painted with the color would be useful.

Then we may consider the area surrounded by the center of all the circles as the
crucial searching area. It would be more effective and meaningful to take precedence to
search this area when it comes to the special location.

Fig. 2. Searching area based on developed circle theory

As the graph above, the dots A, B, C, D, are the four offense sites. The largest
circle-like area painted with the color is the awareness area. And the quadrilateral
surrounded by a, b, c, d is the crucial searching area only the half of the space
surrounded by A, B, C, D. It could save more the limited force of police just to search
the quadrilateral surrounded by a, b, ¢, and d rather than awareness area. In other words,
the offenders would more probably live within the crucial searching area than
awareness area.

3 Crime Predictions Based on Maximum-Likelihood Theory

A. Basic Analysis and Symbols

First we may consider the correlation between the former offense sites and next crime
location. It can be inferred that at a certain distance d ., the greater distance from former
offense sites to the future crime locations are, the probability of crime occurrence
would decrease. Therefore it is the same with the factor of time.

This analysis could be quite reasonable and reliable when it comes to the reason of
this correlation. The probability of repeating offenses at the same place in a relatively
short time interval would be very tiny.
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5, different crime offense sites

d: distance
a, b: coefficients of the formulas

5 a special but crucial value determined by the former crime dat.

B. The mathematics prediction model
Suppose only that the offender chooses to offend at the new site d with probability
density @15, 5, @) determined by ;. dyand ;.

( | ede®™ ) 4 d,
e LT - L L
LoETRe — d>dy

d=g

{i <) (1

Then we propose the following formulas to estimate the value of d;on the basis of
the data of former crimes. Given a sample =Z;.5z....55 (the crime sites) from a

probability distribution §{s,.; s, 6} and construct likelihood function

Lid) = [I75E QUsgls, dp) 2)

This is equivalent to maximizing the log-likelihood
Aldy) = InTS Qlsyls; dg) ©)

Then the best choice of & that makes the likelihood as large as possible. Ultimately,
we may get the value of dp.

Based on the former probability model, we may imply that #{s]z, a):

el
)

RS P )

{sde. &) =—
Flgla.al =xe

Where an offender with anchor point z and mean offense distance o commits an offense
at the location x with probability density.
Considering the probability function of the selection of new crime location®i{g], it is

determined by the two factors, offender’s anchor point and the former crime data.
Neglecting some tiny, non-quantifiable and too complicated factors, we just construct
the function as follows

Rid) m Pls)z.a) - [T, Qls. sy dp) 5)
And d represents the location of the new crimes occurrence. Then we would seek the

value of d which makes 1) reaches the maximum.

C. The Solution Process and Result

4% = (Xpay — 20"+ D — 0%
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The result of (x, y) are the location where the next crime would most probably
happen.

D. Anchor Point Prediction

Base on the assumption that an offender with anchor point z and mean offense
distance & commits an offense at the location x with probability density #{zlz- @), we
get as follows

Plsa.a) = ﬁf‘T;ﬁ[i'*a'-"e-:*"}';-.re':"f 9)

- oy | R
2 _ s e L ™ L
w*=Zh,

=t 3t — A -0 #2 (10)
Then we construct the likelihood function
fla.y) = l—[F(i;I'_’.ﬂ:J
img
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To get the maximum of gix. ¥, we seek the partial derivative of x and ¥

g:lxy) =1
Ig}_ﬁ.,}.ﬁ =2 (13)
Then we solve the equation and get the final conclusions as follows
Xg=1
; (14)
Yo ™2
When = = [: : | 4§ {x. j.':l would reach the maximum.
E. Offense Locations Prediction
Considering the mean distance @, we put the 'f,.r ) = i‘ '| into the following
equation and get the results as follows
: Z Gy =2l + 03 - )
B =
’ 3
imi
a3 =]
=xg Wt =g —m iy + 2
el + - 3 3 X
== (15)

At the same time, we simply suppose the crime time as follows

t, =Lt =2t =3

Considering the probability function of the selection of new crime location# (g}

,a = dix.%), we get the following solution process as follows:

Rlxg) = 2T, 0W0 - M apd (16)
g --?ﬁ'.'{.n-;:.':- "-': E

=5¥ Lagt g

o) = ¢ ~3aT =3 > e

@l = o/ gy = 2007 (g = 300670
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I
Alxv) m=—pg ** : ¥ ilig
G ’ 16

o= o/x & [y = 103 x% + y3y o = 105 4 5°

In order to get the maximum of f{x. ¥, we seek the partial derivative of x and ¥ as
follow

{ B x.v) =0
| (17)

Blx.x) =0
Ultimately we get the solution through the MATLAB as follows:

I x = 033578
y= 08378

While =, = (0.8378.0.8378] is the location that we need to predict through a series of
complicated calculations.

4 Model Instantiation

In this part, two actual crime cases should be used to analyze the sensitivity and
reliability of our model. As the following graph shows, it is a series of attack and
murder crime case.

MAP OF THE ATTACKS AND MURDERS

(1) SEP 771369 SorenSock
(2 AL 51975 Anna Rogulshy
1) AUG 15 1975 Clve St

4) LG 27 1075 Teny Browes
5] OCT 21975 Vime McCann
(6} JAN 201676 Essdy Jnckson
(7] MAY 31876 Marceta Claslon
(&) FEB 51977 krene Richardson
() APR 231977 Pabricis Adkirson
(100 M 251577 Jowme MacDonakl
113 L 101977 Maresn Lorg
012 OCT 11977 Jean dorden

(13) DEC 141977 Mariyn Mocre s
18] JAMF1 1970 Veirre Pearson
(15) JAN 31 1978 Hisken Ryten

C16] MAT 18 1975 ‘Vera Mitward
(171 777 1979 kish Studert

(18] APR 41978 Josephine Viitaker
(19) 5EP 2175 Darbara Leach
(200 AG 20 1880 Marguerite Wals
(21) 559 24 1500 Upachys Dandars
(22) MOV 51980 Theresa Sykes
20 MOV 17 1900 Jeccusine 1

Fig. 3. Map of the attacks and murders

First we may extract these crime points and map them into a plane rectangular
coordinate system in accordance with a certain proposition.
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v - 1209882 19684201

° 16(549.32, 1814.78)

* 1B¢589. 1336.55)

222m1.8,1090.72) 7!":573.1 3.997.39)

3(660.38,1251.22) i
151192.05.820.28) . "14 A[1650.58,1004.52)
19 i
9119496 833.44)

b 20 "
17 11426.25.626.721

* " 10{1051.71,22298)
B(702,14,196.59)
B844.82 118,68
z

Fig. 4. Abstract rectangular coordinate based on the map

Then due to the former mathematics models, the predictions of anchor point and the
23th crime location will be proposed through the complex calculations

- e L S |
F-L.’{|:-'Gl}=+ﬂ:f Ll Fi=¥"1

= 211408.43

The solution of mean distance & = 14§.3

Flx.3) =]—j Pl jz. )
iml

: g 'ﬁ[“t' Rpd = (yimpd ]

1

e 1
gy) =inf=in— 'Ziﬁﬂﬂ}

. ® .
W00 = = g = & (g = 3
To seek the partial derivative of x and ¥
1 FRESVES!
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We get the solution

(%, = 606.68
L =698.98

The offender’s anchor point = = [606.68.698.28)
Then we predict the 23th crime locations

. R L e
o) = ¢ % " =&+ ¥ =N

ol = (xgay = 2 + [y — e’ 0
{’ B (x40 =0
A B ) =0
1 ¥ = 113454
y=470.11

The 23th crime location due to the predictions

5.2 [1134.53470.11)

While the actual location

5:5(1115.15,371.2)

As it is shown, they are quite near and our results based on the mathematics

predictions could be reliable and effective.
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Abstract. A new evaluation index system of business risk is set up after grey
relational clustering. And assessment model of city commercial banks’ business
risk is set up on factor analysis and gray relational analysis. The innovation lies
in four aspects. First, the gray relational clustering is used to remove highly
relevant indicators. Second, it uses factor analysis to determine index weight,
avoiding more subjective weakness of former research. Third, asset risk,
liquidity risk, capital risk and profitability risk are considered in the index
system.

Keywords: City commercial bank, Gray relational clustering, Gray relational
analysis, Factor analysis, Gray System Theory.

1 Introduction

Domestic and foreign commercial bank risk assessment model mainly include three
types:

Qualitative analysis model. It’s a model that makes qualitative judgments on the
risk of commercial banks with expert scoring method and the Delphi method. The
greatest disadvantage is that the model sometimes is so subjective that large
deviations may appear.

The regression model. The typical application is American FIMS model. It
constructs econometric model to evaluate bank risk on the basis of empirical data.
However, the application of the model needs a prerequisite for the survival of a large
number of sample banks and failed banks. Chinese city commercial banks have a
relatively short history, seldom go bankrupt. Therefore, this method isn't
reasonable[1].

The comprehensive evaluation model. Methods commonly used are comprehensive
scoring method, fuzzy comprehensive evaluation and multivariate statistical analysis,
etc[2, 3].The first two methods are inevitably influenced by subjective factors of
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manufacturing under owners’ risk-averse”(Grant No. 20101015 )and Fundamental Research
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high-end service in the view of social capital”(Grant No. DUT10RW310).
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weight distribution. Although the fuzzy comprehensive evaluation method can
overcome defects of the two methods, but in the application process, the method
which uses the principle of maximum membership degree will lead to substantial loss
of original information, and even sometimes draw abnormal conclusions.

In this paper, the gray system theory is used to construct risk assessment model of
city commercial banks, which can overcome the shortcomings of the models.

2 Index System

A. Preliminary selection

Based on simple principle, representative principle and comparability principle, we
reference previous studies [4, 5], combine with its own characteristics of city
commercial banks to establish index system which includes asset security, liquidity,
capital adequacy, profitability. As shown in table 1. Provision coverage, liquidity
ratio, excess reserves ratio, capital adequacy ratio, core capital adequacy ratio, interest
rate, return on capital and return on assets are positive indicators, the rest are negative
indicators.

Table 1. Summary of commercial bank risk

Index
classifi Index
-cation
Asset non-performiqg loan rate, credit los§ rate, loss rate of doubtful
securit . loans, subprime logn loss rate, estimated loan lossvrate, the.
y index single largest proportion of customer lf)ans, the maximum ratio
of ten loans, rate of provision coverage
Liquidi . A, . . .
ty deposit-loan ratio, liquidity ratio, the proportlop of borrowing
. from other banks,cash reserve ratio
index
Capital
adequa Capital adequacy ratio, core capital adequacy ratio
cy
Profita
bil-ity cost to income rate, interest collection rate, return on capital
capacit rate, return on assets rate
y

B.  Final confirmation
For reverse indicators, we will start with the countdown method to turn them into
obverse indicators.

Because the dimension of indicators is not uniform, we need to standardize the
value of evaluation indicators. It chooses means method. The formula is as follows,

Xij
Y, ==L . )

Where X ; corresponds to mean of index X i



32 S. Ren, D. Wang, and H. Wang

We have selected 16 city commercial banks whose total properties attain 500
million Yuan or above and data can be obtained. All of the data come from the annual
report statement that each bank official site announces.

Grey clustering is used to screen indicators; results are shown in table 2, 3, 4.

Table 2. Grey correlation absolutely results of asset security index

X1 X2 X3 X4 X5 X6 X7 X8
X1 1 0.51 0.57 0.76 0.52 0.96 0.86 0.97
X2 1 0.52 0.52 0.64 0.51 0.52 0.51
X3 1 0.64 0.57 0.58 0.60 0.57
X4 1 0.54 0.78 0.86 0.74
X5 1 0.53 0.53 0.52
X6 1 0.89 0.93
X7 1 0.84
X8 1
Table 3. Grey correlation absolutely results of liquidity risk index
X9 X10 X11 X12
X9 1 0.52 0.70 0.90
X10 1 0.53 0.52
X11 1 0.62
X12 1
Table 4. Grey correlation absolutely results of profitability index
X1 X166 X17 X18
X15 1 0.53 0.76 0.90
X16 1 0.53 0.53
X17 1 0.83
X18 1

Table 5. Management risk evaluation index system of city commercial bank

Index
classifi
-cation

Index

Asset
securit
y index
Liquidi
ty
index
Capital
adequa
cy
Profita
bil-ity
capacit
y

Non-performing loan rate, credit loss rate, loss rate of doubtful

loans, estimated loan loss rate

Deposit-loan ratio, liquidity ratio, the proportion of borrowing

from other banks

Capital adequacy ratio

interest rate, return on capital, return on assets
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In order to identify correlation among indicators strictly, the paper adopts the
standard 0)0.85 to cluster. We should pay special attention to the gray absolute

correlation of the capital adequacy. The result is 0.97. There is a high correlation. So
we can choose either one on behalf of capital adequacy. Eventually, risk assessment
system of city commercial banks is established, as shown in table 5.

3 City Commercial Banks Business Risk Assessment Model Based
on Grey System Theory

A. The Theoretical Basis

Gray system theory focuses on the study of such unascertained that are known with
small samples or “poor information”. It is through the development of “part” known
information to achieve the exact description of reality and understand the world [6].
City commercial banks is still at a primary stage of development, risk management
techniques and methods are still not perfect, and our statistics are not complete,
resulting some evaluation indicators appear “grey” feature. The gray system theory
can overcome the defects. By analyzing Chinese commercial banks reports published
in recent years, it’s not difficult to find that business risk assessment system of city
commercial banks is a gray system.

B. Construct Model
First, determine the comparison and reference series.
Suppose there are m evaluation objects, n evaluation indicators, and

then X, represents evaluation value of K of banki .
Comparison series, X, = {xik|i =12,--- . mk=12,-- -,n}.
Reference series, X, = {XOk |k =1,2,---, n}
Where X ;= (xl i3 Xoist s xm.) represents vector of bank I that consists of all
evaluation indicators.
XOZ(XIO’XZ()"“’an)' )

There will be a matrix composed of m banks evaluated, n indicators evaluated.

X X X
X = (X ) X Xt Xy | 3)
- ki Jaxm — N : :
xnl an t ‘xrmz

Because the indicators dimension is not uniform, we need to standardize the value
of evaluation index. With reference to Formula (1).

After standardizing, vector of all indicators of bank [ is as follows,

Yi :(Y Yzi""’Yni)’i:O’L""m' @

1i°
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Matrix (3) is converted into Matrix (5) after standardizing.

Y, %, -,
Y:(Yki)nxm = Yfl Y22 Yz:m . (5)
Y;tl Yn2 Ynm

Using this method above, the original data were normalized to eliminate the
different dimensions of data which may cause an unreasonable impact on the result.

Next, calculate correlation coefficient.

Regard the ideal value of each indicators as a point in space, we call it the
reference point, and all other indicators’ values are considered as comparison points.
The correlation coefficient is a function of distance between the reference point and
the comparison point. The association analysis is essentially based on the distance
between reference point and comparison point, by the way of finding out the
difference and proximity from the multi-factor. In this paper, we use the method of

Deng correlation calculation. Take the standardized vector ¥, = (Ylo, Y0, 'Yno) asa
new reference series that consist of the ideal banks’ indicators

date. Y[(l'=1,2,---,m) is a comparison series, and the gray correlation is

7(Y0’Yi)= %z }/(YkO’Yki )
k=1
And, the correlation coefficient between the appraised bank and ideal banks is:

min - min [Yy0—Yy |+ p max max [Yeo-Y4|
ik i ‘

Vi =

Yio=Yu+tp max - max [Yio=Yul

Where 0 is discrimination coefficient, usually p€ [0,1] , P =0.5[6].All the

sequences of the gray relational grade obtained are arranged in accordance with

descending order. According to it, we can determine the sequence of the correlation.
The correlation uses displacement difference (AY,, = |Yk() - Yk;| ) to reflect the

development of the two sequences which are similar to each other.
According to formula (6), we can draw the following correlation coefficient
matrix,

7/11 7/12 o 7/lm
M= (7ki )nm — 7:21 7:22 72:m : (6)
7/n1 7712 o %lm

Again, determine the index weight.
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Sort it according to the size of P, (k =12,---, n) The more forward the position

of indicators is, the greater the impact is, and the degree of weight should also be
greater. After treating comprehensive correlation, we could get the weight of each
index, that is.

Wz[wl,wz,m,wn]. 7

Specific methods are as follows,

W; = Py +(/001 * Po +"'+p0n>’i:1’2""’n~
Finally, make a model.
Using correlation coefficient Matrix M and weight Matrix W , find the
correlation R ,

R=(r), = (rorys oo, )= WM .

4 Model Application

We have selected 16 city commercial banks whose total properties attain 500 million
Yuan or above and data can be obtained. All of the data come from the annual report
statement that each bank official site announces. Through analysis, Hangzhou bank
developed stably in the last few years, so we choose Hangzhou bank to carry on
connection analysis and make sure the index power weight.

The method of setting up the model which is introduced according to chapter 2 is
used to carry on an evaluation to the management risk of city commercial bank. The
power weighs a certain result such as table 6 showing.

Table 6. Correlation and weight

Gray Absolute Gray relative Comprehensive
Correlation correlation Correlation Weight
degree degree degree

Z1 0.6075 0.5507 0.5791 0.0836
72 0.6907 0.7200 0.7054 0.1018
73 0.5551 0.5328 0.5440 0.0785
74 0.5349 0.5341 0.5345 0.0771
Z5 0.5532 0.5363 0.5440 0.0786
76 01.5713 0.5402 0.5558 0.0802
z1 0.5719 0.5387 0.5558 0.0801
VA 0.6981 0.8562 0.7771 0.1121
79 0.5560 0.5369 0.5464 0.0788
Z10 0.5871 0.5442 0.5657 0.0816
Z11 0.5689 0.5394 0.5541 0.0800
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Evaluation results are shown in Table 7.

Table 7. Rank of city commercial bank

City Commercial correlation

Bank degree Rank
Bank of Beijing 0.9471 9
Bank of Tianjin 0.9426 10
Bank of Hebei 0.9506 6
Baoshang Bank 0.9550 5
Bank of Dalian 0.8749 15
Harbin Bank 0.9502 7
Bank of Jinzhou 0.9420 11
Bank of Nanjing 0.9152 13
Bank of Shanghai 0.9496 8
Bank of Ningbo 0.9618 3
Qilu Bank 0.8808 14
Bank of Hangzhou 0.9938 1
Huishang Bank 0.9579 4
Fudian Bank 0.9328 12
Bank of 0.9777 2
Chongging

Bank of Xian 0.8685 16

5 Conclusions

Banks that rank in front including Bank of Hangzhou, Bank of Chongqing, Bank of
Ningbo, Huishang Bank, Bank of Hebei, Harbin Bank, Bank of Shanghai and so on.
These banks are mainly distributed in north, northeast, east, south and southwest
regions of China. Among them, a larger number are in North China and East China,
especially in East China. This result is consistent with the development of city
commercial banks regional differences in characteristics. East China is economically
developed area. There exist lots of small and medium-sized enterprises. They have
strong demand for funds, therefore, the situation of city commercial banks is
significantly better than other regions.

Bank of Xian ranks last. It is located in the northwest, the economy is relatively
backward. The scope of business is also limited, lacking of effective regional
expansion.
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Abstract. This paper takes the management system of paper machine's
disassembly and assembly as research objects, and introduces RFID technology
as well as the application of RFID. Then it establishes basic information
management of paper machine, marking information management, installation
information management, serial communication and other functional modules.
The monitoring system adopts VC6.0 and SQL as the original developing tools.
At first, it needs to analyse and construct system functional modules of paper
machine, then it designs engineering framework-a kind of visual user
management interface- in VC platform. Finally, it does the mapping coefficient
and data transmitting from the engineering framework to database by ADO
database access.

Keywords: paper machine, RFID, disassembly and assembly, management
information, serial communication.

1 Introduction

In the new extension to the paper industry, it's a great way to introduce secondhand
machines from European &American countries where their paper and pulp industry
are much more developed, this can save the project funds and expand business at low
cost. The secondhand machines have characteristics of complex and varied
components, pipeline material, electrical system and electrical instruments, so the
quality of its disassembly and assembly, the scientificity and integrity of mark will
have a direct impact on the quality of paper machine's overhaul, installation, project
schedule, normal operation.

At present, paper machine’s disassembly and assembly is mostly done and marked
manually, with much ruinous disassembly, unscientific and incomplete marks, which
leads to the increase of maintenance and great restrict to the process and quality of
project. And in actual operation the traditional disassembly and assembly mode will
isolate marking information, production video and drawing from each other, this
prevents cross search and cross query about information. It is a very complex manual
job with high intention and low efficiency [1].

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 38-{45]2011.
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Considering the problems of managing paper machine's disassembly and assembly,
it had better fix RFID tags on each of its parts and store the appropriate information in
the tags. Then, it needs to manage and detect each of parts in the terminal computer
by RFID. Finally, it can manage the appropriate data installation or maintenance
information according to the mark information.

At present, the research and application on RFID in our country are less developed
than the developed countries, especial in the field of the UHF RFID, because of
lackness of key and core technology. In our country, the products and solution based
on RFID are rarely combined with industry application. Using RFID technology to
manage and mark the components of paper machine you can visually operate to add,
delete, query, revise and so on, and especially implement the automation of
equipment installation management [7]. It can not only reduce the intensity of labor,
but also improve the efficiency and accuracy of equipment installation, and then it
improves the working efficiency of paper machine. These are meaningful to improve
the paper machine's quality of management and installation or maintenance.

2 Introduction to RFID Technology

Radio Frequency Identification (RFID) is an automatic identification method that
utilizes wireless communication between readers and small silicon chips embedded in
items to be tracked. The system of RFID generally includes two parts at least, they
are: (1) tag: it consists of coupling components and chips, each of tags attached to an
object has the sole electronic code, this is used to identify the object;(2) reader: it is
used to read data from and write data onto the right tag, and can be designed to a
hand-held one or a fixed one [2]. In practice, the tag is attached to a recognized-
object, and the reader can identify the electronic data stored in the tag, so as to realize
the recognition of the object automatically. Then, it can achieve the management
function of data acquisition, data processing, the remote transmission and so on by
computer and Internet.

As a basis for rapid, real-time, accurate data collection or processing’s Hi-tech and
information standardization, compared with other auto identification, such as the
traditional Bar Code, magnetic card, IC card, the greatest advantages of RFID
technology is that the communication between RFID tag and reader can be realized
with little contact and without man-made disturbing, so the automation of system is
easy to be realized. As a data medium, RFID tag plays an important role in marking
objects, tracking objects and collecting information. The RFID system composed of
RFID tag, reader, antenna and application software can be in direct connection with
the right management information system, making every object accurate to trace. This
comprehensive management information system can bring the benefit to customers,
including the real-time data acquisition, secure access data channel, acquiring all
products’ information off line. In addition, RFID system can identify several tags at
the same time, it is convenient to operate, moreover, RFID tag is dustproof,
waterproof, oil proof and not easy to damage, it also has high security and high safety.
So RFID tag is the best information carrier for the management system of paper
machine's disassembly and assembly.
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3 The Management System of Paper Machine’s
Assembly-Disassembly Based on RFID Technology

A. Implementation Plans of the Management System
The management system consists of the monitoring computer, the data-acquiring
terminal, RFID tag and others. The design flow is as shown in Fig.1.

Explicit Equipment Information

of Paper Machine

v

Explicit the Installation and

Construction of Paper Machine

Choose the Right Rewritable
RFID Tag and RFID Reader

v

Design User Interface and
Information Database In the PC

Handle Communication Between
Tag and Reader By the

Monitoring System

On-site Installation and

Debugging

Fig. 1. Design of system flow chart

Integrating the demand of paper machine’s disassembly and assembly and RFID
technology, it designed the management system of paper machine’s disassembly and
assembly based on RFID technology. It is a shared management system for each
component of paper machine. Every component can use the data resources related to
components.

Following the working environment of this system, it will use anti-jamming, anti-
corroding, anti-metallic and high frequency RFID tags, every component is fitted with
RFID tags, the information relative to components, such as ID number, manufacturing
codes, name, producers and price, is kept in the tags [7].

VC6. 0 and SQL are used as the original developing tools in the monitoring
system. At first, it needs to analyze and construct system functional modules of paper
machine, then design engineering framework-a kind of visual management user
interface- in VC platform. At last, it needs to do the mapping coefficient and data
transmitting from the engineering framework to database by ADO database access.

On the management modules of this system, it creates the index in the ways of
component name, producer, time, marking ID number, manufacturing codes and



Study on the Application of RFID Technology in the Management System 41

others, it can call up all the information of every component from computer in detail
and immediately, thus establishing the connection among components.

This system chooses the SP-S100 portable RFID reader as data-acquiring terminal,
it can provide long-haul and two-way communication for RFID tags, and can monitor
hundreds of objects equipped with tags in its range of 100 meters. This portable RFID
reader integrates intelligent signal processing, the most advanced microchip
technology, the most advanced RFID technology, high speed data transmission,
massive information-storage capacity, the embedded real-time system and other
technologies. After scanning the tags, the upper-management system can display the
marking information of the tags relative to components. The user can click the
marking information to add, query, delete and other operations on all of information
of paper machine.

B.  Marking Schemes of Tag Information
The present marking scheme is barcode label which is based on infrared scanners.
Although this operation is very easy, barcodes have great limitations, low reliability
and poor information security, so this system adopts marking scheme of RFID tags
based on RFID technology [10].

The marking scheme includes the following fields:

e The overall component is marked by WNO and PNO (WNO-PNO) [9].

e Each component of paper machine is marked by the production line including
approach system, molding section, press section, drying section and reeling
section (WNO-PNO-Serial Number of Section) [9].

e The composition of each section is marked by serial number of single
component (WNO-PNO-Serial Number of Section-Serial Number of Single
Component) [9].

e The process pipe line is marked by pipeline number, caliber size and valve
number (WNO-PNO- Serial Number of Section-Serial Number of Single
Equipment-Drawing Number-Pipeline Number) [9].

e The control instrument is marked by WNO and serial number of component,
the control cable is marked by serial number of cable [9].

e The operation platform is marked by WNO, drawing number and production
video (WNO-PNO-Serial Number of Section-Serial Number of Single
Equipment-Drawing Number-Production Video Number) [9].

The above marking schemes are typed into the computer before dismantling the
equipment to form the first draft, and the operators can guide marking works by print
files. The operators can also add or delete the marking schemes depending on the
local conditions, and the finally marking schemes are formed.

C. Design of PC Monitoring Software

VC6. 0 and SQL are used as the original developing tools in the monitoring system.

1) The main interface of PC monitoring software: The main interface of PC
monitoring software is shown in “Fig.2”, it is divided into five modules: basic
information management of paper machine, marking information management,
installation information management, query information management and serial
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Fig. 2. The main interface of PC monitoring software

communication. Information among modules is mutually linked, it can realize adding
data, deleting data, updating data and querying data and other operations on
information, drawing, production video, marking information and installation
information of each part of paper machine[4].

2) Serial communication interface: After reading the right ID number of RFID
tags, the VC interface can reflect the marking information of the right equipment from
database. For example, the marking scheme of headbox is marked by WNO-PNO-
Serial Number of Section-Serial Number of Single Equipment, when RFID reader
scans the tag of headbox, the operator can click the “Read Information” key to read
the information of headbox, the information is as shown in “Fig.3”, then the operator
can link the corresponding installation information by clicking the “Browse
Information” key. Similarly, the operator could click the “Write Information” key to
make a mark on the right tag of equipment [8].

3) Installation information management: In “Fig.3”, when the operator clicks the
“Browse Information” key, the dialog as shown in “Fig.4” will be popped up, the
dialog covers the installation information of equipments in approach system, molding
section, pressing section, drying section and reeling section [9]. When the operator
clicks the “Installation Information” key in “Fig.4”, the dialog of installation
information as shown in “Fig.5” will be popped up, in this dialog the operator can
browse Word documents and print the installation information out [4].

When the operator scans the RFID tags, the RFID reader immediately reads the
marking information from the tags, and transmits the marking information to the
computer. From the linked database, the operator can acquire the equipment
information corresponding to the marking information and the operator requires, thus
realizing equipment management automation of paper machine.



Study on the Application of RFID Technology in the Management System 43

Serial Communication
Operating findon

Con g = Serial Muber: [1CACISTE st
Baud Rate: |3800 v Elock Funber : 1 - Hibernate
S Do [ 0 bwbel [OICCODCCEOIOEROCEEOOEE

S 3 Seamn tag Read Infornation | Htie Information

Infornation ¥indow

Workshop Yunber | Nunber of Psper Machine | 10 Nunber of Equipnent | Hane of Equipnent | Affiliated Production Line

0.1 Workshop  £-001 Q001 cearecccaceec Headbox Approach Systen U It
Add Information
& »

Fig. 3. Serial communication interface

Installation Info Nanagement 3]

& B O

Add Cancel Exit

Approach Systen Tnstallation Info | Molding Section Installation Info | Press Section Installation In 4|
Ouery Condition:  [Headbox - Search Print | Instsllstion Infornation|

Hane of Equipment | ID Mumber of Equipment | Affiliated Production Lime | Installation Info |
Headbax 0001 ccescaceeeeece Approach Systen 1.Unplug snplifier from w.

Fig. 4. assembly information management

C. Database Management

In this management system, the marking information should meet the requirement of
management process with data storage and processing, it means to confirm the code
structure of RFID tags in order to meet the requirement of enterprise. The data
structures processing of database is a is relatively complicated problem, design of the
marking scheme need to establish contacts in each other, then it need to do the
mapping coefficient and data transmitting from the engineering framework to
database by ADO database access. The back-end database of our system adopts SQL
server database, the middleware adopts ADO method, and it is encapsulated using
classes [3]. The name of the database is Paper Machine, including five tables, basic
information of paper machine table-BasicInfo, operator information table-
OperatorInfo, marking information table-MarkInfo, assembly information table-
Assemblylnfo, drawing and video information table-DrawingVideolnfo [4].
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4 Conclusion

The management system of paper machine’ disassembly and assembly based on RFID
realizes the centralized management on each component of paper machine, the
operator can query the information of component by different need anytime; When
installing the paper machine, it can manage the installation project intelligently and
improve the accuracy; When the paper machine is moving, it can query the
instructions of equipment, thus improving the working efficiency. In this set of
scheme, the information that the management site requires is stored in RFID tags,
then using the portable reader to scan the tags can acquire the information
conveniently, at last, it improves the management level of paper machine.

The introduction of RFID technology is a stage of improving process in enterprise,
in order to realize the essential change and innovation, excepting for effective data
acquisition, it also needs to upgrade the enterprise system software. Gathering the
superiority resources, optimizing the process, only in this way can the value of RFID
be played to the extreme, and it can bring more benefits to enterprise. In future, the
application of RFID will play an important role in improving the efficiency of
economic operation and industrial information construction [5].
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China (No. 61071207).

References

1. Yu, B.: Special Equipment Management and Testing System based on RFID. Xiamen
University, doi:CNKI: CDMD: 2.2009.079888
2. Fu, J.: Study of RFID. Shanxi Science and Technology (01) (2009)



Study on the Application of RFID Technology in the Management System 45

Shao, C., Zhang, B., Zhang, Q.: A Practical Course of Database. Tsinghua University
Press, Beijing (2009)

Qi, M.W.: The database application example of Visual C++ + SQL Server. People’s Posts
and Telecommunications Publishing House (2006)

Samall, D.: The potential of RFID is finally a reality. Industrial Engineering 24(10), 4647
(1992)

Jiang, H., Zang, C., Lin, J.: The development trend and application of RFID. Application
of Electronic Technique, doi:cnki: ISSN: 0258-7998.0.2005-05-001

Ii, Z., Li, H., Jiang, L.: Principles and Application of RFID Tags. Xi Dian University Press
(2006)

Zhao, J.: Technology and Application of RFID. Mechanic Industry Press (2008)

Bian, G.: Assembly and Maintenance of Paper Machine. China Light Industry Press (2006)
Association of Automatic Identification Technology of China. The Application Guide of
RFID Tags and Bar Codes. Mechanic industry Press (2003)



A Fast and Accurate Approach to the Computation
of Zernike Moments

Hongli Tian, Huiqgiang Yan, and Hongdong Zhao

Hebei University of Technology, TianJin, China
tanhonglil23@yeah.net

Abstract. This paper presents a fast and accurate approach to the computation
of Zernike moments from a digital image. Exact Zernike moments are
computed with these fixed exact coefficients. The digital image is transformed
to be inside the unit circle, where the transformed image is divided into eight
parts. Based on the specific symmetry or anti-symmetry about the x-axis, the y-
axis, the origin, and the straight line y = X, we can generate the Zernike basis
functions by only computing one eighth of the image. Inside the unit circle, the
image information is not lost. Experimental results show that the proposed
method can reduce significantly the computation operations, so the time can be
reduced to just one eighth of the original computation methods.

Keywords: Zernike moments, symmetry, anti-symmetry, Zernike basis functions.

1 Introduction

Orthogonal moments, due to their orthogonality property, can describe an image fully
with the minimum amount of information redundancy. In the orthogonal moments’
family, the most widely used moments are Zernike moments, which were firstly
proposed as digital image descriptors by Teague [1] in 1980. In the recent years, Zernike
moments have been successfully utilized in image analysis, such as invariant pattern
recognition [2-4], content-based image retrieval [5], and other image systems [6,7].

Nevertheless, one of the main concerns of the application of Zernike moments is
how to speed up the computation of Zernike moments, the other is how to compute
correctly Zernike moments. To speed up the Zernike moments, several methods have
been proposed. some[8,9] of them lost the accuracy, and some[10-12] of them
removed the redundancy.

In this paper, a fast and accurate approach to the computation of Zernike moments
is presented. The approach computes the Zernike basis functions with the fixed exact
coefficients. As the Zernike basis functions have specific symmetric or anti-
symmetric properties about the x-axis, the y-axis, the origin and the straight line y=x.
The proposed method shows the more performance on computation time.

The approach also can get an accurate result on Zernike moments. The exact form
is presented in section 4.

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 46153] 2011.
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The organization of this paper is as follow. The basic theory of Zernike function is
shown in section 2. The fast computation is shown section 3. The accurate form is
explored section 4. Numerical experiments on Zernike moments are shown in
section 5. Section 6 concludes the study.

2 Zernike Moments

The computation of Zernike moments from an input image consists of three steps: the

computation of the Zernike real-valued radial polynomials; the computation of Zernike

polynomials; the computation of the two-dimensional Zernike moments of order n with

repetition m of an image intensity function f(x,y). In this section, each procedure for

the exact form of Zernike moments for a discrete image function is described [13-16].
The Zernike moment of order n with repetition m are finally defined as

1 2r1
Z,, =7 [[£(p.0W,,(p.0)pdpd6 (1)
00

*

Where Vim denotes a complex conjugate V. f(x,y) is the image function. As

nm?
can be seen from the definition, the procedure for computing Zernike moments can be
seen as an inner product between the image function and the Zernike basis function.

I:”Ll V'(p,0)V (p,6)pdpd

V4 ) (2)
_)—— ifn=pm=q
n+l
0 otherwise

The orthogonality implies no redundancy or overlap of information between the
moments with different orders and repetitions. This property enables the contribution
of each moment to be unique and independent of the information in an image.

Using the radial polynomial, complex-valued 2-D Zernike basis functions, which
are defined within a unit circle, are formed by

V,.(p.0) =R, (p)exp(jm), o<1 3)

Where j= -..n"'—_l Zernike basis functions are orthogonal and satisfy.

The procedure for obtaining Zernike moments from an input image begins with the
computation of Zernike radial polynomials. The real-valued 1-d radial polynomial
R,..(p) is defined as
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L,
n (_1) 2 2 '(n_S)'
— k
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In (4), n and m are generally called order and repetition, respectively. The order n
is a non-negative integer, and the repetition m is an integer satisfying n-lml=(even) and
Iml < n. The radial polynomials satisfy the orthogonal properties for the same
repetition.

27 el
[ [ Run(0.O0R,,,(p,0)pdpd6

1 : : )
——  ifn=n
=3 2(n+1) i
0 otherwise

3 Fast and Accurate Method

A. Limitation of Existing Fast Methods

Most of the time taken for the computation of Zernike moments is due to the
computation of Zernike 1-D radial polynomials which contain many factorial terms.
Therefore, the proposed faster methods by utilizing the recurrence relations, which had
Prata's method, Kintner's method, Chong's method, Sun-Kyoo Hwang’s method and so
on, reduced the factorial terms on the radial polynomials. Through the analysis of
these methods, they have some limitations. Even if only a single Zernike moment if
required, these methods require the computation of extra Zernike moments because
they use recurrence relations.

A

Il
T
T
PERS ERTEY

0 i Nl

Fig. 1. Coordinate normalization scheme for moments
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A. Fast and Accurate Computation of Zernike Moments
To compute Zernike moments from a N XN square digital image, a square is mapped
into the unit disk of Zernike polynomials, Figure 1 shows a general case of the
mapping transform. This approach is proposed by Chong.

The discrete form of the Zernike moments of an image size NXN is expressed as
follows:

L

n+1EE
= D F Y W (X, y)

nm
ﬂ’N i=0 j=0

”HZ S (3 B f(x,y) ©)

X +\2<1 k=Iml

S s (S S g ()

N k=Iml X +\2<l

~.

In (6), the normalization factor 4y must be the number of pixels located in the unit
circle by the mapping transform, which corresponds to the area of a unit circle 77 in the
continuous domain. The new axe x and y with the original indices i and j are given as

o1 20505 | 20+05) .
N N

In (7).i, j={0,1,2,-**N-1}.

Based on the specific symmetry or anti-symmetry about the x-axis, the y-axis, the
origin, and the straight line y = x, A fast computation of Zernike moments has
presented in [17]. All symmetric or anti-symmetric points with respect to the point (X,
y) are showed in Figure 2. r is the vector that connecting from the center of the unit
disk to each pixels (X, y) of the square imgae. 0 is the angle between r vector and the
principle x-axis. p, which is the length of r vector, can be computed as

p=x"+y’ ®)

The 8 can be computed as
6 =tan"'(2) )
X

The reduction in operations for Zernike moments embodied in making used of the
symmetry or anti-symmetry. The symmetrical or anti-symmetrical points of (x, y) are
in Figure 2. The propertys of the symmetric or anti-symmetric points of the point (x,
y) are in Table 1. Zernike moments given in (5) can be rewritten as

nm—nHZﬂnme 2P vy (10)

N k=lml X +y 241
0<x<1/~/2,0<y<x
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In (10), the coefficients of ﬂn’m’k have been calculated exactly and stored in
advance. The v(x,y) is written as

w(x,y)=f(x,y)e "’ + f(y,x)e_jm(?‘g)

—‘m(z 9) .
+f=y0e 2 4 f e, y)e o)

—mCE-p)

+ f(=x=y)e "0 + f(=y~x)e 2

Y

3
- im(Z+0) o
+f(y—x)e 2+ f(x,—y)e MO

With simple mathematics, the value of y(x,y) can be calculated with sin(m6)
and cos(m@) in Table 2.

Fig. 2. The symmetric or anti-symmetric points of corresponding to the point (x, y)

Table 1. Properties of the symmetric or anti-symmetric points of (X, y)

Symmetrl‘c or z.mtl Distance(r) Phase

-symmetric points
x.y) P 0
(y, X) p w/2-0
(-y, X) p /2+6
(X, y) P -6
(X, -y) p +6
(-y, -X) p 31/2-6
(-y, X) p 31/2+60
(X, -y) p 2n-0
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In Table2, where

a =1, (x, y)
bl = (_1)k77m (_y’ X)
a, =1,,(x,—y) (12)

b, =(=1)*n,,(y,x)
B m/2  miseven
- {(m—l)/z misodd
N, (X y) = f(x, )+ (D" f(=x,—y)
S, y)+ f(=x,—y) miseven
[ fG,y)=f(=x,~y)  misodd

Table 2. The real and imaginary parts of ¥ (x, y )

m Real parts of ¥(x, y) Imaginary parts of ¥(x, y)

Even |cos(m@)[a, +a, + b, +b,]|-sin(mb)[a, —a, +b,—b,]
cos(m@)la, +a,] cos(m@)[b, +b,]
+sin(m@)[b, - b, | —sin(m@)la, —a,]

Odd

The computation of the function y(x, y, 0) is very simple. But it must be noted the
points at y = 0 and y = x have four points and not eight points. After obtaining the

Zernike moments of one chain from [0,0] to [ 1/ \/5 , 1/ \/E ], the entire set of Zernike

moments can be obtained. The time can be reduced to just one eighth of the original
computation methods to Zernike moments.

The coefficients [, , , without respect to the point (x, y) can be calculated with
the g-recursive algorithm, but an overflow error is generated and accumulated [18].
The proposed fast method can calculate accurately the coefficients /3, . in advance

and store them in the array, thus the cumulative error can be avoided. The array a is
written as

aloJo] o 0 0
o d4ifi] o 0
a=|al2]o] 9 al2]2] 0
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4 Experimental Study

In this section, a comparison is performed between the several computation methods,
which include the direct ZOA, Prata's method, Kintner's method, Chong's method,
Sun-Kyoo Hwang's method, the proposed fast and accurate method. the test image of a
64x64 black and white Chinese character is shown in Figure 3. the entire set of Zernike
moments of this Chinese character image is calculated.

AAN

Fig. 3. The 64 x 64 black and white image

The CPU elapsed time is shown in Table 3. It is obvious that the proposed method
tremendously reduces the computational time.

Table 3. Cpu Elapsed Time in Milliseconds for the Zernike Moments for a 64x64 Image

Order Z0OA Prata’s Kintner’s Chong’s | Proposed
4 1.215 0.402 0.194 0.198 0.174
8 4.478 1.603 0.676 0.546 0.453
12 11.342 2.482 0.864 0.739 0.647
16 13.534 6.846 3.976 2.693 1.958
20 26.593 15.487 13.587 8.970 4.879

5 Conclusion

In this paper we proposed a fast and accurate method for computing Zernike moments
from a digital image. The proposed method computed accurately Zernike moments
with these fixed exact coefficients and reduced the computational time with the
property of symmetry or anti-symmetry.

In this paper was evaluated using several images, and revealed that our approach
can be useful in many applications of object recognition.

The proposed improved method can be used with either the computation of a single
Zernike moment or a set of Zernike moments. When computing a set of Zernike
moments, the proposed method can be used with other existing fast methods such as
Prata's method, Kintner's method and Chong's method, and this mixed method shows
the best performance. From the experimental results, we confirm that the proposed
method successfully reduces the computation time in every case.

Acknowledgment. It is a project supported by Natural Science Foundation of Hebei
Province (F2007000096).
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Abstract. Symbol is one of the cores of GIS and mapping system. However,
difference of design styles, data structures, storage methods and render strategies
among the systems leads to no synchronous sharing of map symbols when sharing
geographic data. Taking map symbols as a breakth-rough, the paper analyzes and
compares the ArcGIS symbol model with the SLD and provides the mapping
mechanism between ArcGIS symbols and SLD symbols to study the symbol
sharing between them. The analytic result shows that the SLD symbols all can be
converted to the ArcGIS symbols, but only small part of ArcGIS symbols can be
converted to the SLD symbols. The ArcGIS symbol system is more consummate
but not perfect and the closed symbol format goes against to symbol sharing. And
the SLD symbol format is open, but it is too unitary to meet the needs of
Cartography. Therefore, a common symbol model is required to synthesize
ArcGIS symbols and SLD symbols to achieve the map symbol sharing.

Keywords: Symbol, ArcGIS, SLD, Symbol Sharing.

1 Introduction

Map symbol is a graphic language of map, a basic means to represent map content, and
could be used to communicate objective world with map makers and map users [1]. It
stimulates people’s left brain by pictographic and knowing graphics to generate heart
images and then to convey characteristics and distribution laws of geographic entities.
Symbol is one of the cores of GIS and mapping systems. But the difference of design
styles, data structures, storage methods and render strategies among the systems leads
to no synchronous sharing of map symbols when sharing geographic data. Therefore, it
is important to implement one map symbol library with multi-usage via how to solve
map symbols sharing. ArcGIS, of which the symbol system is rich and the structure is
integrity, is the most widely used GIS software nowadays and the open structure of the
symbol description specification, which is set by SLD for OGC, is conducive to share
symbols among different software. But SLD still has some limitations [2-6]. Therefore,
studying on these two kinds of symbol systems is very important for improving the
map symbol model and promoting the map symbol sharing. Taking map symbols as a
breakthrough, the article analyzes GIS, SLD symbol model and contrasts the structures
between them to study the map symbol sharing. The article will take ArcGIS as a
typical study.

1. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 54F61] 2011.
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2 Contrast and Sharing Models of Point Symbol

A. Models of Point Symbol Contrast

1) ArcGIS Point symbol : ArcGIS point symbols contain SimpleMarkerSymbol,
CharacterMarkerSymbol, PictureMarkerSymbol, ArrowMarkerSymbol, MultiLayer
MarkerSymbol, etc. which are inherited from MarkerSymbol [7]. SimpleMarkerSymbol
and ArrowMarkerSymbol are composed of simple graphics. The former including
Circle, Square, Cross, X and Diamond. The latter is constituted by arrows in the shape
of triangle, which is adjustable in height and width. CharacterMarkerSymbol is
established by using TrueType Font. Point symbol can also be plotted by
PictureMarkerSymbol which based on images. All these four kinds of point symbols
can constitute MultiLayerMarkerSymbol(Fig. 1).

BackgraundColor - 1Color

IColor

Picture : IPictureDisp

Fig. 1. Model of marker symbol in ArcGIS

2) SLD point symbol: It contains simple point symbol and External Graphic.
Simple point symbol including square, circle, triangle, star, cross, x, etc. [8]. External
Graphic can be divided into raster pictures and SVG, which is adjustable in attribute
such as size, angle and transparency(Fig. 2).

G GO

Fig. 2. Model of point symbol in SLD
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B. Sharing Point Symbol

Comparative the model of point symbol in two kinds of types, SimpleMarkerSymbol
can convert to Mark, Char-acterMarkerSymbol can convert to picture format symbol in
External Graphic. Otherwise Mark,External Graphic can also convert to
SimpleMarkerSymbol, CharacterMar-kerSymbol and PictureMarkerSymbol.we see
that conversion between those two types can be achieved, and may even without
damage the model(Fig. 3).

SimpleMarkerSymbol |

MarkerSymbol

PointSymbol

Fig. 3. Point symbol exchange between ArcGIS and SLD

C. Point Symbol Model Analysis

Point symbol in ArcGIS is mainly established by using TrueType font which is design
for describe the outline of western language. TrueType font only contains lineseg-ment
and quadratic bezier Lines,but most of map symbols are constitutive of regular graphs,
consequently many regular graphs need fit with linesegment and bezier Lines.Because
of this,the fitting method makes data redundancy and it is also mismatch our habit of
mapping.Moreover, TrueType font have nothing but graph,while using TextOut which
is a function of windows API to plot characters,every character only have one
color,hence the point symbol need to split to several characters.Although SLD point
symbol is constituted by SVG,but if symbol get a little bit more complicated as using
complex line and fill adjust to point symbol,and It is hard to describe by SVG itself.
Consequently, aforementioned two kinds of point symbol model can meet all demands
of common GIS and the needs of mapping but it is hard to describe complex point
symbol.Otherwise SLD can meet all demands of needs in the symbol sharing.

3 Contrast and Sharing Models of Line Symbol

A. Models of Line Symbol Contrast

1) ArcGIS line symbol: It contains SimpleLineSymb-ol, CartographicLineSymbol,
HashLineSymbol, MarkerLineSymbol, PictureLineSymbol and MutiLayerLineSy-
mbol. SimpleLineSymbol including Solid, Dashed, Dotted, Dash-Dot and Dash-Dot-
Dot, etc. CartographicLi-neSymbol is established by using Mark-Gap mode,
HashLineSymbol and MarkerLineSymbol are inherited from CartographicLineSymbol
[7], HashSymbol which is a line symbol can be redirected to HashLineSymbol which
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is established by using seriation of MarkerSymbol. PictureLineSymbol can be
construct by raster pictures, which is a rotative course of adjustable in length of centre
line. All these five kinds of line symbol constitute MutiLayerLineSymbol(Fig. 4).

Fig. 4. Model of line symbol in ArcGIS

2) SLD line Symbol: It is constructed on stroke which contains GraphicFill and
GraphicStroke [8]. Dash array can be configured in stroke as well. It correspond with
Mark-Gap mode in symbol of ArcGIS Cartographic-LineSymbol,and stroke includes
several line symbol attribute as opacity, width, linejoin, etc(Fig. 5).

@
-

Fig. 5. Model of line symbol in SLD

B. Sharing Line Symbol

Comparative the model of line symbol in two kinds of types,All line symbol in ArcGIS
can convert to SLD Line Symbol except HashLineSymbol and MarkerLine-Symbol.In
those symbol, SimpleLineSymbol convert to simple Stroke, Template in
CartographicLineSymbol convert to dasharray which is in Stroke, PictureLine-Symbol
convert to GraphicStroke(Fig. 6). Otherwise the conversion between line symbol in
SLD and Line Symbol of ArcGIS can be achieved.
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MarkerLineSymbol

Graphic Fill

PictureLineSymbol

MutiLayerLineSymbol |-

Fig. 6. Line symbol exchange between ArcGIS and SLD

C. Line Symbol Model Analysis

Data models of line symbol in ArcGIS can coverage most area of line model,and it is
also meet most demands of needs for mapping or GIS,but It is hard to describe some
complex line symbol as the symbol of power line(which needs to be adjustable in
every location of telegraph poles with the corresponding point symbol), dynamic
symbol(Fig. 7). Although we can achieve the wupper symbols editing in
Representation,but it is Consider things from the pure graphical design and ignore the
relationship between symbol and geographic object,while geographic object changed
but symbol cannot. SLD can only meet demands of solid line, mark-gap line and
graphic line.Those line models are a little part of line symbol,just as the symbol in
Fig.7 that SLD cannot describe. Consequently, both two models of line symbol can
hardly satisfy the needs of mapping.And it is hard to achieve the SLD sharing because
of the simple type of line symbol in SLD.

Q D

Fig. 7. Symbols of power line and arrow line

4 Contrast and Sharing Models of Fill Symbol

A. Models of Fill Symbol Contrast

1) ArcGIS Fill symbol: It contains SimpleFillSymbol, PictureFillSymbol,
MarkerFillSymbol, GradientFillSymbol, LineFillSymbol, DotDensityFillSymbol and
MultiLayerFillSymbol [7]. SimpleFillSymbol and GradientFillSymbol are color fill of
object, the former is design to be filled by monochromatic color, the latter uses the
gradual manner to be filled. MarkerFillSymbol means filled in fill symbol with point
symbol, and the LineFillSymbol with line symbol. All these several kinds of symbol
group constitute MultiLayerFillSymbol(Fig. 8).
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Fig. 8. Model of fill symbol in ArcGIS

2) SLD fill symbol: SLD fill symbol is constituted by Fill and Stroke.the former,
contains color fill and graphic fill [8]. Color fill is adjustable in transparency,and
graphic fill uses raster pictureto filled in(Fig. 9).

Fig. 9. Model of Polygon symbol in SLD

B. Sharing Fill Symbol

Comparative the model of fill symbol in aforementioned two kinds of types,we can see
that only SimpleFillSymbol and PictureFillSymbol in ArcGIS can convert to SLD
Polygon Symbol. While all of the SLD Polygon Symbols can convert to FillSymbols in
ArcGIS(Fig. 10).

SimpleFillSymbol

PictureFillSymbol

Simple Fill

Fillsymbol

Graphic Fill

DotDensityFillSymbol /

MultiLayerFillsymbol -

Fig. 10. Fill symbol exchange between ArcGIS and SLD
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C. Fill Symbol Model Analysis

The model of fill symbol in ArcGIS has a well-defined support structure, and it
coverage most area of fill model, which is meet most demands of needs for GIS. But
there are lots of fill effects cannot be satisfied with mapping, like we find that
interleave and overlap phenomenon to occur when using MarkerSymbol in
MarkerFillSymbol, also find out of bounds phenomenon near the area border yet.
Although we can achieve parts of problems using Representation, but Representation
ignore the relationship between symbol and geographic object. Fill symbol in SLD
only contains solid fill and graphic fill. Both of them limited model of fill function. On
the other hand, we can use method of raster to adjustable for fill symbol, but this
method cannot guarantee precision of mapping and support its qualification job.
Consequently, both two models of fill symbol can hardly satisfy the needs of mapping.
And it is hard to achieve the SLD sharing because of the simple type of fill symbol in
SLD.

5 Conclusion

By comparison, in terms of symbol model, the ArcGIS symbol system is more perfect
to meet the demands of GIS and together with the support of Representation, it can
basically meet the needs of the general cartography. But, the relationship between
geographical object and symbol is ignored by Representation and it only focus on the
symbol syntax instead of the symbol semantic. Therefore, the ArcGIS symbol system
is not at all perfect. And the SLD symbol system is too unitary to meet the needs of
GIS and Cartography. In terms of symbol sharing, the file format of ArcGIS, as ESRI's
commercial secret, is not exposed and it’s go against to symbol sharing. The SLD
symbol system is positioned on symbol standard in order to share symbols, especially
the share basing on WebService. But its own structure is so unitary that it is difficult to
meet the demands of professional graphics and the map symbol sharing. In summary,
neither ArcGIS nor SLD symbol model can interpret map symbols well and they are
difficult for cartographers to design map and share map symbol. In consequence, there
is an urgent need for a common map symbol data model, which can contain all the
regular graphs completely and learn the advantages of both to achieve the symbol
sharing among CAD, GIS, professional graphics software and other cartographic
systems.
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Abstract. Irregular columnar joints are generally developed in basalt. This
special rock mass structure has brought some new engineering problems in
geotechnical engineering, water conservancy and Hydro Power Station.
Geometrical characteristics of columnar jointed structures are described and
simulated by introducing the Voronoi graphics theory. Based on geometric
transformation method, the visualization model of AutoCAD and numerical
model of discrete element method are built with AutoLISP and Fish languages.
The three-dimensional modeling method for columnar joints is applied for the
Baihetan Hydro Power Station in China. The simulation results show that,
Voronoi graphic has great significance for studying the nonlinear mechanical
properties of irregular columnar jointed basalt.

Keywords: Irregular columnar joints, Voronoi graphics, visualization model,
discrete element model, 3DEC.

1 Introduction

The irregular columnar jointed structures are primary columnar morphological tensile
fractures. As shown in Fig 1, they are common in volcanic lava, dried flour, clotted
ice, epidermal cells under leaf, quenched metal and quenched glass. Reports of
columnar joint in volcanic lava can be traced back to 1693 while Bulkeley described
the Giant’s Causeway in Ireland. Miiller(1998)[1]. Goehring and Morris(2007)[2]
found the mixture of flour and water while drying into a certain humidity had the
same process with the diffusion and extract of heat in lava. Their result showed that
flour in the appropriate temperature would form a stable columnar fracture which was
analogous with columnar jointed basalt. Cole (1988)[3] found columnar fracture often
occurred in clotted ice. French (1925)[4], Hull and Caddock (1999)[5] found
columnar fracture also existed in quenched metal and quenched glass. Reports about
columnar joint in geological rock mass are generally in basic hypabyssal rock or
eruptive rock[6-7].

* This work is partially supported by the National Natural Science Foundation of China
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Widely distributed columnar basalt lava gave birth to the environment of columnar
joints, which brought up many well-known landscapes of columnar joints at home and
abroad. Fig 1(f) shows the famous Giant’s Causeway in Ireland which is a popular
tourist attraction. On the other hand, this special jointed rock mass has also led to new
engineering problems in geotechnical engineering and hydraulic engineering. Such as
the Permian continental flood basalt in southwest China, which the Emeishan basalt is
one of the main foundation rock in this region. For instance, tongjiezi hydropower
station at Dadu River, ertan hydropower station at Yalongjing River, xiluodu
hydropower station and baihetan hydropower station planned to be built at Jinshajiang
River and so on. They are all based on basalt. Therefore, the study of engineering
mechanical characteristics of rock structure of basalt, especially the columnar jointed
structure, has great significance in water-power engineering.

Currently, the studies on columnar jointed structure are mainly about the geometric
shape and formation mechanism of columnar joints in terms of geology and
mechanics. However, few researches are on numerical model and engineering
application. In this article, irregular columnar joints are regarded as Voronoi graphic
in the perspective of geometry, and the methods how to construct the 3D visualized
numerical model of columnar jointed rock with the math theory of Voronoi are
detailed introduced.

2 Voronoi Graphics

Voronoi graphics, as shown in Figl(a), can be traced back to the book Principles of
Philosophy written by Descartes[8] in the 17th century. Descartes considered that
stars would hang in the balance and develop many swirls fields. The swirls fields
coincide with each other, restrict to balance and separate the stellar system into many
polygon systems containing one star respectively.

This thought was subsequently adopted in many domains of science. It has
different names in different fields, for example, the Medial axis transform in biology
and physiology, Wigner-Seitz field in chemistry and physics, Domains of action in
crystallography, Thiessen polygons in meteorology and geography. Dirichlet(1850)[9]
and Voronoi(1908)[10] are the earliest mathematician who gave a systemic research
on the mathematic features of this graphics. They considered this graphics was a
geometry of plane domain measured by Euclidean distance. The graphics was
respectively named Dirichlet Tessellation and Voronoi Diagram and they have been
the long-term use. Voronoi diagram is similar to some natural structure and possess
amazing mathematic features. With the popularization of computer technology and
development, Voronoi diagram has been extensively researched and applied in
meteorology, geology, topography, archeology, molecular chemistry, ecology,
computer science and so on. It has become a powerful tool of resolving interrelated
geometry problems. Detailed introductions of the Voronoi graphics can be found in
Aurenhammer (1991)[11] and Kabe(1992)[12]. They had given a detailed review on
the history, definition, characteristic, arithmetic, extension and application of Voronoi
graphics. Fortune(1992)[13] analyzed and compared every arithmetics of Voronoi
graphics. The monograph about Voronoi graphics can be referred to
Okable(2000)[14] and Mark de Berg(2000)[15].
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(e) Clotted ice (f)Condensational basalt (g) Dried flour (h) The Water Cube

Fig. 1. Columnar jointed structure in nature

The basic concept of Voronoi graphics can be simply described as follows: there
are n ignition sources within the region. These ignition sources are ignited at the same
time and spread to all directions at the same speed, and then the figure formed by
burning extinguished place is the Voronoi graphic. This process has the similarity
with the forming process of columnar joints. When solidified, lava contracts with
different points as the center at the surface. When the rock mass around this point is
separated from the rock mass around other points, the columnar joint is formed.
Describing the columnar joints with Voronoi graphics is of certain basis.

3 Mathematic Principle of Voronoi Graphics

Assume p; and p, are two points of the plane, L is the perpendicular bisector of the
line segment pp,. L separates the plane into two parts L; and Lg. The point p; in L,
has the characteristic: d(p,p;) < d(p,p2), where d(p,p;) represents the Euclidean
distance between p; and p; (i=1,2). Points in plane L;, defined as V(p;), are nearer to
locus of point p; than any other points in the plane, seen in fig. 2.

Applying H(p,, p,) as the half plane L;, while Lz = H(p,,p;), then we have
V(p)=H(p1,p2), V(p2)=H(p2.p;). A set of points S is given with n points in the plane,
S={ p1.p2,--..pn}. Define the equation as follows:

V(pi)= ﬂ H(p1.p2) (1)
i#]

V (p;) represents the intersection of n-/ half planes formed by locus of points nearer
to p; than any other points. It is a convex polygon zone with less than n-/ boundary
called Voronoi polygon or Voronoi domain of the register of relevance p;. As to every
point of S, a certain Voronoi polygon can be made; these n different polygons
construct the Voronoi graphics.
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Ly Lr

Fig. 2. Sketch of V(p1) and V(p2)

Formula (1) is used to construct the intersection of n-1 half planes, and this way
can get the Voronoi polygon of point pi, then get the Voronoi graphics of S with these
points. This disquisition applied increment construction method to form Voronoi
graphics. The details refer to Peide Zhou’s research[16]. Note the boundary and point
information is written as a input dxf format, while the plane Voronoi graphics in
AutoCAD are drawn as the output interface. Boundary intercepting of polygon zone
can be realized to form the diagram as show in fig. 3. The maximum cylindrical
diameter is 27mm and the minimum is 15mm, which is close to the geometric
properties of columnar joints of level I at Baihetan hydropower station in China .

(a)l mx1 m (b) 2 mx2 m

Fig. 3. Plane Voronoi graphic

4 Simulation of Irregular Columnar Joints

Hart and Cundall (1985)[17] used a simplified hexagonal cylindrical model to
simulate the columnar joints of BWIP. But in fact, influenced by occurrence
environment and geological structure and so on, the cylindrical surface is not just
hexagonal. Statistics of cylindrical surface types of famous columnar joints suggests
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that even the well-developed hexagonal cylindrical columnar joints from Irish Giant’s
Causeway still contain a lot of pentagonal and quadrangular cylindrical surfaces.

The cylindrical surface of columnar joints at Baihetan hydropower station is
mainly quadrangle and pentagon, whereas the hexagon cylindrical surface only takes
a very small proportion, seen in fig 4. Therefore, the rock mass at Baihetan belongs to
irregular columnar jointed rock mass. It is not reasonable to simulate with hexagon
cylindrical surface. It can be known from the in situ test that columnar jointed rock is
influenced not only by geometric shape of cylinder but also by the whole mechanical
characteristics effect of hidden joints, bedding and in layers shearing band. Therefore,
irregular tilted columnar jointed rock mass belongs to 3D problem. Not only the
construction of cylindrical surface should be investigated, but also the transform of 3-
dimensional graphics. Meanwhile, the interface of 3D visualized AutoCAD model
and 3D discrete element numerical model of 3DEC should also be developed. Here
the 3DEC Voronoi columnar joints pre-processer is developed based on AutoLisp
language and Fish language and applied in the numerical analysis.

Columnar jointed strata have certain dip angle, and 3DEC uses the left-handed
coordinate system. Thus, geometric transformation is required to the 3D graphics of
geodetic coordinate system. There are 3D translation, 3D scaling, 3D reflection, and
3D rotation etc.

It is also a good way to form Voronoi graphics based on Delaunay triangle. Black
points in the diagram are the vertexes of Delaunay triangle. Voronoi vertex is
corresponding to the centroid of Delaunay triangle. The details can be seen in the
reference [18, 19].
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Fig. 4. The geologic sketch map of irregular columnar jointed basalt

Assume a point before transformation is O(X,y,z), and the point after
transformation is O’(x,y,z). Then the geometric transformation [T] of P—P’ is as
follows:
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Geometric transformation matrix [T] can be decomposed to the combination of
several basic transformation matrixes: 3D translational matrix [P], 3D scaling matrix
[S], and rotation of coordinate matrix [R].

(X0,Y0,Z0)

»
1

Fig. 5. Sketch of geometric transformation coordinate system of 3D figures in computer
graphics

The transformation of coordinates from oxyz to 0’x’y’z’ is:
(-x,1 Y, Z,,l) = (x, y,z,l)-P(xO, yo’zo) ’ S(sx Sy s:)'R(a’ﬂ’ 7) )

Table 1. The program structure of Voronoi visualization model and 3DEC discrete simulated
model

Function Grammatical structure of AutoLisp and Fish
(entmake (list '(0. "3DFACE")

Generate AutoCAD '(8. "columnar joint") '(62 . "color")

visualization model (cons 10 (list x1 y1 z1)) (cons 11 (list x2 y2 z2)) (cons 12
(list x3 y3 z3)))

Generate 3DEC POLY PRISM mat n region o &

Irregular columnar joints A (xLylzl) (x2y2.22) (x3,y3.23) ...&
B (x1,yl,z1) (x2,y2,22) (x3,y3,23) ...

Generate 3DEC oblique structural | JSET id n dd a dip b persistence p &

plane Origin (x1,y1,z1)
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Fig. 6. Visualization model in AutoCAD and simulated model in 3DEC of irregular columnar
jointed basalt

Based on geometric transformation method, visualization model of columnar joints
and grammatical structure and model of discrete element are formed with AutoLISP
language of AutoCAD and FISH language of 3DEC, as shown in table 1 and fig 6.
Although 3DEC is the 3D version of UDEC, and due to the difficulties of simulating
the 3D irregular Voronoi joints net, it does not have the inner installation Voronoi
chessboard mosaic joints generator.

4 Conclusions

This article analyzed the basic geometrical characteristics of columnar jointed
structure and introduced Voronoi graphics to simulate irregular columnar jointed
structure. According to the characteristics of irregularities and cylinder deflection of
columnar jointed rock at Baihetan hydropower station and based on the spatial 3D
graphical transform technology of computer graphics, this article investigated the
visualized of irregular columnar joints and generation method of numerical model.
Combining with AutoLisp language and FISH language, Voronoi irregular deflection
columnar joints pre-processer of 3DEC was developed. Studies have shown that the
Voronoi graphics method has great significance for studying the nonlinear mechanical
properties of irregular columnar jointed basalt.
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Abstract. Methane is a kind of greenhouse gas that strongly absorbs Earth
outward long-wave radiation, a gas whose greenhouse effect is 21 times worse
than carbon dioxide. Coal mine area is one major source of industrial methane
emission and the emission sources are principally coal mines and coal bed
methane (CBM) ground development zones. One of the type areas at present is
southern Qinshui Basin in Shanxi province. With the support from the
advantages of remote sensing monitoring technology in real time monitoring of
mine area environment and on the basis of the optimal waveband from the
sieving process of remote sensing monitoring of methane, this paper takes
southern Qinshui Basin as the focus of research in order to perfect and progress
the theoretical model of methane remote sensing response, to develop the
hyperspectral monitoring method of methane concentrations, with which
furthermore, to make a preliminary analysis of the temporal and spatial
distribution regularity of atmospheric concentrations of methane so as to
provide groundwork for further research and development of real time and high
sensitive monitoring method of the atmosphere environment in mine areas.

Keywords: coalmining region, remote sensing, atmospheric monitoring, hyper
spectral.

1 Research Background

Methane is a kind of greenhouse gas that strongly absorbs Earth outward long-wave
radiation and its global warming potential (GWP, the total energy that 1000g gases
can absorb within a certain period of time) is 21(assuming the GWP of CO2 is 1.0),
that is, the greenhouse effect of every Moore equivalent weight of CH4 is 21 times as
that of CO2, which means CH4 has a far worse contribution than CO2 does to
greenhouse effect.

Although the normal atmospheric concentration of CO2 is 300 times as the
concentration of CH4, the latter exerts a tremendous influence on global climate.
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No. 41001230) to Hui Yang, and Important National Science & Technology Specific
Projects (Project number: 2008Z2X05034) to Yong Qin.
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Moreover, a series of chemical and photochemical reactions in troposphere and
stratosphere also involve CH4, and the reaction products also possess the nature of
greenhouse gases.

Human industrialization activity causes the continuous increase of atmospheric
concentrations of CH4 in the last 100 years, and the current average atmospheric
concentration, now being CH4 is 1.72 x10°®, is still increasing with a speed of 0.8% to
1.0% every year. It is estimated that with the generating speed of methane at present,
CH4 will play a major role in the greenhouse effect in decades. Therefore, climate
change caused by greenhouse gases, including CH4, has already become the theme of
many international conferences.

Coal mine area is one major source of industrial methane emission and the
emission sources are principally coal mines and CBM ground development zones.
The main emission sources consist of coal mine exhaust wellhead, coal bunker from
coal washery, coal gangue dump in coal mine area and ground CBM (gas drainage)
hole.

According to the estimation from Chongqing Branch of China Coal Research
Institute, in China, an average of 10 m* CH4 is vented to atmosphere in producing 1
ton raw coal. In 2000, CH4 emission of coal mine in China reached 9.625 billion m’
which accounted for some 60 percent of the global emissions and is equivalent to138
million tons of CO2.

The accumulated national coal-mine gas drainage, in 2009, was 5.6 billion m’ s
while the utilization rate was only 32%. 3.8 billion m’ drainage CH4 of the total was
injected into the atmosphere, and CH4 discharged into the atmosphere through
ventilation air methane (VAM) was far greater than the previous number.

At present, the daily ground CBM drainage is about 2million m’® with a utilization
amount being 800,000 m3, which means that, each year, CH4 that is discharged into
the atmosphere through this source is 430 million m’ around.

Therefore, the State Environmental Protection Administration promulgated
national standard on April 25th, 2008—"“the Coalbed Methane (Coal-mine gas)
Emission Standard (interim)” (GB, 21522-2008), in order to curb the mine methane
emission, to improve the utilization rate of coal mine methane and to alleviate global
greenhouse effect.

For the time being, however, the insufficiency of real-time, effective and high
sensitive monitoring method, the incomplete relevant principles, approaches and
technology are still serious problems in alleviating methane emission in coal mine
area.

Therefore, With the support from the incomparable advantages of remote sensing
monitoring technology in real time monitoring of mine area environment and the
basis foundation of the optimal waveband from the sieving process of remote sensing
monitoring of methane based on ultimate remote sensing principle.

This paper takes southern Qinshui Basin as the focus of the research to perfect and
progress the theoretical model of methane remote sensing response, to develop the
hyperspectral monitoring method of methane concentrations, with which furthermore,
to make a preliminary analysis of the temporal and spatial distribution regularity of
atmospheric concentrations of methane so as to provide groundwork for the further
research and development of real time and high sensitivity monitoring method of the
atmosphere environment in mine areas, see Fig. 1.
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Fig. 1. Topographic map of Shanxi province

2 Primary Research Contents

A. Screening Optimal Waveband from Remote Sensing Monitoring of Methane

With the above conceivable band as the main research object, laboratory study on
methane absorption/radiation characteristics is carried out to screen waveband with
high absorbability and sensitivity for atmospheric methane gas and to establish
foundation for selecting remote sensing images that is appropriate for monitoring
methane gas.
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B. Theoretical Model of Methane Remote Sensing Response

Laboratory spectrum analysis, system measurement and analysis of methane of
different concentrations are conducted to determine the quantitative relation between
specific band and methane concentrations response.

Meanwhile, spectral method is further employed to measure and analyze the
characteristics of remote sensing images response of atmospheric methane
concentrations. On the basis of that, different functions are chosen to conduct
simulation to establish the quantitative response model between atmospheric methane
concentrations and the spectrum value of remote sensing images.

C. Remote Sensing Monitoring Model of Atmospheric Methane Concentrations
in Coal Mine Area

With southern coal mine zone/CBM development base of Qinshui Basin as the main
object, spectral analysis of near-surface atmospheric samples is carried out. Based on
this, further contrast analysis of the coupling relation between ground objects
spectrum in mine area and remote sensing response is implemented in order to build
remote sensing monitoring model of atmospheric methane concentrations in coal
mine area and apply this model to the preliminary analysis of temporal and spatial
distribution of the atmospheric methane concentrations.

3 Technique Procedures

Based on the processing of actual measurement spectral data of surface, the analysis
of satellite hyper spectral image and spectral analysis of methane in laboratory and so
on, this paper use hyper spectral data mining technology, weak information extraction
technology, spectral modeling and classification techniques, to establish the
correlation between the methane concentration in mining area and spectrum in remote
sensing image, in order to monitor the concentration of methane gas in mining area
by using remote sensing. The procedures of research and technical methods are shown
in Fig. 2.

Site selection study in southern Qinshui Basin, the typical conditions of the main
source of methane emissions is diverse, larger and specific types of emissions sources
are concentrated. Area Jincheng and Luan existing two million-ton mines are large
domestic coal mining area, the distribution of a large number of high-gas coal mine, a
large number of mine drainage gas methane into the atmosphere and the lack of wind.

The area is China's largest CBM surface development base, has more than 3,000
CBM wells construction of mouth, more than 1,100 ports in operation, but currently
only 40% utilization, most of the coal bed methane (gas) vent and into the
atmosphere.

In practice, based on hyper spectral measurements on ground and satellite hyper
spectral data processing and analysis technology, this paper systematically study the
spatial distribution of methane in the mining area and the spectral variation discipline
of different concentrations of methane gas.
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Fig. 2. Technical processes and methodology

By analyzing the relationship between the different concentrations of methane gas
and spectral of remote sensing image, this paper presents a remote sensing monitoring
model for methane gas, in order to offer the possibility to monitor the methane
emissions of mining area in real-time quickly and high sensitively.

4 Key Technologies

A. Technique of High-Precision Radiation Correction

The accuracy of the spectrum information is the premise condition to apply
hyperspectral data to directly identify the ground feature, and the radiation correction
technique is one of the key technologies is to realize high precision spectra data
recovery and an important segment for the quantification of hyperspectral data.
Radiation correction technique mainly studies the transmission of atmospheric
radiation, in other words, this technique inverts real ground objects reflectance
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through the radiometric calibration of sensor and calculation of atmospheric
correction model.

At the present stage, the atmospheric correction technique mainly includes two
categories: the empirical approach and the model method. The empirical line method,
image internal average relative reflectance, flat field and other methods compromise
the empirical approach. The model method is mainly atmosphere correction model on
the grounds of radiative transfer theory, including Modtran, Lowtran, 5S and 6S,
ATREM and ACORN, etc. This study was to make a combination of atmospheric
radiative transfer model and the measurement of selected ground targets’ spectral
radiance to conduct reflectivity inversion calculation.

B. Formation Mechanism and Parameter Selection of Characteristics of
Methane Gas Spectral Absorption

In remote sensing physics research fields, due to the differences among earth's surface
objects such as chemical composition, molecular structure, the surface status, etc. The
typical, unique and diagnostic spectrum absorption characteristics are formed, which
are the theoretical basis of employing hyperspectral remote sensing technology to
directly identify ground features.

Numerous studies show that the spectrum absorption characteristics presented in
the interaction between ground features and sun radiation energy depend on factors
such as the atom amount that ground feature themselves contain, bonding force,
geometric features of atom distribution (molecules and crystal structure) and the
formed crystal field, electric field and magnetic field, etc.

Thanks to the extreme complexity of the interaction mechanism of the two, many
dimensions have an effect on the final characteristics of spectrometric behaviors,
which requires us to apply a variety of complementary theory and take the
experimental data as basis in such a way to implement research and analysis on the
regularity of spectrum characteristic change and variation of ground objects (methane
gas), to probe into the formation mechanism of the absorption feature, and to solve
the problem of fuzziness exists in remote sensing data expression. Based on this,
research on quantifying parameter selection and distinguishing of spectrum absorption
characteristics of methane gas can be conducted.

C. Technique of Hyperspectral Data Mining and Weak Information Extraction

Data mining and the knowledge discovery is to extract effective information from the
mass data and to form multi-stage data processing of knowledge scheme that people
can understand.

Specific to application and research field of remote sensing monitoring of mine
area methane, hyperspectral data mining and the knowledge discovery means to
extract methane’ information such as spectral information, radiation information,
space information and phase information by means of ground hyperspectral data
measurement and spectral data processing analysis, satellite hyperspectral imaging
acquirement and classification and recognition technology of weak information.
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With this foundation and combination of traditional geological analysis and

laboratory testing technology, we can get a full access to knowledge on the
concentration changes and distribution range of methane gas.
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Abstract. Formal concept analysis of binary relations has proved to be useful in
resolve of many problems of theoretical or interest. In this paper, we discuss
characterizations of three different types of attribute sets in consistent decision
formal contex. Characteristics of three different types of attribute are examined,
and the necessary and sufficient conditions to judge them are also obtained.

Keywords: Formal Context, Concept Lattice, Consistent Set, Attribute
Characterization.

1 Introduction

Formal concept analysis is a mathematical framework developed by Wille[1], that is
useful for representation and analysis of data. Formal concept analysis is formulated
based on the notion of a formal context, which is a binary relation between a set of
objects and a set of attributes. It reflects the relationship of generalization and the
specialization among concepts, it thereby is more intuitional and more effective to
research on reducing and discovering knowledge. Formal concept analysis as a kind
of very effective methods for data analysis have been wildly applied in the field of
machine studying, artificial intelligence and knowledge discovery, and so on.

Rough set theory and formal concept analysis have strong connection. Many
efforts have been made to compare and combine the two theories [2-5]. The notions
of rough set approximations have been introduced into formal concept analysis, and
the notions of formal concept and concept lattice have also been introduced into rough
set theory by considering different types of formal concepts[4]. Compared with the
rough set theory, there is less effort investigated on the issue in concept lattice theory.
In [8], concepts of consistent decision formal context and properties of consistent
decision formal context were defined, and approaches to knowledge reduction with
two requirements in these decision formal contexts were proposed. We try to
investigate characteristics of three different types of attribute sets based on consistent
decision formal context.

This paper is organized as follows. In Section 2, we briefly review some basic
concepts and notations for formal context and formal concept. Section 3 introduce the
definitions and properties about decision formal contexts. Section 4 gives

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 77201 1.
© Springer-Verlag Berlin Heidelberg 2011
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characterizations of three different types of attribute, and provide the conditions for
determining the necessary and unnecessary attribute sets. We then conclude the paper
with a summary in Section 5.

2 Preliminaries

A formal context is a triplet (U, A, 1), where U = {xl,x2,~ ~,xn} is a non-empty,
finite set of objects called the universe of discourse, A = {al,az,---,am} is a non-

empty, finite set of attributes, and I € U X A is a binary relation between U and A .
In a formal context (U,A,I) , for each (x,a)e UxA, if (x,a)e I, we

write xIa , we say that X has attribute @, or the attribute @ ispossessed by object X .
For X cU and B C A, we denote

X’ ={ae A:Vxe X,(x,a)e I}
B’ ={xe U:Vae B,(x,a)e I} ’

X "is the maximal set of attributes shared by all objects in X . Similarly, B is the
maximal set of objects that have all attributes in B . Forx€ U anda€ A, we

denote X = {x} ,a* = {a}x . Thus X is the set of attributes possessed by X, and a
is the set of objects having attribute a .
Definition 2.1. A pair(X,B) ,XcU,BCA, is called a formal concept of the

context (U AT ) if X"=B and B =A. X and B are respectively referred to as
the extent and the intent of the concept ( X,B ) .
Definition 2.2. [1] Let(U AT ) be a formal context,

X,X,,X,cU, B,B,,B, C A. Then

WX, cX,= X, cX,;

(2)B,cB,= B, cB;

S)(X,UX,) =X,NnX,,(BUB) =B NB,

Let L(U VAT ) denote all concepts of formal context (U LA T ), denote
(X],BI)S(Xz,B2)<:>X]gX2<:>B]QBz, then < is an order relation on
L(U,AT).
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Theorem 2.2.[1] Let (U,A,I) be a formal context, (X ,B,),(X,,B,)e L(U,A,I).
then

(Xl’Bl)/\(Xz’Bz):(Xlsz’(Blk)Bz)**)’
(Xl’Bl)V(Xz’Bz)z((XlUXz)**’BlmBz)

are concepts. Thus L(U LA T ) is a complete lattice called the concept lattice of the

context (U, A, I) .

3 Consistent Decision Formal Context and Their Conclusion

In this section, we recall some of the basic results about concept lattice which have
been established [5] .

Let (U VAT ) be a formal context, L(U LA T ) denote all concepts of formal

context(U VAT ) , denote
L={L(U,AT)II CUxA,|A| <},

If for (Y,C)e L(U,A,,1,), there exists (X,B)e L(U,A,I ),suchthat X =Y,
then L(U,Al,ll) is said to be finer then L(U,AZ,IZ), denote by
L(U,AI,I1 ) < L(U,Az,lz), then (L,S) is a partial ordered set.

Let U be the universe of discourse and P(U ) the power set of U, denote

H={HcP(U):Q,UeH,X.,YeH=XNYeH}.
Definition 3.1. Let H ,H,e H. If H, Cc H , then H < H,.
Theorem 3.1. Let (U LA T ) be a formal context, then
L(UAN={X:XcUX " =X]eH.
Proof. If X =X, Y =Y, then

XAYc(xny) (X uY) =Xx"nr =xnv.

Conversely, (X M Y) =XnNY.
Definition 3.2.[5] DT =(U JALLLD,J ) is said to be a decision formal context,

where AND=0, IcUXA and JcUXD, A and D are called the
conditional attribute set and decision attribute set respectively.

Definition 3.3.[5] Let DT=(U VA LLD,J ) be a decision formal context, if
L(U VAT )SL(U ,D,J ), we say that DT is a generalized consistent decision
formal context. For any C c A, if L(U,A,I)SL(U,D,J), we say that D is a
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consistent set of DT . If C is consistent set and no proper subset of C is a consistent
set of DT , then C is referred to as areduct of DT .

Theorem 3.2. Let DT =(U,A,I,D,J) be a consistent decision formal
context, C < A, then C is a consistent set of DT iff (X* r\C)* c (X* r\(A—C))+ )
Proof. Assume that DT = (U VA ILD,J ) is a consistent decision formal context,
then L (U,D, J) cL, (U,A,I). If C is a consistent set, then

LM(U,D,J)QLM(U,C,IC). Therefore, for any Xe L (U,D,J), we have
XeL (UAI),XeL (U,C1I,)ie, X=(X nC) =X", hence

x=(xnc) =((x nc)u(x n(a-0c)))
=(x'nC) n(x n(a-0))

Therefore(Xg mC)* g(X m(A—C))

Conversely, if for any X € L (U,D,J) , (X ﬁC)$ c (XA m(A—C))A, then

"
>

(Xng)*:XM. since XeLu(U,A,I), then X =X, so X:(X*mC)
ie., (X,Xng)eL“(U,C,IC), then for any XeLu(U,D,J), we have
XGLN(U,C,IC). Thus we obtain that C is a consistent set of DT .
LetDT:(U,A,I,D,J )beadecision formal context, B < A . Denote
H,=L (U,B,1,),H=L,(U,D,J)
R,={(X.X )eH: X oY o X, 2Y(Ye H)},
H,/R, ={L,(Y)#D:Ye H}
L(Y)={XeH,:X2Y,VWeHY DY, XY}.
Theorem 3.3.[5] Let DT =(U,A,I,D,J) be a consistent decision formal
context, BC A forany(X(,B(),(X,_,Bi)e L(U,A,I),We denote
BAB.X cX.,X,X eL (U,D,J)
XerL(U,pJ). X eL(X),
D(X.X)=
X #X,
%) otherwise.

where BiABjZBiUBj—BiﬁBj , then B is a consistent set iff

BAD(X,X,)#2.(D(X,,X,)#Q).
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Example 1. Table 1 depicts an example of a consistent decision formal context
DT =(U,A,1,D,J), where U ={x1,x2,x3,x4,x5}, A={a,b,c,d,e,f} is the

conditional attribute set, and D = { g, hk, Jj } is the decision attribute set.

Table 1. A consistent decision formal context

U a b ¢ d e f g h k j
x1 01 o0 0 1 0 1 0 0 0
x2 1 1 0 1 0 1 0 0 1 0
X3 0 01 0 1 0 1 0 0 1
x4 1 1. 0 1 0 1 0 0 1 0
x5 1 1 0 0 1 1 1 1 1 0

By Theorem 3.3, we conclude that C, ={a,c,e},C2 = {f,c,e} are the reducts
of DT .

4 Characterzations of Attribute in Consistent Decision Formal
Conttexts

Definition 4.1. Let DT = (U JALLLD,J ) be a consistent decision formal context, and

{Bk 1k < r} be the set of all reducts of D7 . Then attribute sets A is divided into

the following three parts:

(1) Core attribute set: C =(1B,;

k=1

(2) Relative necessary attribute set: K = U C -C;

k=1

(3)Absolute unnecessary attribute set: I = A—J C -
k=1

Foranyae A, denote B, ={be A:b = a*}.

Therorem 4.1. Let DT = (U,A,I,D,J ) be a consistent decision formal context, if

ae C,then|Ba| =1.

Proof. If |Ba|>1 .Without any loss of generality,we suppose suppose B, ={a,b} For

any X € L, (U,D,J) ,then b'=a" ,we obtain thatae X" & be X, therefore
X=X

(x n((a-{a})u{a}))
(x ~n(a-{a})) n(x ~{a})
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=(x n(a-{a})) n(x ~{p})
(x" ~((a-{ahuio})

Then by Theorem 3.2, (A—{a})u{b}=A—{a} is a consistent set, but

a¢ (A —{a}) u{b} , this is contrary to the fact that @ € C .Therefore |Ba| =1.
Theorem 4.2. Let DT = (U,A,I,D,J ) be a consistent decision formal context, If
|B,|>1.then B, c K or B, I .

Proof. .If a€ K ,then there exists a reduct set C, (k <r) such that ae C,. If
b"=a forany be A, then ae X & be X ForanyX € L,(U,D,J) ,we have

s

(X* ma)* =(X* mb) . Therefore
(x ~((c. -{aholph))
- (x (e, ~{a)) n(x n{e})
= (X" (e, ~{ah) n(x nfa})
=(x n((c, ~{ahula})) =(x' nc,) =X
Then by Theorem 3.2, (C, —{a})U{b} is a consistent set, but a” =b," hence

be C. It follows that be K. Thus B, < K .Conversely, assume that a€ I, for

any be A.If b" =a’, then be I, otherwise, B, K. therefore, the conclusion is
true.
Theorem 4.3. Let DT = (U,A,I,D,J ) be a consistent decision formal context, then

(1) ae C iff |Ba|=1 and there exists XelL (U,D,J) ., B, c X",
(X n(A-B,))) «B, .

(2) ae I iff for any X e LU(U,D,J) , B,z X or for any Xe€ L, (U,D,J) ,

(X n(A-B,)) cB, .

3) ae K iff |Ba|>1 and  there  exists Xel, (U,D,J ) ,

B,c X ,(x'n(A-B)) ¢ B’

Proof. (1) a€ C, then by Theorem 4.1, |B,| =1 thatis, B, ={a}, hence A— B, is

not a consistent set of DT . By Theorem 3.2, there must exists X € L (U,D,J ),
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such that(X*ﬁ(A—Ba))* ¢(X* ﬁBa)*,butBa z X', (XmB) =U, hence
if a is an element of the core of DT, there exists X € L, (U,D,J ),B(z c X', such
that (X " (4-B,)) ¢ B .

Conversely, assume that there exists X € L (U,D,J ) , B cX " such that

(X*m(A—B“))V ¢ B .since for any B N B #J, (X*m(A—Ba))* g(X*mB“) ,

(X* ﬁ(A—Ba))* C B, holds, we conclude that (X* ﬂBa) ¢(X* ﬁ(A—Ba))

By Theorem 3.2, B is not a consistent set of DT ,hence B is not a reduct set
of DT .Thus we have proved that @ is an element of the core of DT .

2) If ael , then X:X*ﬁ‘!:(X*—Ba)* , hence BaaX* oo BcX .

If B cX * , then B cXx  , then ael . Hence, for any
a reduct set c o, B c o, B, c B:* N (A — C') , we
obtain that B,cB " n(A-C)cX n(A-C) , that is

(X* m(A—C'))* g(BH*"‘ m(A—C’))* c B'. Since C’ is a consistent set of DT , by
Theorem 3.2, we know that, (X ﬁC')* c (X ﬁ(A—C'))* C B,'. For any

be X NC ,we havebe C’,andae I ,we conclude thath” # a ,that is, b & B, .
Hence be X~ -B,.

Thus X' NC'c X' -B,, (X" n(A-B,)) c(X nC') .
Therefore (X* m(A—Ba))* c Ba*.
Conversely, if B, & X for any X € L, (U,D,J) then X = X" = (X* -B, ) R

hence (X* -B, ) =Xe L (U,D,J), from which we conclude that a

is a absolute unnecessary attribute. If B, < X *,(X m(A—B“))* C B:, then

XZX**:((XK—Q)UQ)*Z()(:—B[I) ﬂBjZ(X*—Ba)* , thus B, is a absolute

unnecessary attribute set, hence d is a absolute unnecessary attribute.
(3) It can immediately be obtained from (1) and (2).

Example 2. In Example 1, we can see Lu(U,D,J)={U,245,135,5,3,@}

Obviously, for any element of L, (U ,D,J ) , One can obtain:
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X, ={2,4,5} ,then X ={a,b,f}

X2={1,3,5},then X;={e}

X, ={5}. then X, ={a,b,e, f}

X, ={3}. then X, ={c,e}
We denote B, ={c}, then |B(|=1 3 x,={3} ., B cX,={ce}
(X n(A-B)) =D} {1245} e 8 ={3} . B={e} . [B[=1 . 3

X,={13,5} . B,cX,={e} and (X;n(A-B)) =UgB ={13,5} .

Therefore, c,e€ C .

B, =B, ={a,f},3X,X,eL (U,D,J), suchthat B, C X/, B, C X ,satisfy

(X, n(A-B,))) ={p}={1.2.4,5} ¢ B, ={2,4.5}
(x.~(A-B)) ={b.e}={L5t g B = {245}

Therefore, a, f € K .
Forany Xe L (U,D,J) {d} g X .deI,{b}c X, .{b} < X, .then

(x; n(A-{p})) ={a. s} ={2.4.5} B ={1.2,4.5}
(x; n(a-{p})) ={a.e.f} ={s} =B, ={1.2.4;5}

Thereforebe I .

5 Conclusion

Comparing with the studies on rough set theory, there is less results on the issue in
concept lattice theory. In this paper, we have introduced characterization of three

important types of attribute sets and give the judgement theorems. The numerical
computational results are showed.
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Abstract. Integration and updating of spatial data from disparate source is very
common in the application of GIS. Since areal feature possess much in spatial
objects’ presentation, areal feature matching becomes a key technology in GIS
application. This paper proposes a different scale areal feature matching method
considering overlapping and adjacent relation. Regarding the polygons as whole
entities, a primary matching is proceed due to overlapping relationship between
the same feature of different scales. After that, a secondary and a final matching
are executed considering adjacency between features of the same scales as well
as the adjacency between the matching sets so as to ensure the topological
consistency partially and globally. In the end, a case study of land-using dataset
demonstrates that the proposed method is effective and reliable.

Keywords: feature Matching, Areal Entities, Adjacent Relation, Graph Theory.

1 Introduction

In GIS, spatial data matching has been widely used in many aspects such as map
conflation, quality evaluation and improvement of spatial data, maintenance and
updating of multi-scale spatial database, location-based navigation services, etc[1].
According to the types of map elements, matching method can be divided into node
matching (including node to node and node to area), line matching (including line to
line and line to area), and area matching (area to area). There are mainly three
category of spatial data matching methods: geometric matching; topological matching
and semantic matching. Geometric matching calculate the geometric similarity
between the elements, including distance, area, shape, angle and direction.
Topological matching takes the topological relations between the elements as
criterion. Semantic matching compares the semantic similarity of attribute value so as
to find the same object, which is not widely used because of its great dependence on
data model, attribute data types and data integrity.

* This work is supported by the National High-Tech Research and Development Plan of China
Under Grant No. 2009AA127209 (863).

1. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 86193.p011.
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Recent years, there are many research papers on areal feature matching. Zhang et
al. proposed an areal feature matching method based on the fuzzy classification of
topological relationship, which identifies candidate matching set by overlapping ratio
firstly, and then the matching result is ascertained by fuzzy topological relationship
between areal features[3]. Masuyama introduced a method which calculates the
matching possibility by overlapping ratio[4]. Tong et al. presented a probabilistic
theory-based matching method which uses a variety of criteria to calculate the
matching probability by which to match the same feature[5]. Guo et al. developed
matching algorithms based on spatial-direction similarity and areal similarity[6][7].
Hao et al. proposed a matching method which combines various criteria[8]. Zhao et
al. developed a same-scale areal feature matching method which take both
overlapping degree and matching distance as criteria[9]. In the work by Zhang, Guo
and Sun, a matching method is implemented to match the same residential features in
the NFGIS of the same area[10].

It is necessary to research multi-scale areal feature matching in map conflation and
topology consistency checking of multi-scale areal feature. Besides, some areal
datasets, which comprise mutually adjacent areal features, are widely used in various
field. For example, land-using data, which is used to analyse and plan the usage of
land. In this paper we define the dataset mentioned above as “Adjacent Dataset”. Let
M be an adjacent dataset which can be denoted as M = { a,, a,, ... a;, ..., a, }, where
ai (1<X 1 < n)is a areal feature in M. In this case, M and ai meet two conditions
below:

1) Features are non-overlapping
Suppose a; € M and a; € M, then a; N a; = @. Every feature in M owns its entire
interior, it overlaps with no feature in M.

2) No gap in M
a;Uay U a;...Ua,; Ua, = M. Because there is no gap, and no overlapping in M,
union of all features equals to M.

Considering overlapping relation between multi-scale datasets and the adjacent
relation of features in adjacent dataset, this research proposes and implements a
method based on overlapping degree and graph theory in section 2 and a case study of
1:10000 and 1:50000 land-using datasets was made in order to verify the proposed
method in section 3.

2 Methodology

In areal feature matching between multi-scale adjacent dataset, because that small
scale dataset is less detailed than large scale dataset, the matching is 1:N (N=1),
which means a areal feature in small scale dataset relates with N areal features in
large scale dataset. Considering the relationship between different-scale dataset of
same region and the adjacent relations between features in same dataset, there are
several conditions should be satisfied in this case of matching.
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1) Non-Ambiguity. In accordance with the real world, matching result of large
scale dataset is 1:1, which means one areal feature in large scale dataset can
only be related to one feature in small scale dataset.

2) Every feature in large scale dataset should be matched. Because the two datasets
represent a same region, they are equal to each other, every feature in large scale
dataset would overlapped at least one feature in small scale. Thus, every feature
in large scale dataset must has its related one in the other dataset.

3) Partial Connectivity. Described as below.

4) Global Connectivity. Described as below.

A. Partial and Global Connectivity

1) Graph of Areal Dataset

Regard to adjacency, r;; is denoted as the adjacency of areal feature a; and a;, where a;
and a; are two areal features in dataset M = { a;, a, ... aj, ... , a5, a, }. Hence, rj; can
be defined by the following equation.

1, Dis(a;,a;) <0
r. = . (D
v O,Dls(a[.,aj)>§
Where Dis(a;, a;) is the nearest distance of a; and a;, as shown in Fig.1. For that

Dis(a;, a;) equals Dis(a;, a;), so r; also equals rj. O is a threshold for the nearest
distance, which can be defined based on actual situation.

Fig. 1. Distance of two areal features

In this case, a set of adjacency is denoted as R(M) = {7}, 12, ..., Tjpeees Tt Tomr}
refers to the adjacent relations of features in M.

Considering the definition of graph which is consist of a set of vertexes and a set of
edges which defines the connectivity of vertexes. If M is regarded as a set of vertexes,
and R(M) is regarded as a set of edges, a graph of adjacent relation for areal dataset
can be defined.

Suppose M is a areal dataset, R(M) is the adjacent relations of features in M, and
G(M, R(M) ) is the graph of areal dataset M which is constructed from M and R(M).
And, the connectivity of G(M,R(M) ) represents the connectivity of the dataset. Note
that G(M,R(M) ) is a undirected graph.

As shown in Fig.2, an adjacent dataset A consist of six features ranged from al to
a6. TABLE 1 is a matrix of adjacent relations of features in A, which is denoted as
T(A). Fig.3 shows undirected graph G(A, T(A) ). It’s obviously that G(A, T(A)) is a
connected graph, so the dataset A is connected.
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Table 1. Adjacent Relations of Features in Dataset Shown in Fig.2

Fig. 2. A adjacent dataset

al a2 a3 a4 a5 ab
al 1 1 1 1 0 0
a2 1 1 1 1 1 0
a3 1 1 1 1 1 1
a4 1 1 1 1 1 1
a5 0 1 1 1 1 1
a6 0 0 1 1 1 1

Fig. 3. Graph constructed from TABLE I and Fig.2

89
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Fig. 5. Graph construct from matching dataset in Fig.4

2) Partial Connectivity

Let ¢ be a areal feature in small scale dataset, its matching set is B = { bl, b2, ...
bi, ..., bn } ( n=1). Dataset B must be connected due to the real world and the definition
of dataset’s connectivity. Fig.4 and Fig.5 show a situation meet partial connectivity.

3) Global Connectivity
Suppose two features in small scale dataset are denoted as a; and a; respectively, B;
and B; are their corresponding matching dataset. If 1;; equals to 1 which means a; is
adjacent to a; and B; and B; is not empty. Denoting dataset C as B; U B;. (in this case,
C must be connected)

As shown in Fig.6, al and a2 are areal features in small scale dataset, b1, b2, b3,b4,
b5 are areal features in large scale dataset. BI = {bl, b2} and B2 = {b3,b4}, the union of
BI and B2 is apparently connected, thus, B1 and B2 meet the global connectivity.

B. Process of the Proposed Algorithm

1) Finding candidates and matching based on overlapping degree ( step 1)

After eliminating the bias of global and local coordinates between different-scale
maps of the same region, overlap exists in features refer to the same areal object in the
two maps. And the larger of overlapping area is, the greater of the possibility of being
the same object is. Besides, the overlapping area also reflects the overall similarity
between features, which is in line with the visual effects of human eyes. In addition,
matching based on overlapping can also reduce blindness in matching process and
will greatly improve the matching efficiency and accuracy.
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Fig. 6. Example of global connectivity

Denote a as an areal feature in small scale dataset, and b is an areal feature in large
scale dataset, the overlapping degree of @ and b can be defined as:

OVERLAP(a,b) = Area(a[1b) ?)
Area(b)

If OVERLAP(a, b) is larger than O, it is potential for them to be matched. Thus,
adding the ID of a and overlapping degree to the candidate set of b, correspondingly,
add ID of b and overlapping degree to the a’s candidate set. Processing features with
this method in both datasets iteratively. Hence, the mapping relation between features
in the two datasets would be established, every feature in both datasets has a
candidate set ordered by overlapping degree.

By the candidates set created in above step, a certain threshold can be set, so that
an areal feature in large scale dataset can be matched with the feature in its candidate
set where the overlapping degree of them is the greatest and also greater than the
threshold, simultaneously, marking the large scale feature as matched. In the same
way, matching and marking small scale features with large scale features in their
candidates sets.

2) Matching based on partial connectivity (step 2)

After step 1, most large scale features has been matched, and most of the small scale
features have non-empty matching set. However, some of the matching set may not
meet the rule of partial connectivity. In this case, a secondary matching is carried out
by searching unmatched large scale features in the candidates set of a small scale
feature whose matching dataset is not connected so as to satisfy partial connectivity.
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3) Matching based on global connectivity ( step 3)
After secondary matching, although rare matching dataset does not meet partial
connectivity, two issues still lies:

First, some matching dataset does not meet global connectivity.

Second, matching omission occurred in secondary matching. When the matching
dataset of a small scale feature satisfy partial connectivity, the searching process
would be stopped, however, there still may be unmatched large scale feature in its
candidates set, thus, omission occurred.

Experiment made in this research also proved problem mentioned above. Therefore,
it is necessary to carry out a third matching based on global connectivity. In this step,
global connectivity of matching datasets of every two small scale feature is verified to
test the unmatched large scale features in their candidates set at the same time. If adding
unmatched feature to matching datasets does not break global connectivity or even
makes them satisfy the rule, the unmatched feature would be added to one of the
matching datasets based on overlapping degree and partial connectivity.

Here is a case handled by third matching. Small scale features a/ and a2 shown in
Fig.7 are adjacent, and their corresponding matching sets are BI = { bl, b2 } and B2
= { ¢l }, while dI is a unmatched feature in both candidates set of al and a2. It is
obvious that both B/ and B2 meet the rule of partial connectivity, but they do not
meet the rule of global connectivity. After processing of this step, d/ is matched with
al due to overlapping degree.

Fig. 7. Two adjacent small scale features
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Fig. 8. Unmatched largescale feature and matching sets of features in Fig.7
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3 Conclusion

The experiment was done on a notepad computer with 1.66GHz CPU and 1.5G
memory in Windows XP operation system. In the matching, a 1:50000 dataset with
638 features, a 1:10000 dataset with 103 features which is a part of the small dataset
were used. The matching took 2.5 minutes, all large scale features were matched
successfully, without a miss. And there were 60 matching sets, with 17 1:1 matchings,
17 1:2 matchings, rest of them are 1:N (N > 3) matchings.

Test results show that the areal feature matching algorithm proposed in this paper
is simple and efficient with high successful matching rate. It can serve map updating
and conflation and consistency checking and other fields well. Besides, it has high
practical significance in areal feature matching of multi-scale land-using dataset.
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Abstract. Xen is an open-source para-virtualizing virtual machine monitor
(VMM), or “hypervisor”, for a variety of processor architectures including
x86.Xen has impressive performance and easy to connect to LAN.

This paper proposes a method of access control using trusted virtual machine
based on Xen. Combined with trusted computing technique and virtualization
technique, this model is mainly concerned about safe data access. The key idea is
using the isolation of virtual machine to provide an exclusive environment to
sensitive data and use trusted computing to ensure the virtual environment is
trusted.

Keywords: Virtualization, Xen, Access Control, TPM, Virtual Machine
Monitor.

1 Introduction

It is vital for us to use security techniques when we surfing on the internet or access
sensitive data. There are many security strategies that we commonly use.

The most common ones may be the network security protocols, such as the TLS, IPsec
etc. However, these network security protocols can not provide the assurance of integrity
and reliability about the communication terminals. Due to the vulnerability of the
terminals, malicious software and hacking attack usually aim at the terminals. That leads
to personal information is in great danger and distrust with the security transfer protocols.

Trusted computing technique is a new strategy for information security, whose main
security measure is through constructing trusted chains to defend any attacks. The
BIOS Boot loader is the start of the system. Then constructing the trusted chains from
lower layer to upper layer until it reaches the application layer.

It is a complicated work to build the trusted chains on the personal computers. The
reason is that a lot of application software been installed on the personal computers for
the users’ personal purpose and it is hard to verify every application software.
However, applying the VMs and vIPM to build a virtual trusted platform could deal
with such issues[1].Virtual trusted platform is usually used to process some specific
tasks, which could be defined by the users. It is easy to build the trusted chains on the
virtual trusted platform. Every virtual machine can build a TPM of its own by the
vITPM. Moreover, the good isolation between the guest virtual machines makes the

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 94 2011.
© Springer-Verlag Berlin Heidelberg 2011
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security and stability of the platform. Once a guest OS is being attacked, it will not
affect other guest OS and the whole system platform as well.

2 Background: Xen and Virtualization, TPM

2.1 Xen and Virtualization

Computing virtualization is a technique of low cost and effective method for hardware
and resource sharing. Virtual Machine Monitor (VMM) runs on the middle layer which
is between the virtual machines and hardware devices. VMM is in charge of the
management of computer hardware and guest operating system. It provides
the isolative virtual hardware environment for the operating systems that runs on the
guests. The guest operating system can not “feel” the existence of the VMM. It runs the
same as that runs on the traditional operating system platform.

In a traditional VMM the virtual hardware exposed is functionally identical to the
underlying machine. Although full virtualization has the obvious benefit of allowing
unmodified operating systems to be hosted, it also has a number of drawbacks. This is
particularly true for the prevalent x86 architecture. Efficiently virtualizing the x86
MMU is also difficult. These problems can be solved, but only at the cost of increased
complexity and reduced performance[2]. In order to avoid the drawbacks of full
virtualization, a virtual machine abstraction is applied which is similar but not identical
to the underlying hardware. This approach is been called paravirtualization[3]. It is
important to make sure that changes to the application binary interface(ABI) are not
required. Neither are the modifications to guest applications. Fig. 1 gives an overview
of Xen Virtual Machine Architecture.

2.2 Trusted Platform Module

TPM is the acronym for Trusted Platform Module. It is a name both of security
encryption processor and data security rules which is given by TCG(Trusted
Computing Group)[4]. Trusted computing platform could provide the computer
hardware and software for trusted computing service. It also provides the system
reliability, feasibility and security of information and behavior.

Guest Guest Guest
Applications Applications Applications

Linux . WinkP
y BSD Virtual 3
Virtual Machin Virtual
. ] e .
Machine Machine
'é’,’::’:‘_’:;’ Virtual Viriwal Virtwal || Virtval Block .
Contrd XSECPU Memory Network Device XEN
interface

f 1T 1 3

‘ Hardware ‘

Fig. 1. Xen Virtual Machine Architecture
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A mechanism is required to protect the security and integrity of the terminals for
both local and remote terminals. Trusted computing technique is developed to deal with
such problems. TPM offers the functionalities such as the key generation, remote
attestation etc. Attestation based information about the device hardware, firmware,
operating system, and applications can all be dynamically assessed to determine if the
system should be trusted prior to granting a privilege. Unlike secure boot, which loads
only signed and verified software, the TCG trusted boot process only takes
measurements up to the bootstrap loader and leaves it up to the remote party to
determine the system’s trustworthiness. Thus, when the system is powered on it
transfers control to an immutable base. This base will measure the next part of BIOS by
computing a SHA1 secure has over its content and protect the result by using the TPM.
This procedure is then applied recursively to the next portion of code until the OS has
been bootstrapped]s].

3 Access Control Using Trusted Virtual Machine Based on Xen

3.1 Trusted Virtual Machine Access Control Base on Xen

Trusted virtual machine monitor(VMM) can provide the isolative virtual hardware
platform for the upper layer guest virtual machines, which is similar to the traditional
Virtual Machine Monitor. It enables several guest virtual machines running at the same
time.

Trusted VMM has the following characteristics:

1) Isolation

Different applications can run on different guest virtual machines with the support of
virtual machine monitors. Every guest virtual machine runs on the relative independent
“hardware”. The VMM ensures every guest virtual machine run separately.

2) Compatibility

Trusted VMM based on Xen supports the current operation systems such as Windows,
Linux, BSD etc. It is easy to move current applications to trusted virtual platform
without the needs to change the ABISs.

3) Security
Trusted VMM not only has the characteristics of the traditional security virtual
machines, but also has some other security characteristics.

Trusted VMM has the functionality of managing and reusing TPM. As the only
idenfier in the platform, every guest virtual machine has its own virtual TPM device
and the trusted root is built on its corresponding virtual TPM.

Trusted VMM supports the integrity measurement mechanism of trusted computing
to make sure the trustiness of the whole platform. It offers the basic of remote
attestation for upper applications

The access control method for trusted virtual machine based on Xen is composed of
guest machines with Xen VMM on Linux OS[8].[9].[10], remote server and verification
server(in Fig. 2).
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Fig. 2. Trusted VM access control mechanism based on Xen

The procedures of the access control based on Xen:
Guest = {Guest 1,Guest 2,...Guest n}
RS: Remote Server
VS: Validation Server
Cv: measurement integrity value
VSv: Validation data
IF Guest Request (Online Services) OR Request (Access Sensitive Data)
Guest Send(Request) to RS
RS response(Request)
RS return(Configuration File)
Guest Create(DomainU)
Guest Send(Cv)
RS Validate(VSv, Cv)
IF Validate(VSv , Cv) is True
Continue;
Else
Error;
End IF

From Fig. 2 we can make a mirror of Xen guest virtual machine which has some basic
functionalities. Modifications can be made according to the specific requirements. The
guest virtual machine has the vIPM function. Moreover we could add other
configuration parameters in xm command, e.g. applying the parameters of banning
USB interface could prevent the copy of sensitive data at the guest terminal.

3.2 Virtualization in TPM

We implemented a TPM frontend and backend driver through which all guest VMs can
transparently communicate with a virtual TPM-hosting VM where our own
implementation of TPM Versionl.2[6] . The virtual TPMs are managed through the
new TPM commands.

Fig. 2 gives an overview of the process followed in our experiment. In order to
realize our design of a virtual TPM, we apply TPM 1.2 command set with virtual
commands in the following categories. TPM instance O is always present, part of Xen.
The owner of TPM 0 has sole authority for creating further virtual TPM’s These
commands allow a virtual TPM instance to be created, deleted.
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Virtual TPM Management commands:

1) Createlnstance
TPM_ Createlnstance allows the TPM 0 owner to create an additional virtual TPM
instance. After this command, the created instance state is that of a new TPM that has
received TPM_ Init.

TPM_Createlnstance pseudocode :

If ( Validate command from instance O unsuccessful )

{
}

else if(Validate owner authorization unsuccessful)

{
}

else if(no enough space)

{
}

else

{

return TPM_AUTHFAIL;

return TPM_AUTHFAIL;

return TPM_RESOURCES;

initialization the new TPM instance;
return TPM_SUCCESS;

}
End IF

2) Deletelnstance

TPM_Deletelnstance allows the TPM 0 owner to delete a virtual TPM created by
TPM_Createlnstance.

TPM_Deletelnstance pseudocode :

If ( Validate command from instance 0 unsuccessful )

{
return TPM_AUTHFAIL;

else if(Validate owner authorization unsuccessful)

{
}

else if(instance handle == O Il instance handle does not point a created instance)

{
}

else if(no enough space)

{
}

else

{

return TPM_AUTHFAIL;

TPM_BAD_PARAMETER

return TPM_RESOURCES;

delete the TPM instance;

free all NVRAM non-volatile memory and volatile memory;
return TPM_SUCCESS;

}
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3.3 Virtual TPM in Xen

To implement virtual TPM based on Xen is the key technology to realize the trusted
virtual machine security access mechanism based on Xen. In relate to the physical
TPM, virtual TPM has these functionalities[7].[11].The physical TPM provides the
mode and functionality which the operating system runs on the real hardware .So does
the virtual TPM.When the VMM creates a guest virtual machine, it must create the
virtual TPM as well. When the guest virtual machine is shut down, the virtual TPM is
closed too.

Software running in any Xen domain remains unaware of the fact that it is
communicating with a software implementation of a TPM. Due to this transparent TPM
usage model, software that has previously been written to work with a hardware TPM
will simply continue to work.

Virtual TPM should keep close contact with the Trusted Computing Base(TCB).

In terms of Xen, all Xen virtual machines are called Domain. Domain0 is the starting
point of all virtual machines as the system boots. Domain0 is so called virtual machine
manager, while the others named DomianU are guest virtual machines. Domain0 is in
charge of the control and management of physical hardware and guest virtual machines.
By the frontend device drivers, DomainU connects the backend device drivers in
Domain0, then through the backend device drivers visit the physical hardware. Fig. 3 is
the architecture of virtual TPM based on Xen.

Eg g5

o .. 25

2= 2=

g g
4}rlual TPM Manager Applications

Domain0 DomainlJ
Backend device drivers Frontend device drivers
Xen VMM
v e LA Physical hardware

Fig. 3. Virtual TPM based on Xen Achitecture

We apply two methods for creating guest virtual machines with virtual TPM in
Xen .One is using xm command, which could add self-defined parameters when
creating the Xen virtual machines. The xm command is demonstrated in Fig. 4.

xm create —c virtual OS boot config file —vtpm 0

Fig. 4. xm command
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Xm command is written by language Python under the directory of
/xen/tools/python/xen/xm. Vtpm represents the option for using TPM. Parameter 0
means backend device drivers is in DomainO.

Another method is by adding the information of virtual TPM in configuration file of
guest virtual machines. The configuration file is displayed in Fig. 5.

kernel = “/boot/vmlinuz-2.6.18.8-xen”

memory = 256

name = “fedora.11.x86.img”

vif=1[ ‘]

disk = [‘file:/root/fedorall/fedora.11.x86.img,
xvdb, w’]

root = “/dev/xvdb”

extra = “fastboot”

vTPM = [backend:0]

Fig. 5. The Xen virtual machine configuration file with virtual TPM option

4 Conclusions and Future Work

With the fast development of virtual techniques and trusted computing, We proposed
the method of access control using trusted virtual machine based on Xen. We
virtualized the TPM by TPM command set Version 1.2 and uncovered the most
difficulties that arise when virtualizing the TPM and How the virtual TPMs work on
Xen. It is not sufficient in the case of the access control model. We would research
more in the virtual environment and make progress of the access control using trusted
virtual machines based on Xen.
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Abstract. Classical Canny Operator plays an important role in the image edge
detection. The paper analyses the theory of the traditional Canny edge
algorithm and does some improvements on the parts of smoothing filter
selection, point amplitude calculation, and high or low threshold selection. The
improved Canny algorithm uses B-spline function instead of Gaussian function;
calculates gradient amplitude in 3x3 neighborhoods; and selects thresholds on
the basis of gradient histogram. The experiment proves that the new algorithm
improves the accuracy of positioning and provides a better and evident de-
noising effect.

Keywords: Edge Detection, Improved Canny algorithm, B-spline function,
Threshold Selecting.

1 Introduction

Edge, as the basic feature of target in image, indicates the sudden change of signals. It
contains huge information, and is treated as important basis for image extraction. The
quality of the edge map is directly related to the amount of supportive information it
carries into the subsequent processing stages[1].Typical first-order derivative
operators include Roberts, Prewitt, Sobel; second-order derivative operators include
Laplace, log, etc. These operators are easily realized, but they’re very sensitive to
noise for their poor anti-interference ability. What’s more, the edge is not delicate
enough. Canny proposed three criteria of edge detection in 1986 which are universally
acknowledged as the most strictly defined criteria so far[2]. The three criteria are
signal-to-noise ratio(SNR), location accuracy criterion, and single-edge response
criterion. He derived the optimal edge detection operator by adopting numerical
optimization methods. Canny operator can generate information from two aspects
edge gradient direction and strength, with good SNR and edge localization
performance. The algorithm is relatively easy to achieve in short time, so it becomes
the evaluation standard of other edge algorithms.

However, the traditional Canny operator involves complicated calculation, and the
accuracy of detection can still not reach the edge of a single pixel. In the actual
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practice, it’s easily interfered by various factors, and there are still some false edges.
So the specific applications are still met with some limitations. As to these issues,
researchers have carried out considerable research and made many improvements.
This paper, based on the in-depth study on edge detection algorithm, makes some
improvement of the Canny operator. By introducing B-spline function to replace the
Gaussian function, 3x3 neighborhoods of the gradient magnitude calculation, and the
gradient histogram basis thresholding, it has achieved the precision and accuracy of
image edge detection.

2 Canny Theory and Its Limitations

A. Canny Edge Detection Criteria

Canny’s three edge detection criteria are as follows [2][3]:

1) Good detection. There should be a low probability of failing to mark true
edge points, and low probalility of falsely marking nonedge points. The
signal-to-noise ratio should be as high as possible.

2) Good localization. The points marked as edge points by the operator should
approximate to the center of the real edge as much aspossible.

3) Low spurious response. Single edge produces fewer multiple responses, and
false boundary responses are suppressed to the maximum.

B. The Four-Process Algorithm

(1) Image smoothing
In the two-dimensional case, Canny operator adopts two-dimensional Gaussian
function derivatives as an image smoothing filter to suppress image noise.

(2) The calculation of gradient magnitude

The operator uses first-order partial derivative finite difference in 2x2 neighborhoods
to calculate the gradient amplitude and direction of smooth data array I(x, y). P,[i, j]
and P,[i, j] respectively refer to array of x and y directions partial derivative.

P, jl= ([i+1, j1-I[, j1+ I+, j+11-I0, j+11)/2, (1)
P,[i, j1= (i, j+11-I[, j1+ I[i+1, j+11- T+, 1)/2. )

Pixel gradient magnitude and gradient direction are obtained with the coordinate
conversion formula involving Cartesian coordinates to polar coordinates. The gradient
amplitude calculated with the second order norm is

MG j)=\f G0+ 1,60

3

And gradient direction is

0G, j) =arctan(f, G, )/ f, G, ) @)
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When the gradient direction 0[i, j] has been determined, the edge direction can be
divided into eight directions with 45 degrees. Through the gradient of direction, the
adjacent pixels of this pixel gradient direction can be found out.

(3) The non-maxima suppression of Gradient image

For each pixel with none-zero gradient strength, two adjacent pixels are searched
along its gradient direction. If the gradient intensity value is less than the
corresponding value of adjacent pixels in its gradient direction, then this can’t be the
edge point, and then set its edge strength to O; if not, it’s chosen to be candidate edge
point.

(4) double threshold processs and edge connection

After non-maxima suppression, the images still have false edge.The pixels undergone
non-maxima suppression are further treated with high and low threshold.The one with
greater gradient amplitude than high threshold must be the edge; the one with lower
gradient amplitude than low threshold is definitely not the edge; if gradient amplitude
is in-between, then see whether there exists an edge pixel of eight neighborhood
pixels which is greater than high threhold. If there is one, it is the edge pixel.
Otherwise, it’s not.

C. Processing Problems
Some problems can be found in the Canny four-process algorithm.

1. In the selection of smoothing filter. The use of Gaussian function as image
smoothing filter will lead to excessive smooth. The main purpose of image smooth
filter is to improve SNR, and eliminate noise. However, when images are
smoothed by Gaussian, edges are treated as high frequency components and
smoothed out.

2. In the Point amplitude calculation. For each pixel amplitude calculation, the
traditional Canny algorithm uses center in 2x2 neighborhoods for finite difference
mean value to calculate gradient amplitude. It’s more sensitive to noise and easy to
detect the fake edges or lose some real edges.

3. In the selection of high threshold and low thresholds. Canny algorithm adopts
fixed high and low thresholds to extract image edges, and the set of high and low
thresholds depends entirely on artificially gain, which lacks adaptability to
different images.

These problems affect the application effect of traditional Canny algorithm. This
paper aims at solving these problems, and proposing an improved scheme.

3 THE Improved Canny Algorithm
A. Using of B-Spline Function Instead of Gaussian Function

0.5
- * = —
Define 1 Vn@® =W, ND@) = [ N, (e=)ds
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is defined as m-order center B-spline function, among them Ni(x) =Y (05,051, *
indicates convolution.

Interval [-m/2, m/2] is defined as M-order center B-spline function support set,
even-order center B-spline function N,,(x) contains integer nodes, with Fourier

A

transform NV, (x) =[sin(x/2)/(x/ D"

The following theorem 1 is demostrated in [4].
Theorem 1: For the centered even-order B-spline function N,,(x) with integer
N 2m (‘x)

locations, both it and its Fourier transform
n tends to infinity:

would converge to a Gaussian as

lim N, (6x/~/m)=exp(-x*/2) s

lim \/m/ 6N,, (Nm/6x)=exp(—x> /1 2) /27 ©

The above theorem has one corollary, which states that the derivative of centered B-
spline function would converge to a Gaussian’s derivative.

Theorem 2: Given a contaminated function f(x) € [a,b] and a partition
a=x,<x,<..<x,,<x,=b . . .

1 2 n-l n on the interval [a,b] with the evaluation of f at
each node, the centered fourth order B-spline function N4(x) is the unique function at
which the below functional J(y) attains its minimum,

T =[13" W F det 3,1 ()= ()P, @

where p;>0 and y(x)=f(x)*6(x), 0(x) refers to low-pass filter.

Theorem 2 is strictly testified by [5].

This theorem shows that: when only the second-order derivation after smoothing
are needed, the best convolution kernels is fourth-order center B-spline function,
instead of gaussian function[6].

Gaussian convolution kernels are equally smooth no matter how the signal-to-noise
ratio of the signal. But if the center B-spline function is used as convolution kernels, it
can choose different order number of spline function according to the noise intensity
in the original image. When noise is stronger, higher order spline functions can be
chosen to srengthen the smooth effect with poorer approximation; When noise is
weaker, low rank of the spline functions are chosen to remove a small amount of
noise, and meanwhile, to approach the original data as much as possible.

B. Calculation Gradient Amplitude in 3 * 3 Neighborhoods

The paper adopts an algorithm that calculates gradient amplitude in 3 * 3
neighborhoods|[7].
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Firstly, algorithm calculates X direction partial derivative

Py[i.j]=I[i, j+1]-I[3, j-1], ®)
Y direction partial derivative
Py[ijl=I[i, j+1]-I[3, j-1], (€))
45° direction partial derivative
Pyslijl=1[i-1, j+1]-I[i+1, j-1], (10)

135° direction partial derivative
Pyaslijl=I[i+1, j+1]-I[i-1, j-11, (1D
the horizontal difference

£i[i.j]= Px[ij]+( Pus[ij]+P13s[1,j1)/2, 12)

the vertical difference
fy[i,j1= Pyli,j1+( Pas[i,j1-Piss[ij1)/2. (13)

Then gradient amplitude is

M. j)= £, ) + £,G. )’

(14)

gradient direction is
0, j) = arctan(f, (i, )/ f.(i, J)) - (15)

This method takes into consideration the pixel diagonal direction. It introduces
differential mean value calculation, improves the accuracy of edge detection, and
inhibits the noise.

C. Gradient Histogram—Basis Threshold Value Selection

This paper uses gradient histogram to select high threshold. High and low thresholds
are respectively represented as Hth and Lth.

In an image, the ratio of non-edge points to the total points is Hratio. Image pixel
numbers are gradually accumulated according to the gradient distogram from low to
high. When the accumulative number reaches to the one made by total number
multiplying image Hratio, the corresponding image gradient value is high threshold
Hth. In this paper Hratio is set as 0.8.

Low threshold Lth can be represented as LratioxHth. Lratio is the corresponding
scaling factor. In this paper Lratio is 0.4.

4 Experimental Result

Four figures are used in this experiment for analysis. Image 1(a) is a standard
cameraman diagram. The classical Canny operator detects too many textures in 1(b),
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especially on the background. In 1(c), the improved Canny Operator detects fewer
textures than 1(b).Image 2(a) is a standard peppers diagram. 2(b) detects fewer
textures but more false edges than 2(c). In general, they vary slightly. Image 3(a) is a
cameraman image with random noise. Being added to random noise, image 3(b)
obviously receives interference with more false edges. The edge positioning in image
3(c) shows precision and continuity. Image 4(a) is peppers image with salt-pepper
noise. It can be seen from image 4(b) that de-noising effect is very poor, but de-
noising effect in image4(c) is evident with accurate edge.

This experiment demonstrates that improved canny algorithm improves the
accuracy of positioning and provides a better and evident de-noising effect.

(a) Cameraman (b) classical Canny (c)improved Canny

Fig. 1. Cameraman image and edge images
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(a) Peppers (b) classical Canny (c) improved Canny

Fig. 2. Peppers image and edge images
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(a) Cameraman with random noise (b) classical Canny (c) improved Canny

Fig. 3. Cameraman image with random noise and edge images
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(a) Peppers with salt-pepper noise  (b) classical Canny (c) improved Canny

Fig. 4. Peppers image with salt-pepper noise and edge images

5 Conclusion

The paper focuses on the principle of Canny algorithm as well as its existing
problems, provides some improvements to the traditional Canny algorithm in three
aspects: smoothing filter function selection, point amplitude calculation and the
selection of high and low threshold. The result of experiment shows that the algorithm
in this paper provides better positioning accuracy and precision, thus greatly
strengthens the edge detection effect.
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Abstract. A new fragile watermarking scheme is proposed for image
authentication. The advantageous properties of both block-wise schemes and
pixel-wise schemes are combined in our schem. A block-wise mechanism is
exploited so as to obtain a high detection probability, while a pixel-wise
mechanism is used to achieve accurate tamper localization. Both mechanisms
can be adjusted and optimized based on application requirements. Meanwhile,
forgery of watermark is prevented by using keyed hashes during watermark
generation. Experimental results show that the proposed scheme achieves both
accurate tamper localization and strong security.

Keywords: fragile watermarking, image authentication, tamper detection.

1 Introduction

Multimedia authentication is a technology to check authenticity and integrity of
multimedia signals. It is often desirable to localize tampered pixels or samples for a
tampered signal so unmodified parts can still be used. Technologies to fulfill this goal
have been actively studied in recent years. A class of proposed technologies, called
fragile watermark, is to detect any modifications to a multimedia signal.

Fragile watermarking technologies can be classified into pixel-wise schemes and
block-wise schemes [1][2][3][4]. A pixel-wise scheme is designed to localize
tampered pixels in additional to verify authenticity for the whole signal. A block-wise
scheme, on the other hand, is designed to localize tampered blocks. A block-wise
scheme is securer in general than a pixel-wise one, but has much coarser tamper
localization capability.

In this paper, we propose a new fragile watermarking scheme, which combines the
advantageous properties of both block-wise schemes and pixel-wise schemes.
Tampered areas in a watermarked image can be localized to the pixel level by cross
localization with row and column signatures. According to different requirements,
one can adjust the block size to obtain a proper detectability and localization

* This work is supported by NSFC (60703032), NSFC (61073157) and the National 863
Projects (2009AA01Z426).
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accuracy. Our scheme does not require any codebook or reference in authentication
process. Experimental results indicate that our scheme has adequate performance to
be used in real world applications.

The rest of this paper is organized as follows. Section 2 presents our fragile
watermarking algorithms. Section 3 evaluates our watermarking scheme using real
data. Section 4 concludes this paper.

2 Proposed Watermarking Algorithm

We propose a new fragile watermarking scheme, which provides a graceful trade-off
between security and tamper localization. A block-wise mechanism is exploited so as
to obtain a high detection probability, while a pixel-wise mechanism is used to
achieve accurate tamper localization.

A. Watermark Embedding

Take a grayscale image X, , of M by N pixels for example. Our watermark-

embedding process involves the following steps.

calculate insert Hp,
i the row into the
input N
image signatures first LSBs V‘fa“fl'ed
block B, set the |- Hy, of row R, image
—» two LSBs block W _

to zero
calculate insert H..
the column into the
signatures second LSBs
H, of column C;
secret key K 4

Fig. 1. Watermark embedding process

Step 1) Divide the image into blocks of I by J pixels. Each block will be

watermarked independently. Let B, denote the r™ block in the image. The watermark

embedding procedure for block B, is shown in Fig. 1.

Step 2) Create a corresponding block B;. from B, by setting the two low-order least
significant bits (LSBs) to zero. Let R; and C;denote the i™ row and the j’h column
of pixels in the block B', , respectively.

Step 3) Let H(:) be a keyed-hash function. Similar to the row-column hash function
mentioned in paper [5], hash calculation is performed on each row R;and each

column C; . To resist against the famous quantization attack [6], the position

information (m, n) of each pixel is included in the hash calculation:
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HRI- =H(KsmsnsRi)=(hr]’hr29'“’hrs) (1)
HCj:H(K,m,n,Cj)=(hcl,hcz,~~,hcs) 2)
where K is a secret key, hr, and hc, denote output bits from the hash function,
and S is the number of output bits.
Step 4) Embed the output Hg , called row signature, into the first LSBs of row R; .
Meanwhile, embed the output H ;o called column signature, into the second LSBs of
column C;. Since row signatures and column signatures are embedded into different

LSBs, they form a grid which will be used to localize tampered pixels during image
authentication process. In the case that S is larger than the block row length I or
block column lengthJ , H R, and H c, are truncated to the block row length and the

block column length, respectively.

Step 5) Repeat the steps 2-4 for each block. Then, all the blocks in the original image
are processed to form a watermarked image.

B. Watermark Detection

As shown in Fig. 2, the watermark verification process for each block consists of
three basic steps: 1) Calculate row signatures and column signatures for the block; ii)
Extract the embedded block signatures from the block; iii) Verify the image integrity
by comparing the calculated signature with the embedded signature. The main steps
of our watermark-detecting process are as followed.

extract original row
save the | 7 signatures Hg,

two LSBs —— tract orieinal
asZ, L extract origina
column signatures —

H,

input
image
block D,

Cij

calculate therow | | |

set the | D' signatures H',
two LSBs |-
to zero calculate the
“» column signatures —
H'.
secret key K i

compare to localize
the tampered column

intersect to
localize the
tampered pixel

compare to localize
the tampered row

<

Fig. 2. Watermark verification process
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Step 1) Divide the suspect image X 'm,n into blocks of I by J pixels. Let D, denote
the r™ block in the image X 'm,n )

Step 2) Split each image block D, into two parts. The first part Z, consists of the two
LSBs of each pixel value. It contains both row signatures and column signatures of
the original image. The other part D, consists of the pixel values whose two LSBs
are zeroed out.

Step 3) Let R, and C; denote the i” row and the j” column of data in D, ,
respectively. Similar to the hash calculation in watermark embedding, the hash values

Hy and H c. are computed for each row R; and column C;. , respectively.

i J
Step 4) Comparing the calculated hash values with the embedded hash values,
tampered pixels in block D, can be localized. For example, supposing that pixel (i, j)
in a block has been modified, the calculated hash values H " and H ‘. will be different

t J

from the original hash values H, and H ¢, - The crossed point of the row R, and
column C, pinpoints the tampered pixel (7, j) .

Step 5) Repeat the steps 2-4 for each block in image X ' m,n - Then, all the blocks in the

image X m,n are processed to localize the tampered areas in the protected image.

3 Experimental Results

To investigate the characteristics of the proposed scheme, we conducted a series of
simulation experiments in Visual C++ Version 6. All experiments are run on a HP
Compaq computer with a Pentium(R) 4 CPU of clock rate 3.00GHz, 1.0 GB of RAM,
and 40 GB hard-disk running Microsoft Windows XP. The standard test images are
256 x 256-pixel grayscale images.

A. Fragility

The fragility illustrates the authentication degree of fragile watermarking scheme. A
fragile watermarking scheme should be sensitive to any modifications or malicious
attacks to the watermarked image. In this section, we test the detectability of the
proposed scheme to malicious attacks. The test image Cameraman, with 256x256
pixels, is shown in Fig. 3(a).

By setting the block size to 8 by 8 pixels, we obtain the watermarked image as
shown in Fig. 3(b). The PSNR (peak signal-to-noise ratio) is 42.13 dB; thus, the
imperceptibility of our scheme is high. To verify the accuracy of pixel-level tamper
localization, we add the salt-and-pepper noise into the watermarked image obtain the
tampered image shown in Fig. 3(c), and the detected image in Fig. 3(d). We also
manipulate the watermarked image by moving the “high building” from the right to
the left, removing the “low building”, and adding a “SMU” logo in the upper-right
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Fig. 3. Experimental results

corner. The modified image is shown in Fig. 3(e), and the detected image in Fig. 3(f).
We have conducted many other experiments to other test images. All the experimental
results indicate that the proposed scheme is able to localize tampered area correctly.

B. Tradeoff on Selecting Block Size

As mentioned above, how to choose the block size is a tradeoff problem for
detectability and localization accuracy. In this section, we test the effect of block size
on the performance of the proposed scheme. The test image F16, with 256x256
pixels, is shown in Fig. 4(a).

We first set the block size to be 8 by 8 pixels. According to embedding steps, a
watermarked image is obtained, as shown in Fig. 4(b). The PSNR (peak signal-to-
noise ratio) is 40.57 dB. We manipulate the watermarked image by erasing the words
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“U.S.AIR Force” from the middle of the plane, changing the logo “F16” to be “F18”,
and adding a “SMU” logo in the upper-left corner of the plane. The modified image is
shown in Fig. 4(c), and the detected image in Fig. 4(d).

Then, we set the block size to be 2 by 2 pixels. By performing embedding steps to
original image, a new watermarked image is obtained. The second watermarked
image is manipulated with the same modifications. That is, we erase the words
“U.S.AIR Force” from the middle of the plane, change the logo “F16” to be “F18”,
and add a “SMU” logo in the upper-left corner of the plane. The modified image is
shown in Fig. 4(e), and the detected image in Fig. 4(f). By comparing the two results,
it is found that the scheme with 8x8 blocks has better detectability and the scheme
with 2x2 blocks has better localization accuracy.

Fig. 4. Experimental results
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4 Conclusion

In this paper, a new fragile watermarking scheme is presented for image tamper
detection. To balance the detectability and the localization accuracy, both block-wise
schemes and pixel-wise schemes are employed to embed the authentication
information. A block-wise mechanism is exploited so as to obtain a high detection
probability, while a pixel-wise mechanism is used to achieve accurate tamper
localization. Both mechanisms can be adjusted and optimized based on application
requirements. Meanwhile, keyed-hash function is employed to prevent the forgery of
watermark during watermark generation. Experiments demonstrate the effectiveness
and validity of our scheme.
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Abstract. It is very necessary to develop an evacuation model for improve fire
protection design of public building. New evacuation model and new application
software was developed in this paper. Four occupant types were considered in the
model, which have there own personnel characters and can reflect their influence
on evacuation. Behavior rules was established in the model, which can describe
the normal purposeful movement of the people and can reflect the influence of
crowd density. The fire data which was simulated by fire simulation software FDS
can be loaded into the evacuation model in every compute step, which can
describe the evading movement and the following movement of the people. By
using this software, the user can obtain the personnel position at every compute
step, the people quantities at every compute step and the dynamic escaping course
of the people. The result of this paper will provide the theory basis for evaluating
the escaping design, implementing the performance-based fire design, and guiding
the fire rescue in the fire fighting.

Keywords: public building fire, personnel evacuation, simulation software.

1 Introduction

With the development of computer technology, the simulation of evacuation has made
rapid progress since the 1980s. At present the scholars of this field have developed 28
evacuation models and computation software, including BuildingExodus of English
Greenwich University, Simulex of English Edinburgh University's, and EXITT of
American National Institute of Standards and Technology and so on[1]. In China, the
research of evacuation model and the simulation of escape still at starting stage, also
has obtained some achievements. Lu Zhaomingof Hong Kong City University,
Fangzheng of the Wuhan University, Chen Baozhi of Northeastern University, Wang
Zhigang of Tianjin Fire Research Institute, Yang Lizhong of University of Science
and Technology of China and the researchers of Sichuan fire research institute have
already done a great deal of research and studies on simulating the personnel escape
in buildings with different function [2-5]. The Spatial-Grid Evacuation Model, which

* Distinguishing Specialty Development Project on Fire Protection Engineering Sponsored by
the Ministry of Education of China for Colleges and Universities (TS10113)

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 116 2011.
© Springer-Verlag Berlin Heidelberg 2011



Study on Simulation Software of Personnel Safety Evacuation 117

developed by Hong Kong City University and the Wuhan University together, has
been already applied in some fire evaluation work in Hong Kong [2]. The behaviors
which occur during evacuation should be simulated in the model. If the personnel
behavior in fire which the model can simulate to be more, then the simulation is more
approaches to the real fire scene. Therefore the evacuation model in the future should
contain the more behavior details and describe the escape scene more
comprehensively.

A new evacuation model of large public building is established in this paper. The
smoke data which were simulated by fire simulation software FDS (Fire Dynamics
Simulator) can be loaded into this model in every compute step, by which the
influence of smoke to personnel escape can be described and more people’s behavior
in fire can be simulated.

2 The Establishment of Evacuation Model

The thin network was used in this model to describe the building structure, which can
reflect the outer figure and the inner obstruction of the building more correctly, can
describe the people’s exact position in every moment and the movement track during
whole evacuation. For describe the personnel egress movement more accurately,
personnel's pre-operating time and the smoke detector operating time are all
considered in the model.

A. The Hypothesis of Evacuation Model

1) Grid division: The researchers of Tianjin Fire Research Institute measure the body
thickness and shoulder width of Chinese, and compute the body projective area [6].
The body thickness and shoulder width is both not more than 0.5 meters. The body
projective area regarded as an ellipse is 0.146 square meters, yet, is 0.197 square
meters when regarded as a rectangle. Considering these metrical data, a person is
expressed by a round which diameter is 0.5m, and the grid distance is 0.5m too. The
grid division and personnel arrangement are showed in Fig. 1.

+®"e
Cafut

Fig. 1. Grid division and personnel arrangement in model

2) Grid point states: Every grid has different state, including wall, obstruction, exit,
person and vacancy. If the grid is occupied by person, obstruction or wall, then its
state is “1”. Moreover, if the grid is vacancy or occupied by exit, then its state is “0”.
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3) Personnel character: Different types of people have different move velocity. In
order to express individual character of different type of people correctly, four types
of people are considered in this model, including male, female, elderly and child. The
move velocities of these four types of occupant are listed in tablel. The user of this

model can change personnel proportion of various occupant types according actual
condition.

Table 1. Move velocity of various occupant types in model

Body type Unimpeded mean velocity (m/s)
Adult male 1.35

Adult female 1.15

Child 0.9

Elderly 0.8

B. The Movement Rules of Personnel

Supposing a person occupy the grid point (i, j), there are four directions which this
people can move towards in next computer step. These four directions are showed in
Fig. 2. These rules which people should comply with during movement are as follows.

2

@Jj+D

3

(-LJj) @DGEHL )
4

(7j_1)

Fig. 2. The expected move direction of occupant

1) The time of preparing: Considering the recognize time and response time of people
in fire, the time of preparing is simulated in this model. In order to reflect the
individual character of Chinese, the research result of Zhang Shuping is used [7]. The
conclusion is listed in table 2.

Table 2. The preparing time of Chinese

The time of preparing (min) The proportion (%)
0-2 26%

3-5 39%

6-10 28%

11-15 7%
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2) Move towards the nearest exit: Comparing the distances between the nearest exit
and four grid points which surrounds person, the maximal distance is defined

as D . The probability which grid point should be selected as the next move

emax

direction can be calculated by

P — Demax _De(m’n) (1)

e
emax

Where, P, means the grid point selection probability considering the position of exit;

D, (m,n) is the distance between grid point and the nearest exit; 1, 1 represents the
coordinate of the grid point.

The grid point with the biggest P, is the aiming grid point of occupant movement.
3) Move keeps away from the fire: Comparing the distances between the location of
fire and four grid points which surrounds person, the maximal distance is defined

as D

should be selected as the next move direction can be calculated by

.Considering the influence of the fire, the probability which grid point

f max

P = D, (m,n) )
D

f max

Where, Pf stands for selection probability of the grid point considering the influence

of the fire; D, (m,n) is the distance between grid point and the location of fire;
m, n represents the coordinates of the grid point.

The bigger Pf is, the bigger the distance between grid point and the location of

fire is. The grid point with the biggest Pf is the aiming grid point of occupant

movement.

4) Effect of the crowd density: If the surrounding grid points are both occupied by
person, the crowd density should be considered in simulation. The movement of one
will be influenced by other occupants, and the choices of most people are regarded as
the move direction in next computer step.

5) Effect of the smoke density: Jin had done a great deal of experiments on visibility in
smoke [8]. The connection between visibilities in smoke and the extinction coefficient
of smoke are found.

For lumination object KS =8 3)
For reflection object KS =3 4)

Where, S is visibilities in smoke; K means extinction coefficient of smoke.
The extinction coefficient can be represents by the product of ratio extinction
coefficient and smoke mass concentration, as follows:
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K= Kmms (®)]
Where, Km is ratio extinction coefficient; 7, means smoke mass concentration,

which can be computed by fire simulation software FDS (Fire Dynamics Simulator).

The smoke mass concentration which is simulated by FDS can be loaded into the
model in every compute step, and the visibilities of every grid point can be calculated.
If the distance between grid point and exit is less than the visibility of this grid point,
then the occupant in this grid point can find the exit in simulation.

3 The Simulation Software

A. The Input of Data

There are three types of parameters should be input into software, including the
building structure, individual character, fire scene. The plan of building can be
established by the input of corresponding data about building structure. In dialog box
of individual character, the number of occupants, the proportion of various occupant
types and the time of preparing are considered, which can reflect the influence of
individual characteristics in evacuation simulation. The locations of fire, the intensity
of fire, the type of combustion and simulation result of FDS are input to represent the
influence of fire in evacuation simulation. The main interface and each input interface
are showed in Fig. 3.

B. The Simulate Process

After the initialization of various types’ parameters, the movement of person is
simulated according to the flow chat showed in Fig. 4. The process of loading fire
data into the model is showed in the broken line frame.
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Fig. 3. The main interface of software
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| Input the smoke mass concentration |

| Compute the visibility of cach exit | |
|

| tnun|1 ++ | I

The state of exit S4(m,n) = 0 |

| Read in state of every grid point according to the room number |<—

The grid point surrounding occupant
is vacancy, or not? N

Stochastic movement

| The end |

Fig. 4. The flow chats of evacuation simulation

C The Output of Simulate

The time of evacuation movement can be calculated, and the dynamic escaping course
of the people in every compute step can be displayed in this software, as showed in
Fig. 5.
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Fig. 5. The output of simulate

5 The Conclusion

In this paper, the existing domestic and foreign models were reviewed, and a new
evacuation model was established, and a corresponding simulate software was
compiled.

(1) A new evacuation model was developed in this paper. In the model, the people
were classified to four categories and every category have there own personnel
characters, which can reflect their influence on evacuation. Behavior rules was
established in the model, which can describe the normal purposeful movement
of the people.

(2) The fire data which was simulated by fire simulation software FDS can be
loaded into the evacuation model in every compute step, which can reflect the
influence of the smoke visibility in escape. The behavior rules in the fire were
also established in the model, which can describe the evading movement and the
following movement of the people.



Study on Simulation Software of Personnel Safety Evacuation 123

(3) The application software that can calculate the time of evacuation movement
was developed. By using this software, the user can obtain the personnel
position at every compute step, the people quantities at every compute step and
the dynamic escaping course of the people.
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Abstract. Load forecasting has been an important topic in power system
research. Short term forecasting is important for power dispatch, especially in
the modern electricity market. In this paper, an approach based on least square
support vector regression (LSSVR) is proposed to short term load forecasting.
An effective forecasting model can only be built under optimal parameters. The
algorithm of particle swarm optimization is applied to search optimal
parameters of the above forecasting model. The experimental results based on
above model for a sample load series are shown that the model proposed in this
paper outperforms the BP neural network approaches and the simple LSSVR
methods on the mean absolute percent error criterion.

Keywords: short term load forecast, least support vector regression, particle
swarm optimization.

1 Introduction

Short term load forecasting plays an important role in all aspects of reliable, economic
and secure strategies for power systems. The power load series are influenced by
many factors such as climate, economic policy, price and etc, thus it’s difficult to get
accurate prediction. Many load forecasting models are constructed[1, 2], of which
neural network is often used.

Neural network method is generally used in nonlinear time series prediction[3].
But the over-fitting problems in neural network method retard the performance
improvement to more high accuracy. With the development of statistic learning
theory (SLT) and support vector machines (SVM) algorithm, SVM and its extended
versions, such as least squares support vector machines (LS-SVM) are gradually
applied to nonlinear time series prediction research with good performance[4, 5].
However, parameters determination in time series prediction based on SVM is
generally a complicated and important problem to be solved carefully, which is
directly related to the model forecast performance.

Particle swarm optimization (PSO) is a computational method that optimizes a
problem by iteratively trying to improve a candidate solution with regard to a given
measure of quality. After kernel function of SVM methods is determined, the kernel
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function parameter and penalty parameter need to be set properly. In the regression
prediction research based on SVM, the model parameters are generally determined by
the trail-and-error method, which determines the final optimal set of parameters with
best performance from sets of selected parameters through analyzing the influences to
the model by these parameters. With the development of SVM research, the research
of optimal parameters determination for SVM is gradually becoming a common
problem in SVM research areas. With particle swarm optimization, a novel
forecasting model based on least squares support vector regression (LSSVR) with
parameters optimized through PSO, also named as PSO-LSSVR model, is proposed in
this paper, which searches for the optimal parameters of LSSVR model using PSO
algorithm and adopts the optimal parameters to construct the LSSVR model. This
paper is organized as follows. In section 2, LSSVR is introduced. Then the PSO-
LSSVR forecasting model based on particle swarm optimization and LSSVR is
discussed in section 3. Experimental data applied in PSO-LSSVR model is proposed
in section 4. Finally, the conclusions are given in section 5.

2 Least Square Support Vector Regression

Support vector machines[6](SVM) algorithm is a machine learning algorithm,
proposed by Vapnik based on statistical learning theory (SLT). LS-SVM algorithm is
proposed by Suykens[7]based on standard SVM theory, which is a least squares
version of standard SVM algorithm and involves equality instead of inequality
constraints and works with a least squares object function. Owing to the excellent
performance in nonlinear forecasting problems, support vector machines prediction
models, including models based on its extension, have been generally applied for
forecasting model.

Given data{(xl, Y ) TR (XN Yy )} , where x; € R" denotes the inputs of sample

data and has a corresponding target value y, € R for i =1,---,N , where N is the

size of the sample data. SVM regressive algorithm maps the input space into high
dimension feature space through nonlinear function and constructs a linear regressive
function as follows in this feature space.

y(x)=aw'¢(x)+b (1)

where ¢(x) is a nonlinear function, which maps the input space into the feature

space, a)T is an m-dimensional vector, and b is a bias.
To solve the above regressive function, in LS-SVM, one defines the optimization
problem[7]

. 1 j
min J, (@,b,&) :E(a)Ta))+7E§§k2

w.b.e

Vi [a)T¢(xk)+b}:1—§k, k=1,-.n

@
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Where f is a slack variable, which is necessary to allow regression error, and J is

the penalty parameter also named as regularization parameter, which compromises the
effect between maximum margin and the minimum regression error.
The corresponding Lagrange dual problem is

L(ob,E0)=J,(w,b,) Zak{yk(aw)() b)- 1+§k} (3)

where (i =1, n) is Lagrange multiplier.

According to Karush-Kuhn-Tucker (KKT) conditions, the equations as follows can
be obtained.

aL _090) hy lakyk¢( )

:0_>Zzzlak)’k =0

4
aTL:O%ak =%

=0y, 0'¢(x,)+b]|-1+& =0

The above equations can be written as the solution to the following set linear

equations
0 —y' b |0
y Q+y1||lo 1

where y=[y, -y . T=[L1] . a=[a,a] . Q=2zz" .
z=0(x) yee0(x) v, |

In the matrix €2, each element of the matrix is in the form:

Q =yiyj¢)(xi)T¢)(xj)=yl.yjK(xl.,xj) 6)

Where K (xl.,xj) is defined as kernel function. The value of a kernel function
equals to the inner product of two vectors x; and x; in the feature space ¢(xi) and

¢(xj), that is the kernel function K(xi,xj ) = ¢(x[.)T ¢(xj).

The typical examples of kernel function are polynomial kernel and radius basis
function (RBF) kernels:

Polynomial: K(x,xk)z (x,fx+l)d (d =1,---,n)

RBF: K (x,x, )= exp(—”x—xk ||2/20'2)
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The LS-SVM model for regression can be expressed as follows

y(x)=2 oK (x,x,)+b )
k=1

3 Pso-Issvr

A. PSO-LSSVR Optimization Procedure

To build an efficient LSSVR prediction model, LSSVR’s parameters must be
determined carefully. These parameters include:

(1) Kernel function: Kernel function is important in LSSVR model and is used to
construct a nonlinear decision hyper-surface in the LSSVR input space. RBF
kernel is the most typical one of all kernel functions and has the same
performance under some conditions with other kernel functions, as liner
polynomial and sigmoid kernel[7].

(2) Regularization parameter: 7Y determines the trade-off cost between minimizing

the training error and minimizing the model’s complexity.

(3) Bandwidth of kernel function (O 2 ): represents the variance of the Gaussian
kernel function.

Coded for parameters } and o ‘

Initial particle position (swarm)

Training
for the above two parameters
v

data set

Training LSSVR prediction
model by cross-validation

v

Fitness function value

Optimal value of

Satisfyi it
B A parameters yand o’by

critera?

PSO
‘ Update position ‘
¢ Training LSSVR
forecasting model
‘ New swarm ‘
] A

‘ LSSVR forecasting

Fig. 1. PSO-LSSVR model
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In contrast with the trial-and-error method, this paper proposes a new method known
as PSO-LSSVR. This model uses particle swarm optimization to seek the optimal
value of LSSVR’s parameters and improve the model prediction performance. The
proposed PSO-LSSVR forecasting model dynamically optimizes the optimal value of
LSSVR’s parameters during the PSO iteration process to construct the optimized
LSSVR model.

Fig. 1 illustrates the process of the PSO-LSSVR model. Details of the proposed
model are presented as follows:

epresentation: en particle swarm optimization is used for optimization,
1) Rep j When particl pt t d fi pt t
parameters can be directly real-value coded. The two LSSVR parameters ¥ and

o’ are directly coded to construct the particle in the proposed model. The
particle X can be represented as X=[pl,p2], which pl,p2 represent the above

parameters ) and O ? respectively.

(2) Swarm initialization: In this model, initial swarm is composed of 30 random
particles. The swarm size of 30 is trade-off between model complexity and
population diversity.

(3) Fitness function: Fitness function is directly related to the performance of
particle swarm optimization. If fitness value of training data is calculated
directly, PSO may lead to over-fitting. In order to solve this problem, k-fold
cross-validation[7] is concerned. In k-fold cross-validation, the training data is
randomly split into k mutually exclusive subsets (the folds) of approximately
equal size. The regression model is obtained with a given set of parameters

{7/, o 2} , using k-1 subsets as the training set and the performance of the

parameter set is measured by the mean absolute percent error (MAPE) on the
subset left out. The above procedure is repeated k times and in this fashion, each
subset is used for testing once. Averaging the MAPE over the k trials (MAPEcy)
gives an estimate of the expected generalization error. Conventionally, the
training error of k-fold cross-validation is applied to estimate the generalization
error (k=5 is suggested in [8]). The fitness function of the proposed model is
defined as the MAPEcy of 5-fold cross-validation method on the training data
set, as follows:

min f =MAPE., ()
k
MAPE,., = %ZMAPEI. )
i=1
MAPE = L3 |5 =% (10)
nizi| Xx

where n is the number of training data samples, X; is the actual value and )?i is

the predicted value.
(4) Particle range and max velocity: These two parameters of PSO are related to the
optimization convergence, which are decided by the optimal problem, in this
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paper, particle range is not beyond ¥ and O * allowed values and max velocity
is not beyond above optimal parameters range.
(5) Stopping criteria: The process is repeated as shown in Fig. 1 until the max

iteration number is equal to 50 or the fitness function value variation is not
beyond 0.005.

B. Embedded Dimension

In time series prediction problems, the time series are generally expanded into three-
dimension or higher dimensions space to explicit the implicit information of the
series, which is called state reconstruction[9]. Embedding dimension m is an

important factor in this method. The given series )?Z{xl,xz,---,xN} are

transformed as follows by the embedding dimension, where X is the input matrix and
Y is the corresponding output matrix.

X X X Xy N X1
X X X X y X
3 2
X = .2 — :2 : . n:1+1 , Y = : — :rf+2 (1 1)
XN-m AN-m  AN-mrr 7 Xnn In Xy

According to the load series, false nearest neighbours[10] (FNN) method is
adopted in this paper to estimate the embedding dimension of the given series.

C. Error Criterion

There are many criterions to evaluate the performance of prediction models; here the
following root mean square error (RMSE) criterion and the MAPE criterion shown in
formula (10) are adopted in this paper to evaluate the performance of the hybrid

model for prediction.
RMSE= |13 (x(1) (1)) (12)
nie=1

where n is the number of training data samples, X, is the actual value and , )?i is the

predicted value.

4 Pso-Lssvr Model Application

Week max load series of some area are used in this paper to testify the proposed
forecasting model performance. The week max load series are shown in Fig. 2.

A. Estimation of Embedding Dimension

Embedding dimension is very important in time series prediction with state
reconstruction. Fig. 3 shows embedding dimension of load series As can be seen from
the figure, embedding dimension is estimated while FNN percentage (FNNP) reduces
to 0 and the dimension is 4.
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B. Result Analysis

In order to contrast the performance of PSO-LSSVR with other existing prediction
methods, a BP neural network prediction model and a simple LSSVR prediction
model are concerned, which outputs are shown in Fig. 4 and Fig. 5, in which, solid-line
is for original data and dash-line is for regression and prediction data. In BP neural
network prediction model, the sample data are normalized before used in the model.
In LSSVR prediction model, a grid search and cross-validation method is adopted to
find the optimal value of the model parameters.
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In PSO-LSSVR model, the search domains of parameters and should be given at
the beginning. After optimal searching in the above domains, the optimal value of
parameters and are found, which are used to construct the LSSVR forecasting odel.
The performance of PSO-LSSVR is shown in Fig. 6.

In all of the above three models, the regression and prediction error indices of
above three models are shown in Table 1.
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Fig. 6. Prediction result of PSO-LSSVR

Table 1. Regression And Prediction Error Of Load Series

Regression error Prediction error
Forecasting model
MAPE MAPE
BP NNs 0.1623 0.1815
LSSVR 0.0219 0.0288
PSO-LSSVR 0.0196 0.0202

As can be seen from the above three figures, the BP neural network model has
better performance in the regression curve but worse performance in the prediction
curve, which indicates the over-fitting problems in BP neural network model, while
the PSO-LSSVR model has approximate performance to the simple LSSVR model
with parameters optimized by grid search and cross-validation. But the performance
of both the simple LSSVR model and PSO-LSSVR model is better than that of BP
neural network model. The over-fitting problems are resolved better in the last two
models. From error indices in TABLE 1, we can see the PSO-LSSVR performance is
slightly better than that of the simple LSSVR model.

Upon getting desirable regression and prediction performance, PSO-LSSVR model
has better fitting performance to the original load series curve.

5 Conclusion

Short term load forecasting is one of important works in the power dispatch
automation. Combining LSSVR with PSO, a model named as PSO-LSSVR is
proposed in this paper. K-fold cross-validation fitness function is used to search
the optimal parameters to construct the LSSVR forecasting model. With comparison
to the BP neural network model and simple LSSVR with grid search and
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cross-validation, the PSO-LSSVR shows its great performance in regression and
prediction. The PSO-LSSVR model is an adoptable technique for the short term load
forecasting.

References

1. Senjyu, T., Mandal, P., Uezato, K., Funabashi, T.: Next day load curve forecasting using
recurrent neural network structure. IEE Proceedings Generation, Transmission and
Distribution 151, 388-394 (2004)

2. Zhang, Y., Zhou, Q., Sun, C,, Lei, S., Liu, Y., Song, Y.: RBF Neural Network and ANFIS-
Based Short-Term Load Forecasting Approach in Real-Time Price Environment. IEEE
Transactions on Power Systems 23, 853-858 (2008)

3. Huang, R., Xi, L., Li, X., Richard Liu, C., Qiu, H., Lee, J.: Residual life predictions for
ball bearings based on self-organizing map and back propagation neural network methods.
Mechanical Systems and Signal Processing 21, 193 (2007)

4. Youshen, X., Henry, L., Hing, C.: A prediction fusion method for reconstructing spatial
temporal dynamics using support vector machines. IEEE Transactions on Circuits and
Systems II: Express Briefs 53, 62-66 (2006)

5. Vong, C.-M., Wong, P.-K., Li, Y.-P.: Prediction of automotive engine power and torque
using least squares support vector machines and Bayesian inference. Engineering
Applications of Artificial Intelligence 19, 277-287 (2006)

6. Vapnik, V.N.: An overview of statistical learning theory. IEEE Transactions on Neural
Networks 10, 988-999 (1999)

7. Suykens, J.A.K.: Nonlinear modelling and support vector machines. In: Proceedings of the
18th IEEE Instrumentation and Measurement Technology Conference, IMTC 2001,
Budapest, pp. 287-294 (2001)

8. Kim, K.-j.: Financial time series forecasting using support vector machines.
Neurocomputing 55, 307-319 (2003)

9. Yang, H.-Z., Jiao, X.-N., Zhang, L.-Q., Li, F.-C.: Parameter Optimization for SVM using
Sequential Number Theoretic for Optimization. In: 2006 International Conference on
Machine Learning and Cybernetics, Dalian, China, pp. 3461-3464 (2006)

10. Kennel, M.B., Brown, R., Abarbanel, H.D.I.: Determining embedding dimension for
phase-space reconstruction using a geometrical construction. Physical Review A (General
Physics) 46, 3404-3411 (1992)



GIS-Based Emergency Management on Abrupt Air
Pollution Accidents in Counties, China”

Hui Zhang and Mao Liu

College of Environmental Science and Engineering, Urban Public Safety Research Center
University of Nankai
Tianjin, Weijin Road 97, China
huizhang73@yahoo.cn

Abstract. Nowadays, with the expansion of industrial activities and the
increase of chemical categories and products in counties of China, more and
more abrupt air pollution accidents have occurred and seriously influenced the
ecological security. It is important to make systematic studies on the emergency
management of abrupt air pollution caused by industrial accidents in counties.
Limited researches have been made on it in China and it is almost impossible to
make early warning and emergency management in time on abrupt air pollution
accidents in counties. This paper established an efficient emergency
management system on abrupt air pollution caused by industrial accidents in
counties of China based on the technology of Geographic Information System
(GIS). The design and application of the system was illustrated in this paper.
This system will help the companies and governments to inspect abrupt air
pollution caused by industrial accidents, make effective emergency response
measures, guarantee the public security and develop emergency management
and prevention systems on abrupt air pollution accidents in counties of China.

Keywords: GIS, county, abrupt air pollution, industrial accidents, emergency
management system.

1 Introduction

During recent years, many enterprises causing serous pollution problems have been
moved into counties of China. The expansion of industrial activities and the increase
of chemical categories and products in counties make the possibility for the
occurrence of abrupt air pollution problems caused by industrial accidents increase,
the incidence and losses caused by these accidents increase and the ecological
security seriously destroyed[1-3]. Enterprises abroad pay much attention on abrupt air
pollution problems caused by industrial accidents and systematic studies have been
made on abrupt air pollution accidents abroad [4-7]. Enterprises in China only pay
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little attention on these problems and many studies have been made on urban abrupt
air pollution accidents, especially on the development of emergency plan systems [8-
12]. Besides, it is in lack of sequential inspection methods on air pollution problems
in China and it is almost impossible to make early warning and emergency
management in time on abrupt air pollution accidents in counties. The study on
emergency management of abrupt air pollution accidents in counties has just begun,
so there is no support of key technologies, emergency management system,
emergency response plan or emergency response organization on abrupt air pollution
accidents [13-15]. It is necessary for the enterprises and governments to make
effective emergency response and inspection measures to reduce the negative
influence caused by industrial accidents.

This paper developed an emergency management system on abrupt air pollution
accidents in counties based on the Geographic Information System (GIS) and from
the aspect of ecological security on counties. This system will support the
establishment of emergency response and prevention system on abrupt air pollution
accidents in counties of China, and it can help the enterprises and the governments to
inspect abrupt air pollution problems caused by industrial accidents, make accidents
simulation and emergency management, reduce the losses caused by these accidents
and guarantee the public security.

2 Methods

A. Geographic Information System Technology

Emergency management system of air pollution problems caused by industrial
accidents in counties needs great amounts of information. These data include spatial
geographical data and social-economic data and they all have spatial and temporal
characteristics. Geographic Information System (GIS) has great functions of
collection, management, analysis and output of spatial information and it can blend
figures and database. The framework of emergency management system on abrupt
air pollution accidents can be established based on GIS. The spatial data
management and analysis functions of GIS can provide good technical support
platform for the implement of the system. The accidents information can be
seamlessly integrated and well managed.

Based on computer technology and GIS, this paper developed an emergency
management system on abrupt air pollution accidents, including basic database
(including historical database, background database and so on), methods and models
database, graphics database, emergency plans database, results display and query
database. With the supports of GIS technology, database technology, multimedia
technology and virtual reality technology, the research results can be visualized. The
information on simulation results and emergency response measures can be shared
and applied to the related departments and governments timely, exactly,
authoritatively and dramatically.
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B. Platform of the System

This system is developed based on the Window XP operation system, and uses the
products of ESRI Company, such as ArcGIS Engine, ArcSDE and so on. The database
system is built upon SQL Server2000, and the developing tool is Microsoft C#.

C. Design and Implementation of the System

Emergency management system on abrupt air pollution accidents in counties was
developed using three-tier architecture model (Fig.1). Client program was second
integrated developed using C# and ArcGIS Engine and it can access remote sensing
images, vector data and attribute Data stored in SQL Server by ArcGIS Engine
components. The middle layer uses ArcSDE to access vector data and grid data
between client program and spatial data server. Using three-tier architecture pattern
can make security limit on the access of data at the server side, central backup and
restore data to prevent the loss of data caused by any contretemps and some business
rules can be realized at database server to promise the access efficiency.

A
ArcGIS Engine

Client Proeram

- =1

| TCP/IP i
SR ArcSDE Access

Spatial Attribute Backup
\ 4 Database Database Database
SQL Server

Fig. 1. Three-tier architecture of emergency management system on abrupt air pollution
accidents in counties, China

D. Design of Database

When the system is operated, layered data can be overlay to form the background
map, and based on monitoring results, scene of accidents is displayed on the map.
Then emergency management and spatial analysis such as distance analysis, area
analysis, route analysis and buffer analysis on abrupt air pollution accidents in
counties are made.

Layers include: 1) residential areas, enterprises and other point objects; 2) medical
treatment organizations, rescue centers and other point objects; 3) roads, rivers and
other line objects; 4) buildings, factories areas and other polygon objects. Because of
fast development of counties, the locations of some objects may be changed, so short-
term update must be promised.
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Besides, non-spatial data, such as the county’s population density, property
allocation, emergency rescue vehicles and instruments, and accidents simulation
models of abrupt air pollution accidents should also be input in the system.

Based on the characteristics of the data needed in the system, this system uses
database management system such as SQL Sever 2000 as the background database.
This system has the function of storing and managing attribute and spatial data,
sharing data among the departments, dealing with data, maintaining the system,
outputting results, and so on. The database for this system is divided into four sub-
databases: spatial database, non-spatial database, models database and temporal
database. The spatial database can store figures, images and maps, such as remote
sensing images, thematic maps, regionalized maps, risk assessment maps on abrupt
air pollution accidents, and so forth. Non-spatial database stores historical accidents
data, environmental background data and regional social-economic data (such as the
property, population density, the amounts and categories of emergency response
resources, and so on). Models database stores accidents assessment models, resource
optimizing allocation models, accident simulation software models and so on.
Temporal database is used to store data produced when operating the system and the
users can not see them. Spatial data and non-spatial data can associate with each
other. With the organization of programs, they can be integrated with the models and
the functions of the system can then be carried out.

E. Function Modules of the System

The system is divided into seven modules, including files operation module, data
collection module, layered display module, thematic maps query module, abrupt air
pollution accidents model module, accidents simulation module and emergency plans
query module . These modules are separated to each other on the screen, but they are
connected to each other from the point of logical framework and data base.

Files operation module includes the function of opening files, database connection,
printing, print review, and so on. Data collection module can support the system to
quickly collect the basic data on the study area in time. Layered display module
includes the function of adding layers, decreasing layers, zooming, legend display,
overlay display, eagle eye, map output, and so on. Thematic maps query module
supports the query on thematic maps, e.g. influence area caused by abrupt
environmental pollution accidents, accidents simulation maps. Abrupt environmental
pollution accidents models module can use existing models to calculate the results
caused by abrupt environmental pollution accidents. With this module, it can easily
get the pollution concentration in different area. Accidents simulation module mainly
uses the abrupt environmental pollution accidents models to simulate pollution
situation and display the results visualized on electronic maps. Accident status under
any possible situation can be simulated. With this module, the clients can know about
the accident visually. It can support the governments to make emergency response as
early as possible. Emergency plans query module is mainly used to make emergency
plans query on any environmental pollution accidents and emergency management on
abrupt environmental pollution accidents in counties.
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3 Mathematic Models of the System

The mathematic model used in the emergency management system on abrupt air
pollution accident in counties can choose the Gaussian Diffusion Model. Comparing
the simulation results with practical results, it can prove that the simulation results are
reasonable. Its calculation equation on concentration is:

2
C(x, .2, He) =2Qexp{ 2 }
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Where r is the distance to the point source; u is the wind speed at the point r meters
away from the point source; C is the concentration of the contamination; Q is the
emission velocity of the contamination; u is the average wind speed at the direction of
X; y is the distance at the cross direction; He is the valid height of the point source; H
is the height of the gas; AH is the rising height of the gas and it can be get according
to the (GB/T 3840-91) ; Oyis the diffusion parameter at the cross direction and can
be get according to the (GB/T 3840-91) ; Os is the diffusion parameter at the
vertical direction and can be get according to the {GB/T 3840-91) .

When it is winding, calculating the pollution concentration at any point in the
polluted area, define z=0, and then the pollution concentration at the point is
calculated in the following equation:

2 2
C(x,y,0,He) :Lexp Y —~ +exp _He2 2)
Tuo, o, 207 20

y

When it is breezing or not winding, assuming that the wind never changes,
horizontal diffusion of the contamination has no obvious direction, the pollution
concentration at the point is calculated in the following equation: (annual average

wind speed at the height of 10m is: Y10 <1.5m/s )

2 1/2 Q He?
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' (n) 2mure, P 2(552 )

4 Practical Usage

In order to show the practical usage of the emergency management system on abrupt
air pollution accidents in counties, this paper chooses the abrupt leakage of ammonia
storages in a factory of Xinzhuang Town as an example.The procedure is as follows:

A. Query on Dangerous Source

Get the basic information on the dangerous source in the emergency management
system on abrupt air pollution accidents in counties (Fig. 2).
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Fig. 2. Query on the dangerous source

B. Choose a Simulation Method

Choose simulation method of abrupt air pollution accidents, input data into the model,
and press the button “begin” (Fig. 3).
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Fig. 3. A simulation on abrupt air pollution accidents

C. Simulation Result

Show the simulation result on the map (Fig.4). From the simulation result, it is easy to
find that the ammonia spreads from the chemical factory to the northwest of
Xinzhuang Town. Ammonia concentration near the chemical plant is at its maximum
and the maximum concentration is 148.8 ~ 170.1mg/m’. According to the hazardous
standard of Ammonia (table 1) [16], people near the chemical factory will be
moderately affected within 30min.Their breath and pulse will speed up, eyes and
noses will be stimulated and these people will feel obviously uncomfortable. When
ammonia spreads to the edge of Xinzhuang Town, its concentration reaches 127.5
mg/m3, people around this area will be lightly affected within 30min. Their breath
will slow down, eyes and upper respiratory tract will be stimulated and they will be
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obviously uncomfortable. People stay at the area between the chemical factory and
the first street of Xinzhuang Town that is about 800m away from the chemical factory
will be obviously affected by ammonia.
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Fig. 4. Simulation result on abrupt air pollution accidents

Table 1. Dangerous Concentration of Ammonia

Concentration of Contact

ammonia in the air Time Short Term Exposure Limit

(mg/m®) (min) (STEL)
30 30 Almost no effect
People around the area will feel sick,
70-140 28 their breath will slqw down, andv their
eyes and upper respiratory tract will not
uncomfortable (Light)
People around the area will feel
210-350 30 obviously uncomfortable, their breath

and pulse will speed up, and eyes and
noses will be stimulated (Moderate)
People around the area will cough
700 30 immediately, and will be strongly
stimulated (Moderate)

People around the area will die
immediately (Severe)

1750-4500 30

So after querying the emergency plan of abrupt air pollution in the system
emergency management measures will be made: a) people around the pollution area
should be evacuated and the area must be isolated immediately; b) People is not
allowed in and all the fire source must be cut off; c) emergency personnel should take
on the gas masks and protective clothing and cut off the leakage source if possible; d)
keep ventilation and accelerate the diffusing ammonia; e) spray low concentration
hydrochloric acid at the high concentration area to counteract, dilute and dissolve
ammonia, f) built banks or dig trenches to store the wastewater; and g) the ammonia
container should be used after reparation and severe proof.
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5 Conclusions

In order to reduce the negative influence caused by the expansion of industrial
activities and the increase of chemical categories and products in counties of China,
this paper established an emergency management system of abrupt air pollution
accidents on counties based on GIS. The system mainly has the function of data
collection, thematic maps query, abrupt air pollution accidents model, accidents
simulation and emergency plans query. An abrupt air pollution accident caused by
leakage of ammonia storages in a factory of Xinzhuang Town was analysed in the
system to show the practical use of the system. With the development of accidents
model and simulation technology on abrupt air pollution accidents, It will provide
great supports to the enterprises and governments for timely, quick and exact
emergency management on abrupt air pollution problems caused by industrial
accidents and reduce unnecessary losses in counties of China. This system is
established on practical application and can be used widely.
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Abstract. It was discussed that the way to reflect the internal relations between
judgment and identification, the two most fundamental ways of thinking or
cognition operations, during the course of granular information processing.
Although it is conducive for the establishment of classical logic to emphasize
the certainty of judgment while excluding uncertain identification from the
logical category, from the objective point of view, such practice cut off the
internal relations between judgment and identification, which is very
unfavorable for the study of thinking or cognitive science and artificial
intelligence. Matters reflect their state, movement and change process by means
of their attributes and change process. Taking attributes and their change
processes as the center, the method defines the criterion change operation in the
criterion topological space, and further defines the basic information granules
composed by attributes and criterions of matters, and provides the computing
rules. The results show that this method can not only reflect the thinking
process of the judgment with uncertain identification, but also express the
transformation process amongst granules through the definition of qualitative
mapping, so as to endow granular information processing with general sense in
the process of thought expressing.

Keywords: Granular Computing, Qualitative Criterion, Criterion Topological
Space, Qualitative Mapping.

1 Introduction

Although great achievements have been made by artificial intelligence in respect of
logic thinking simulation, it is still far from the intended purpose of simulating
human’s low-level intelligence, such as the ability of imaginal thinking. The human
cognition process is the transformation process of objects and attributes. People
obtain a better cognition of objects through attributes understanding, or make further
attributes judgment through cognition of objects [1].

Information granules play an important role in the cognition process of human.
Granular structure and granular computing are two basic elements of granular
computing. Granular structure involves the formal representation and interpretation of
granules, mainly including the definition of granule; measurement of the approximation
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degree among granules and the law for the composition of a more complex granule by a
number of granules. Granular computing refers to solving or reasoning the problem with
granules as the objects.

However, the existing granular computing methods [2-4] even fail to give enough
description to a simple thinking judgment process. Usually, regarding a simple
judgment, much attention is paid to the results rather than the process. For example,
this liquid is water, this liquid is steam, and these are two simple propositions. The
evaluation process of these two propositions is actually that: this liquid is water
because its temperature is between 0°C and 100°C and that this liquid is steam
because its temperature is more than 100°C. In general logic symbolic computation,
temperature is not involved in the simple judgment process, but we clearly understand
that, in the reasoning process, temperature as a criterion for judgment is helpful for
the correct evaluation of these two propositions.

The user interest model is mainly obtained by the data clustering technology. Data
clustering, regarded as a branch of statistical learning and a guideless machine
learning method, is widely used in various fields of e-commerce, image processing,
pattern recognition, textual study and database. Clustering intrinsically is a knowledge
discovery method of finding implicit latent useful information by dividing or covering
object sets in accordance with some rule.

This paper aims to propose a new granular computing model based on qualitative
criterion topological space. This model takes attributes and the attribute change
process as the center and reflects the formal thinking process with judgment criteria in
the criterion transformation operation process. By this way, cognitive thinking
process of people can be further reflected so as to endow granular information
processing with general sense.

2 Cognitive Thinking and Attributes Processing

Information granule plays a major role in the cognitive processing of human. During
the cognition, reasoning and decision making process of human, a large amount of
complex information is divided into a number of simple blocks, classes, groups or sets
according to respective characteristics and performance. Such block, class, group or
set is call as a granule. The information processing process is known as information
granulation.

During the cognition process of human, new concepts are continuously generated
while old concepts are continuously refined. Namely, the cognition is a process of
making judgment constantly through the adequacy or necessity of the objects and
attributes. When we get an object that is sufficient and necessary to some attributes,
we will get to know a concept. Therefore, we can say that attributes are necessary or
sufficient when the object and attributes are inconsistent with each other; attributes
are necessary and sufficient when the object and attributes are consistent with each
other. A concept can be formed when object and attributes are unified, which is the
nature of people’s cognition process [1].

In fact, the so-called inconsistence between the object and its attributes is just the
judgment of attributes. This judgment is in close relation to the membership degree of
the nature of attributes to some judgment standard. In the entire cognitive judgment
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process, attributes are the most basic information granules for cognitive thinking.
Since the state, movement and change rules of a matter can be considered as some
attributes of a matter while a variety of sensory organs as brain portals can only
respond to various perceptive attributes to which they are sensitive, it is indicated that,

Proposition 1 [5]: Information received by people's brain is, and can only be a variety
of perceptive attributes.

Namely, even if the information is defined as the state, movement and change rules of
a matter, it can only be delivered to people’s sensory organs in the form of perceptive
attributes.

According to the philosophic definition that “natures of a matter demonstrated
when having relationship with another matter is termed attributes”, the following
proposition can be equivalently deduced.

Proposition 2 [5]: Matters represent or demonstrate their natures through their
attributes.

Philosophically, all matters have quality and quantity characteristics. Quality is “the
essential characteristics of a matter to be different from other matters” while “quantity
refers to the grade, size and scope of the quality that can be expressed by number and
shape”. Since attributes are quality demonstrated by a matter, attributes not only
demonstrate the quality (characteristics or nature) they want to demonstrate but also
demonstrate the quantity to be defined and standardized (characteristics). In other
words, matters have two characteristic values, quality (nature) and quantity, wherein
the quality characteristic can standardize the change scope of quantity characteristic
by means of qualitative criterion. In addition, quality characteristic and quantity
characteristic can not only change with external conditions, but also can convert to
each other.

As we know, both a matter's nature and relation are considered as its attributes in
formal logic. If the relation is considered as a nature reflecting the interrelation among
multiple objects, the relation can also be considered as an attribute among multiple
objects, or an attribute of a system formed by the relation by multiple objects through
such interrelation.

That is, the integration of attributes of a plurality of members can not only generate
the member relation determined by attributes of all members, but also induce a system
based on the relationship and the overall attributes of the system.

Thus, if different systems can be distinguished by their different states, the state
can then be considered as a kind of “quality” which is an attribute can be
demonstrated (including quantity characteristics, quality characteristics and relation).
In addition, the state, movement and change process and law of matters can also be
attributed to the change process and law of the system attributes. Thus, the following
basic assumptions can be proposed:

Assumption 1[5]: A matter demonstrates its state, movement and change process by
its attributes (including quantity characteristics, quality characteristics and relation)
and the change process.
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Inference 1[5]: the processing of perceptive attributes and the law of their change is
one of key problems for the information processing of human brain.

If we see characteristic extraction as the first step for human brain to decipher
perceptive attributes of a matter, perception image of the characteristic will be formed
or will emerge in human brain. By integrating different perception characteristic
images, a perceptive or conscious image of an object can be built in human brain.
Once the memory pattern of a matter is formed, it can be used for model
identification.

In short, we believe that only if the change law of a matter is understand can a
method be proposed which describes that the matter reflects its change law by its
attributes, and can stimulate human brain to interpret the change of the matter’s
attribution, understand matters and the word and handle various matters intelligently.
Here, the attributes of matters are the most basic information granule.

3 Qualitative Criterion Topological Space

From a psychological perspective, human feelings reflect the (simple) attributes of
matters while the perception is a process integrating various simple attributes into the
complex attribute of a matter. Assume a(x) as a perceptive attribute of a matter x, a(x)
generally has both quantitative attribute value, namely, value (data) d,(x) and
qualitative attribute value P,(x). When x has the qualitative attribute value P,(x), it
also can be said that x has the “nature” reflected by P,(x). Therefore, the so-called
“nature P,(x)” is in fact a qualitative attribute value of the matter’s attribute. In
particular, when P,(x) is a nature which can distinguish x from other matter y, P,(x) is
known as a property or characteristic of x.

Definition 1: Assume d(x) as a quantitative value of nature p(x) and (¢;,f] as a
qualitative reference field of p(x), if d(x)e (e,f], it can be said that (e,f] is a
neighboring field of d(x).

If assume (¢;,] and (¢,f] as qualitative criterions of p;(x) and p;(x) respectively,
since their intersection (o5, 31N(¢;, 3] and union (¢, 5] U (¢, can be considered as
qualitative criterion of conjunctive nature g(x)=p;(x) /\ pj(x) and disjunctive nature
r(x)= pi(x) V Pj(x) of p;(x) and p;(x) respectively, it can be deduced that

Theorem 1: Numeric field d,(x) and criterion field cluster 7" ={(c,5] <Xl(¢,B] is
qualitative criterion of p;(x) } and constitutes the criterion topological space 7(d,(x),

.

Proof: since “x has attributes” and “x does not have attributes” are also two (ordinary)
natures of x (recorded as a(x) and — a(x)), d,(x) and & are the qualitative criterions of
a(x) and —a(x), so G, d,(x)e I is tenable. In addition, /" is a covering of d,(x),
namely, d,(x)=U ienldu(x)]= Uiy (6.8, so (aB1N(.A], (a,41U (05,5] and U
(a1 all belong to I Therefore, (d,(x), I) constitutes a (qualitative criterion)
topological space T(d,(x), T).
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Definition 2: Assume /={N; | iel} as the cluster of all qualitative criterions N; of
proposition p, and say T: I—17is the criterion mapping of proposition p. If there is
Nie I'for any N; € I'; which makes

T(N)= N
tenable. In particular, if the following equation is tenable
Ti(N)= N;
for two criterion fields N; and Nj, we say that Tj is the qualitative criterion
transformation from N to N;.
Definition 3: Assume that criterion field Ni(o;,r;) is the kernel of a fuzzy set A,
namely, Ni(o;,r)=A; = {x | Ha=1 }. Where, i refers to the membership grade of
x€A, and A cut set of A is Aj={x | tax>A}, A€ (0,1], which is composed of element x
with membership grade g, more than or equal to A. It is known that 7; is the 1
criterion transformation of fuzzy set A with N;(o;,1;) as the kernel. If it is tenable that
T(N)=Ay
Theorem 2: If criterion field Ni(o;,r;) is the kernel of fuzzy set A and its A cut set A;
has the form of M(o;,r;), then its A criterion transformation can be indicated by a
topological equation 7; satisfying the following equation:
L(N)=MT,( 0i ), Ti(r))=Ny(0i,1)=Ay
Namely, 7;( 0; )=0; and Ty(N)=kpxr=r)
And the fuzzy set A can be generated by all transformations 7;(N), i.e.,
A=Use o.M Ta(N)= Useo.h As
Where AAM is the multiple fuzzy set with the membership degree as below,

Ho an(X)=Aran(X)

Proof: since the kernel of fuzzy set A is A;=N; and A cut set A3=N, is also a
topological neighboring field with O; as the center of sphere (n dimensions), assume
the radius as r, (note: different values for different directions), and then, the
transformation from N; to N, is the topological transformation between two
topological neighboring fields. As for parameter A, this is a topological transformation
keeping fuzzy set kernel A;=N; unchanged and just change the neighboring field radius
r;. Topological transformation is flexible; therefore, it can be easily achieved through
transformation T) in line with the equation below.

L(N)=MT,( 01 ), T,.(1))=Ny(0i,11.)=Ay,

Namely, 7; will not change the center of sphere but amplify radius ri flexibly. It
meets the two equations as below.

Ti(0; )=0; and T(M)=kpXri=n,
Therefore, when A takes all values in [0,1], all multiple fuzzy sets AA; of fuzzy set

A with Nj(o;,1;) as the kernel can be obtained. That means the following equation is
tenable:
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A=Ujc o)A Ti(N)= Uypejo.h Ay

Definition 4: Assume A and B as two fuzzy sets with criterion fields N(o;,r;) and
Ny(o4,t,) as kernels respectively, say Ty, is the criterion transformation form N;(o;,r;) to
Ny(04,1y). If Ta meets the equation below:

To( Ni)=M T (01), Tol 11 )= No(00:70)

Definition 5: Say criterion transformation 7 is the complex transformation of 7 and
A—criterion transformation 73, and if it meets the equation below:

TinN)=T," T N)=Ti(Ne)=Ny(0072)

Obviously, it can be deduced through definitions 3, 4 and 5 and theorem 2 above that
the theorem below is tenable:

Theorem 3: Starting from the kernelM of fuzzy set A, A4 cut set
B;L=M(0a,rx)={x| Ha>A} of fuzzy set B with N, as the kernel can be obtained
through complex criterion transformation 74,=17;" 7.

All the abovementioned demonstrates that ambiguity occurred during the course of
qualitative judgment can be explained by criterion transformation (non-ambiguous
criterion transformation) and others.

4 Representation and Computing Model of Granule

Definition 6: An information granule in attribute topological space can be represented
as bivariate function below.

(P, 1) =(pi(x), (5, 3]), or (d uv), (0,81

Where, a(x) is a perceptive attribute of matter x, p;(x) is the nature of a(x) and (c,f]
is a qualitative criterion field of p;(x).

Definition 7: Assume (p;(x), (¢,/4]) and (p;(x), (¢4, /3]) as two basic granule. Then, the
operation of their connectives (~ negation, /\ conjunction, V disjunction, —
inclusion, <> equivalence) is defined as below.

(D~ (pix), (a1,8] )=(~ pi(x), T=(e,4] )

2) (i), (LD (pix), (65,81)=(pi(0)A pi(x), (6.1 N(e5. D

where, A is the conjunction of attributes, also known as attributes integration.
3) i), (@D V i), (a.BD=(pi(x)V pix), (5,51 (5.5])

where, V is the disjunction of attributes.

) i), (e5,B1 )= (i), (5,81 )=( pi(x)= pi(x), (&4, B1=T((e%.])

where, = is the attribute transformation or attribute reasoning; 7 is the criterion
transformation operation in definition 2.
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(S) (pix), (6,81 Y pi(x), (06,51 )=(pi(x) > pi(x), (a,8] =(05,5])

In the above definition (4), (pi(x), (¢6.B1)— (%), (¢;,3]) on the left is known as
granular information reasoning. As a result, a new granule or the original granule can
be obtained. When the original granule is obtained, we say that the transformation is
self-reciprocal; when a new granule is obtained, the following qualitative mapping
can be used to demonstrate its essential meaning. The qualitative mapping model of
granule transformation operation is defined as below:

Definition 8[6]: Assume a(o)= ,~/=\1a"(0) as the integrated attribute of the n basic

attributes a;(0), i=1,...,n, of object o and assume x=(xy,...,x;) as the quantity value of
attribute a(o), where x; is the quantitive characteristic value of a;j(0), pi(0),€ P, is a
nature of a;(0), I={(¢;,B] (e,[] is the qualitative criterion of nature p;(o) and
parallelepiped [o;f]=[o,B]X..X[&,[F,] is the qualitative criterion of the integrated

nature P(O)Z{\IP,-(O) , we say that mapping 7 XxX/—{0,1}x P, is the qualitative

(judgment) mapping (QM) of x=(xi,...,x,) with n dimentional parallelepiped [e,f]. If

there is [e,fle I"and a nature 17(0)=,/_\1 p,(0)e P, with [aBlas qualitative criterion for
any x€ X, which makes
t(x,[a,B) = xela,f]= Alxela, B = AT, (x)

_ 1 X; € [ai’ﬂi]
where, o (%) = 0 x, & [e,, 3] is the true value of nature proposition p;(0).

Therefore, 7 is the computing form of granular transformation in criterion
topological space.

5 Conclusion

It is discussed above how the judgment criterion is realized in thinking judgment
process of granular computing. Granular computing rules are defined in the
topological space composed of the criterions and its transformation; moreover, the
granular transformation among granules is reflected by qualitative mapping. The
results show that this new method will no longer split the certain judgment and the
uncertain identification. This model is a preliminary model, its computing rules are to
be further improved. The specific application of the model will be one of the key
topics for further study.
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Abstract. This paper analyzed self-similarity of Ad-hoc network traffic, and how
the network performance was influenced by the self-similarity. Based on
Fractional Brownian Motion model, paper proposed a self-similar traffic
sequence generation method of RMD algorithm. RMD algorithm is one of the
self-similar statistic models. Furthermore, simulation and modeling for Ad-hoc
tactic network was implemented based on this kind of traffic model. According
to the each performance indicator of curve contrast chart generated by simulating
experiment, conclusion is made as follow: self-similarity has great influence to
Ad-hoc network indicator and has great contrast to traditional flow models’
short-range dependency character. The research result of this thesis has
significant meaning for precise modeling of Ad-hoc network flow, resource
optimization and improvement of network performance.

Keywords: Ad-hoc, self-similarity, RMD, traffic.

1 Introduction

All the message arriving models of the wireless network emulation under the traditional
model are on the assumption that in the queuing system, customers’ arrival submit to
Markovian characteristic, that is a kind of short-range dependence process, such as
Poisson model. With the deep research on network, data and experimental results
indicate that within a few milliseconds to several hours even many days, the traffic of
wireless network shows a strong bursting characteristic. This characteristic shows that
the arrival of messages is of long-range dependency. Carlos Oliveria et al have
researched on the characteristic of wireless network traffic and pointed out that the
burstiness of traffic in WLAN is associated with self-similar and long-range
dependency; QilianLiang point out that Ad-hoc network traffic also exists such
characteristic and predicted the Ad-hoc traffic through self-similarity model[1];Jumpei
Taketsugu et al researched on the traffic of wireless cellular networks, and pointed out
that self-similarity also exists in DCA-TDMA system. Therefore, simulation model of
Poisson’s arrival has not yet accord with the actual conditions of the tactical Ad-hoc
network. This paper takes into consideration the arrival of message submitted to
long-range dependence process, makes use of self-similar model which can describe

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 150 2011.
© Springer-Verlag Berlin Heidelberg 2011



Performance Study of Tactical Ad-Hoc Network Based on Self-similarity Traffic Model 151

long-range dependence characteristic better, simulates tactical Ad-hoc network in
virtue of the computer simulation technology ,and analysis and evaluates simulation
results to study the influence of the self-similar model on tactical Ad-hoc network
performance.

2 Model of Self-similarity Traffic

The model of self-similarity traffic is given followed:

Let X = {Xt;r = 1,2, ...} be a time series which, for example, represents the trace of
data flow at a bottleneck link measured at some fixed time granularity. We define the
aggregated series x™= (Ximm+1+-.-+Xin)/m. That is, X, is partitioned into blocks of size
m, their values are averaged, and i is used to index these blocks. Let (k) and r k)
denote the autocorrelation functions of X,, and X,", respectively. X, is self-similar more
precisely, asymptotically second-order self-similar—if the following conditions

hold[2,3]:
r(k) ~ck-p, (D
r(m) (k) ~ r(k), 2

for k and m large where 0 <f< 1. That is, X, is "self-similar” in the sense that the
correlation structure is preserved with respect to time aggregation—relation (2) and

r(k) behaves hyperbolically with § ;) = . as implied by (1). The latter property is
k=0

referred to as long-range dependence.

Let Hurst parameter H=1-§/2,and by the range of 5, 1/2<H<]1. It follows from (1) that
the farther H is away from 1/2 the more long-range dependent X, is, and vice versa. Thus
the H value acts as an indicator of the degree of self-similarity. The FBN is such a
process of self-similarity.

3 Modeling and Stimulation

A. Conformation of Self-similar Traffic Model

At present , the most commonly used self-similar model are: FBN,F-ARIMA, ON/OFF
and Wavelet Transform model [4].RMD method, offset selection is the key factor of
this method, can generate Fractional Brownian Motion (FBM) sequence. The main
parameters of the original sequence have self-similar parameter H and self-similar
function r(k).

The self-similarity of traffic is mainly described by H, so H, is chosen to construct
offset function, D(n). The value of a certain point of generated sequence equals to the
arithmetic average of previous point and latter point plus D(n), which is shown as
X[n]=(X[n-1]+X[n+1])/2+D(n). Since offset will generate gauss distributing sequence
of zero mean value, a random number set, G(n), with normal distribution has to be

2H-2
1-

obtained with mean value =0 and variance=1. Offset function is D (n) = G (n)

2 2 Hm ’
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START

Data initialization:
Set the number of iteration level: maxlevel

Get the length of the sequence: n=2"*"""+] Traversing linked
Set variable: number of iteration level =0; j=0 list, pointer i=0

Set constant: H=0.8
if 1 arrives the end O
the list

Generated random sequence with normal
N

distribution: G (n)
Initialize linked list plus two factors: 0 and G (j++)

=(ist[i-TJFIsTIFI])/
2+R(level)*G[j++]
The result is inserted after the
current point. Pointer points
to 2 nodes after. level++.

Generate current iterative
level sequence. see the flow
chart on the right for detail

Fig. 1. Flow chart of RMD arithmetic

1—22H-2
m is number of iteration and 2 2Hn is noted as R(m). Self-similar sequence can be

generated through iterative method. Let H be the self-similar parameter of the original

sequence and H be the self-similar parameter of generated sequence, AH=(H# -H)/H is
the extent of self-similar parameter offset between generated sequence and original
sequence. The smaller the AH value, the closer to original sequence the character of the
simulated sequence is.

Assume a FBM sequence is generated within the time interval [1, 0]. Inward
calculation is the basic idea of RMD algorithm, which divides interiorly within interval
[0, 1]. The value of certain point of generated sequence equals to the arithmetic average
of previous point and latter points plus the value of offset function of this point. The
example of process of recurrent algorithm is as follow:

Initial Value: X[0] =0, X[1]=G(1)
Tteration 1: X [1/2] = (X [0] + X [1])/2+V =7 G(2)

_pH2

Iteration 2: X [1/4] =(X [0] + X [1/2])/2+ o G(@3)
TG

X [3/4] = (X [172] + X [1D/2+

After n steps of recurrent, the algorithm can generate 2" " data. For ensuring the
accuracy of the random sequence, normal random array, G(n), has to be generated by
different seed in order to insure its independency. The algorithm process is as Fig 1,
linked list, which is used to store generated self-similar sequence.

The theoretical time complexity of RMD generation algorithm is O(n) and the speed
of generating self-similar random sequence is faster, which can satisfy the requirement
of generating self-similar sequence in high speed in practical simulation.
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B. Simulation Environment

Tactical mobile Ad-hoc network is simulated by using the simulation software OPNET
Modeler. The modeling of OPNET includes 3 levels of the hierarchy: network model,
node model and process model[S]. Network model is the top model, which describes
the network objects needed to simulate. Network model may contain any number of
communicating entities called nodes and is used to specify the physical topology of a
communication network, which defines the position and interconnection of
communicating entities, i.e., node and link. Node models are expressed as
interconnected modules. These modules can be grouped into two distinct categories.
The first set is modules that have predefined characteristics and a set of built-in
parameters. Examples are packet generators, point-to-point transmitters and radio
receivers. The second group contains highly programmable modules. These modules
referred to as processors and queues, relying on process model specifications. Process
models are used to describe the logic flow and behavior of processor and queue
modules. Communication between process is supported by interrupts. Process models
are expressed in a language called Proto-C, which consists of state transition diagrams,
a library of kernel procedures, and the standard C programming language.

C. Modeling of OPNET

1)  Network model:

We set 18 wireless nodes in an Ad-hoc network. The nodes density function is of
random distribution and they communicate with each other through wireless link. Fig. 2
shows the distribution of workstations’ position. In this model, workstations have
identical media access opportunity and move with certain speed.

=
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Fig. 2. Network topology model

2)  Node model
All the nodes in network model are based on the same node model. Fig. 3 shows the
node model which is mainly composed of some process modules followed:

(1) data source module :generate data traffic , generate packet according to its length
and the arrival time intervals. Once generated, the packet will be sent to lower
layer. Here the arrival time interval of the packet is in accordance with the
self-similar distribution which generated by RMD algorithm.
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Fig. 3. Node model

(2) sink module: be responsible for statistic work concerning network average time
delay and channel throughput, destroying received packets.

(3) application module: set a random destination address for upper-layer message,
generate a service request to routing layer according to inner-communication
interface ICI format, the message is sent to routing module together with ICI.

(4) routing modules :receive PDU from application module and execute routing
arithmetic.

(5) wireless_mac module :simulate the MAC layer protocols,such as
CSMA/CA,ALOHA, TDMA,IEEE802.11.

(6) transmitter module :send data frames to channel.

(7) receiver module :examine the state of channel, receive data frames from it and
then send the messages to MAC module.

(8) mobility module: execute mobility schemes pre-configured.

3)  Process model

OPNET Process editor uses a powerful state-transition diagram approach to support
specification of any type of protocol, resource, application, algorithm, or queuing
policy. States and transitions graphically define the progression of a process in
response to events. Within each state, general logic can be specified by using a library
of predefined functions and even the full flexibility of the C language.

4 Analysis of Simulation

A. Simulation Parameters

The wireless network operates in the Ad-hoc mode, without any central infrastructure.
18 nodes are randomly placed in a grid topology within 1200m by 1200m area and
move for 0.5 hour. The distance between a node and its closest node is 200m. Each
node is provided with identical traffic and can be transmitted to any of its neighbors by
full-duplex work manner. Nodes in this network move towards to the destination at a
constant speed uniformly chosen between min speed Os/m and max speed 10s/m. After
it reaches its destination, the node stays there for 10s.Data packet length is 1 KB with
exponential distribution. The protocols we adopted for MAC layer and routing layer are
IEEE802.11 and DSR.
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B. Analysis and Interpretation of the Simulation Results

In order to obtain ideal simulation curve, under heavy loads conditions, we modeled the
different bursting characteristic network traffic via the change of self-similar
parameter, the value of H=0.5/0.7/0.8/0.9 (As H=0.5, it means the traffic is Poisson
distribution model). Based on the simulation model proposed above, the messages
arrive as a self-similar model and then is processed accordingly, such as joining in the
queue, queuing and outputting. The simulation is finished until all the packet are sent
out, the result data obtained from simulation will be described and statistic.

As for simulation results, we mainly focus on the statistic characteristic of the
average delay time, average throughput, packet loss ratio of the indicative network
performance. The simulation data is shown in Table 1.

Table 1. Network parameters under different H VALUE

H Average Average Delay Average Packet
Throughput (kbit/s) Time (s) Loss Ratio (kbit/s)
H=0.9 684.246 0.675 9.352
H=0.8 679.201 0.301 3.105
H=0.7 632912 0.048 0.307
H=0.5 619.205 0.028 0.198

According to the data above, the conclusion is:Under the same average length of
message, as H value increase, average time delay, average packet loss ratio and average
throughput will increase. The higher the H value, the lower the network performance.
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Fig. 4. Average delay time

As is shown in Fig. 4 and 5, x-coordinate is simulation time, y-coordinate in Fig.4 is
average delay time, y-coordinate in Fig.5 is packet loss ratio. From the simulation and
analytical results shown in Fig.4 and Fig. 5, it can be observed that under heavy
network loads conditions, for different H, the higher the value of H is, the tenser the
network traffic burst degree is and the more the performance of packet loss ratio and
average delay time degrade. It is because of the increase of the collision probability of
wireless channel, the movement station cannot compete for limited channel resources
in time, so message packet queues overflow, resulting in the loss of message packet, in
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Fig. 5. Packet loss ratio

the mean time, causing the service time of packet in the queue is prolonged, which
leads to the prolong of end to end delay. Trough the simulation of Ad-hoc network
under self-similar traffic, we can fairly model the reaching law realistically in wireless
network traffic. According to Poisson distribution which is of short-range dependence
characteristic, the queuing delay of high burst traffic link is always underestimated, but
through the adoption of self-similar distribution as the traffic model, we can accurately
estimate the conflict of the network and queuing delay with the increase of network link
utilization and accordingly increase the buffer capacity and improve the performance of
network.

5 Conclusions

To conclude, according to our experience, the self-similar characteristics of Ad-hoc
network traffic have an impact on the network performance and the various indexes are
changed as self-similar degree of network traffic changes; the changing of network
performance is particularly obvious when the traffic burst degree is high. In particular
,under heavy traffic load, the conflict degree of data frame is more serious and
transmission delay of data frame is longer and buffer occupancy rate is larger than
analysis results of traditional classical queuing analysis, which is worth emphasizing
during tactical Ad-hoc network planning and optimal configuration.
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Abstract. Wireless sensors networks (WSNs) consist of a number of sensor
nodes connected through a wireless network that detect data and relay the
detected data to the sink node using the multi-hop wireless transmission. Now,
one of the most important issue is how to implent critical security tasks such as
intrusion or tamper detection, and therefore must be protected. In this paper, we
first analyse the security challenges in the wireless sensor network from the
application layer, transport layer, network layer, data link layer and physical
layer based on the system model. Then we give the security strategy which
usually used in wireless sensor networks from the key management, security
routing, security integration, intrusion detection and confidence model. This
strategy can ensure the data confidentially implement, reliably generate,
efficiently integrate and securely transmit.

Keywords: wireless sensor networks (WSNs), security strategy, key
management, security routing, security integration, intrusion detection.

1 Introduction

A wireless sensors networks (WSNs) [1] consist of a number of sensor nodes
connected through a wireless network that detect data and relay the detected data to the
sink node using the multi-hop wireless transmission. The applications of a wireless
sensor network can be used in monitoring disaster areas, monitoring patients, assisting
disabled patients, helping the military, remote virtual measurement and so on.

Wireless sensor network as a task-based network is not only for data transmission,
data,but also for data collection and integration, cooperative controln etc. It is a
important issue to ensure the data for confidentially implement, reliably generate,
efficiently integrate and securely transmit. In order to ensure the confidentiality and
security, WSNs need implement some basic security mechanisms: confidentiality,
point to point message authentication, integrity, freshness, authentication broadcasting
and security management.

In recent years, more and more people are engaged in wireless sensor network
security technology. Eschenauer and Gligor [2] proposed a distributed sensor network
key management scheme, which including three processes of key pre-distribution,
shared key discovery and path key establishment. Chan etc [3] put forward a random
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key pre-distribution scheme for a sensor network which have three security
mechanisms: First is has q composite key management scheme; second, multi-path
key to strengthen the program; third is random key distribution scheme. Jolly etc [4]
put forward an energy-efficient key management protocol which based on the IBSK
scheme. Perrig etc [5] proposed a sensor network security protocol SPINS, which
consists of two parts: SNEP (secure network encryption protocol) by using the
counter and the message authentication code to provide data confidentiality,
authentication and freshness and so basic security mechanism, but it can not provide
efficient broadcast authentication; uTESLA( (micro timed efficient streaming loss -
tolerant authentication protocol) is an extended form of TESLA which can provide
broadcast authentication. Ren [6] given a detection methods to ensure the safety of the
MACL program, but this program is only the ability to resist passively. J. Deng etc
[7] proposed a new secure routing protocol, namely, INSENS (Intrusion-tolerant
routing in wireless sensor networks),which is able to tolerate attacks.

In this paper,we first analyse the security challenges in the wireless sensor network
from the application layer, transport layer, network layer, data link layer and physical
layer based on the system model.Then we give the security strategy which usually used
in wireless sensor networks from the key management, security routing, security
integration , intrusion detection and confidence model.This strategy can ensure the data
confidentially implement, reliably generate, efficiently integrate and securely transmit.

2 System Model

A. Network Model

In this work, we consider the wireless sensor networks where all nodes in the network
are homogenous and energy constrained.In order to convenient describe,we assume
that the network is a two-tier structure rather than multi-level topology,namely,the
entire wireless sensor network is divided into many clusters,each cluster has a cluster
head and lots of menber nodes. the communication of cluster members with cluster
head, cluster heads with base station are the single-hop.the information which
apperceived by menmber nodes directly send to the cluster head,then forwarded to the
base station by cluster head. Base station can directly send commands and control
information to all nodes which do not through the cluster head.

Cluster head implements periodic election,when a node to becomes cluster head,it
not only shoulder the task of data fusion and forwarding,but also Still able to perform
cognitive tasks.

We assumed that all sensor nodes are the same and have the same initial energy,
base station determines the selection of cluster head and has enough storage
capacity,processing power and energy,and can store all nodes information.

B. Energy Model

We adopt a simplified power model of radio communi-cation in document [8],
namely, in order to send a k-bit packet information and the sending distance is d, the
sending energy consumption is
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ETx(k,d):Eelech+8amekXdXd (1)
The receiving energy consumption is
ERx(k) = Fetec X k (2)

where Eelec is the energy/bit consumed by the sender and receiver electronics, J/bit,
Eelec=50n]j/bit, . Eamp is the J/(bitxm2), Eamp =100pJ/bit/m2.we commonly assume
that the sending distance and d2 is directly proportional for shorter distance, while the
sending distance and d4 is directly proportional for longer distance, so we can see the
directly sending to long distance is consumed more energy than multi-hop sending.

But the differentiation from the document [9],we consider the processing
consumption in order to proximity real scene, the energy consumption of cluster head
is Ep

Er(k,m) =" 1/3X Eciec X ki 3

i=1

So the residual energy of cluster head is

) ) nl n2 (4)
E@)=EW)~ Y Enknd)—Y En(k)—Ep(k,m),nln2e N
n=1 =1

Where nl,n2 are the cluster head respectively sending and receiving times before
time Ti.
The residual energy of ordinary node is

E (i) = E(i) — Er(kn, d) — Eri(ki) )

C. Security Challenges of Wireless Sensor Network

Wireless sensor networks are much different from common network at nodes and
network properties. Wireless sensor networks security facing a great challenges[10].

e Limited communication capabilities:the communica-tion bandwidth of sensor
is narrow and often changes,its communication scope only cover a few dozen
to several hundred meters.there are frequently disconnected in communication
and often resulting in communication failure.

e Limited power:ithe sensor power is extremely limited and often cause
failure.the constraint of sensor power is a serious problem.

e Limited computing power : the sensor has embedded processor and
memory,but its computing power is very limited.

e A large number of sensors and wide distribution, maintenance is very
difficult,so the sensor network hardware and software must have high
robustness and fault tolerance.

e dynamics:Network dynamics and strong. Sensor network is highly dynamic.
Network sensors, sensing object and the observer may have mobility, and often
has new node to join or have node failure. Therefore,Sensor network must be
reconstructed and self-adjusting .
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e Large-scale distributed triggers. Many sensor networks need to control the
object, so it is very difficult to dynamic manage the thousands of flip-flop .

e Sensing data flow is huge. Each sensor in the sensor networks usually have a
greater flow of data,and real-time. while each sensor has only limited
computing resources, it is difficult to handle large real-time data stream.

3 Analyse of Security in Wireless Sensor Network

WSN framework has five layers ,as shown in Figure 1,such as the application layer,
transport layer, network layer, data link layer and physical layer from top to
bottom.The function of physical layer provides a simple robust modulation,
transmission and access technology;the data link layer is responsible for controlling the
use of wireless channel, reducing conflicts caused by the surrounding nodes;network
layer answer for the data fusion, routing the pre-processed data to sink node;transport
layer is maintain data stream cooperate with application layer;application layer has the
various application-related protocols, software and so on.

Wireless sensor networks typically face four kinds of communication security
threats: eavesdropping, tampering, counterfeiting, and blocking (Figure 2).
Meanwhile, as a depletion-mode network, sensor nodes energy is very limited and
precious,the system function are vulnerable to denial of service (DoS)attacks.

[ﬁ’ﬂ [YD D{D D—TD
4 B a B A B A B

||
M 1 1 1

savesdropping tampeting couttetfeiting hlocking

Fig. 2. The four kinds security threats in woreless sensor networks

There are faced with some security issues in each layer,the specific description as
follows:

A. Scurity Analysis of Physical Layer

The main security problem of physical layer are the wireless communication
interference and nodes fall,including congestion attacks and physical destruction.

B. Scurity Analysis of Data Link Layer

The traditional network security mechanism is not suitable for wireless sensor
networks,the end to end security mechanisms do not apply in wireless sensor
networks,because of the data is continuous processed by the intermediate nodes which
need to access data packets.
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There are two kinds security mechanism of the data link layer :one is use the key
method to achieve information integrity, confidentiality, and authentication.These
research focuses on how to optimize the security protocols for the lack energy and
weak computing capabilities.

C. Scurity Analysis of Network Layer

Network layer routing protocol provide the key network routing services for the
entire wireless sensor network,the attack for the routing may lead to paralysis of the
entire network.Secure routing algorithm directly affects the security and
usability,therefore,it is the key point.

There are various methods to attacks on routing protocols,according to the
attacker's ability,it can be divided into Mote-class attack and Laptop-class attack,in
the former attack,the attacker and the normal node are alike in resource; while in the
latter attack, the attacker have more equipment and resources,such as energy, CPU,
memory, radio transmitter, etc.and will bring a a more dangerous.

D. Scurity Analysis of Transport Layer

Transport layer is responsible for connecting wireless sensor networks with Internet or
external network. The node can not save a lot of information and the node will
consume a lot of energy for sending information,so there is little research on
thetransport layer security protocol.

E. Scurity Analysis of Application Layer

The application layer can provides many services which based on key,such as data
gathering, task distribution, target tracking, etc.So the research of the application layer
security are focuse on the infrastructure,namely,the key management. Currently, the
key management scheme is divided into the pre-configured key scheme and the key
distribution center management.

4 Research on Security Strategy for Wireless Sensor Networks

The research of wireless sensor network security technology are focused on five
areas: key management, security routing, security integration , intrusion detection
and confidence model [11].

A. Key Management

The traditional key management techniques can not be effectively used for WSN.
now,the most study of the key management technology is based on symmetric key
mechanisms which has advantages in the calculation complexity and power
consumption.There are include pre-shared key model and non-pre-shared key
mode;the probabilistic key management and the deterministic key management. such
as LEAP [12] is a typical deterministic key management techniques which use a
variety of key mechanisms.



162 J. Zhang

B. Security Routing

Common routing protocols are easily attacked which mainly consider the efficiency
and energy-saving and little concern about the routing safety.Ganesan etc[13]
proposed the multi-path routing mechanism which can defense the selective
forwarding attacks from malicious nodes. Deng etc[14] proposed the INSENS routing
protocols can limit the harm from the invasion nodes within a certain range and can
continue provide routing services in the case of invasion nodes can not be excluded.

C. Data Security Integration

The goal of data security integration is to rule out the impact from the false
information.in order to this goal, data security integration needs introduce various
security technology based on the general data integration to ensure data integrity,
secrecy ,identification and even introduce the identification mechanism for malicious
node.Such as Hu and Evans proposed SA safety data aggregation techniques [15]
based on UTESLA protocol,which can solve the node invasion and individual nodes
captured. Proposed by Zhu and other false data filtering technology was proposed by
Zhup[16] which prevent the tampered data to reach the base station.

D. Intrusion Detection

Simple password techniques can only identify the invasion of alien node, but can not
identify those captured node invasion, which have the same encryption and
authentication key with the normal nodes. The current study focuses on the invasion
of captured nodes, such as Ye[] proposed a SEF mechanism which is a intrusion
detection mechanisms to identify false data; Wang etc[] proposed a intrusion
detection technology to identify malicious nodes.

E. Confidence Model

Trust model is to establish and manage the trust relationships framework which can
be used to solve many other security problem, Yan etcl [19] using the trust model to
solve the security in the Ad Hoc routing, data protection and other issues.
Tanachaiwiwat etc [20] proposed a method to isolate malicious behavior and
implement confidence-routing based on the location.

5 Conclusions

In this paper, we first analyse the security challenges in the wireless sensor network
from the application layer, transport layer, network layer, data link layer and physical
layer based on the system model. Then we give the security strategy which usually
used in wireless sensor networks from the key management, security routing, security
integration , intrusion detection and confidence model. This strategy can ensure the
data confidentially implement, reliably generate, efficiently integrate and securely
transmit.



Research on the Security Strategy for Wireless Sensor Networks 163

Acknowledgment. We acknowledge the support of High-Tech Research plan of
Jiangsu Province (No.BG2007045),we sincerely thank the anonymous reviewers for
their constructive comments and suggestions.

References

1. Akylidiz, LF., Su, W., Sankarasubramaniam, Y., Cayirci, E.: A survey on sensor networks.
IEEE Personal Communications Magazine (2002)

2. Eschenauer, L., Gligor, V.D.: A key-management scheme for distributed sensor networks.
In: Proc.of the 9th ACM Conf. n Computer and Communications Security (CC5 2002 ),
pp. 41-47. ACM Press, Washington D.C (2002)

3. Chan, H., Perrig, A., Song, D.: Random key predistribution schemes for sensor networks.
In: Proc. of IEEE 2003 Symposium on Research in Security and Privacy, pp. 197-213.
IEEE Computer Society, Berkeley (2003)

4. Jolly, G.: A Low-energy key management protocols for wireless sensor networks. In:
Eighth IEEE Symposiumon Computers and Communications, ISCC (2003)

5. Perrig, A.: SPINS: Security protocols for sensor network. Wireless Networks (5), 521-534
(2002)

6. Zhou, L., Haas, J.Z.: Securing ad hoc networks. IEEE Network Magazine 13(6), 24-30
(1999)

7. Deng, J., Han, R., Mishra, S.: Securit Support for In-Network Processing in Wireless
Sensor Networks (October 2003), http://www.cs.colorado.edu/mishras/
research/paoers/sasn03.gdf

8. Gandham, S.R., Dawande, M., Prakash, R., et al.: Energy efficient schemes for wireless
sensor networks with multiple mobile base station. In: GLOBECOM 2003, pp. 377-381.
IEEE Comunnications Society, San Francisco (2003)

9. Braginsky, D., Estrin, D.: Rumor routing algorithm for sensor networks. In: WSNA 2002,
Atlanta, GA (September 2002)

10. Li, J., Li, J., et al.: Sensor networks and database. Sensor networks and database 10(14)
(2007)

11. Zhu, Z.-j., Tan, Q.-p., Zhu, P.-d.: A Survey of WSN Security Research. Computer
Engineering & Science 30(4), 102-103 (2008)

12. Zhu, S., Setia, S., Jajodia, S.: Leap:Efficient Security Mechanisms for Large-Scale
Distributed Sensor Networks. In: Proc. of the 10th ACM Conf. on Computer and
Communications Security, pp. 62-72 (2003)

13. Ganesan, D., Govindan, R., Shenker, S., et al.: Highly-Resilient,Energy-Efficient
Multipath Routing in Wireless Sensor Networks. ACM SIGMOBILE Mobile Computing
and Communications Review 5(4), 11-25 (2002)

14. Deng, J., Han, R., Mishra, S.: INSENS: Intrusion-Tolerant,Routing in Wireless Sensor
Networks[R] -Technical Report,CUCS-939-02, Department of Computer Science,
University of Colorado (2002)

15. Hu, L., Evans, D.: Secure Aggregation for Wireless Networks. In: Proc. of the Workshop
on Security and Assurance in Ad Hoc Networks (2003)

16. Zhu, S., Setia, S., Jajodia, S., et al.: An Interleaved Hop-by-Hop Authentication Scheme
for Filtering of Injected False Data in Sensor Networks. In: Proc. of the IEEE Symp. on
Security and Privacy, pp. 259-271 (2004)

17. Ye, F., Luo, H., Lu, S., et al.: Statistical En-Route,Filtering of Injected False Data sensor
Networks. In: Proc. of IEEE INFOCOM 2004 (2004)



164 J. Zhang

18. Wang, G., Zhang, W., Gao, G., et al.: On supporting Distributed Collaboration Sensor
Networks. In: Proc. of MILCOM 2003 (2003)

19. Yan, Z., Zhang, P., Virtanen, T.: Trust Evaluation Based Security Solution in Ad Hoc
Networks. In: Proc. of the 7th Nordic Workshop on Secure IT Systems (2003)

20. Tanachaiwiwat, S., Dave, P., Bhindwale, R., et al.: Location-Centric Isolation of
Misbehavior and Trust Routing in Energy-Constrained Sensor Networks. In: Proc. of the
2004 IEEE Int’l Conf. on Performance, Computing, and Communications (2004)



Remote Sensing Image Automatic Classification
Based on Texture Feature

Yunjun Zhan, Yujing Liang, and Jiejun Huang

Department of Resources and Environment Engineering Wuhan University of Technology,
Wuhan 430070, P.R. China
yunjunzhan@hotmail.com

Abstract. Texture feature of ground object not easily change influenced by
environment, so it is stable. In order to reflect object feature better, we extracted
texture feature with wavelet transform method, Including contrast, correlation,
energy and homogeneity. And we do the image classification based on texture
feature. In order to test the method, we adopted QuickBird satellite image to
experiment, and then compared with image classification based on spectral
characteristics. Result suggests, in a way, that the image classification based on
texture feature is able to improve the remote sensing image automatic
classification precision and obtain the better classification effect.

Keywords: Texture Feature, Image Classification, Wavelet Transform,
Classification Precision.

1 Introduction

Pixel attribute described by gray is more beneficial to computer processing, so it only
considers single pixel gray character basically in remote sensing image computer
automatic classification. Pixel gray value characterizes spectrum information of ground
object, reflects the ability of electromagnetic wave reflection and is the more visual
reflection of ground object feature. But due to interference and influence factors of
spectrum information are too many, existing the phenomenon that different objects
have same spectrum and the same objects have different spectrum, therefore,
improving classification precision is not easy. In the visual interpretation, according to
map spot with certain meaning composed of local many pixels, professionals analyze
and reasoning, such as texture feature formed by shape, size, position, correlation and
combination of the map pot. Texture feature is a spatial distribution model which does
not depend on hue or brightness of object surface, reflects the image gray or color,
enable to reflect the visual feature of the identical quality phenomenon in image. It
includes image surface information and the relationship with environment and gives
good consideration to image macrostructure and microstructure. Compared with
ground object spectral features’ easy change influenced by environment , the texture
features of ground objects are stable. Therefore, combined spectral feature and texture
feature of ground object organically is the trend to improve remote sensing image
automatic classification precision.
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At present, many domestic and foreign scholars concern texture feature effect in
image classification and mainly study image classification methods of texture feature
analysis and texture feature extraction. Inheriting traditional image statistical methods,
gray level co-occurrence matrix is usual [1]; in analysis methods based on model, the
application of fractal dimension method is more, most adopt Fractal Brown function,
some improve the fractal method [2]; recently, MRF method is used more, but the main
difficulty is to determine parameter [3].studies have enriched texture description and
feature extraction method and improved classification precision. But the problems are
that features are too much, parameter is not easy to be determined, the realizing is
complicated and the calculation speed is slow [4][5].

According to the characteristics of urban remote sensing high spatial resolution, this
article, consideration to classification precision and implementation complexity,
analyzes and extract object contrast, correlation, energy and homogeneity of texture
feature in the principle of divisibility, reliability, independence and simplicity, and use
discrete wavelet transform to extract image texture feature. Taking urban QuickBird
data as example, experimental analysis proved that the method can improve the
classification precision in high spatial resolution remote sensing image and it is simple.

2 Using Wavelet Transform to Extract Texture Feature Method

A. The Basic Principle of Texture Information Extraction

Wavelet transform has good location capability in time domain and frequency domain,
and adopting gradual fine time domain and spatial domain step to high frequency
component can be focused to any details of image [6]. The advantage of using wavelet
transform to mergence image is that it can keep hue and saturation unchanged while
improving spatial resolution. The basic principle of using two-dimensional discrete
wavelet transform to extract image texture information are as follows: from V?j,;=V*e®
W’ we know that it exists fEV?, gEW?, fi,=fi+g, for two-dimensional image
f(x, y), dyadic wavelet of image is decomposed to:

Fia 3)= Y (Cumbiun )t 2 2D W) €]
k.m
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G, m Dlj, k> mo Dzj, » m and D3j, x» m are image low frequency
component, high frequency component in horizontal direction, vertical direction and
diagonal direction respectively. {hy} (&, is low-pass filter coefficient, {gc}xEz is
high-pass filter coefficient, ® is scaling function, ¥ is orthogonal wavelets,
orthonormal basis of sz composed of {®°, |, nlk, mEz}, orthonormal basis of sz

composed of {¥%, «, wk, mEz}.
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B. The Determination of Texture Measure Index

Gray level co-occurrence matrix is the statistical form of two pixel gray grade joint
distribution in image, namely, statistical law of a pair of pixel gray appearing in certain
direction and with a certain distance is the most representative second-order statistics
texture feature calculating method [7]. This article extracts texture feature quantities
again on the basic of gray level co-occurrence matrix, which is called secondary
statistics. There are many statistics calculated by gray level co-occurrence matrix
method and we mainly study contrast, correlation, energy and homogeneity.

@ contrast: 2)

CON =3 > pli, p)x(i-j)’

i=1 j=1

@ correlation: COR= [iil’(! DX =mx(j- ﬂ} (\jt n) xy(j-n ) A3)

i=l j=1

@ energy: ASM = ZZ pG. ) 4)

=1 =1

@ homogeneous: HOM = ZZ ‘1’( -J) (5)

1+\

n: maximum pixel value, P (i, j) is the element of row i and column j in gray level

co-occurrence matrix .

3 Image Classification Experiment Based on Texture Information

A. Experimental Data Introduction

The experimental image is QuickBird satellite image, spatial resolution is from 0.61 to
0.72 m after fusion, and the spectrum range from 450 to 900nm, including
blue(450-520nm), green(520-660nm), red(630-690nm) and near infrared(760-900nm).
Due to high spatial resolution , clear veins and rich information ,QuickBird image has
been the important urban remote sensing data source. Experimental image is as fig 1.

B. Using Wavelet Transform to Extract Texture Feature

We choose suitable and local square area to be the sliding window starting from left
corner of the image.

Doing n layers wavelet decomposition to window region and according to texture
measure formula, we calculate the texture measure in every frequency band and endow
center pixel as the feature vector, and then we slip the window with step 1,repeating the
steps , we can calculate the feature vector of next window center pixel.

1) Wavelet Base Selection: To decompose wavelet of image and extract the texture
structure feature, we must determine the wavelet base firstly. We select Daubechies4 to
decompose wavelet. Daubechies4 has good orthogonality and supportative property
and is able to do continuous and discrete wavelet transformation and can reflect the
continuity and mutagenicity of frequency signals better[8].
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Fig. 1. Remote sensing image

2) The Determination of Decomposition Level N: Considering filtering, we hope N is
more large, but in image decomposition, N is proportional to image boundary effect[9],
especially when the decomposition level is high, the influence is higher. As the level N
increase, the sub-image information entropy decreased gradually, and the texture
sub-image information is low too. Therefore, we determine the wavelet decomposition
level as 2.

3) Sliding Window Size: We try using 5x5, 7x7, 9x9 size window to do wavelet
decomposition and calculate the texture feature image. Contrasting the texture image,
we can find that the crude texture of texture image getting from big window is obvious
and the small window is more suitable to fine texture extraction. Window has fuzzy and
smoothing effect to image and if the window is too small, the texture has not strong
edge effect. The result suggests that if the window (5x5) is suitable, the texture edge
can be extracted well and it also can reduce the fogging effect brought by small
window.

4) Texture Feature Factors Selection: Wavelet decomposition level and texture
measure index determine that there are too many sub-image using wavelet transform. In
order to find the most effective sub-image to urban object type, we need to compare
them. In this experiment, study area is divided into water, road, grassplot, Tree,
Building and other constractions. Every object is chosen 10 map spot and calculated 24
texture feature, and so we can get the texture value of every object. Calculate the
dispersion of every forest type in 24 texture feature factors and select 6 factors that the
dispersion is larger.
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C. Image Classification Using Texture Information

Image classification adopt the Ecognition software which is object-oriented
classification. We segment the image according to texture feature parameters, and the
image is segmented into many map spot of different size and shape .These map spots
are also called objects. Segment and classify first, and then segment and classify again,
doing this until we get the satisfy classification result. The result is as fig 2 and error
analysis is as tablel.

A

Grassplot

Road

Wate

Other
construction

Building

Tree

Fig. 2. Classification result based on texture

D. Image Classification Based on Spectral Feature

In order to contrast the classification results based on texture feature, the experience
apply supervising classification method based on spectral feature. The result is as fig 3
and the error analysis is as table 2.

In order to test the various objects recognition effect, we do the error matrix analysis
to the classification results. We extracted 150 samples randomly from and different
land category has different samples. In error matrix, the user precision is the proportion
of land category, which represents that we extracted a random sample from
classification results arbitrarily, and its types have the same condition probability with
the ground practical types. Cartographic accuracy is the proportion of land category
samples. It represents that extracting a random sample arbitrarily, the condition
probability of classification results are consistent to the same location in the
classification figure.
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IO

Fig. 3. Classification result based on spectral feature

E. Results Comparative Analysis

From fig 3 and table 2 we can see that Building spectra information is almost the same
to the road spectra information, and the error is much. There is error phenomenon in
other objects, such as the Tree in the water, and building shadow being seen as water
wrongly. The holistic classification precision is 79.33% based on spectra information

Table 1. Error Matrix Based on Texture Feature Classification

Category Water  Grassplot Road Other construction Tree Building  Others
water 22 2 1 0 2 1 0
grassplot 1 25 0 2 0 2 0
Road 0 1 18 0 0 3 0
Other construction 0 2 0 19 2 1 0
Tree 1 1 0 0 24 1 0
Building 0 0 2 0 0 14 0
Others 0 0 0 0 0 0 3
Sampling number 28 21 27 30 15 30 3
Reference number 24 20 23 33 14 38 3
User precision 91.67%  80.65%  85.71% 90.48% 85.71%  63.64%  100%
Cartographic precision  78.57%  83.33%  81.82% 79.19% 88.89% 87.5% 100%
Holistic precision 83.33%

Kappa coefficient 80.06%
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Table 2. Error Matrix Based on Spectra Feature Classification

Category Water  Grassplot Road Other construction Tree Building  Others
water 16 2 0 3 2 1 0
grassplot 3 15 0 2 0 1 0
Road 0 0 20 0 0 7 0
Other construction 0 2 0 26 0 2 0
Tree 0 1 0 2 12 0 0
Building 0 0 3 0 0 27 0
Others 0 0 0 0 0 0 3
Sampling number 24 21 27 30 15 30 3
Reference number 19 20 23 33 14 38 3
User precision 84.21% 75% 89.96% 78.79% 85.71%  71.05% 100%
Cartographic precision  66.67%  71.43%  74.07% 86.67% 80% 90% 100%
Holistic precision 79.33%
Kappa coefficient 75.07%

classification, and the Kappa statistical value is 75.07%. Therefore, we can not reach
the ideal classification precision only using spectra information classification.

From fig 2 and table 1, we can see that there are less errors of building and road, and
the building shadow is classified correctly. The holistic classification precision reach
83.33%, and the Kappa statistical value, which is the degree of coincidence reach
80.06%.

4 Conclusion

In remote sensing image classification, texture information can eliminate the error that
the different objects have the same spectra and the same object has different spectra,
which improve the classification precision and we then can obtain the better
classification effect.

Acknowledgment. The work was supported by the fundamental research funds for the
central universities (no0.2010-ia-057), the wihan university of technology scientific
research found for doctor (471-38650564), the national natural science foundation of
China (41071104), the natural science found of hubei province (n0.2009cda015), the
national high technology research and development program of china (863 program,
n0.2009aa12z201).

References

1. Feng,J., Yang, Y.: Study of Texture Images Extraction Based on Gray Level Co-Occurence
Matrix. Beijing Surveying (3), 19-22 (2007)

2. Qin, Q., Lu, R.: Satellite Image Classification Based on Fractal Dimension and Neural
Networks. Acta Scientiarum Naturalium Universitatis Pekinensis 36(6), 858—-864 (2000)

3. Zhao, Y., Zhang, L., Li, P.: Universal Markov Random Fields and Its Application in
Multispectral Textured Image Classification. Journal of Remote Sensing 10(1), 123-129
(2006)

4. Xu, C.: A New Method for Analysis Image Texture and Its Application, Doctoral
Dissertation. Fudan University (2005)



172

Y. Zhan, Y. Liang, and J. Huang

Zeng, W.: Texture Information Extraction in Remote Sensing Imageries with Gray Level
Co-occurrence Matrix and Wavelet Transform, masteral dissertation. Northeast Normal
University (2006)

Liu, H., Mo, Y.: Modified Texture Segmentation Algorithm Based on Multiresolution
Model. Acta Optica Sinica 20(6), 1620 (2000)

Liu, X., Shu, N.: Application of Texture Feature in Multi-Spectral Images Classification.
Journal of Geomatics 31(3), 31-32 (2006)

Chen, S., Qin, M.: The Classification of Texture and Structure in the High Resolution
Imagery Based on Wavelet Transform. Geography and Geo-Information Science 19(3), 6-9
(2003)

Jin, W., Yu, J.: Image Retrieval Based on Texture Features and EBP-OP Algorithm.
Computer Engineering and Applications 65(8), 61-62 (2002)



The Design and Implementation of Large-Scale Call
Center Management System"

Chuanliu Xie, Junfeng Wang, and Ying Mou

College of Computer Science, Sichuan University, Chengdu 610065, China
chuanliuxie2ll@sina.com

Abstract. With the development of call center, its business become more and
more sophisticated. Its scale is also increasingly large. And its integrated
subsystems become more and more. These make it very difficult to manage a
large-scale call center efficiently and economically. Considering this problem,
the organization of large-scale call center is combed firstly in this paper, and the
functions of subsystems are analyzed. Then a scheme of large-scale call center is
designed. Finally, a large-scale call center management system based on
improved J2EE architecture is implemented. It is proved that the system has
successfully overcome the difficulty in large-scale call center management,
solved the problem of low management efficiency, and achieved intelligent
management and scientific decision-making. The system can meet the
requirements of large-scale call center very well.

Keywords: Index Terms - call center, information system, J2EE, intelligent
scheduling.

1 Introduction

Call center is an organization that provides services to its customers via telephone by its
customer service representatives[1]. A call center is generally composed of the automatic
call distributor, interactive voice response systems, computer telephony integration
systems, database systems, call management systems, and business processing system.
With the development of technologies related to call center, its composition become more
and more complex, its scale is also increasingly large, and the centralized management
of large-scale call center become increasingly difficult. Therefore, it urgently needs a
platform that can manage all the subsystems of call center to provide perfect management
mechanism, improve management efficiency and operational capabilities, reduce
management costs, achieve scientific decision-making and intelligent management, and
ultimately achieve minimum costs and maximum profit.

In recent years, domestic and foreign scholars have done a variety of research on call
center management system. Such as: research on optimization of business
management[2], improvement of service level[3], optimization of human resource[4],
and optimization of scheduling management[5,6]. However, previous research and
schemes are focus on small and medium scale call centers, their research areas are

" This work was supported by the National Natural Science Foundation of China (60772105), the
National High Technology Research and Development Program of China (2008AA01Z208,
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confined to a particular aspect, their business is simpler, and their systems integrate
fewer function modules. So their systems are not suitable for large-scale call center
management. Based on the previous research, we survey the business logic of
large-scale call center, and analyze the problems of large-scale call center management.
We summarize the subsystems’ functions of large-scale call center and design a
large-scale call center management system scheme, and successfully develop the
system based on improved J2EE architecture. Finally, the system is verified in a call
center, and achieved good results.

2 System Implementation Process

A. Requirement Analysis

1) Departments of Call Center: According to lots of investigation and analysis,
large-scale call center generally establishes system maintenance department, personnel
department, project department, quality control department and training department.
System maintenance department is responsible for daily maintenance of the
management system. Personnel department is responsible for personnel recruitment,
arrangement and management. Project department is responsible for the progress of
project to ensure the project can complete punctually and guarantee the quality. Quality
control department is responsible for supervising and assessing the quality of customer
service. Training Department is responsible for working out the future development
plan of company, and providing necessary training for employees as far as possible.
The department structure of large-scale call center is as shown in figure 1.

2) Roles of Call Center: According to staff functions and departments of call center, we
can divide staff of call center into several roles, as shown in Table 1.

Table 1. System User Roles

Sequence Name Function

! /S%}:isrtgr?is trator maintain the whole system

2 General Manager CEO of the call center

3 Personnel view and manage all the personnel
Minister information and all the department

4 Personnel L . .
Administrator maintain the personnel information

5 Remuneration .
Administrator manage the remuneration of employees

6 . make quality control plan, arrange
Quality Manager quality (clontrgllers’ work i i

7 Quality Controller | execute quality control plan

8 Training Minister makf.: training plan according to

requirement

9 Training Lecturer | execute staff training

10 Zil};i?;l;gi tor make staff scheduling

11 Project Minister manage all the projects

12 Project Manager manage a project

13 Class Monitor manage a class

14 Group Leader manage a group

15 Employee agent, answer the phone
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CEO of the large scale call center
General Manager

[Project Department ]|
‘Project Minister,

[
Personnel Department
P ister,

System Maintenance Department
System Administrator

I ]
Quality Control Department ||[[“Training Department |
‘Quality Manager, Training Minister, Training
Quality Controller Lecturer

\ Project C \
‘ Project Manager ‘

Project B
Project Manager

‘ Project Manager

o Group A 1 [ Growaz Group A 3
. T Group Leader, Group Leader, Group Leader,
Class Monitor Group Employees Group Employees Group Employees

Growp B 1 [ Grown2 Growp B 3
% Group Leader, Group Leader, Group Leader,
Class Monitor Group Employees Group Employees Group Employees

i i 1

Growp € 1 [ Growc2 . GroupC 3

Group Leader, Group Leader,
Group Employees Group Employees

Group Leader,
Group Employees

Fig. 1. Department structure of the large-scale call center

3) System Functional Requirement: The goal of large-scale call center management
system is to integrate all the resources to provide perfect management mechanism. The
system should integrate all the management subsystems that business requires. It is able
to combine all the data perfectly via computer hardware and software technology,
telecommunications, Internet and other technologies. It is able to statistics, analysis and
processing all the data, to guarantee standardized management and scientific
decision-making of large-scale call center. And it is able to ensure the informatization
and intellectualization of call center management. Ultimately, it is able to integrate and
coordinate various functions of large-scale call center, and to achieve minimum costs
and maximum profit.

B. Detailed Design

According to business and functional requirements of large-scale call center, we divide
large-scale call center management system into several functional modules as follows:

1) System Management: Including department management and authority management.
For the convenience of using the system, we added a data dictionary sub-module. We
put the conventional data into the data dictionary to make the system convenient to use.
This module is primarily for system administrators.

2) Personnel Management: Including staff archives management, staff demission
management, staff deployment management, and personnel reporting system. This
module is primarily for personnel administrators.

3) Remuneration Management: Including attendance management, performance
management, accumulation fund scheme, social insurance scheme, income tax scheme,
salary formation management, payroll management, and remuneration reporting
system. This module is primarily for remuneration administrators.
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4) Quality Control: Including quality control templates management, quality control
planning management, implementation of quality control, verification of quality
control, and quality control analysis reports. This module is primarily for quality
controllers.

5) Intelligent Scheduling: Including scheduling parameters management, traffic
forecasting, agent forecasting, class forecasting, schedule generating, class table
management, class shift management, and scheduling reporting system. This module is
primarily for staff scheduling administrators.

6) Training and Examination: Including training courses management, training
requirements management, training plan management, training material management,
examination questions management, examination management, and examination
material management. This module is primarily for training ministers.

7) KPI Monitoring: Including monitoring of service level, connection rate, line count,
call count, busying count, ready count, and rest count. This module is primarily for
project managers.

8) Personal Menu: Some of the conventional menus are listed in this module for

individuals, including system message, my archives, my documents, my salary table,

my schedules, and personal password. This module is primarily for every employee.
The functional structure of the whole system is as shown in figure 2.

C. Architecture of System Implementation

Compared to C/S (Client/Server) structure, B/S (Browser/Server) structure can greatly
simplify the loads of client computer, and reduce the cost and effort for system
maintenance and upgrade. So we select B/S structure, and develop the system based on
the J2EE-SSH prototype which is a kind of MVC framework. MVC is a kind of the
most popular software development architectures. The MVC architecture divides
application programs into three core modules: model, view, and controller. Each
module processes its own business separately. The relationship of model, view and
controller is as shown in figure 3.

However, the SSH architecture has some shortcomings, so we made two
improvements as follows:

(1) Since it is not convenient for dynamic asynchronous interaction between the
foreground and background programs with Struts[8], it is used the DWR[9]
framework to be supplemented.

(2) The encapsulation of Hibernate[10] is too high to manipulate the database
flexibly and conveniently, especially for some low-level implementation of
complex queries. In view of this, we developed a database access framework
which is similar with Hibernate. It is able to support the complex queries and
transactions, customize SQL statement and multi-table join query more
conveniently.
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Specifically, the foreground framework utilizes the combination of DWR and Struts,
using the unified operation interface to access database through callback function in
form of objects. The foreground operations of the system are mainly implemented by
JavaScript. Background framework adopts improved light-level object-relation
mapping framework, in which all the database operations are encapsulated into dao
files, and the data that be queried out are encapsulated into Entities. The logic
implementation in the background is achieved through operation-entity-dao. The
architecture is as shown in figure 4.

|:: RPC Authority System
Browser (DWR, Struts) |:> (OperationManager)

Data DB Access Data ]
Acquire <:| (dao) <:I Request <:| Operations

Fig. 4. Architecture of system implementation



178 C. Xie, J. Wang, and Y. Mou

D. Core Algorithm

Core algorithms of large-scale call center management system are mainly concentrated
in scheduling module. They are as follows:

1) Back Propagation Neural Networks[11]: It is used to traffic forecasting. Back
propagation neural network is a kind of multilayer forward feedback network.
According to universal approximation theory: if the hidden layer nodes can be set
freely by requirement, 3 layers S-shaped model is able to approximate to any function
that has limited breakpoint with any precision. In view of this, we used the 3 layers BP
neural network for traffic forecasting. The algorithm selects 6 parameters related to a
time point as input of BP neural network to forecast the traffic of the time point, and
selects 5 hidden nodes, and finally outputs the traffic of the time point. A traffic
forecasting result is as shown in figure 5.
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Fig. 5. A traffic forecasting result

2) Erlang-C Formula[12]: It is used to agent forecasting. The algorithm sets the service
level parameters first, and the required agent count is able to be calculated. The formula
is as equation (1), where W, is the destination service level, ¢ is target waiting time,
E.(m,u) as equation (2) is the probability that a traffic is not answered immediately and
has to wait, u=AT; is the traffic intensity, A is the average customer arrival rate, 7 is the
average call duration, m is the count of agents available, and p=u/m is the agent
occupancy rate.

W, =1-E (m,u)exp(—(m—)t/T,) (H
E ()= (" I m) K" I (1= )5 1K) 2
k=0

An agent forecasting result is as shown in figure 6.

3) Exterior Point Algorithm[13,15]: It is used to abstract mathematical model of class
forecasting. Exterior Point Method is actually the external punishment function
algorithm. Its mathematical prototype is as equation(3), where p(x,my) is the
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punishment function, f(x) is the destination function, m is the punishment factor, and
a(x) is the conditions collection. The algorithm sets a(x) as the result of agent
forecasting and all the other conditions that must be met, and sets f(x) as the sum of
variances that between the result of agent forecasting result and the result that is fitted
by class forecasting. Thus, class forecasting is abstracted to an optimization problem.

4) Particle Swarm Optimization [14,15]: It is used to solve the class forecasting
optimization problem. The basic concept of PSO is looking for the best solution via
group collaboration and information sharing between of the particles in the swarm. The
algorithm sets fitness function of PSO as the punishment function p(x,m;) which is
abstracted by exterior point algorithm, and then look for the best solution in a certain
search space via PSO algorithm. It is proved that the class forecasting result generated
by the algorithm is able to fit the agent forecasting curve in a certain precision. A class
forecasting result is as shown in figure 7.
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Fig. 6. An agent forecasting result
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Fig. 7. A class forecasting result

5) Queue Circulating Algorithm[15]: It is used to generate the schedule. Suppose there
are n classes (including the rest classes), the algorithm will define n queues and connect
all the queues in series, then put the employees into the queues, and finally circulate the
employees in the queues every day to get the schedule. A personal class table of
scheduling result is as shown in figure 8.
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Fig. 8. A personal class table of scheduling result

3 Conclusion

In this paper, we analyze the business and requirements of the large-scale call center
comprehensively and design a good scheme of the management system for large-scale
call center. And the scheme is implemented based on the improved J2EE architecture.
It has a good effect on the application of a call center. It is observed that some
enterprises are ready to establish distributed large-scale call center. The future research
will focus on how to design a management system scheme for distributed large-scale
call center.
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Abstract. Current manufacturing industry is facing an increasing challenge to
satisfy customers and compete in market,and because of lacking communication
among different product development stages often causes consistency problems in
product lifecycle. In this paper, we first analysis the principle and the limition of
distributed PDM,then we design the machine engineering data management
system (M-EDMS) based on the principle of distributed PDM, the whole system
is composed of two modules::the architecture design of M-EDM system,which
have three layers,the first layer is the M-EDM system support level, the second
layer is the core function of M-EDM object layer, the third layer is the user
layer;and the function design of M-EDM system,which have the rights and
organizational management module, workflow / design process management
module, Project management, product structure and configuration management
module, electronic collaboration module, image processing module and so
on.This proposed system designment scheme is well suited for various
applications for medium and small enterprises and has good prospects.

Keywords: Product data management (PDM), machine engineering data
management system (M-EDMS), architecture design, system function design.

1 Introduction

Current manufacturing industry is facing an increasing challenge to satisfy customers
and compete in market. To stay competitive, manufacturing companies are adopting IT
solutions to facilitate collaborations and improve their product development/
production[1]° Among these solutions, product data management (PDM) systems play
an essential role by managing product data electronically.

In traditional industry, because of lacking communication among different product
development stages often causes consistency problems in product lifecycle. The concept
of concurrent engineering, integrated product and process development and others are
introduced [2].While Product data management (PDM) systems enable enterprises to
conduct its business activities in a more efficient way via ingenious management of
product information [3,4].Now it is a important tendency to combine the both sides to
manage all product related data and provide data retrieval for product design and
production. The efficiency and quality of design and manufacturing processes can be
greatly improved by product information sharing and visualization in the system[5].
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There are a lot of data in the enterprise,such as personnel data, financial capital
data, marketing data, technical data, all types of documents etc. and these large
amounts of data has not been effectively addressed.we usually use the PDM to deal
with these large amounts of data in order to effective using. But it exist the following
restrictions in medium and small enterprises[6]:

e There are many confusion of drawing and data management during
designment. the relationship between components is not easy, and it is difficult
to update.

e It is largely change to implement a complete PDM for medium and small
enterprises.

e [tis not realistic to introduce a large-scale PDM because of limited fund.

e Even if the introduction of PDM, which uses only a small part of the function,
the product does not play a major role .

e A large-scale implementation of PDM product cycle is long, small and
medium manufacturing enterprises technical limitations make it difficult to
bear fruit.

e At the same time, the domestic product of PDM is not mature enough.

So , It is necessary to develop own machine engineering data management system
(MEDMS),which meets the actual needs of medium and small enterprises,based on
the principle of distributed PDM and with open interfaces.

In this paper, we first analysis the principle and the limition of distributed
PDM,then we design the machine engineering data management system (M-EDMS)
based on the principle of distributed PDM, the whole system is composed of two
modules::the architecture design of M-EDM system,which have three layers,the first
layer is the M-EDM system support level, the second layer is the core function of M-
EDM object layer, the third layer is the user layer;and the function design of M-EDM
system,which have the rights and organizational management module, workflow /
design process management module, Project management, product structure and
configuration management module, -electronic collaboration module, image
processing module and so on.This proposed system designment scheme is well suited
for various applications for medium and small enterprises and has good prospects.

2 Principles of Distributed PDM

There is no single definition for the product data management (PDM) system,, we
might define it as follow: PDM is product which combine the scientific management
framework and business realities to optimize the enterprises management based on IT
technology. PDM system appeared to be a hot business concerns and applications, in
particular the rapid development in recent years, mainly due to many large
international companies are gradually accepted it as business process reengineering,
concurrent engineering, and ISO9000 certification enabling technology. Currently the
more mature products is client / server model,which is a object-oriented applications
under the relational database management system platform[7].

With the market and international competition, he mode of enterprises operation have
taken place great changes. the product data may be distributed in different regions and
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even different countries, each region is responsible for only a part of product data
generation, maintenance and use;at same time, the region must also be mutual exchange
the product data with other region ,the any region in the enterprise can get all the product
data, the enterprise is develop to the distribution, groups and professional trends, and
more and more closer with the outside world ,so the enterprise come forth remote
collaborative desig, agile manufacturing and other new business organization and
cooperation,which adopt dispersed network manufacturing, off-site product development
and other new Web-based, distributed product development model.

Thus, in a distributed product development environment, PDM system should not
only concern unified data management in the various departments, also consider
regional requirements,any users in the enterprise can use the PDM system at
anywhere to operate data within his purview,which do not know the login server and
data stored in which region. including the PDM system remote configuration, data
query, share, exchange, synthesis and consistency control mechanisms in order to
effectively manage, publish and update product data, ensuring accuracy and
consistency of product data, which is distributed PDM.

3 The Design of Machine Engineering Data Management System
(M-EDMYS) Based on Distributed PDM

A. The Architecture Design of M-EDM System
The M-EDM system based on distribute PDM has three layers as shown in figure 1:

e The first layer is the M-EDM system support level, including the
heterogeneous hardware platform processing system, distributed database
processing systems, network communication services system, and database
management systems such as Oracle, Sybase, SQL Server, DB2, Informix and
so on. This layer is responsible for the dynamic data convert into a few, or
even hundreds of two-dimensional relational tables to achieve the object-
oriented product management requirements.while this layer mainly provides
database operations with the operating system, which included of adding,
deleting, updating ,querying ans so on in the network conditions.
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Fig. 1. The system architecture of the machine engineering data management (M-EDM)
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The second layer is the core function of M-EDM system, including the M-
EDM application server (which encapsulates the business logic) and product
data processing layer.According to the M-EDM system management
objectives ,we establish the corresponding function modules and package the
appropriate business logic code based on the object-oriented analysis and
design, such as system management module objects (including systems
management and work environment settings, etc.), the basic function of the
module object (including the file management object, product configuration
management object, project management object and workflow management
object etc.), these modules can reside in the same application server,and also
can be distributed in different application servers. The main tasks of product
data processing layer are data transmission ,data convertion data access
requests etc.it can achieve data processing among user layer, M-EDM function
layer and database server,so as to form the unity of data which can be accept
by M-EDM system.

The third layer is the user layer, including the application of tools, remote
access users, M-EDM local information management users. The first step is
the basis for information integration,which packages the corresponding CAx
systems, MIS systems, and MRP I system to achieve integrated management
of the system; Second is the product information integration based on the
designment and manufacturing process modeling; Meanwhile, in order to meet
the needs of e-commerce, M-EDM system general use Web technology and
build on the Internet / Intranet / Extranet,it can provide enterprise product
development solutions,so the remote user can achieve remote off-site
operations by access the web server,thus constitute the M-EDM system
publishing platform.

B. The System Function of M-EDM

The main functions of M-EDM system based on distributed PDM are: project
management, workflow and process management, product structure and configuration
management, authority and organizational management, electronic collaboration, and
view / mark for drawing ,classification / retrieval, drawing browse, and image
processing functions. The functional modules shown in Figure 2.
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Fig. 2. The function modul of M-EDM

Authority and organizational management module: Users can only login the
system through inspection, unauthorized users can not enter the system,
therefore, he can not get any information about the data of engineering



186

J. Zhang

drawings. The system users are divided into three levels, namely, the system
administrator (super user), project leaders and ordinary users.

Workflow and process management module: In the long-term production
practice, each enterprises has developed its own product development
processes, such as the development of a new products typically go through
several stages as shown in Figure 3. Preliminary design and type in the product
design process also includes a number of workflow. Product design generally
includes six stages: design, proofing, standard inspection, audit, validation and
approval as shown in Figure 4.Process design includes process planning,
proofreading and approval stage.
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Fig. 3. The several stages of new product developement
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Fig. 4. The diagram of product design approval progress

Project management: is the project planning, organization, personnel and
related data management and configurations in the implementation process, to
monitor the operational status of the project and complete the feedback.
Project management which based on the workflow management provides a
visualia tool,which control the development time and cost, coordinate
development activities and ensure the operation of the project.Its main function
is beforehand project the all aspects of product development, such as
designated officers, provide submitted time of all documents,etc. At the same
time, establish a product structure tree based on the project name,the content of
the product structure tree must be writed and submitted by the designer and
accord with time and other requests.

Product structure and configuration management modules: In the M-EDM
system,we can establisha product  structure tree which describe the
relationship of product composition,through compartmentalize the product
into components and parts,then, components can be divided into biodegradable
or non-decomposable, biodegradable components can be further broken down
into sub-components and parts. Meanwhile,we should also consider the
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concept of replacement parts and interchangeable parts which often appear in
the the product structure relation.

e Digital images management: In order to meet the project needs, M-EDM
system provides a storage which store the electronic image file. M-EDM
system establish a distributed electronic warehouse (Vault) management
mechanism through network file services which provided by the operating
system to achieve effective management for distributed digital images,as
shown in Figure 5. Digital images management includes: electronic image file
storage, drawings networking archive, browse ,query, read and comment on
scanned image, version management and so on.
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Fig. 5. The diagram of distributed e-warehouse management system

e  E-collaboration module: The function of E-collaboration is provide the team
working between the product developer in the distributed environment. such
as e-mail, whiteboard, video conferencing, online chat and so on. Participants
in the design process can be obtained tasks by e-mail and promptly notified
when the associated data changes. whiteboard can allow design teams to
discuss design issues.

e Image processing module: its function is convert the scanned image into digital
image files and store in the system to organize and manage. Including the
explain interface of engineering drawings, the interface of physical
reconstruction and raster vector hybrid editing.

4 Conclusions

In this paper, we first analysis the principle and the limition of distributed PDM,then
we design the machine engineering data management system (M-EDMS) based on the
principle of distributed PDM, the whole system is composed of two modules::the
architecture design of M-EDM system,which have three layers,the first layer is the M-
EDM system support level, the second layer is the core function of M-EDM object
layer, the third layer is the user layer;and the function design of M-EDM system,which
have the rights and organizational management module, workflow / design process
management module, Project management, product structure and configuration
management module, electronic collaboration module, image processing module and
so on.This proposed system designment scheme is well suited for various applications
for medium and small enterprises and has good prospects.
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Abstract. This article discusses the methods by which KPI indicator system of
enterprises is selected and the indicator database is established. Standardization
of indicator description as well as automation of indicator data extracting serves
as the basis for intellectualization of human-computer interface. By taking a
provincial-level mobile communications company for example, this article
focuses on establishment and application of KPI system as well as the design
method of human-computer interface.

Keywords: KPI indicators system, Intelligent control, Human-computer
interaction, Interface design.

1 Introduction

In the context of international financial crisis, competition among enterprises becomes
increasingly intense. Establishment of KPI system serves as an important means to
consolidate performance management and enhance competitiveness.

In the establishment of KPI system, the design of human-computer interface counts
a critical link, with normalization, standardization and intellectualization of indicator
data as its primary content. This article discusses the establishment of KPI system along
with the normalization and automation of input interface. Visualization and
intellectualization of output interface can be realized by means of data mining[1] and
visualization technology[2].

2 Establishment of KPI Indicator System

A. KPI Management

A KPI (Key Performance Indicators) refers to an operable tactic indicator obtained
from the layer decomposition of macro strategic objective decision-making, acting as a
pointer for monitoring the effect of implementation of macro strategic decision[3].
Generally, KPIs are used to reflect the effect of strategy implementation.

KPIs are the key indicators for measuring the effect of implementation of enterprise
strategy. They are used to set up a kind of mechanism to transform enterprise strategy to
internal process and activities, so as to constantly enhance core enterprise competitiveness
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and continuously acquire high benefits, and to make the assessment system not only an
incentive and restrictive means, but a strategy implementation tool.

KPIs are obtained by decomposing the overall strategic objective of an enterprise,
reflecting the key driving factors (KDFs) that have the most effective influence on
enterprise’s value creation. The value of setting up KPIs lies in that, operators and
managers may focus on operation that can give the greatest driving force to
performance, and may diagnose in time problems in productive and operating activities
and take measures to improve performance level.

KPIs conform to an important management principle-- 80/20 Principle[4]. The
80/20 rule exists in an enterprise’s value creation process, that is, 20% of backbones
create 80% of the enterprise’s value; and this rule is also applicable to every employee,
namely, 80% of task is finished by 20% of key behaviors. Therefore, we must analyze
and measure the 20% key behaviors to grasp the center of performance assessment.

B. KPI System and KPI Warehouse

KPI system is a system formed by layered and classified indicators obtained from layer
decomposition of strategic objective. It is a quantitative and behavioral standard system
for appraising and managing personal performance. In the process of operation, along
with the changes of market environment and internal conditions, operators and
managers will set forth different strategic objectives for different periods, and
managers will adjust their focuses accordingly. Employees must be guided to pay their
attentions to current key points of operation by changing and adjusting performance
indicators. The KPI systems centered on by an enterprise in different periods are called
strategy-oriented KPI systems, and all the KPI systems make up a KPI warehouse.
Enterprises must form dynamic and open KPI resource warehouses by constant
perfection and accumulation. They may directly select KIPs from KPI warehouses
according to adjusted strategies to carry out assessment and evaluation.

C. Selection of KPIs and Establishment of KPI System

The principle of determination of KPIs is SMART[5]. SMART principle is important
for the determination of KPIs. It is an acronym of five words, i.e. Specific (accurately
targeted, properly refined, and changeable according to situation); Measurable
(quantitative, behavioral, data or information are accessible); Attainable (realizable in
an appropriate time limit after efforts are made); Realistic (provable and observable);
and T(time-bound, concerned with time unit and efficiency).

Methods for Selection and Determination of KPIs
In general, the following key points should be grasped to determine KPIs:

(1) Individual and departmental objectives should be connected with the overall
strategic objective of the company, and the overall situation should be taken into
account.

(2) Enterprises should pay attention to the hierarchy of objective while applying
KPIs. A very vital task in performance management is to determine the goals for
performance management in aspects of organization, departments, flows, and
employees. And corresponding performance goals should also be set up from
macro to micro and from whole to parts.



Design Study on Human-Computer Interface in Kpi-System of Enterprises 191

(3) The indicators should generally be stable, that is, if the operation flow remains
the same, key indicators should not be largely changed.

(4) Key indicators should be simple, clear, and easy to implement, accept and
understand.

(5) KPIs should be standardized and defined. A List of KPI Definition and

Description should be set for every KPI (as shown in Table 1). Several lists of
such kind of an enterprise constitute the concrete content of its KPI system.

An Example: Design and Establishment of KPI System

An enterprise’s KPIs are not produced out of some managers’ imagination, but the
outcome of collective wisdom of specialists, managers and common employers, in
which specialists are especially important. Usually, the KPIs of an enterprise compose
of the following three levels: enterprise-level KPIs which are evolved from strategic
objective; department-level KPIs which are determined according to enterprise-level
KPIs and department responsibility; and performance measurement indicators, that is,
department-level KIPs which are practically applied to specific positions. Generally, in
the KIP system, it is very important to fix the first level because the follow-up KPIs will
be determined accordingly. And unreasonable enterprise-level KPIs will result in bad
operability of the latter two levels, and further affect the performance of the whole
enterprise.

The design of KPI system is very complex, involving determination of work output,
establishment of assessment indicators, laying down of standards for assessment,
establishment of KPI system, and review of KPIs. In order to make the system fit for the
company’s actual situation, repeated verification and modification are needed (as
shown in Fig. 1).

. . . . A
Modification Modification Modification Feedback
Fe T = ——— 1
1 1
Determinationy of work : Estaplishment Layingy down of : -
output | of assessment standards for | Review of KPIs
: indicators assessment :
1 1
[ I I _
KPI system
® Define ® Determine indicator @ Set up basic ® Objectivity of

organizational
objective, increase
output in a top-down
way

® Draw up customer
relation chart

® Carry out weight
division for every
work output

types according to
different work outputs
® Design assessment
indicators by SMART
principle

® Carry out weight
division for every
work output

standards and
standards of
excellence

® Appoint assessors
® Work out the way
of evaluating the
standards

indicators and standards
©® Comprehensiveness
of indicators and
standards

® Operability of
indicators and standards
® Feedback and
modification of
information

Fig. 1. KPI system design
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To construct the KPI system, a certain indicator set and suitable system building
approach must be adopted. For the construction of indicator system in the mobile
communication company, we utilize indicators which are based on current KPIs and
which are worthy to be assessed as well as classification and gradual-layering methods
to establish the above system. It is built up on the basis of the following aspects:

(1) Current KPIs and those worthy to be assessed

Since indicators having managerial significance and adhering to the overall corporate
strategy should be included in the KPI system, KPIs are the core of the system; Every
year, the mobile company carries out performance assessment in its branches by some
assessment indicators, in which some overlap with KPIs and others are worthy of being
assessed. All of them should be involved into the system.

(2) Establishing KPI system by classification and gradual-layering methods

As the indicators are divided by management level into strategy layer, department layer
and position layer, which are laterally classified and longitudinally subdivided,
naturally, the KPI system should be established by classification and gradual-layering
methods.

We classify indicators by function domain of the company. The grades in
classification are dynamic, that is, they are not constant. Indicator grades can be
increased or reduced according to the longitudinal depth of indicator management
conditional on complete involvement of all the relevant indicators and close connection
between every indicator with its father class.

The first grade indicators are divided into seven classes by function domain analysis:
finance, network quality, market operation, group customers, capital expenditures,
business support, and safety production. Each of them has corresponding
sub-indicators.

In consideration of the following aspects, indicators are divided without defining the
grades: different department/position functions require different complexity of work,
leading to different indicator quantity and complexity, and therefore, more complex
function domain calls for more indicator grades, while function domain with fewer
indicators demands simpler indicator grades; just like contents of books, chapters that are
more inclusive need to be divided into section, subsection, etc., while chapters with less
content only need to be divided into sections.. In order to effectively organize indicators
and exposit the whole system, we need to conduct indicator encoding. The encoding
method should include all the indicators and embody the principle of lateral classification
and longitudinal subdivision of indicators at the same time. Based on analysis and
weighing, we adopt the method of “class code” plus “indicator number”’[6].

The depth of indicator system is grade three. Codes of first grade indicators are two
capitals, that is, abbreviation of corresponding Chinese Pinyin. For example, Market
Operation class is represented by SC (Shichang); Network Quality class, WL
(Wangluo); and Finance class, CW (Caiwu). Classes of second grade and below are
expressed by two-digit orderly numbers (range: 01-99).

The whole indicator system is of “tree structure”, in which leaf nodes are concrete
indicators, and non-leaf nodes may be a kind of subclass nodes or concrete indicators.
And there are calculation formula and statistical method for such indicators; they are
subclass nodes, too. For example, Node WLO03 in the above figure is a concrete
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indicator, and it also contains several sub-indicators: WL0301, WL0302, WL0303, and
WL0304. Therefore, while encoding concrete indicators, we need to cover all the leaf
nodes and non-leaf nodes which are concrete indicators. For example, in CW
indicators, net income ratio and net profit rate are CW01 and CWO0101, respectively.
And a standard description sheet is made for every indicator[7] (as shown in Table 1).

Table 1. A case of KPI description

CW0101 Indicator Met profit rate

TAETE

Code

Indicator | This indicator mainly assesses the situation of completion of budget of net profit

definition | rate of branch office. Assessment and scoring is carried out by objective method

Dita Finance Dept, + Fnancial statements
SOUICE

Statistical | Met profit 15 calculated according to the caliber of financial statement, and eperation
caltber revenue 15 calculated in the light of the caliber of finance department.

Met profit rate=net profitfeperation revenne *100% i of | %o
Calculation

gzl teasurement

Method of | Semi-automatic collection; according to the net profit and operation revenue of
collection | monthly financial statemnent, the indicator is calculated by the formula

Relevant department  Finance Dept. Supportedby | Each branch office

Name of indicator Net profit rate

Data domain  Jan 2008 to now

Statistical Atthe end of each month

frequency

Dimensionality  Granularity

Date Month/ Tear
Eegion Eachbranch office
Remarks Filled outhy | ***

Indicators are divided into seven classes by classification and encoding standards,
totally including 107 indicators: market operation (37), network quality (32), safety
production (17), financial performance (7), group customer (6), capital expenditures
(5), and information and business support (3).

3 Design of Human-Computer Interface

Human-computer interaction design is embodied in the design and realization of
system input/output interface. The following passage proceeds in terms of input and
output.
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A. Standardization of Indicator Data and Automation of Data Acquisition

Automation of data acquisition is based on standardization of indicator data description
and storage. In the past, departments within a company form a system that is lacking in
coordination. It is not yet scientific and standardized due to lack of unified standards as
well as difference in scope of statistics and computing methods.

After 107 description sheets (e.g. Table 1) are made, description codes are produced
for every indicator. The indicator data in the indicator survey sheets is first hand
information of the company. Then, we will analyze these data and dig out their intrinsic
characteristics from different angles.

First, conduct data modeling to produce database of indicators, that is, indicator data
sheets that can be stored in database; then, convert the data in indicator survey sheets
into indicator database by indicator data extraction program.

Thanks to the establishment of indicator database, indicator values can be directly
obtained through the existing system. Approach: open the indicator database;

Then, read the data and select the required indicator values in accordance with
database schema; in this way, automatic operation of input interface is achieved.

B. Visualization of Output Interface

On the basis of that, create query views (incl. basic query views and complex statistical
views) by SOL. We can conveniently acquire the distribution characteristics of
indicators on time, class, and collection method with these views; finally, we convert
these characteristics into EXCEL and PAJEK files to conduct data analysis.

EXCEL, a popular software tool developed by Microsoft Corporation, is
characteristic of providing result data in the form of histogram, pie and line graph etc.
In this way, cut-and-dried data is visualized, which wins popularity among users.

PAJEK]8] is a visualization tool capable of alluding ASCII data into two-dimension
color images. This suffices to reveal the data-to-data relation, and output is carried out
through the visual result. People can analyze and master its regularity to carry out
intelligent control by means of visual result.

4 Conclusions

The establishment and application of KPI system, in spite of spending much manpower
and material resources, is an effective measure to enhance competitiveness. First,
different departments within enterprises need to formulate various KPI indicatores
which not only conform to international standards but also adapt to actual conditions of
their own units; the indicator system is then established upon verification by experts,
managers and executors with the overwhelming majority of stuff. The mode is defined
by relational database technology and the indicator database is created.

For the purpose of successfully establishing and applying indicator database, the
design of human-computer interface is the main content, with achieving
standardization and automation of input interface as the primary goal plus
intellectualization and visualization of output interface as the development orientation.
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Abstract. Through analyze the fracture theory in grinding brittle materials, the
critical force and cutting depth are brought in. Consider the affection for cutting
thickness from the swivel angle a between the wheel axis and the wheel axis by
geometry analysis. The reasonable finite element model has been built to
explore the critical conditions from brittle mode to ductile mode according
indentation experiment. The conclusions were drawn at last to provide reference
basis for grinding experiment of brittle materials.

Keywords: Ductile mode, Critical conditions, Cutting thickness, Simulation,
Swivel angle.

1 Introduction

Application of brittle materials in high performance structural applications continues
to be elusive despite concerted global research efforts in the last two decades. The
economic feasibility of high performance ceramics depends on how efficiently they
can be machined by grinding. To get better performance of brittle materials
components, the technology of grinding has been applied widely to be used in the
manufacturing for them. In the process of grinding brittle materials, the surface
quality is affected by the way of removal materials. Unfortunately, the machined
components are most likely to contain a deformed layer, surface cracks, residual
stresses and other damages, and the brittle materials usually have hard character,
which makes that grinding can comprise up to 80% of the total cost. The latest
grinding research shows that although the brittle materials still could be machined in
ductile mode while adopting appropriate machining parameters, which can improved
the performance of brittle materials component increasingly [1-3].

High speed grinding has been used into machining the brittle components, especially
for the cylindrical component. The novel cylindrical grindin’g technology is achieved
through change the angle between the wheel axis and the workpiece axis, the swivel
angle is named a, so is high speed point grinding which make quick-point grinding wide
to research the critical conditions in brittle-ductile mode transition. This paper will show

" This work is supported by NSF Grant #50775032 and BSRCU:N100603006.
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the basic principle for machining brittle materials in theory, through adding the swivel
angle of o to grinding geometry model and carry out the simulation for indentation
between the single abrasive and the workpoiece, the new model of cutting depth can be
introduced to research the affection for ductile mode[4-5].

2 Theoretical Analysis of Factors for Affecting Critical Conditions

A. Indentation Fracture for Brittle Materials

The traditional method to research breakage of brittle materials is to adopt indentation
experiment through changing the normal force to show the mode through measuring
the hardness of the brittle materials. Reference [1] introduced the concept of critical
normal loading P.. While the normal load P less than P,., the deformation of brittle
materials belongs to plastic deformation. However, the value of normal force is hard
to control, and the shape of the diamond indenter can not stand for grinding process
completely. So the indentation experiment could show the facture principle of brittle
materials, but not be suit to research the critical conditions into ductile grinding.

| plastic
—7 " deform

lateral crack \

|
medial crack

Fig. 1. Indentation phenomenon

The indentation fracture mechanism is show as Fig.1. The shape of the indenter
was reflected on the surface of the workpiece, which can be used to research the main
factors to affect the plastic deformation and fracture. The deformation zone has been
depicted in different fill in Fig.1, and the depth of plastic deformation and the fracture
crack are marked in it. There are cracks distributed on the round and bottom of the
plastic deformation, which are named lateral crack and medial crack according to
their position to research facility. Reference [3] explained the produced phase of
medial crack and lateral crack, the former emerges in the loading process while
entering the brittle mode from ductile mode, and the later is in the phase of unloading.
While assuming the normal load P was implemented on the surface of brittle
materials, so the relationship between P and the indenter size could be expressed in
Equation 1.

P =kHa* (1)
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Where £ is the geometry factor of the indenter, H is the hardness of the brittle material,
P is the normal load. As P is increasing, the plastic zone will be enlarged until the
medial crack emerges. The critical normal load P, will appear while the micro-crack
is intended to be just produced, and P, could be expressed in Equation 2.

K

P = ﬂoKu( I_}C

) @

where Kic is the fracture toughness of the material, 4, is the integrative affected factor.
And It could be concluded whether the grinding of brittle materials in ductile mode or
not depends on the value of normal load or other related parameters. The basic theory
for fracture of brittle materials will provide support for simulation or experiment
analysis of critical transition of grinding mode.

B. Analysis of Cutting Depth in High Speed Point Grinding

In high speed point grinding, the diameter of the wheel is much larger than the
cylindrical workpiece in normal, and it was usually used in machine all surfaces of
cylindrical component by once holding, which can achieve the high grinding
productivity and avoid the affection for grinding precision from repeated fixing. So
the grinding depth a, is so important to affect the machining productivity. For
researching the affection for critical transition condition of grinding mode from
grinding depth, the followings conditions will be assumed to discuss the geometry
model of grinding.( i ) The abrasives are distributed equidistantly on the round of the
wheel; (ii ) The cutting edge height of single abrasive is equal; (iii) The contact arc
will be seen as a straight line while the wheel diameter is so large. To compare the
difference of cutting depth by single abrasive, reference [5] has got the equivalent
diameter d, to facilitate further research while a or not. According to the geometry
model got former, the equivalent diameter d, of the wheel in point grinding can been
expressed as Equation 3.

dS dW

SR 3
d,+d cos’a ®

e

Agamax
-
"C_[j(_'/ ~y

Fig. 2. Diagram of cutting thickness
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Where d; is the diameter of the wheel, d,, is the diameter of the workpiece, a is the
swivel angle between the wheel axis and the workpiece axis. While a exists, d, will be
amplified in theory while other parameters wouldn’t be altered. Fig.2 shows the
diagram of grinding process with the maximum cutting thickness and the affection for
it from o, and the maximum cutting thickness a,,,, is expressed as Equation 4.

12
a4 = 4v, cosa |4, @
g max

vN,C \d,
Where v,, is the speed of the workpiece, v is the tangent speed of the wheel, N,is the
number of the dynamic effective cutting edge, C is the coefficient related to the edge
density, a, is the grinding depth. While the other grinding parameters is same except
O, Agmax 18 lager than aggyay, that is the maximum cutting thickness becomes thinner in
the affection of a. It can decrease bearing force by single abrasive and reduce the
micro crack in surface or subsurface. So the critical cutting depth can be seen as one
of the critical factors.

( workpiece (
Fig. 3. Actual painting of cutting by single abrasive

i 2_ﬂo[l<_j “
a

a, =cot(=2
e =€) H

The critical cutting depth a,. in ductile grinding is expressed in Equation 4. Where
0y 1s the top angle value of the abrasive, a is the size coefficient of the abrasive, K, is
the dynamic fracture toughness of the material.

While only grinding brittle materials belongs to ductile mode, the surface
performance will be improved, that is say the maximum cutting thickness must be
smaller than the critical cutting thickness a,,. It was concluded that the brittle materials
is removed in the ductile mode while a,,,,<a,. while the grinding depth a, is ensured,
Agmar<dgamax can be concluded through above analysis. So when the critical cutting depth
is ensured according to the special brittle material, lager grinding depth a, can be
achieved in ductile mode but not affect the surface performance in high speed point
grinding, which can improve the grinding productivity for brittle materials.
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3 Simulation Analysis and Resualt

A. FEM Model of Indentation

Finite Element Method has been used to predict the temperature, the residual stress,
the grinding force and the grinding energy distribution induced in the workpiece by
the entire wheel during the grinding process[6]. The approach includes many types of
grinding such as conventional, creep-feed, cylindrical grinding and high efficiency
deep grinding and so on, especially for the value of hard to measure. This paper builds
the FEM model to explore the critical conditions in grinding from brittle mode to
ductile mode.

\\- P / Abrasive

Workpiece

Fig. 4. FEM model of indentation by single abrasive

The built model is shown as Fig.4, which includes the abrasive and the workpiece
of brittle materials. The single abrasive was seen as analytic rigid, which couldn’t
deform while bearing pressure. In real grinding, the diamond will adopted to grinding
brittle materials. The property of brittle material used in simulation is shown in Table
1. The fixed velocity along the reversed direction of Y axis is applied on the abrasive.
The dynamic explicit analysis was set and the running time would last for 0.3s to
ensure the enough time until the deformation from initial elastic to plastic, and to the
fracture at last. In the process, the semi-circular part of the workpiece was fixed to
make the boundary located in the internal part of the workpiece.

Table 1. Material Property

P( T/mm3) E(MPa) % Y(Mpa) E,(Mpa) o(Mpa)
2.4x10° 290000 0.18 4500 3.4 0.45
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(a)Plastic deformation
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(b)Fracture crack

Fig. 5. Two results in different normal forces

B. The Simulation Result and Discussion

Fig.5 shows two different results while enforce different normal loads, (a) expresses
that plastic deformation occurs on the contact area between the abrasive and the brittle
workpiece with the normal load. It presents that the load P in (a) is less than the
critical load P, and no fracture happens. On the other hand in (b), the medial crack
emerges in the bottom of plastic zone while P >P.. However, lateral crack growth
occurs during the unloading phase in above analysis, so but in this simulation, the
unloading wasn’t added in it to reduce computational time .But it will not affect the
conclusion because the purpose of the simulation is to find the critical load or other
critical conditions.

To get the critical load in the simulation, the curves presented more information
should be extracted in the simulation.
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Fig. 6. The relation between load force and time

C. The Critical Condition of Ductile Mode

Fig.6 shows the force extracted from the reference point fixed on the abrasive, which
reveals that the against force from the brittle materials is increasing with the
simulation running, there is not directly relation between the normal force and the
grinding mode either brittle or ductile. But in actual, as the load increases, the
grinding mode will transit from ductile to brittle. Because the affection for the force
from friction wasn’t considered in it, the obvious change hasn’t been seen in the
curve.

Fig.7 shows the relation between the total energy and the running time, the total
energy includes the abrasive and the workpiece. In FEM model, the initial total
energy is set to zero, while the crack emerges in the surface, the energy will lose
accompanying with the flying cutting scraps. At the time runs on about 0.15s, the
energy decreases obviously, which expresses the initial last plastic deformation has
changed, that expresses the facture crack occurs in the surface or subsurface. The
crack may is very small or in the subsurface, but the phase isn’t belongs to ductile
mode.

To find the simple parameter to control grinding in ductile mode, the cutting
thickness a, is feasible and controllable. While a,,..<a,., it belongs to ductile mode.
In high speed point grinding, the larger grinding depth a, can be adopted because
Qgmax> Qgamar- Through indentation simulation, the critical grinding depth can be
ensured to guide the experiment for machining brittle materials. The method is
positively useful to reduce the cost for finding the ductile mode through a lot of
experiments, especially for so many kinds of brittle materials. Although it has
difference with the real critical value, the method could be adopted to lessen the rang
to get the real critical vale through other methods.
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4 Conclusions

Through above theoretical analysis and FEM simulation, the conclusions could be
drawn as followings:

The indentation experiment has been used widely to research the critical
conditions from brittle mode to ductile mode while machining brittle materials.
The critical condition can be expressed by normal loading, cutting thickness
and grinding depth.

In high speed point grinding, the cutting thickness becomes thinner with o is
brought in the geometry model at the same other parameters. The larger
grinding depth could be set to increase the productivity while grinding
cylindrical component of brittle materials.

Through the FEM simulation for indentation by single abrasive, the plastic
deformation and facture crack could be shown distinctly, and the total energy
will decrease abruptly while the crack emerges in workpiece surface or
subsurface. The method can provides theoretical reference for grinding brittle
materials in actual.
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Abstract. The core of question answering is a searching based on natural
language understanding. Because of the flexibility and complexity of Chinese, the
study of the Chinese question answering has become very difficulty. The current
Chinese question answering relies on keywords to query and retrieve the answer.
The nature of these systems is the keyword matching. It is a kind of simple natural
language understanding. Its answering accuracy is low. In this paper, the research
methods of the question answering in Chinese syntax and semantic analysis,
which based on the knowledge representation of the conceptual graphs, is
proposed. According to the methods, the question answering is formal defined,
and the system structure is designed. The conceptual graphs of the interrogative
sentences in Chinese are also constructed by common statement in Chinese
interrogative sentences in this paper. After test, the conceptual graphs of the
interrogative sentences reflect the basic situation of existing questions in Chinese,
and the solution is feasible. The research methods are valuable for the question
answering and natural language understanding.

Keywords: Conceptual graphs, Knowledge representation, Question answering,
Natural language understanding.

1 Introduction

The automatic question and answering system (QA for short) is a very stimulate field
in the natural language understanding (NLU for short). Its research includes
comprehending the question asked by the customer, automatic searching the large-
scale information resources, and returning an accurate answer which can satisfy
customer demand. The main technique used by QA is NLU. The research about this
field is long before abroad, and has already obtained many pleased results. There are
some important examples, e.g., Start system which is developed by Massachusetts
institute of technology based on the web, and AnswerBus system which is developed
by university of Michigan can be used by many languages. In our country, this
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research is late. Because of the complexity of Chinese syntax, semantics and
representation, the successful system about QA is less. In recent years, the well-
known system is HKI, which is a QA based on the knowledge developed by Chinese
academy of science [1].

In the current Chinese QA, the import of the system is natural language sentences.
The QA must split the sentence as keywords, tags words and computes words
frequency from the natural language sentences. Actually, it is still belong to keyword
match. For example, the sentence "' [E 7 #( /& W I (Where is the capital city of
China) ?" can be split as keyword sequence "< [E>+<F #f>"[2], and expanded as "<
rh e AR [ > < [ > <L D +<AT B R > < RO <JE #7>, ete. Obviously, this
method is a kind of keyword match, which is the more simple comprehension in
NLU. Its effect is also worthy to improve further. In this article, QA based on the
knowledge representation of the conceptual graph (QACG for short) is developed by
analyzing and researching the existing QA. The system can well comprehend
semantics of Chinese sentences and return an accurate answer.

2 Basic Concepts

The main difference of QACG with other QA is that QACG based on the conceptual
graphs and comprehend Chinese sentences really. In order to analyze and design
QACG, the conceptual graphs must be introduced firstly.

A. Conceptual Graphs

The conceptual graph (CG for short) is a kind of the knowledge representation which
gathers linguistics, psychology and philosophy. The foundation of CG is semantic
network [3]. Its main advantage is that the language knowledge and deep case relation
in sentences can be represented. B.J.Granet etc. has already proved that CG is a kind
of excellent knowledge representation which has been widespread accepted by Al
scholar.

Definition 1. CG is a knowledge network consisted of concept nodes and the relation
nodes. It is a finite, connected and bipartite graph.

CG=(C, R, F)

Where, C is a set of the concept nodes, R is a set of the relation nodes,
Fc(CxR) U (RXC) is a set of relations between concept nodes and relation nodes.

In CG, the conceptual node can represent any concrete concept, abstract
conception, real object and attribute. It is drawn as a box with conceptual type label
and conceptual reference which can be individual or a set. The relation node can
represent deep layer relation during the concepts, which is drawn as a circle with
relational type label. An arc with an arrow that links a box and a circle shows the
effect relation during nodes. For example, the sentence “A cat eats meat with paw”
can be shown in figure 1.
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(AT Je—(RaND¢—{ AT J—>(OBD—»{ WFAT]

Fig. 1. Conceptual graphs representation

In the figure 1, the relation AGNT is the issuer of EAT; the relation OBJ is the
object of EAT. The relation MANR is a method of EAT. The conceptual CAT: *
shows that it could be any cat. The figure 1 can’t be typed easily at a computer. In
order to process easily, the linear form of the CG is used in the computer. In the linear
form of the CG, a box bracket is replaced by a square and a circle is replaced by a
bracket. In the linear form, the figure 1 can be shown as

[EAT]—(AGNT)—[CAT: *]
(OBJ)—[MEAT]
(MANR)—[PAW]

Obviously, the CG can represent not only the case grammar relation AGNT and
OBJ, but also the deep relation MANR. The CG is an effective method to represent
natural language.

In the research about QA in this article, the CG is the basic knowledge
representation.

B. Formal Definition of QACG

The QACG can generate an accurate answer according to natural language claim by
querying database and network. For detailing the structure of QACG, some basic
concepts are showed in this section.

Definition 2. A Chinese sentence S is

S=qoq192- - -qn

Where, q;(i=0,1, ..., n) is a word in S. For arbitrarily word q;(i=0,1, ..., n-1), the g;
which located in q;,; left is noted as q;<q;;1-

Obviously, Chinese sentence is a kind of order relation of Chinese words. Different
word orders represent different sentences. In these words, some are keywords, and
others are modifier words. For example, in the sentence of "' [F ] 75 #f5 &Mk L2,
the keyword sequence is "<HE>+{E#E>". In QA, the keywords’ sequence is very
important. According to definition 1, a sentence can be defined as:

Definition 3. After pretreatment y, a sentence S is
W(S):k()klkz. . .km

Where, ki(i=0,1, ..., m) is a keyword drawing from the S, and m=n. If the sentence S,
and S, have same keywords sequence after pretreatment, S; and S, are
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equivalence and note as S,=S,. For example, "7 [E 1) &5 #B =Ml L 2" and "Ml L&
7 #B?" are equivalence sentences.

Obviously, the relation = is an equivalent relation. By the relation =, the
classification of answer sentences can be acquired. The aim of QA is to acquire an
answer set through searching the resources and partitioning answer sentences. The

perfectly QA can be formal defined as:

Definition 4. QA is a 4-tuples:
QA:(S()7C7F5A)

Where, S, is a natural language sentence, W(So)=kokks...ky, , K={kili=0, 1,..., m} is
keyword, Context C is a resources set drawing the problem, FEKXC is the relation

between K and C, ACF is the answering set.
According to QA in definition 4, QACG can be formally defined as:

Definition 5. QACG is also a 4-tuples:
QACG= (Go, C, P, Go)

Where, Gy is a CG of the Sy, C={G, G,,..., Gy} is resources set. The operation
P={®,IT},® is the biggest conjunction, G =®(G;;, G, ..., Gi), [1:Gy—G is Gy
projection on G. The GA=II Gy is an answer of QACG about sentence S,.

Above definitions, the essential difference between QA and QACG is that the
answer of QACG is accurate and simple.

3 The Structure of QACG

According to QA structure [2,4], QACG structure is designed in this section. QACG
includes the question analysis module, information search module and answering
extraction module.

A. The Question Analysis Module

The question analysis module is showed in figure 2. In the figure 2, the preprocessor
splits a question sentence into words, and processes synonym. Then the lexical
analysis identifies the words and processes vocabulary. If the word is not included in
dictionary, the system reports the wrong information. Moreover, the lexical analysis
will ignore unimportant words to increase flexible of the system. The parsing program
analyzes the structure of sentence based on the vocabulary, dictionary and phrase
structure grammar. If structure of sentence is correct, the system will output the
parsing tree. The CG maker converts the parsing tree into CG and the
match/reasoning infer regular graph which is a CG with positive meaning. The regular
graph is a basis of information index and formation answer.
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B. The Information Search Module

The information search module (see figure 3) mainly includes the search agent, CG
maker and match/reasoning. The search agent starts the searches engine according to
the regular graph from the question analysis module and searches the answers in the
network, database and knowledge base. The searched results are regular graph sets
which are called search set, and the answering extraction module draws the answering
by search set.

C. The Answering Extraction Module

This module includes CG clustering, background CG (BCG for short) generating,
project matching and natural language builder. First, the answering extraction module
computes correlation measure of the regular graph in searching set. According to the
correlation measure, CG is clustered and a set of CG is formed in this module. Through
the maximum conjunction match in CG which has maximum correlation measure, the
BCG is found. In conclusion, the answering CG is formed by the working CG project
on the BCG. By means of augmenting phrase structure grammar (APSG for short)
database, the language processor converts the answering CG into a natural language.
For making the language naturally, the optimizing program turns the natural language
more excellently. The answer extraction module is showed in figure 4.

’ | Question analysis |

Synonym

Y

CGs generating

@t Il

Match/Reasoning

Regular graph

N

Information Answering
search extraction

Fig. 2. The question analysis module
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Fig. 3. The information search module

4 The CG of the Question Sentence

The expression of Chinese interrogative sentence is more agility. It can be divided
into direct and indirect speech act in the speech act theory [5]. The right and wrong,
reiteration and choice belongs to direct speech act. Others as instruction (include
claim, suggestion and order) and judgment belongs to indirect speech act. In this
section, the interrogative sentences are defined based on the sentences classified and
recentness principle [6] between question word and predicate. An interrogative
sentence can be defined as:

Definition 6. An interrogative sentences is a 3-tuples:

(QF,.S)

Where, Q is a question phrase, the F, is a grammatical functions in the interrogative
sentence, S is a generalizing sentence which the question word is extended. E.g., "
RINT M KBt (Who discovered New Continent in South Pole)?" is extended into ("
#E", "Subject”, "% A (Someone) &K I T Fa M K" is an example.

Definition 7. CG of an interrogative sentence is:
Q:GS

Where, Q is a question word, GS is CG after being generalized sentence. The function
of question word is the reference "*". E.g., the CG of " & I T A ARE?" is:

#e:[& 1 ]—(AGNT)—[PERSON:*]
(OB))—[#H1 K] —(LOC)—[FAtk].
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Fig. 4. The answering extraction module

Where, "[PERSON:*]" is a universality of " i " and the reference "*" is
indetermination.

In the interrogative sentence, the concept and relation of CG is an abstractive
object. In the Object Oriented analysis, an object has many attributes which includes
name, size, color and location, etc. In the question sentence, the question words can
put forward question about object attribute. There are some familiar concepts in CG
in the table 1.

Table 1. Familiar relation

Concept Function Concept Function
PERSON | Asking a person | LOCATION Asking a place
AGE Asking an age NUMBER Asking an amount
NAME Asking name ORG Asking organization
DATE Asking date SATAE Asking appearance
TIME Asking time OTHER Other characteristics

In generating CG, the relation of concept nodes also need to be defined. The
concept's relation is more complicated. It can be divided into including, and
dependency etc.[7].This section defines some relations in table 2 based on basic
sentence patterns of modern Chinese and case grammar.
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Table 2. Familiar relation

Name Relate Name Relate
Include INCL Agent AGNT
Dependency DEPE Object OBJ
Similarity SIMI Type ISA
Same SAME Place LOC
Composition COMP Method WAY
Classification TYPE Difference DIFF

According to table 1 and table 2, the CG of some basic interrogative sentences is
designed [5,6]. Following are some CG of common sentences in Chinese.

1) Interrogative pronoun [Subject] || Predicate
In this kind of sentence, an interrogative pronoun acts as subject. Its CG is:

[Predicate] —(AGNT)—[Interrogative pronoun]
(OBJ)—[Object].

The sentence of "% B T I AFE?" is an example.
2) Subject || Verb+ Interrogative pronoun[Object]
In this kind of sentence, an interrogative pronoun acts as Object. Its CG is:

[Predicate] —(AGNT)—[Subject]
(OBJ)—[Interrogative pronoun].
E.g. the CG of "FK¥ =540 2058 EE (Where is the headquarters of EU) ?" is
[/ ]—(AGNT)— [FK ¥ i ]
(OB))— [z F] —=(LOC)—[LOCATATION:*].

Where, the * in "[LOCATATION:*]" is a uncertain place.
3) Subject || Interrogative pronoun [Predicate]
In this sentence, an interrogative pronoun is a state which acts as predicate. Its CGs is:
[Predicate]«—(AGNT) «—[Subject]

E.g., the CG of "ft/E 2, T (what's the matter with him) ?" is:
[STATE:*]«—(AGNT)«—[fti]

Where, the * of "[ STATE:*]" is an uncertain state.

4) Subject || Interrogative pronoun [Adverbial modifier]+ Verb/Adjective

In this sentence, an interrogative pronoun inquires a method which the subject is
formed. Its CG is:
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[Predicate] —(AGNT)—[Subject]
(WAY)—[Object].
E.g., the CG of "N &/ E 4 HH)(How is the wind formed) ?" is:
R —(AGNT)—[ A
(WAY)—[METHORD:*].

5) Subject || Verb/ Adjective+ Interrogative pronoun [Complement]
In this sentence, an interrogative pronoun acts as complement which illuminates
the method or state of predicate further. Its CG is:

[Predicate] —(AGNT)—[Subject]
(STA )—[Object].
E.g., the CG of "JIFE /AT A RISE 2K TIE(How does the company develop) 2"
is:
[& JEE]—(AGNT) >[5 A ]
(STA)—[STATE:*].

6) Choose interrogative sentences

The selecting part of an interrogative sentence is "W1 or W2" and W1 is similar to
W2.In the CG of this sentence, the node can be represented as "[X:{W1IW2}]".E.g.,
the CG of "{R £ AL R 2 7 (Are you going to Beijing or Nanking)?" is:

[ZZ]—(AGNT)—[{K]
(OBJ)—[LOCATATION: { AL 5TIF 57 }].

S The Experiment Test

The QA in Chinese is a system based on semantic analysis. There are many questions
in the research. In this section, we have designed some experiments about the
question sentence structures and theirs CG.

In the experiment, we have collected 300 Chinese question sentences from the
medium, such as network, newspaper and magazine...etc. These sentences have made
experiment tests having representative and extensive. In the test, 300 CG has
generated by means of splitting word, marking word and parsing. After the artificial
examination, 253 CG are completely correct because the syntax of those sentences is
simple and their grammar structure is comparatively clear. CG of 21 sentences is
correct basically. In these sentences, the syntax is simple, but there exist some abridge
phenomenon. This CG can reflect the meaning of interrogative sentence basically.
The correctness of 17 CG’ structure can’t be judged because of lacking contexts of
the sentence. Due to the complexity of 9 sentences, Its CG is entirely wrong.



214 P.Liu, L. Li, and Z. Li

By the experiment test, 84.3% CG is completely correct, 7% CG is basic correct,
5.7% CG is accuracy indeterminations, and 3% isn’t correct. If the structure of the
interrogative sentence in the importation is standardized further, the correctness of
generated CG can reach to 91.3%. It can satisfy a practical demand basically.

6 Conclusion

The QA in Chinese is a new research field. Because of complexity of Chinese, the
research in this field is very difficulty and the succeed cases are less too. In this paper,
the method based on CG is presented, and the structure of QACG in Chinese is
designed on the Chinese natural language understanding. In order to process the
question sentences easily, concepts and relations of CG about the question sentence
are summarized, and six kinds of question sentences with their CG are designed. The
research of this topic has certain reference values for designing and researching of
Chinese question and answering system.
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Abstract. The key point of virtual product development in parallel engineering
is to build the the model of virtual prototype, which is responsible to supply
with various kinds of signal in a whole design cycle of a specified product; The
construction method is a main direction of virtual product development and
research. In this article, the research condition of virtual prototype is analyzed;
and based on the analyzed result, the human-computer interaction theory and
design methods ,such as user experience, are applied to the modeling process of
virtual prototype. A new flow chart of virtual prototype building process is
raised. This flow chart first apply a five-layer analysis method to the key points
of building model. In the process of optimization, the effective of building
model and the operators’ efficiency are highly raised; and the period of the
development of product has been shortly, which can satisfy the demand that
the quick modeling of complex virtual prototype.

Keywords: virtual prototype, human-computer interaction, user experience,
framework architecture.

1 Introduction

With the development of the technology, an increasing number of products have been
made; which lead that the period of marketing (from the time the product into the
marketing to the time that the product is eliminated by marketing) has been shortened
largely. To change according to the users’ demands has been as main competitive
approaches. The diversity and individuation of users’ demands have been the main
trend nowadays. How to develop the product which is fit for the marketing has been
the most insignificant thing to the manufacturing field. The respond speed of the
marketing has been the primary factor of enterprize benefits and survival, which has
also been the most important motivation.

The visualization and intergration of product design has been the main trend of
development of parallel engineering. Virtual Product Development (VPD) is able to
conceive, design, manufacture, test and analysis product to solve that large pressure
question that are associated with time, cost, quality and so on in the virtual state. The
research of virtual prototype on model theory, method, frame has been hot spot in
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recent years. VPD requires product design to have networking, agility and personality
features; which is able to create a new manufacture method that connect high-speed
and low-cost batch production with the demand of user’s personality.

2 Opverview of Current Research Status of Virtual Prototype

Virtual prototype is a new technology, which may create an advanced conception that
are involved in the design, development and production. It can be applied to the
whole life period of product development, the test of product on each behalf, analysis
and assessment. Based on the conception that the product development process of
virtual prototype is the basis of parallel engineering, it often takes single filed or
various kinds of fields simulation technology. So in the initial step of product design
can economically and simply analysis and compare varioius kinds of methods to
decide the parameters that could affect the function, simulate the behavior
characteristic in real environment and optimize the design.

However, there are two defects in virtual prototype now. One is that though the
software of virtual prototype(such as ADAMS) is very powerful, the modeling
function field is so weak that it is very difficult to build complex components. So the
modeling of virtual prototype is often by means of Pro/Engineer, UG these three
dimensional CAD softwares. Another defect is that the analysis software of virtual
prototype can only build model and make an analysis of its own components. The
complex model based on the three dimensional CAD softwares can only be analyzed
by single dimension and shape. If, in the design process, the geometry dimension has
been changed, such as the geometry modeling, the importing of model, the simulation
set, these complex works would influence the whole CAD/CAE/CAM process.That is
the disadvantage of the product lifecycle.

3 Construction of Virtual Prototype and User Experience

To model the virtual prototype need to be based on a software platform, whose
usability and practicability will affect the speed and effectiveness of building the
virtual prototype. Now, the exiting softwares of virtual prototype, including
Pro/Engineer, Solidworks and UG, are very complex to model; and the operation
sequences of these softwares are difficult to be satisfied. When user want to modify
the model, if they are lacking for the guide and help, it is very easy for them to fail to
build the right model; which will delay the production process. So, in economic times,
how to let users to get the best expressions through human-computer interaction and
how to build a virtual prototype frame based on high quality users’ experience are
instructional for users to build the model quickly. Its essence is a personalized and
customized interactive technology tool and method to build fast user-centric model of
virtual product development.

The combination of user experience and the process of building the virtual
prototype model is based on two parts: one is to optimize user experience with
consideration of those fields such as content organization, framework architecture,
complex communication support and possible isomorphized design; whose
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phenomenon performances the achievement of targets for the user, behavior
improvement, satisfaction in psychology, emotional dependence and so on. The other
one is to measure the feelings of users to the operation difficulty level, the user
interface, interactive process, functional design and so on. The usability,
intelligibility, aesthetic value and wusers satisfaction of the software in modeling
process is manifested in six aspects:

e To emphasize the development of "user-centric" concept of throughout
development

e To encourage individual to attend the interactive building

e To stress the cognitive psychology of user feedback and emotional capacity
of their degree of subjective

e To emphasize the interaction of qualitative research and quantity research

e To support to change and reconstruct easily;

e To emphasize the feedback design process which consist of feedback and
assessment.

The user experience, in the development process of the whole virtual product, is to
make sure that the user experience in modeling process won’t be beyond the specific
and conscious intent. That is, every action taken by customer in every step should be
taken into account and try to know the user’s expectation in each step.

Virtual prototype technology will expect to achieve perfect results as follows: to
save various kinds of needed machine factors in computer in terms of database; and
then input digital drawing sheet, which could be combined automatically to three
dimensional model by computer. The next step is to input practical data, index and
other possible fatigue into the modeling platform to complete three dimensional
simulation, which shows possible productivity, reject ratio and checks that where the
bottleneck is and whether each sectors in production line can match product. It is very
clear for custom to know the data above and variation curve. It is also able to change
the model in accordance with the customers’ reviews. With the help of the
combination speed of computer, to modify quickly to satisfy customers’ demand.

4 Framework for Hierarchical Modeling Process of VPD Based on
User Experience Design

A. The Design of Process Framework

It is using a relatively static user research in construction of the traditional process of
virtual prototyping, which is essentially a development model divided user and model
building into two different pieces. Original developing ideas of information-centric
make it difficult to attract users and improve user experience. In view of this, we
propose a hierarchical model of VPD based on user experience design, for the
purpose of this concept into a structured, operational module design.

The process of virtual prototype building will be five levels of process planning,
followed by bottom-up for the strategy level, the scope layer, the structure layer, the
skeleton layer and the surface layer, and provide a basic framework. Only buildimg
software platform bottom-uply on this infrastructure, we can further discuss the
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problem of the user experience, and in what ways and means to solve and implement
the user experience.

Each level is based on a level below it This dependence means that the decision on
the strategy layer will have some upward "chain effect". When we want to select a
option outside the "higher layer", we will need to reconsider the decision we made in
"lower layer". But it is not to say that each decision making in "lower layer" must be
before the design of "higher layer". There are two sides of things, the decision in the
"high layer" sometimes leads a re-assessment (or even the first assessment) to the
decision in"lower layer". These decisions may have two-way chain reaction. We
should plan so that each work in lower layer can not be done before the start of the
work in lower layer.A reference model is shown in Fig.1.

/ \ b

IFSL":}t'Luu f'SﬁrI'&lut‘
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3 { s

Strategy
Tayer
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time

Fig. 1. The working-layer diagram

Virtual prototype is based on integrated products and data management. While
virtual product development is the actual product development process to achieve the
essence by using computer. It is achieved by using computer simulation and virtual
reality technology and to work together in the computer group, through three-
dimensional models and animations, to achieve the essence of product design and
development process. To solve these basic dual properties of virtual prototype, we
separate from the middle of five levels, on the left, which elements are only used to
describe the modeling process planning software interface. On the right, we use these
elements of data management for virtual prototyping.

e In the side of software interface, our main concern is the task: all operations
are incorporated into a process, to think about how people accomplish this
task. Here, we consider the planning process of software interface as one or
more tasks to complete one or a set of tools.

e In the side of data management, our focus is on information: what information
should be provided by the database and what is the meaning of the user form
these information. We strive to create an “information space which users can
pass through ".

B. Five Hierarchical Construction

Strategy layer: User need and Software target.
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Whether for the software product or information space, the contents of the
strategic layer are the same concerns. We must understand what users want
from us and we would also like to know how to meet other objectives they
expected, when they have achieved these goals.These are the needs of users
from outside the enterprise. Corresponding with the user need is our expected
Target ,which is about the ultimate realization of functionality, performance,
brand, etc based on the software platform.

Scope layer: Functional specification and Content requirement.

Into the range from the strategy layer to scope layer, it turns to create
functional specification in terms of software: It is the detailed description of
the "functional group"about products. In the information space, the scope
appears the form of content needs: It is the detailed description of requirements
of the various elements.

Structure layer: Interaction design and Information architecture.

On the software side, the structure layer transformed into interactive design
from the scope layer.Here we can define how the system responds to user's
request. On the side of information space, the structure layer is the Information
architecture,that is the distribution of content elements in the information
space.
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Skeleton layer: Interface design, Navigation design and Information design.

e Skeleton layer is divided into three parts.Whether is software interface or the
information space, we must complete the information design. On the software
side, the skeleton layer also includes interface design. We should arrange
functions which are allowed users to interact with the system interface
elements. On the side of information space, this kind of interface is the
navigation design. It is by the combination of some elements on the screen that
information architecture allow users to pass through.

Surface layer: Visual design.

e In the surface layer, the ultimate concern is the final appearance of the product,
the visual design, regardless of software or information space.

A reference model is shown in Fig.2.

C. Construction Method

Specific process is shown in Fig.3.
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D. Characteristic Analysis

Framework architecture for hierarchical modeling process of VPD based on user
experience design has the open, dynamic and interactive development characteristic.

e  Open: Through hierarchical structures of VPD based on an open platform for
modeling, it will be linked one "information island" to another, laying the
foundation for information exchange, open application and data sharing for the
complex environment. This is more suitable for the aspirations of the users, which
users do not care about the information or services come from, but to expect to
obtain the available resources by the highest efficiency in the shortest time.

e Dynamic: We emphasis cycle optimization process on "User needs—
Information architecture— Personalization construction—Behavior interaction
—Interactive feedback—User re-analysis", through the creation of interactive
feedback mechanisms to capture the dynamic behavior of the user, thus
promoting the improvement of individual users build.

e Development of interaction: it performances of an open software platform-based,
five-layer information architecture of interactive feedback. It includes construction
of internal information of the individual needs of users, the formation of micro-
information architecture as the core to the user experience interactive, as well as
groups collaboration-based social information architecture.

5 Conclusion

Now, the user experience research in virtual prototype model building field in China
is still in the initial step. There are two reasons: one is because of lack of structural
and strong varied gradations in discussed systems. People began to know the
importance of user experience, but lack of systematic guide. The other one is that the
construction of the virtual prototype model of the user experience in practice has just
started, so the related technology is preliminary. Especially for the user to capture
emotional and psychological and quantitative research is still in experimental stage,
which is still used widely from the practice. These defects reflects the direction of
research points and development. In this article, The idea of the framework
architecture for hierarchical modeling process of VPD based on user experience
design is a new test in the building model of virtual prototype field. Its main idea is to
grasp the user experience design and communication intersection, so as to promote
the harmonization of hierarchical design model, development model and user mental
model. and improve different experience levels of the user experience and
psychological feelings.
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Abstract. The Competitiveness of the service industry directly reflects the
development level and potential ability of service industry in district. This paper
studies the current development of the service industry in Hangzhou, constructs
an appraisal index system of the service industry in the central district
perspective, analyses the advantages and disadvantages in the sustainable
development of service industry in each central districts of Hangzhou, and
finally, gives suggestions in the strategy to enhance the competitiveness of
service industry of Hangzhou.

Keywords: central district, service industry, competitiveness.

1 Introduction

Since the 1980s, the global economics has showed an overall trend changes from
‘industry economic’ to ‘service economic’. The service industry is becoming a pivotal
engine in the worldwide economic improvement (Li and Wang 2005). Its crucial role in
the aspects of improving country economics, increasing employment rate, adjusting
industry structure and upgrading level of living standard is apparent. In the internal
view of a district, the development of service industry mainly occurs in the central
districts instead of suburbs, due to the fact that central districts, regarded as the ‘heart’
in economic development of a city, have favorable factors in geographic position,
transportation and culture, which not only bring ‘magnetic power’ towards aggregation
of productive factor, population and industry, but also benefit to the market
development. Therefore, the central districts are becoming the major zones of service
industry (Li 2007). This paper conducts an apprasial based on analysis of the service
industry competitiveness in some central districts of Hangzhou, in order to search for
an effective strategy to improve the service industry development in cities.

This work is supported by Zhejiang Provincial philosophy and Social Science planning Subject
Foundation of China under Grant 10CGYD93YBX, the Hangzhou philosophy and Social
Science planning Subject Foundation of China under Grant C10GL29 and Business
Information Analysis Key Laboratory of Hangzhou.
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2 The Literature of the Competitiveness of Service Industry

Most academic researches towards the service industry competitiveness are based on
their competitive ability in regions. Thereby, the service industry competitiveness can
be simply defined as ‘the ability and capability of service industry to obtain and utilize
resources in the competition’. Researchers in the world are more concentrate on the
competitive analysis of a particular service industry, e.g. the commercial service
industry (Rubalcaba and Gago 2001), the insurance industry (Hardwick and Dou 1998),
and knowledge-intensive service (Windrum and Tomlinson 1999). However in China,
emphasis is put on a particular region rather than a particular industry, e.g. 31 main
provinces in China (Wu 2003), 6 high-developed provinces in China (Diao and Zhuang
2004), 16 major provinces in China (Su and Zhang 2005). Due to the big amount of
factors influencing service industry competitiveness and their complexities, most
Chinese scholars hold the proposition to establish a multi-layer integrated appraisal
index system such as ‘General Objective-Guideline-Sub guideline-Index’. They make
reference to the structure of regional competitiveness appraisal system, use quantities
parameters as capability of regional economic development, scale of service industry,
expanding speed, productive efficiency, science and technology capability and so on,
use analytical methods like main element analysis, factor analysis and Data
Envelopment Analysis (DEA) appraisal, conduct measurement to the competitiveness
of service industry in several provinces.

On the whole, studies on the service industry competitiveness in China mainly target
to provinces and cities, while using the integrated data in the scale of provinces and
cities. Thus, relevant data about economic in suburbs, especially in rural areas, can not
be derived. In fact, the service industry nowadays mainly develops in central districts.
Data in these areas can effectively reflect the competition circumstances of service
industry in the core region of a city. On the other hand, along with the trend of
aggregation development in modern society, even those several central districts in the
same city will have different emphasizes on the service industry development.
Therefore, only by analyzing favorable and unfavorable factors affected the
competitiveness of service industry in each central district and conducting research
separately, can the development of the whole city’s service industry be improved
effectively.

3 The Current Situation of Service Industry in Hangzhou

Hangzhou plays the role of central city in the Yangtze River delta and one of the three
biggest integrated transportation hinges. In recent years, aiming to be ‘a modern service
industry centre in Yangtze River delta’ and to construct a modern industry system,
Hangzhou made use of the ‘Reversed Transmission’ in the global financial crisis,
speeded the upgrading of industry structure, improved the quality of service industry
and encouraged service enterprises to grow up. Significant development in the service
industry is obtained. In 2009, the service industry in Hangzhou gained value about
247.352 billion Yuan with the increasing rate about 13.9%, accounted for 48.51%
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in GDP. Apparently, the service industry has become a major engine in the economic
development of Hangzhou. From the internal structure of the service industry,
Hangzhou makes division of ten fields in the development strategy direction, including
culture & innovation, tourism, information service, financial service, commercial
service, modern logistic, agency service, real estate, community service and
technological service. Among them, the amount of culture & innovation, commercial
service and financial service industry occupies more than 15% in the overall service
industry, while real estate, information service, tourism and modern logistic accounting
for nearly 10%. It can be seen from the data above that the industry structure of service
industry in Hangzhou is already optimized to some extent, while some superior
industries have relatively high adding-value.

However, many problems are confronted by Hangzhou in the service industry
development. For instance, the total amount of service industries and the structure
modernization degree are far more behind of cities like Beijing, Shanghai, Guangzhou
and Shenzhen. What’s more, in the scale of Yangtze River delta, Hangzhou falls behind
cities of Suzhou in the total amounts of service industries and Nanjing in the proportion
occupied in GDP. To Hangzhou, there are still many aspects needed to improve in order
to sustain the rapid development of service industry, especially in the central districts.
Every central district should be regarded as a basic development unit. Thus, different
feasible strategies can be adopted aiming to the advantages and disadvantages of
service industry development in each district.

4 Competitiveness Appraisal in Each Central District

A. The Index System

The competitiveness of regional service industry is a function involving several
influence factors. Based on former studies, the paper gives a integrated
consideration to the comprehensiveness, scientificalness and acquirability,
establishes an appraisal index system to the service industry competitiveness,
comprising 4 first order indexes of Economic Development Foundation,
Development Level, Growing Ability and Technological Capability, with 12 second
order indexes under them (Table 1).

B. The Appraisal Process and Outcome Analysis

Concerning to eliminate possible relativity between indexes, this paper adopts the
factor analysis method to measure the service industry competitiveness. Based on
relevant data of each central district in 2009, the paper selects 7 central districts within
the Zhejiang Province and 9 central districts in other provinces, which all have
fast-developed service industry. These districts are used as samples in the horizontal
comparison to find out the service industry competitiveness situation and the
advantages and disadvantages of each central district of Hangzhou.
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Table 1. The appraisal Index System to the Service Industry Competitiveness

Fl F2 F3 F4 F
Xiacheng - District, | ) 7,5 -0.546 -0.323 0257 0.089
Hangzhou
Shangcheng
Distror, Hangzhou | 0289 -1.206 0.075 2.95 -0.649
Jianggan  District, | g7 -1.465 0.274 1.183 -0.484
Hangzhou
Gongsu  District, | ) 79 -0.595 0.167 20251 0.369
Hangzhou
Xihu District, | 59 -0.028 1.181 0329 0302
Hangzhou
Binjiang  District, |} 34} -1.690 0.838 1,594 -0.456
Hangzhou
Haishu - District, | ¢, -0.051 -0.662 -0.486 -0.127
Ningbo
Jiangdong District, | 1 -0.404 0.623 20.535 20282
Ningbo
Heping — District, | ) 0.748 -0.738 1.127 0.176
Shenyang
Dongcheng 1.714 20.173 20.517 0.020 0.420
District, Beijing
Futian = District, | 5 479 -0.408 1.590 0.320 1.006
Shenzhen
Kuancheng
Distriet Changehun | 1117 0.906 0.777 0393 -0.346
Zhongshan District, | 4q¢ 1.420 -1.441 0.733 0.250
Dalian
Shibei — District, | ) 194 0.521 0.411 -0.491 -0.176
Qingdao
Nan’gang  District, | | ¢ 2.120 2414 -0.208 0.479
Haerbin
Baixia — District, | 30, 0.379 0.350 -0.446 0.207
Nanjing
Jianghan - District, | o4 0472 -0.851 0.199 -0.041
Wuhan

According to the eigenvalue greater than 1.0 rule, this paper chooses four common
factors, with accumulated variance contribution rate achieving 79.896%. Thereby, the
four factors can reflect most information in the original 12 indexes.

The first common factor loads more on the district public revenue, total retail sales
of consumer goods, adding value, proportion occupied in GDP, and employment
proportion in the whole economy, reflects the regional economic capability and service
industry development level in a certain extent. It can be seen as the ‘Economic and
Industry Capability Factor’. The second common factor loads more on the proportion
of training in the general expenditure budget, and proportion of research funding in the
total expenditure. Since these two indexes mainly reflect the technological capability of
a region, ‘Technological Factor’ can be the new name of the second factor. The third
common factor only loads more on the productivity; it can be explained as the
‘Industrial Productive Ability Factor’. The fourth common factor loads more on the
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Table 2. Scores of Service Industry Competitiveness in Each Central Districts

First Order Index Second Order Index
Per capita disposable income (X1)

Economical District public revenue (X2)
Development .
. Total retail sales of consumer goods
Foundation
(X3)
Adding value (X4)
Development Proportion occupied in GDP (X5)
Level Employment proportion in the whole
economy (X6)

Growth rate in the amount of
enterprises in the last three years
X7)

Growing Ability | Growth rate in the number of
employees in the last three years
(X8)

Productivity (X9)

Proportion of training in the general
expenditure budget (X10)

Proportion of research funding in the
total expenditure (X11)

Number of granted patents (X12)

Technological
Capability

two indexes of growth rate in the amount of enterprises in the last three years and
growth rate in the number of employees in the last three years. ‘Industrial Growth
Factor’ can stand for it.

Weighted on the contribution rate of each common factor, the appraisal model of
service industry competitiveness can be formed:

F=031543F1+0.20105F2+0.17038 F3+0.11119F4

It is apparently that in Table 2, in the six central districts of Hangzhou, only Xihu
District ranks in the top 5. Besides, Xiacheng District ranks eighth, while other four
districts rank at the last four on the list. Hangzhou does not have a good performance on
the service industry competitiveness. Here in detail. On the first common factor —
Economic and Industry Capability Factor, Xiacheng District ranks the third position,
Xihu District ranks the sixth, while other districts failing more behind. Thus, though
Hangzhou is a well-developed city, its central districts do not represent obvious
advantages on the economic capability. On the second common factor —
Technological Factor, Xihu District ranks the eighth, while all other districts stay at the
end. It leads to the conclusion that, Hangzhou’s regional technological capability is
weaker than other cities’. On the third common factor — Industrial Productive Ability
Factor, Xihu District and Binjiang District rank the third and the fourth, other four
districts occupy the position from the sixth to the ninth. It infers that the input and
output ratio and its production efficiency in the service industry in each district sustain
a relatively high level. On the fourth common factor — Industrial Growth Factor,
Binjiang District and Jianggan District rank in the top two, while Xihu District and
Xiacheng District rank the fifth and the seventh, mainly in the middle section of the list.
Therefore, apart from Gongsu District and Shangcheng District, the remaining four
central districts can keep a growing tendency.
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5 The Improving Strategy of Service Industry in Hangzhou

Through comparison to the competitions of service industry of each central district, it is
found that, in despite of the favorable growing trend maintained in Hangzhou and the
rational structure of service industry, there is no superiority in the competitiveness as a
whole. In order to keep a consistent development in the service industry and achieve the
objective of transform from ‘Big’ to ‘Powerful’, Hangzhou should lengthen the
‘barrelboard’ while avoiding the ‘short-board effect’ according to the specific situation
of each central district. Four improving strategies are provided in practice:

A. Increase the Input on the Scientific Research of Service Industry

Government policy should give support to the scientific research for the service
industry; help them to invest more on the scientific research section. The third industry
should be enriched in its technical content and development level. Information-based
infrastructure should be promoted; scientific management methods and principles
should be adopted to contribute to the service industry improvement. Special emphases
should be put on the Xihu District and Binjiang District to improve their scientific
research abilities, for these two central districts involve more high-tech service
industries than others.

B. Focus on the Stratification and Multi-layer in the Training System of Human
Resource

As the requirements toward employees are quite different in labor-intensive industry
and knowledge-intensive industry, multi-layer training system for human resource
should be established. Accelerate the cooperation with relevant high schools and
colleges, even universities can be taken into consideration. Deliver education based on
the position in a forward-looking way, and seek to improve the skill level and
qualification of employees in the service industry.

C. Encourage to Implement the Name-Brand Strategy to Enlarge the Profit
Space

Focus on using the benefit of a name-brand to obtain profits. Establish several service
industry brand based on exploration, innovation and leader effect, while making a
greater effort on attracting investment for big-scale and superior enterprises. Build
service brands based on distinct features of each district; make it ‘shine’ over
enterprises and industry, for instance, a business service brand of Xiacheng District, a
cultural innovation brand of Xihu District and an information service brand of Binjiang
District.

D. Continue to Modify the Industrial Structure and Optimize the Spatial
Agglomeration

To be objectives-oriented, identify a group of key industries and key fields. Adopt a
gradient development strategy while using the minority to bring along the majority, in
order to form a distinct featured industry structure with favorable arrangement.
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Furthermore, identify some functional agglomeration regions to achieve the objective
of improving innovation ability in the service industry, which is, district by district, and
field by field.
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Abstract. The scheduling problem of maintenance work on the equipment
support station influences the support efficiency, especially for a station which
repairs a large number of failed items from more than one subordinate operating
station. The influence of the mean time to repair (MTTR) on system availability
was analyzed for maintenance stations, then the factors which determine the
maintenance priority of a failed item were modeled, including the demand of the
subordinate station, time and maintenance resource to repair the item. Then a
scheduling algorithm of maintenance work on equipment support station based
on dynamic maintenance priority was proposed. The algorithm was used in an
case, and the result shows that comparing to FIFO (first in, first out) method and
resource fitting method, the algorithm improves the support efficiency by much
while cutting down the demand for maintenance resources.

Keywords: equipment support, dynamic priority, maintenance, scheduling
algorithm.

1 Introduction

To the materials that had been deployed and working in the army, improve the
efficiency of the support system is a good choice to improve the availability of the
materials. To improve the material support efficiency, one can increase the stock
number of all the spares that involved when supporting the systems, or by optimizing
the structure of the support organization, speed up the transportation, and decrease the
repairing time for the failed items. However, when the support expenses is limited and
the performing flow of the support system is fixed, which is the typical case we
encounter, optimize the scheduling of maintenance work on the equipment support
station is another choice to improve the material support efficiency.

The scheduling of maintenance work is somewhat different to the scheduling of
producing and transportation, firstly, different type of maintenance work has different
requirement to the repairing resources, even to the same kind of failed item, when the
fail mode changes, the maintenance work varies in flow and requirement of resources;
secondly, the maintenance work initiated by different subordinate station comes from
different systems, and with different priorities. This paper takes all the restricting
factors into account when scheduling the maintenance work and a scheduling algorithm
based on dynamic maintenance priority is proposed.

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 230-238]2011.
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2 Scheduling Algorithm Based on Dynamic Maintenance Priority

A. How MTTR (Mean Time to Repair) Affects the Availability

For the material system that deployed in an operating station (we use system when
referring to the materials if there is no ambiguity), its average availability is calculated
like this:

MTBF

= = (1)
MTBF + M, +WT

Where: MTBF: Mean Time Between Failure;
M , : repairing time given no item shortage.

WT : mean waiting time for the item when there are no spares on the hand.
If take the preventive maintenance and the using ratio of the system into account, we
use another one:

T, -1, MTBF
A() [ P % — (2)
T,  MTBF+M,+WT

Where: 7, is the maximum working time during the observed period, 7}, is the total

time of preventive maintenance in the period. If there are no spares of the required item
on the maintenance station, it has to repair the failed and then satisfy the requirement,
we get:

WT =T, +TAT 3)

Where: 77 is the transporting time for the item go and back between the maintenance

station and the station where the system is deployed. TAT is the mean time to repair
the failed item.

In case that a maintenance station repairs failed items from more than one
subordinate station, if cut down the mean repairing time TAT by optimized scheduling,
the availability of the system can be improved.

B. Dynamic Maintenance Priority

When scheduling the maintenance work, the expect time to repair the failed item, the
available number of system in each operating station and the available maintenance
resource are the most important factors considered. Maintenance resource includes the
maintenance devices and installations, tools, spares and staff. If the required
maintenance resource is not sufficient, the failed item has to wait.

The scheduling algorithm is to determine which item can be repaired and others
should wait, in fact the algorithm assigns the maintenance resource.

For the sake of simplicity, the operating station where the systems are deployed is
called station, when the maintenance station which repairs the failed items for several
operating stations is called workshop.
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1) The Factors that Determine the Dynamic Priority

The number of stations is marked as [ , the number of systems that deployed in the
station index [ is marked as L; , and there are N kinds of items that need to be sent to
the workshop to get repaired, so when a system failed in stations / , after allocating the
failed item, the index of the failed item is marked 7(n=1.2,---N)  However, before
sending the item to the workshop, the station check the condition of all the systems, as

the number deployed in the station is L; , the number of available system is Ly , then
the failed system number is:

Lipsy = Ly = Ly, .(4)

The station calculates a recommended priority P for maintenance work, in fact ”
represents the situation of the station:

— LIFm'l — L/ — LlWork

I, L ()

p

There are chances that the station has to maintain a certain number ( Lizimi) of
available systems to carry out some kind of missions, so when the number of available

is less than Ly , the recommended priority is multiplied by a scale factor 4 (4 >1),
in order to get the failed item repaired as fast as possible:

LIF il
= ~—a, 6
pP=U L (6)

When the workshop receives the failed item, the attribute of the item can be recorded
as a vector:

Failedltem(n, p,1), @)

Where: " is the index of the failed item, ”is the recommended priority from the

station, and ! is the index of the station who sends out the item.
The workshop checks the failed item and calculates the time to repair it (TTR). For
simplicity, only one kind of maintenance resource is considered. The number of

required resource is 7 and the TTR is !, notice that even to the same type of item, ”
and ! may vary. Generally 7 is a stochastic variable which obeys the Poisson

distribution, while ! obeys the Normal distribution, the mean value of the distribution
is MTTR:

t~N(T,,07) (®)

Where: T, = MTTR | g2is the variance of the variable.

A failed item waiting for repair in the workshop can be described as
Failedltem(n, p,l1,t,r) . The waiting queue should be: (n;, py, 1,1, 1), (0, pyslysty,15)
(ny, pyslyaty, 1) ..., (Pl tn) [ g=12,--+; k=12,---. Notice that the index of
the failed item is not unique.
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The queue is then sorted by the index of the items, the number of the item indexed n

is D, , and the total number of the queue is Dr. D, represents the demand for the item
indexed " of all the stations, and is an important parameter to the scheduling algorithm.

The algorithm also checks I of each item, the maximum is marked as ‘max , while the
minimum is mn ; the maximum 7 is "mx while the minimum is ’mn , the total
available resource number in the workshop is R . Since the resources are occupied

when the repairing begins and released when repairing is finished, R is not a constant.

a) The influence of t to dynamic maintenance priority
To repair as many items as possible, a higher priority is given to the items with shorter
TTR:

pt=tmax+tmin —1 (9)
Toax T min

max

Higher priority is given to the items with greater P! (0< pt<1) As f,. and Zmn
vary when the queue changes, P! to a certain item is also changeable.

b) The influence of ' to dynamic maintenance priority
The more resource needed to repair, the lower priority a failed item gets:

+ Fon — X

Higher priority is given to the items with greater P . PT is also a changeable
value to an item.

¢) The influence of D, to dynamic maintenance priority

According to a) and b), if the failed items indexed n always need more time and
maintenance resource to repair, these item would be with very low priority, making the

D, noticeably big, the following expression is used to adjust:

pd=—* (11)

The items with greater Pd get higher priority.

As the workshop is not so clear with the condition of all the systems deployed to the
stations, the recommended priority P is used.

So far, the four factors with greatest influence are all listed out, the dynamic
maintenance priority to a failed item is calculated by:

@, =a p,+pt, + pr + pd, (12)

Where: k =1,2,--- is the index of item in the waiting queue, « is a weighting factor: if
a station has to maintain a certain number of available systems, & with greater value is
used, and a lower « is used to keep the total number of available systems of all the
stations as bigger as possible. The item with greatest @, gets the highest maintenance

priority.
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2) An Additional Selecting Rule

Even the item with greatest dynamic maintenance priority is chosen out, there may be
an item with the same index but easier to be repaired (less resource needed and shorter
TTR):

Dy >yl 215,14y 27, (13)

If such an item does exist, the p,/ values of the item k1 and k2 in the queue are

interchanged (k1 and k2 are two items in the waiting queue belonging to the same
type). For example, station 1 need an item indexed 3 to be repaired as soon as possible,
while station 2 also sent an item indexed 3 to repair but with less urgency and easier to
be repaired, then the item from station 2 is immediately repaired but sent back to station
1, when the item from station 1 is repaired, it is sent to station 2.

The additional selecting rule is to make sure that the item be repaired headmost is not
only of the type with most urgency, also the easiest one to be repaired of that type (if
exists). The item left in the waiting queue is with less importance, or not so easy to be
repaired.

3) The Usage Of Idle Maintenance Resource

Generally, the item with greatest dynamic maintenance priority does not make full use
of the maintenance resource, there may be some resource left in idle, the number is
R but not enough to repair the item with secondary priority. The algorithm now
looks up the waiting queue to find out an item which demands less resource and with
short TTR. If the minimum remained time to repair (remained TTR) of all the items
which are now being repaired is TTR_, , then an item is selected out to repair according

remain °
min *
to the restrains:

min ( 1 4)

= “Yremain

‘ Algorithm begins ‘

" *1 P nough maintenance
‘ ort the queue, ia culate Dn, t, ‘ v resource? N

Calculate the dynamic priority of each

. ? e o Wait for resources
item, choose the item with highest priority

Maintenance begin

v
—Additional selecting rule applied N . .
Use idle maintenance resource
Y v
‘ Select the item easier to repair ‘ Algorithm ends

Fig. 1. The flow of the scheduling algorithm
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C. The Flow of the Scheduling Algorithm

The scheduling algorithm is performed by the workshop when: (1) a failed item is
received; (2) the maintenance of an item is finished; (3) the maintenance of an item is
started. However, due to the restriction of the resource, the maintenance of the item
with greatest priority may not start until all the demanded resources are available. The
flow of the scheduling algorithm is shown in figure 1.

3 An Example of Application

A. The Scenario

A simulate system is constructed to perform the algorithm, and there is a workshop which
repairs all the failed items from 6 subordinate stations, 8 systems are deployed to each
station, and each system is divided to 10 subsystems (items). The system stops working if
one subsystem failed, and the station can carry out mission only if more than 6 systems are
available: L, =6 . Troubles may hit the systems which are on mission, and the

frequency is determined by the reliability parameters, all the failed items are sent to the
workshop to repair. There are 45 skilled workers, divided into 3 teams, 8 hours a shift, so
there are 15 workers on the shift at any time. The scale factors =2, ¢ =1.5.

The simulate system runs to simulate the support process for a year, the indicators
such as average utilization of resource (workers), total mission time for all the stations,
available systems of each station and the average available ratio of all systems are used
to estimate the support efficiency of the support organization.

B. Support Efficiency under Different Scheduling Methods

(1) Without maintenance priority, the workshop uses first in first out method (FIFO) to
schedule the maintenance work. After performing the scenario for 1,000 times, the
average utilization of resource is 78.09%, average available systems of all stations are
39.05, corresponding average available ratio of all systems is 81.35%.

(2) Resource matching method. The workshop arranges the failed item queue according
to the arriving time. If the resource is enough to maintenance the first item, the item is
immediately put into maintenance process, if not enough the second item is checked. The
whole queue is checked until there is not enough resource to maintenance any item.

This method leads to the results: average utilization of resource is 78.09%, average
available systems of all stations are 39.05, and corresponding average available ratio of
all systems is 81.35%.

(3) Dynamic maintenance priority method. The average utilization of resource is
78.09%, average available systems of all stations is 39.05, average available ratio of all
systems is thus 81.35%.

Figure 2 shows the variance of the accumulated mission time for all the stations during
50 times of simulation. Under FIFO, if the item which comes first is not repaired due to the
lack of resource, other items would have no chance, the accumulated time for each station
to carry out mission is inevitably shorter. Under the resource matching method, the result is
better than FIFO. Obviously, the dynamic priority scheduling has the best performance,
the accumulated mission time is longer and the variance between different runs is lower.
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Figure 3(a) shows the variance of the average utilization of resource, while figure 3(b)

showing the variance of average available ratio of all systems.

The total accumulated mission time for all the stations is listed out and compared in

table 1.

Table 1. Variance of the total accumulated mission time

Method Total mission time Increment comparing to
(Day) FIFO

FIFO 1662.5 -

resource matching  1867.3 12.3%

dynamic priority 2106.6 26.7%

Accumulated
mission time(Day)
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Fig. 2. Variance of the accumulated mission time during 50 runs of simulation under different

methods
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Fig. 3. Results of different Scheduling methods
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4 Conclusion

The need of the stations, number of demand resources and the maintenance time of the
item, the balance of available systems among the stations, are all taken into account by
the scheduling algorithm based on dynamic maintenance priority. Comparing to other
scheduling methods, this algorithm could make better use of the resources, increase the
average available ratio of all systems by much, and the total accumulated mission time
for all the stations is also increased.

Better use of the maintenance resources, increment of the average available ratio of
all systems, all lead to better economic benefit for the support stations. The scheduling
algorithm based on dynamic maintenance priority is not fixed to a certain problem, it
could be improved to deal with more support stations, more kinds of maintenance
resources, and the weighting factors also could be changed to match the problems
encountered while dealing with supporting matters.
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Abstract. Empirical Mode Decomposition (EMD), a computational intelligence
method dealt with non-linear complex system, was introduced to find out the
fluctuation rule of international tourist arrivals in this paper. Main results show
that: (1) Through decomposition of long-term and short-term historical data
respectively, four IMFs and one residual trend term are both obtained. There are
almost the uniform fluctuation periods of the first three IMFs, which are 3, 6, and
12 months separately (Tab.1 and 2). (2) In the long run, the dominant factor to
control the change of international tourist arrivals is the residual res whose
variance contribution is 83.1%; while in the short term, intense fluctuation of 3
months’ period with the biggest variance contribution, 50%, is still the main
change characteristic. (3) Intense fluctuation of international tourist arrivals
should be paid more careful consideration when establishing recent tourism plan.
At the same time, long-term measures to deal with the large tourists flow will
also be endeavored in immediately. As one of the best methods of extracting data
series, EMD is great beneficial to predict future international tourist arrivals and
provide a theoretical guidance for tourism policy.

Keywords: international tourist arrivals, computational intelligence, EMD,
multi-scale.

1 Introduction

First 20 years in the 21st century is an important stage for China to achieve the goal of
becoming a world-power country in tourism, and a huge demand for tourism
consumption will be emerged then. Inbound tourism is always an important part of
tourism industry, in which international tourist arrivals is a major factor to measure
the strength. Herein the continuing ascent of international tourist arrivals is the basis
and guaranty to achieve economic goal of tourism. As a government, we must try our
best to establish a scientific strategy for tourism development, which can not only
deal with the increasing consumer demand entering China but also promote
sustainable development of China’s tourism industry simultaneously. Consequently,

* This work is supported by Dr. Start-up Fund in Jingling Institute of Technology (jit-b-
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accurate analysis and prediction of international tourist arrivals will directly become
the theoretical premise and foundation to establish strategies for tourism development.
However, the tourist arrivals change is a very complex non-linear system, leading
more difficulties to acquaintance the inherent rule of the historical sequence.

In this paper, a computational intelligence method, Empirical Mode
Decomposition (EMD), was firstly introduced to deal with the complex time series in
tourism industry. According to historical data of long term and short term
respectively, EMD decomposed the international tourist arrivals to China, based on
which we detailed analyzed the fluctuation rule. This research will provide a
theoretical guidance of China’s future tourism policy.

2 Computational Intelligence Method of EMD

In each field of natural science and social science, a great deal of decision problems
can not get away from the prediction which is the foundation of the decision. The best
method to settle down prediction problems is to detect and find out the law in the
dynamic state process or phenomenon. In natural, the needed information is usually
insufficient, also the relative theories. Our understanding to the thing is limited by the
observed data, namely time series. So we can make use of the existing history data to
establish a model to predict the future. Nowadays, there are many intelligence
methods applied to study nonlinear systems, such as neural network [1-2], which is a
kind of static network that have no processing ability of time so that it cannot identify
the time series model. In this paper, we introduced a new computational intelligence
method to solve our question, i.e., Empirical Mode Decomposition (EMD).

EMD is a computational intelligence method applied to non-stationary data series
which essentially is a steady signal processing [3]. The process is to progressively
disaggregate the signal in different scales by different fluctuations or trends, thereby
to form a series of different scales of data sequences. Each sequence is called an
Intrinsic Mode Function (IMF) component, of which the physical meaning of
different scales of data will be retained, and will be well extracted and expressed. The
lowest frequency component (IMF, res) is on behalf of the general trend of the
original signal or the mean time series. As an application method, EMD
decomposition can either extract a series of data trends or remove the mean of the
data sequence. Results of various studies show that EMD is one of the best methods
of extracting data series trends at present [3-4], and has been successfully applied to
nonlinear scientific fields, such as signal management, image management,
earthquakes and atmosphere science [5-7].

The detailed process of decomposition is as follows: the method can simply use the
envelopes defined by the local maxima and minima separately. Once the extrema are
identified, all the local maxima and minima are connected by a cubic spline line as the
upper and lower envelopes. Their mean is designated as m, , and the difference

between the data and m, is the first component, 4, , i.e.,
h=x(t)—m, (1)

However, h, is still not a stationary oscillatory pattern. Then, repeat the above

process with A replacing x(¢) , and m, is the mean envelope of i,
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h,=h—m, 2

By repeating the above process time after time, the sifting process will be stopped
by a criterion; standard deviation, SD, and a typical value for SD can be set between
0.2 and 0.3:

r |(h )= h@)f
D= g[ o 3)
¢, is the first IMF component from the data. We can decompose ¢, from the rest of
the data by
n=x(t)—c @
1, herein still contains information of longer period components, and it is treated as

the new data and subjected to the same sifting process as described above. This
process can be repeated on all r and the result is

K=xX(t)— ¢,y =T, —Cpperes b, =T, —C, (®))

i.e., x(r) = ic[ +r, (6)
i=1

Thus, we decompose the data into several IMFs, and a residue ( r, ), which can be

either the mean trend or a constant. Although it is a powerful method, one difficulty
encountered when using the EMD method is the influence of the end-point treatment.
The envelopes are calculated by using a cubic spline; however, spline is notoriously
sensitive to end points. It is important to make sure that the end effects do not
propagate into the interior solution. Here, this problem is dealt with by the extrema
extending method [8].

3 Decomposition Results Based on EMD

Fig.1 illustrated the historic monthly data change of international tourist arrivals to
China from 2000 to 2009, total of which including 120 data. In general, the data went
up quickly at first but the ascent speed gradually slower down. At the same time, there
were so many fluctuations that we could not get its distribution rule or timescale
characteristics. Therefore, EMD was introduced to deal with the historic data from
two time scales, i.e., one is long term and the other short term, through which the
inherent rule of international tourist arrivals would be deeply acquainted with.

Form the long time scale, EMD decomposed international tourist arrivals in last 10
years, and we get four components of intrinsic mode function (IMF) and its trend res,
as showed in Fig.2. Every IMF’s signal characteristic was very clear, whose change
accorded with the nonlinear characteristic of natural signal. At the same time,
Instantaneous Frequencies of every IMF and residual trend res were illustrated in
Fig.3. Though the decomposition, we also obtained its fluctuation cycles with a
relative steady quasi-period, although it was not a strict functional period. According
to the algorithm, MATLAB procedure was then used to get the average period and
variance contribution of each IMF, as showed in Tab.1.
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Table 2. The Average Period and Variance Contribution of Each IMF and Trend Res.

IMF IMF1 | IMF2 | IMF3 | IMF4 | RES

Average period
(month)

Variance contribution | 50% | 25.2% | 42% | 15.4% | 52%

3 6 12 28

Form the short time scale, we decomposed the historic data in about latest 4 years
from the current, total of which including 50 data. Through decomposition, Fig.4
clearly illustrated the detailed information of every IMFs and the trend res, and the
average periods with its corresponding variance contribution were given in Tab.2.

4 Results Analysis

Through the long-term and short-term time series, fluctuations of the international
tourist arrivals growth at multi-time scales were detailed illustrated respectively.
Whatever the length of the sequence, the data were decomposed into four IMFs and
one residual trend term (Fig.2 and Fig.4). In the long run (Tab.1), IMF1 expresses a
period of 3 months’ fluctuation, while IMF2, IMF3 and IMF4 denote fluctuations of
6, 12 and 32 months’ periods respectively. Herein the main fluctuation periods of the
international tourist arrivals are 3 and 32 months according to their corresponding
variance contribution, total of which is 13.1%. This result demonstrate that the
seasonal factor is the main impact component in tourism industry, while another
fluctuation with large time scale often ignored in previous work, about 3 years, must
be additionally paid attention to. In spite of obvious period fluctuation clearly shown,
the dominant factor to control the change of international tourist arrivals in the long
term is the residual res, because its variance contribution reaches up to 83.1%. Above
results state clearly that international tourist arrivals to China will rise up
continuously in the long run.

However, from the short-term decomposition result, the residual res is no longer
the dominant factor because its variance contribution only comes to 5.2%. The period
of 3 months with the biggest variance contribution, i.e., 50%, becomes the main
fluctuation characteristic of international tourist arrivals, and the period of 6 months’
fluctuation comes next with the 25.1% contribution. This result shows that in the short
term, the international tourist arrivals to China will still stay in intense fluctuation.

5 Conclusions and Discussion

The computational intelligence method of EMD can be applied to decompose any
non-linear system and detailed illustrate the fluctuation rule behind the data. Through
our study on international tourist arrivals to China from the long-term and short-term
time series respectively, four fluctuation periods, residual res and their corresponding
variance contribution are all obtained, which are clearly illustrated in Fig.2, Fig.4,
Tab.l and Tab.2, thus giving us a clear future dynamics of international tourist



New Application of Computational Intelligence Method of EMD 245

arrivals. In the long run, international tourist arrivals will rise up continuously, while
intense fluctuation with periods of 3 and 6 months are the main change characteristics
in recent years. Consequently, intense fluctuation should be paid more careful
consideration when establishing recent tourism plan and long-term measures to deal
with the large tourists flow will also be endeavored in immediately.

In this paper, we firstly attempt to introduce computational intelligence method of
EMD into tourism industry, and time series of international tourist arrivals to China,
i.e., an important impact factor for tourism development, is detailed decomposed and
analyzed. In fact, many non-linear systems can take advantage of EMD as the first
decomposition step to detect the change rule behind complex data series, and this
intelligence method will be inevitably applied to more fields. For our research, a
computational intelligence system based on EMD method will be established in the
next work, and we can use it accurately to predict future international tourist arrivals
and provide theoretical guidance for government’s tourism policy.
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Abstract. Three constitution design as a professional basic course, since it was
introduced in china from bauhause in 1980’s have been more than half a
century, times changed, especially computer technology has become a basic
design instrument, this technology, have give a new fashion and how to adjust
such changes should not only in technical, we should with the help of modern
technical and the students’ actural situation take methods to stimulate students'
learning initiative and creativity in teaching.

Keywords: compute technology, art design, three constitution, teching
innovation.

1 Introduction

In the early 20th century Bauhaus have set up the basis design program independent
from professional design.include plane constitude, color constitude and space
constitude courses. Therefore various visuak special design have the same basic
identical content. Today the traditional design have entered scientific ear, from early
1980s our country large-scalely introduced bauhaus teaching system, 1990s
constitution courses have become design compulsory education, widely applied in
design practice. Now, in the 21st century, art design have processed many kinds of
changes, also more diversified, especially in recent years the design education
becomes a ball of fire. more than ten years ago, the colleges introducted art and
design education only few, but today, the colleges and institutions have increased by
almost more than one thousand. Professional institutes, colleges, all kinds of
integrated vocational schools have trained a large number of specialized students with
the development of design education fashion. Which make our domestic aesthetic
level up to a new hierarchy, but no matter what the art school was, thinking how to
take courses professional, the three constitutions still have its important position,
because it is the basic and including catalogue and all kinds art principles, rules and
laws, with uncertain external visual form to ensure the permanency of beauty.

For modern art of writing practice, three constitution will increase the ability of
thinking, and illuminate the design inspiration, which is the foundation. its ultimate
purpose is to extend the design thought, integrate the design method of rational
thinking and feelings and make a solid foundation for the future design. “Innovation”

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 246 2011.
© Springer-Verlag Berlin Heidelberg 2011



Digital Technology Application on the Teaching 247

is a hot topic discussed in new era, how to pursue the times change is a big problem
we have to face. Since three constitution introducted in our country,its innovation has
been the question of educator concerned, especially in recent years with the thought
of opening up, and foreign exchange, many universities have conducted a great
innovation for performance art design foundation courses. Many schools are to make
innovations, reforms to how integrate the three constitution courses and professional
courses together more closely. but because of the art and design history of our country
is not so long, and the academic system still need to improve, more than to art and
design the professional basis system, this is a long way need to explore.

A. New Changes with Modern Technology

The internet is the most notable application in 20th century of human social
development from 1969, half a century, the computer network have successfully
processed from experimental in the world into commercial operation. tradition
education and modern science technology also experiencing from the beginning of the
opposition fusion develop coordinated today, they are affected and inflitrated each
other. at First gharopiwus and bahaus have the ideal which is treat people as the
dimension and they should have balance and in all-round development with the
education. especially as the basis leader of the bahause courses, john eton professor,
in the spirit of integrated the traditional eastern and western scientific culture
progress, in order to overcome the modern crisis. He stressed the importance of
inspiring students’ personality, and he classify the stydents into three types: spirit
expression, reasonable instruct and truth expression, different types should educate in
different direction, today the types seems should to add a partition that is the technical
performance, because the computer technology give three constituions a lot of
changes, and which was just after the computer applied results. It is precisely this new
technology has created new problems: traditional education and new technologies
how to get along ?

B. Differences between Traditional Education and Modern Technology
Applied Education

In our society, traditional chinese design education development from beginning to
the present is enormous and profound, but with the spread of new technological
evolution, the coming of the sixth phase of the internet era (the first stage : form and
sign language phase, the second stage : time phase, the third stage : words phase, the
fourth phase : printing phase, the fifth stage: electronic age, the sixth phase: network
era). Until now, the function of the art design have reached its extreme development,
so the art design education is gradually from the traditional educational methods
changed to adapt network era. However at the same time, traditional education still
remained its principle which was not inflitrated by the development of modern
science and technology, while modern technology and human culture have developed
rapidly into a new era. In regard to the relationship between traditional education
and computer technology operation, there are two different options.

Some people in our teaching work ignore the computer technology, they think
that idea is the most fundamental thing in design, the computer technology is
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secondary. But we all know undeniably, the computer technology in creating
implementation process has been a considerable effect, with the development of
science and technology applications we could improve the efficiency of our work, we
can rely on computer technology to save more time for training work in mind.

Another point of view is too much attention about computer technology, we oftern
find many students of science and engineering, they have a natural fear of the hand
technology, they could do nothing without computer. I think this situation should
have two reasons, one of them is the popular of computer make many students think
without the computer will not be able to design, what is design? They think granted
that computer drawing is design. the other reasons is the students graduated from
school to seek job. computer technology is the important standards to pass the job
examination, many units will ask your ability of operation the photoshop, autocad or
3D, if you say no, you will lost the chance of job. This entails lead the students began
to take much time in computer training, even think that hand expressed is nothing. In
fact the art design is different with other work, it is one of the visual language, if you
want to cast the expression of design feeling, you have to lean to hand ecpression,if
not, you will unable to carry out specialized design.

I have the pleasure have worked in my department teaching three constitution
courses for five years, from the process of my been taught experience since a students
to be a teacher to teach other students. The course: plane, color, and three-
dimensional constitutes content have a great change and can not help bringing me a
lot of thinking, with my teaching experience, I ventured to talk about under the new
technology inviroments how to improve the students creation capacity with our
teaching.

2 Combution New Techolonogy and Design Education

Traditional education and modern technology have experienced through decades
friction, “innovation” always is the word oftern been referred to when new technology
appears in the field of education, the new technology and education about how to
combine in constitute teaching, teaching innovation is the key we all need to think of.

From the first stage when three constituions courses just introduced from western,
the computer technology just begun, seldom applied in education field. The teaching
conditions similar with bahaus school situation, so we costed very large energy on
introduction foreign teaching experience in for our teaching content, teaching system
with a broad "modern" and public opinion, showing western standard, rational in big
position on judge. and disregard truly image expression, the work is mechanical and
callous. we all think point, line, plane are abstract, and re-organizing themselves,
although this is a rational thinking training phase we must experience. But we see it as
the end. In fact the aim of constitution is to learn a way of thinking, its ultimate aim
is not the work expression. Now computer is a very popular tools, the internet is an
indispensable part, we will have to think of how to combute better this new technical
conditions between education and modern technology, how to adjust such changes,
which should not only in technical, we should with the help of modern science for
better education methods. Because design teaching means how to stimulate students'
learning initiative and creativity.
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Three constituion course as teaching should take the advantage of the computer
and the hand drawing, so that give students a better understanding for form element.
My department in the curriculum arrangments on the three constituions and computer
skills are closely linked together, in the plane constitute and cad, the plane
constitution is 64 programes, coreldraw experiment teaching take 10 Class time, in
the period of colours constitutes and cad, 48 class teaching include 10 photoshop
experiment teachin, three-dimensional constitution for the period does not link with
the computer technology, if the curriculum can include 3d computer technology, will
give a great help for the students in the form understanding.

3 Innovation about Constitution Teaching

A. Students Analysis

In the teaching process, the students level are uneven, some of the students did not
have good fine art, while part of the students have passed a preparatory training
before entering college, therefore some of them have good understanding about
teaching content, so that as a professional teacher, teaching should seek methods to
adapt to their study ability, for the aim of the plane, color and solid constituions
teaching, not only should earnest study and explore in teaching philosophy, pattern,
but also should aim at createing ability, teaching people to do some studies. The
content of teaching should not be prejudiced, only from narrow education thoughts,
regard the bad handdrawing students lack of art feeling, for the reason ignore them.
Modern psychology theory prove that logic of science and art imagination is not in
contradiction. The art psychologist Arngeim in the <arts and visual consciousness>
said : "all thinking involve reasoning, all  the visual involve intuition, all the
observations involved creation.” every student has the potential to be one of the
ability on image thinking. the key is how to stimulate their creative thinking and lead
them to think with what kind of teaching methods and patterns.

B. Get Rid of Stereotype Training

The stereotypes of training In the teaching include for example the same teaching
content and the same homework in training, a lot of heavy hand work wast much time
and ignored the computer technology applications.

We all know different design major should have different emphasis on constitution
teaching, for example, the environmental art design and industrial design should take
more time on the three-dimensions shape while visual communicate design and
costumes design should focus on a two-dimensional graphic expression on two-
dimensional shape instead of three-dimensional representation, and they all should to
understand the materials technical, not all the design major have the same point, line,
plane. We should not be a copy teaching instruction.

Therefore homework content should be more target, and the same time we should
make good use of computer technology for improving efficiency, such as three-
dimensional courses, the students can use a 3d computer software to see the form
changes before do it in reality, and then through cut up and fold to strengthen intuitive
felling. Because sometime the print machine lost the true color reason, some color
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constitute job is in the key to understand the difference in color, hence these work
should be completed in hand. While the job application of color we can use the
computer to do. Almost most of all plane constitution homewok can use the computer
to making.

At the last demonstrate work step, the final work should include the draft of
driginal ideas at begainig phase and all aspect process untill his last work should be
linked. At the same time, students should have the ability to talk about their
innovative ideas, so that to exercises their thought logic and oral expression.

C. Strengthen the Ability of Image Thinking Expression

At past, we thought the plane constitution just work about dot, line and plane.
Therefore training are stereotypes and mechanical. We neglect the image thinking, the
students’ paperwork are much like and grim. But the constitution teaching aim is
combine sensibiliity and rational ability, so the teaching process should pay more
attention on combining different thoughts. The teaching concept of dot, line and
plane should be more deep and wide, inspire students to develop creativity, give dot,
line and plane new visual form and content. Exercise can do more work for emotional
expression, for example do some listening exercise convert to the visual experience,
give some smell concept convert to the visual experience and emotiona feeling
convert to the visual experience. These special subject training aim to improve the
emotional thinking. These subjects also aim to train strong comprehensive ability on
the dot, line and plane so that student can learn easily and effectely about the plane
constitution knowledge.

Western have strengthen the feeling expression about constitution form since 20 or
30 years of the 20th century, some of the reseachers trying to trace the story and come
into practice for a form exploration, to make ideas and form integrate in a more
organic method. Constitution design is a curriculum about training the art language
and the power of expression, by a large number form training, rich artistic thought
and improve the students ability to use the art element freely and the ability to express
their feelings.

4 Conclusion

As the basic subjects of design constitution should make new technology link with
design closely, this is an inevitable trend, we should make use of computer
technology for improving the efficiency of the students work, but as a design work
such a special expertise we can't get too much reliance on computer technology.We
should with the help of modern science to make better teaching, because education
means to stimulate students' learning initiative and creativity.

In the classroom teaching have a considerable amount of homework to strengthen
students understanding about emotional expression of constitute form, a constitution
design should develop students’ ability from three sides : first of all, students can
obtain the information from different areas through a variety of techniques and the
same time learn to summarize and refine design elements; secondly, take importance
on the matter of material feeling and learn to break through the physical limitations;
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thirdly, training a all-round control ability and the ability of aesthetic ideas always
throughout the design process.

The design times require design education must be good in time, teaching in the
classroom instruction cannot meet the needs of students learning, internet age, people
work efficiency greatly improved, provide great convenience for our design. How to
deal with the matter about technological and artistic design thinking and creativity, I
think is the key to education of design innovation, in a few years of design teaching
practice, the students’ works will cause a lot of educational research. Of course, there
are many places that not mature will continue to improve in the future.
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Abstract. Detection and recognition of obstruction is the key technique of OPGW
navigational Robot. For the obstruction of OPGW, A method is presented in this
paper that takes advantage of image processing technology to detect the damper.
After processing the acquiring image, make use of improved random Hough
Transform to randomly select one dot and calculate the other tow dot by way of
adding the condition ,which improves blindness of randomly selecting three
dots.This method can detect the circle part of the obstruction and impose the
condition of a fixed restricted shape, then detection of a damper is realized.

Keywords: Navigational Robot, Obstruct, Detection, Random Hough Transform.

1 Introduction

Nowadays with the wide use of OPGW cable in power system, requirements for
OPGW cable detection is constantly improved, making detection to be indispensable.
At present, there exists several methods for OPGW cable detection.

1) Ground eye-measurement method: Making detection for OPGW cable within
scope by naked eye or telescope, which is high labor intensity. poor reliability
and low efficiency and precision.

2) Aerial method: Helicopter navigation. When helicopter flies along OPGW cable,
the staff with naked eye or on-board camera observe and record the abnormal.
Though such method is close to the cable, which improves the efficiency and
precision, the cable quickly pass from the vision of observer or video equipment,
causing high technical difficulty and the cost.

3) Working in the OPGW cable: Such detection fits for the cable across river. lake
and railway whereas it is low-efficiency and high-danger, thus causing accident.

That is why we do research on navigational robot of optical fiber composite overhead
ground wire. Because of many obstacles being along the wire, it brings trouble to
navigate for robot. In this paper it takes Hough transform to detect and recognize
obstacle.

J. Zhang (Ed.): ICAIC 2011, Part V, CCIS 228, pp. 252-259]2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Hough Transform

Hough Transform is presented by Hough, it takes image coordinate from one space to
another one following voting principle, when the transformed space makes grid then
the transformed point falls into sub-grid, the grid number adds up by one. By testing
local peak it will recognize the target image. This way is effective for linear detection,
but the computation turns to be quite large for circle recognition and it also consumes
too much memory, thus presenting random Hough Transform. That is, for circle
detection it will randomly selects three points that are not in the same line to make up
of circle as candidate and then to make quantity accumulation. For being randomly
selected, it calls for massive redundant computation. This paper applies such
improved method to damper recognition.

To tower beam
= To tower beam

Strain clamp Insulator clip 220kV line

Suspension S \
Drainage Shockproof ~ clamp

jump line hammer Camera Navigational

robot

Fig. 1. Structure of OPGW cable

3 Damper Recognition of OPGW Navigational Robot

Figure 1 shows the structure of OPGW cable, in general, the obstacle of OPGW cable
includes damper, strain clamp and suspension clamp. When navigating along the
cable, the robot needs recognizing and stepping across the obstracle.

A. Wire Recognition

From all the obstacles wire recognition is the most important. Wire can not be as obstacle
while it can restrain to identify the one and wire can be recognized by Hough transform.
Above the image the wire tilts from top to bottom, because identification may detect many
lines there must be some rules existed. Supposing 0,(6¢80, (9l and g , are constraint

parameters, @ is angle between wire and horizontal gradient by experiment.) it will make
the abscissa of wire endpoints identified to follow childhood sequence,
(x,.x,, Kk ) subtracts two abscissa nearby like (Xz — X, X, — Xz’K) , if the
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difference meets in a certain range (X, — X, <d , K, d s the certain width made by
experiment), that can judge as wire. As follows

{ 6,<0<6, 0

X,—x,Sd,x;—x,<d,....

Figures below are the images fit by experiment, 6, =80°,0,=90° of the

pictures figure 3(a) is the outline graph near shockproof hammer acquired and
disposed and figure 3(c) is the identified graph of OPGW cable disposed by image
process, judging from the figures it can make good recognition for wire by such
algorithm.

Fig. 2(a). Outline graph

Fig. 2(b). Hough space
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Fig. 2(c). Identified wire

B. Recognition of Shockproof Hammer

Shockproof hammer is installed under the wires, connected by two hollow cylinder.
When it projects to camera, its section appears to be arch in the outline graph,
checking shockproof hammer being by detecting the arch. The arch detection
algorithm is more complex while it can be placed by its circle detection.

1) Selection of random dots
Initialized array stores all the edge points into D, selecting one point randomly from D
as Y.

In our opinion if the point is in the circle then the gradient of this point must pass
the center of circle, as figure 3 shows, OA and OB can be catenary. Gradient
calculation  follows reference, gradient of pixel point f(x,y) defines

r
as Af = [GX’GY]T _ {3_])12_];} direction angle of gradient at (x,y)

X

is B(x,y)= arctan[%) ,which is the direction of YO based on the axis.

Taking Y as datum point, it launches rays to the either side of YO to form angle ¥ .
(Angle &¢ is defined by experiment). Due to the continuity of circle, it intersects to the
pointU and Q ,all the three points mentioned above determine one circle.

We will find two points on the line YU and YQ in the edge point set then
compute the distance to the point Y separately in order to decide pointU and Q,

from which to Y is the equal distance. But there are two problems met them : (1) In
the recognition of shockproof hammer to detect arch if angle a s big enough there

may calculate that the nearest point to Y is near to Y . (2) The calculated points are
not on the circle but on the reverse extension line. For the first question, there
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solves that the radius of shockproof hammer is betweenr andr, (I;and I, are the
lower limit and upper limit of shockproof hammer radius that are little difference.)
For the two rays direction it can calculate length of line YA and YB ,d, =rcosa,

supposing d s =T cosa ,in the YU and yQ direction, it should find a point from
which toY Y the distance d meets 2d, <d <2d,if not then try to find another point.

For the second question it should calculate the vector from Y to the point we get, and
then find out the angle between this vector and the direction of gradient, if it is acute
angle, that is the one we want or else if being obtuse angle try to find another one.
Above all the three points to form circle is determined.

Fig. 3. Moutline graph

2) Circle area determination

After finding the candidate circle center coordinate O(a,b) and radius 7, then it
compares the distance between the edge point from image space and candidate circle,
so as to make sure if it is on the circle. In this paper it excludes all the points not on
the circle, avoiding unnecessary computation to improve detection accuracy. Ideally
speaking, for the points on the circle O it only addresses in the area between circle
circumscribing square ABCD and inner square EFGH (the grey area shows in the

figure 4), each square length is 27 and \/Er ,the center of which isO. Considering
the image is discrete, that needs to be threshold & (5 > 0) .Assuming the point

processed is P(Px P, ),it meets

<0

= +(p, =0 =1 o

Then point p is the one on the candidate circle.
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T1

Fig. 4. Candidate circle area

As known above the length of circumscribing square ABCD and inner square
EFGH are 2(r + &) and2(r - ) .
Originally

71:0l_”—5,T2=a—%(r—5),T3 =a+%(r—§),

T4=a+r+5,T5=b—r—5,T6:b_ﬁ(r_g),
2

5

T,=b+ _2( r—=0). 7; =b+r+0 for rectangular area the pixel coordinate
2

are

{ﬂ<g<n 3

T, < Py <T,
The same as the other area as follow

{n<ﬂ<n

4
I, <P <T,

T,<P <T, 5
I, <P <T

{Q<g<n ©)

T, <P <T;

Such method eliminates many points unrelated and improves efficiency. It only
judge whether the points from boundary set meet one of the (3)~(6),if so it can
calculate the distance to the candidate circle in order to make sure if it is on it.

3) Determination Circle area pixel

Among all the candidate set met the circle edge points p(p,, py) Af it

P~ +(p,—b) =<8

meets
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then p can be as the point of candidate circle, counted by one.

By evidence accumulation it counts M1 that is the number of image boundary on
the candidate circle, if it is greater than the minimum number of arch,

M min (M min = 2A7r, A is the defined factor) it can consider the candidate as the

actual circle, deleted the points on the circle from D, making another circle detection.

4) Additional conditions attached
For this paper confirms the arch being by identifying the circle belonged by arch,
there must be some wrong detection, so it should supplement another conditions for

the detected circle : the circle radius must be ; < r <, the location of circle center

is constrained by its abscissa, x, +d {a{x, +d, (x,, X, are the endpoint abscissas

).

these are the detected line at its left side and right side, d, = 3|xb —-X

a

5) Experiment
Pictures below are fit by algorithm so as to detect shockproof dammar in the
laboratory.

()
A
“uh P
{
(a) Outline graph (b) Recognized graph

Fig. 5. Simulation graph of shockproof hammer fit in the lab

C. Comparison of Hough and This New Algorithm

Traditional transform is the complex algorithm in three dimension space, which is only
detected regular circle. However, the algorithm in this paper not only simplifies the
computation spatial dimension but also realizes arch, detection. With the application of
this algorithm, detection time consumes 222.48ms for processor frequency of 1G, while
time being 1118.974ms for traditional Hough algorithm detection.

4 Conclusion

In this paper it presents a way to detect shockproof hammer based on the visual sight,
applying visual sensor to collect images and extracting edge information contained
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obstacles. It makes typical geometric figure detection with random Hough transform,
using operation condition of navigational robot to realize structure restraint and then
detects shockproof hammer. But when the light becomes too strong, this method
happens to be wrong so it needs further improvement. In addition, based on such
method, it can make visual sensor to realize obstacle position, robot posture
detection related to wire and the distance detection between robot and obstacle.
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Abstract. This paper illustrates the capacity of a pheromone based self-routing
control model for intelligent products to autonomously decide efficient
processing operations and routing paths in dynamic manufacturing systems
undergoing perturbations. This method is inspired by the behavior of foraging
ants that leave a pheromone trail on their way to the food. Following ants use
the pheromone trail with the highest concentration of pheromone to find the
shortest path to the food. Self-routing of intelligent products in dynamic
manufacturing systems imitates this behavior in a way that whenever a product
leaves a manufacturing resource, i.e. machine, the product leaves information
about the performance at the respective resource. The following products use
the data from the past to render the routing decision. The discrete event
simulations are analyzed by comparing statistics on throughput time data
resulting from the system’s behavior in dynamic order arrival and machine
breakdown situations.

Keywords: intelligent products, self-routing, pheromone, manufacturing system.

1 Introduction

Nowadays the environment within which manufacturing systems operate is
characterized by more rapid change than ever before. The unforeseen disturbances
occur frequently and the manufacturing system has to be able to react to these
disturbances. One possible solution to deal with this high level of dynamics in
manufacturing system is intelligent product driven manufacturing control paradigm.
An intelligent product can be understood as today’s products enriched with
competencies and abilities for decision-making and interaction with its environment.
McFarlane [1] describe the intelligent product as a physical and information based
representation of an item which:

(1) possesses a unique identification;
(2) is capable of communication effectively with its environment;

* This work is partially supported by the National Natural Science Foundation of China under
Grant No.50805058, the Fundamental Research Funds for the Central Universities (HUST
2010MS083), and International S&T Cooperation Program of Hubei Province.
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(3) can retain or store data about itself;
(4) deploys a language to display its features, production, requirements, etc.;
(5) is capable of participating in or making decisions relevant to its own destiny.

In intelligent product driven manufacturing control paradigm, the intelligent products
manage and control their manufacturing process autonomously. These products are
self-routing. Which operation should be the next operation a product undergoes and
where this operation will executed is decided by the part itself based on acquired local
information.

This leads to a shift from central and static planning in advance to distribute and
dynamic manufacturing control in real time. Each intelligent product makes its own
decisions by only taking into consideration the necessary information available in its
environment. This avoids extensive and time-consuming calculations and offers the
possibility to react quickly to sudden changes.

The intelligent products can be realized by novel computing and communication
technologies such as wireless sensor networks, Internet of Things, cyber-physical
systems, and etc. However, most existing manufacturing systems still consider
products to be passive entities: they never communicate, decide or act during the
manufacturing process. To promote intelligent product driven manufacturing control
paradigm, new product-centric control methods including operation allocating,
scheduling, routing should be developed. Furthermore, these methods must be
adaptive to resource constrained computing environments.

Given these realities, we have begun to work on the distributed control of dynamic
manufacturing systems using the notions of intelligent products and pheromone to
provide efficient, real-time, adaptive product routing.

This paper is structured as follows: A short introduction of pheromone based
approach applied to manufacturing control is given in Section 2. Section 3 presents
the manufacturing context in which our approach is applied. Section 4 explains the
proposed pheromone based self-routing approach for intelligent products.
Performance evaluation and results are presented in Section 5. Finally, conclusions
and perspectives for future research are presented in Section 6.

2 Pheromone Based Approach: Concepts and the State-of-the-Art
in Manufacturing Control

Pheromone concepts come from social insect colonies. Social insects leave an
evaporating substance called pheromone on their way and the following insects
follow the trail with the strongest pheromone concentration.

For intelligent product driven manufacturing, self-routing means the decision on
which path to choose through the manufacturing system is not made by a central
controller, but by the individual intelligent product itself. Pheromone based approach
is similar to the organization of an ant colony, where ants leave chemical messages
for the following ants, thereby transmitting the optimal path to the food supply.
Whenever an intelligent product leaves a machine, i.e. after a processing step is
accomplished, the product leaves information about the performance such as the
duration of processing and waiting time at the respective machine like ant leaving
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pheromone. The following intelligent products use the performance data from the
previous products according to certain rules resembling the evaporation of the
pheromone to render the decision about the next production step. That is to say, the
intelligent products choose their processing routes based on the experience of other
products of the same type.

The main advantages of such a self-routing approach are an added robustness
against unforeseen changes in production times and machinery breakdown and an
increased flexibility of the manufacturing system. Furthermore, our approach is
comparatively simple to implement, especially for intelligent products that only
possess limited computing and communicating resources, since we consider only
simple decision making by using decision rules.

Recently, a few researchers have developed approaches based on Ant Colony [2]
inspired scheduling in shop floor control. Most of the applications proposed concern
the shop floor routing [3] and permutation flow-shop sequencing problem [4]. The
pheromone based approach differs from these previously proposed methods, since no
reinforcement of the pheromone trail takes place as there is no equivalent to ants
returning their way back to the nest. The intelligent products disappear after
completing the manufacturing. This approach is also different from concepts for ant-
based routing and load balancing [5], as crowding as a consequence of limited
capacity is not addressed.

Furthermore, centralized implementation still dominates in existing control
prototypes [6] using Ant Colony Optimization, while distributed implementation is
preferred in intelligent product driven manufacturing context. Some implementations
[7] claim they adopt agent-based structure that is naturally decentralized and
distributed. However, in these implementations, the agents, running on PCs instead of
physical objects, depend on some kinds of data collecting and synchronizing
mechanism to update their status, simulate the real production processes that the
products undergo and make the decision. These kind of implemented systems become
more hierarchical than a real distributed one. And the consistency between physical
and informational flows is still a problem.

Scholz-Reiter et al. [8] proposed a pheromone based autonomous control method
to a shop floor model in matrix format and tested it in different dynamic demand
situations. They compared the pheromone approach with a method based on queue
length estimator. The performance is the throughput time with a sinusoidal arrival rate
of the parts. In contrast to previous work, this paper extends pheromone based
approach to self-routing of intelligent products in a generic manufacturing system
without imposing any constraints on the system topology or scenario.

3 Manufacturing System Context

The manufacturing system consists of a given number of resources; each resource is
able to perform any kind of manufacturing/transporting operation so that the resulting
manufacturing system is a pure general-purpose one. In such a system, self-routing of
intelligent product decides in what resource the product will perform the next
operation; therefore it is a general scheduling/dispatching problem. The
manufacturing system has the following characteristics:
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(1) Several product types have to be manufactured by the manufacturing
system. Each product type has a predefined process plan deciding the
operations that this type of product must undertake. Each product is
assigned a due date.

(2) Orders for production of different products arrive randomly with an inter-
arrival according to a special distribution, i.e. exponential distribution;

(3) The queues are managed by the First In First Out policy in order to
investigate only the pheromone approaches policy.

(4) Each resource can breakdown randomly with a special distribution, i.e.
exponential distribution.

In this research, the operations of resources include both the transportation operations
of the material handling/transporting devices and the manufacturing operations of the
machines.

Process plan of a certain product is represented as directed acyclic graphs (DAG)
which enumerate all possible operation sequences that can be applied to this product.
Graphs are commonly used to represent systems with complex connections between
their components. Routing flexibility is well represented by such a graph based
model, and efficient routing optimization is enabled.

Fig. 1. Routing graph

As shown in Fig.1, each intelligent models its process plan as a DAG G = (S, T)
with two distinguished vertices (start and end points). Nodes denote states T = {tj | j =
1, ..., n} and edges are labelled to represent certain resources S = {s; i =1, ...,m} that
perform the processing operations. Generally, multiple edges between two nodes are
permitted. The processing of an intelligent product begins from the start state t,. In the
end state t the intelligent product finish its processing. A graph G = (T, S) is called a
routing graph. Note that branching in the routing graph corresponds to routing choice.
For each intelligent product, self-routing problem is transferred into the problem of
finding a shortest path from start state to end state in this routing graph.

4 Pheromone Based Approach

In the manufacturing system mentioned above the ants are the intelligent products that
flow through the resources; the resources are the edges that ants must go through.
When an intelligent product leaves a resource, it deposits a pheromone based on the
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predefined performance metric in the resource. The pheromone based self-routing
approach and its main characteristics can be summarized as follows.

(a) Each intelligent product act concurrently and independently, and
communicate in an indirect way, through the information they read and
write locally to the resources.

(b) Each intelligent product searches for a minimum cost path joining its start
and end states in the routing graph.

(c) Each intelligent product moves step-by-step towards its end state. At each
intermediate state the intelligent product chooses the next edge to move
according to the amount of pheromone left on this edge.

(d) While moving, pheromone for each edge is modified.

(e) Once the intelligent product arrives at its end state, its routing process ends.

Therefore, the pheromone based self-routing algorithm consists of two parts: routing
decision making and pheromone updating. These two parts are described in the next
two sections.

A. Pheromone Updating

There are two main problems that pheromone updating algorithm must address: (a)
how the pheromone information is formalized, what type of information can be
included; (b) the methodology of pheromone evaporation.

There are many measures that can be used to indicate the performance of
manufacturing system, including resource utilization, throughput time, Work-in-
Process (WIP) level, and etc. Since in most cases the main purpose of intelligent
product driven control is to reduce product throughput time as a strategy to meet due
dates, the information deposited by the products for the pheromone computation is the
throughput time of a product (ant) that is processed on a resource (edge).