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Abstract. Declarative workflow languages are easy for humans to un-
derstand and use for specifications, but difficult for computers to check
for consistency and use for enactment. Therefore, declarative languages
need to be translated to something a computer can handle. One approach
is to translate the declarative language to linear temporal logic (LTL),
which can be translated to finite automata. While computers are very
good at handling finite automata, the translation itself is often a road
block as it may take time exponential in the size of the input. Here,
we present algorithms for doing this translation much more efficiently
(around a factor of 10,000 times faster and handling 10 times larger sys-
tems on a standard computer), making declarative specifications scale to
realistic settings.

1 Introduction

Worflow languages provide an efficient means of describing complex workflows
allowing analysis and assistance of users. Traditional workflow languages like,
e.g., BPMN [I2] require that the modeler explicitly specifies all possibilities from
each state of the system, making it difficult to model more abstract relations
between tasks when the user has many choices in each state. Descriptions such
as “you are only young once; when you are young you should get an education;
you can only get one master’s degree; and only with a master’s degree in business
information systems will you truly be a master of business process modeling”
can only with difficulty be implemented using a transitional workflow language
and the complexity grows as the freedom increases. For this reason declarative
workflow languages, such as Declare (also referred to as ConDec or DecSerFlow)
[15] are becoming popular. Declarative languages do not explicitly state the
allowed choices, but instead focus on constraints between tasks, and hence on
disallowed behaviour rather than allowed behaviour. They are therefore well-
suited to describing systems like the aforementioned example.
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Specifications in Declare consist
of tasks, represented as rectan-
gles, and constraints, represented as
(hyper-) arcs between tasks. An ex-
ample Declare specification is shown
in Fig. [l Here we have five tasks
(e.g., Young) and four constraints.
The constraint response from Young
to MSc, BIS, MSc, ES, and Bsc states Fig. 1. A process described using Declare
that if Young is executed, at least
one of the others have to be executed to as well. The not co-existence constraint
between the two MSc tasks state that at most one of these can be executed.
Finally, the precedence from MSc, BIS to Master of BPM states that Master of
BPM can only be executed if MSc, BIS has been executed previously. Finally,
Young has a constraint stating that it can at most be executed once (the shape
with 0..1 above the task). Thus, this is a Declare implementation of the example
mentioned earlier. We shall not go into further details about the available con-
straints and their graphical representation here, but refer the interested reader
to [15].

To provide analysis for and enact declarative languages, we translate speci-
fications to a form that can be used by computers. For Declare, this has been
done by translating specifications to the event calculus [2] and by translating
specification to linear temporal logic (LTL) [I5]. Here, we are concerned with
translation to LTL as this allows more advanced analysis prior to execution, as
LTL formulae can be translated to finite automata accepting the traces accepted
by the LTL formula and original model [6[7] Analysis made available by this is
checking whether the specification is inconsistent, which manifests itself as an
empty acceptance language and easily checked on a finite automaton. We can
also identify tasks that can never be executed in a valid execution by inspect-
ing the labels of the automaton, and identify redundant constraints by checking
language inclusion using automata. Furthermore, an automaton is used for en-
actment of the workflow specification, by following states in the automaton and
provide the user choices based on what the automaton allows.

The classical approach to translating LTL to automata [6] results in a Biichi-
automaton accepting all infinite execution traces satisfying the formula. A slight
modification of the algorithm [7] instead constructs a standard finite automaton
accepting all finite traces accepted by the formula. This algorithm is intended for
general model-checking, and thus allows requiring multiple atomic propositions
to be satisfied at the same time. A problem with this algorithm is that the con-
struction may be exponential in time and space. As our atomic propositions are
events that cannot happen at the same time, [I4] further improves on the base
original algorithm by removing all transitions that require more than one event
occurring at the same time, resulting in smaller automata and shorter execution
time. The model-checking community has provisions for dealing with the size of
automata by minimizing the formula prior to translation [4] or minimizing the
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generated automata on-the-fly or afterwards [13,4]. While these techniques alle-
viate the explosion to a certain degree, the model-checking community typically
write formulae by hand which result in smaller formulae, and thus their prob-
lem is not so much difficulty in generating the automaton in the first place, but
rather the subsequent analysis. We, however, generate formulae automatically
from easier to understand descriptions, so our formulae become much larger,
making reduction during the initial generation important.

Here, we improve on state-of-the art by exploiting characteristics of LTL for-
mulae derived from declarative workflow specifications, namely that they are in
essence huge conjunctions of relatively simple formulae. Traditional LTL trans-
lations handle conjunctions quite poorly, so we instead translate both sides of a
conjunction individually and subsequently construct the synchronized product
of the two automata, resulting in better performance. Having sub-divided the
problem allows further improvement. For example, we can use automaton mini-
mization algorithms prior to synchronizing, and we can order the product using
heuristics to reduce intermediate products and achieve better performance. In
this paper we describe several algorithms for constructing the automaton for a
Declare model more efficiently. Most of our algorithms have a theoretical worst-
case execution time no better that the standard algorithms (i.e., exponential
in the size of the input), but behave much better in practise. One presented
algorithm only uses linear time to construct an automaton which is useful but
not the same as the one constructed by the traditional algorithm (it is a non-
deterministic automaton for the negation of the model). We have implemented
our algorithms in the Declare tool [3], and the improvements yields speed im-
provements of a factor 1,000-10,000 or more for randomly generated Declare
models, and allows us to generate automata for descriptions consisting of in
the order of 50 tasks and constraints, where previous algorithms only allowed
us to generate automata for descriptions consisting of around 5-10 tasks and
constraints. This in our view is a game-changer, as this makes it possible to
represent real-life systems and not just toy-examples.

The rest of this paper is structured as follows: In Sect. 2l we introduce the
concepts useful for understanding the details of the rest of the paper; this may be
skipped on a first reading for the reader not interested in the discussions about
theoretical run-time. In Sect. [3 we present algorithms for translating Declare
specifications to finite automata using LTL, and in Sect. [ we provide experi-
mental results from our implementation of the improved algorithms. Finally, in
Sect. Bl we sum up our conclusions and provide directions for further work.

2 Background

In this section we briefly introduce linear temporal logic (LTL) interpreted over
finite traces, the specific kind of finite automata we are dealing with in this pa-
per, the classical algorithm for translating LTL to finite automata including the
improvements from [I4], and the complexity of common operations on automata.
This section can be skipped by a reader not interested in the asymptotic analysis
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provided. Most of the material presented in this section is known; the contribu-
tion here is the formalization of the non-standard kind of finite automaton we
use (Def. [2) and single-event automata (Def.[3]), and the introduction of a notion
of a deterministic automaton for our kind of finite automaton (Def. [).

In the following, we interpret formulae and automata over finite sequences,
o = eperes...en_1 for e; € E. We call the set of all such sequences E* and use

the notation o(i) = e;, 0(i) = e;jei41...en—1, and |o| = |egey ...en—1| = n. The
concatenation of two sequences oy = €1,061,1---€1,n—1 and o9 = €2,0€2,1---€2.m—1
is 0102 = €1 0€1,1,...€1,n-1€2,0€2,1 - .- €2,m—1.

Definition 1 (LTL Syntax). Given a set, AP, of atomic propositions, a
formula ¢ of linear temporal logic (LTL) over a set of atomic propositions
AP has the form

pu=plop eV oAy ]| Xe| Uy

where p € AP, and ¢ and ¥ are LTL formulae. We allow the abbreviations
= Y=—pVi, Fp=TUyp and Gp = ~F(—¢). O

We interpret LTL over finite sequences by assuming a labeling function: A :
S — 24P The standard logical connectives behave as normal, i.e., o |= p iff
pEX0(0),cEwif o, 0 EeVyiff o= poro =1, and o = p Ay iff
o | ¢ and 0 = 9. X means that ¢ must held in the next state, i.e., o = X iff
o(ly E , and U means that ¢ holds until ¢ holds and v holds eventually,
ie, o | Uy iff k.0 < k < |o| such that o(k) = ¢ and Vi.0 < ¢ < k it
holds that o (i) = . We call the set of all sequences satisfying a formula ¢ the
language of ¢, denoted L(p) = {o|o = ¢}.

Our definition of automata is very similar to the traditional one, except we
add a little more structure to the labels. Labels are a set of atomic proposi-
tions or negated atomic propositions. Intuitively, in order to transition from one
state to another, one must satisfy all positive atomic propositions and none of
the negative atomic propositions of a label. An empty set of labels indicates a
transition that can be followed regardless of the set of atomic satisfied.

Definition 2 (Finite Automaton). A finite automaton FA is a tuple FA =
(L, S,0,sr,A), where L is a finite set of labels, S is a finite set of states,
§ C S x 2LY7L xS is the transition relation where =L = {-plp € L}, s; € S
is the initial state, and A C S is the set of accepting states. g

We say a sequence o = $g87...8,_1 € E* with a labeling function A : E — AP
is accepted by a finite automaton FA = (L, S,d, sy, A) iff Vi.0 < i < n there
exists a transition, ¢, leading from s;_1 to s;, i.e., (si—1,t,8;) € 0, such that
so = sy and the labels of s;_1 are consistent with ¢, i.e., tN L C A(e;—1) and
—A(ej—1) Nt =0, and the trace ends up in an accepting state, i.e., sj,/_1 € A.

! There are some intricacies at the end of the trace leading to introduction of two
kinds of next operators [I1]; they are not material in this paper and is discussed in
a bit more detail when we talk about accept states for generated automata.
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We call the set of all sequences accepted by a finite automaton the language of
FA, denoted by L(FA) = {o € E*|o is accepted by FA}. Note that we make no
assumptions about L = AP.

The standard algorithm for translating LTL to finite automata defines and
builds the automaton inductively. Each state has a proof obligation, a set of
formulae that must be satisfied in order for a trace starting in that state to be
satisfied. The algorithm starts by bringing the formula to negative normal form,
i.e., a form where negations only appear directly in front of atomic propositions.
This is done by using De Morgan’s laws, i.e., 7(AVB) = “AA—=B and ~(AAB) =
—A V —B, and introducing the release operator, ¢V defined as —(pUt) =
=V —=. Given a formula in negative normal form, ¢, the algorithm starts with
a single state with proof obligation . This state is furthermore marked as initial.
Now, proof obligations are split up according to the structure of . If ¢ = 1 A p,
we add ¢ and p as new proof obligations, and mark ¢ as satisfied. If p =¥ V p,
we duplicate the state (including any transitions) and add v to one copy and
p to the other, and mark ¢ as satisfied. For ¢ = X9, we add a new state
with the proof obligation ¢ and add a transition from the current state to the
new state. The intuition is that we consume a single event and in the next
state we must satisfy . ¢ = ¥YUp and ¢ = ¥V p are both handled using their
fix-point characterisation, namely that vUp = pV (¢ A X(¥Up)) and vVp =
pA (VX (¢¥Vp)), and using the other rules. We make sure only to create one state
for each set of proof obligations, reusing previously created states if possible. We
do not need to handle the case where ¢ = =) as this only happens when ¢ = p
for some p € AP.

To define a finite automaton FA, = (L, 5,6, s1, A), the set of states, S, and
the initial state sy are as defined by the inductive algorithm. L coincides with the
atomic propositions, AP, of ¢. A state can transition from one state to another
if we have created a transition as explained in the inductive algorithm and the
labels of the transition are atomic propositions and negated atomic propositions
of the source, i.e., (s,t,s") € § iff s and s’ are related as described above and ¢t =
5 N 24PYUAP The accepting states are all states with no outstanding temporal
obligations. For V' this does not have any impact, and for U it just means that
a state cannot have any U proof obligation (an obligation ¥Up has not yet
satisfied p, and hence cannot be accepted). For X the problem is a bit harder,
and one has to split X up into a weak and a strong variant [9]. The weak variant
basically means “if there is a next state, it must satisfy this formula” and the
strong variant means “there is a next state and it satisfies this formula”, and is
hence an outstanding proof obligation. Except at the end of the trace, the two
versions behave the same. We have that L(y) = L(FA,).

To improve the algorithm one typically checks each state for inconsistencies
before expanding it. A state is inconsistent if it contains both a formula, ¢, and
its negation, —. All inconsistent states are removed. In order to improve the
algorithm for workflow specifications, [I4] extends this requirement by adding
the additional condition that a state is inconsistent if it contains two atomic
propositions, p # ¢ (as a sequence from a workflow always produces exactly
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one event so two atomic propositions can never be satisfied at the same time).
Furthermore, whenever a state contains an un-negated atomic proposition, p,
we can remove all negated atomic propositions (except —p). This may allow us
to merge the state with others as it contains fewer proof obligations and thus
may match another state. Thus, an automaton constructed using this approach
will only have transitions that are either a single positive label or a (possibly
empty) set of negative labels. We call such an automaton a single-event finite
automaton as formalised in the following definition.

Definition 3 (Single-event Finite Automaton). A finite automaton FA =
(L, S,9,sr1,A) is said to be a single-event finite automaton iff for all t such
that (si—1,t,s;) € 0 it holds that either t = {p} for some p € L or t C =L (note
that this includes ). |

All automata we have used until now are non-deterministic, i.e., whenever we are
given a state, s, and a transition, ¢, there is not necessarily a unique successor
state, s, such that (s,t,s’) € § and (s,t,8") € § = s = s”. We define a
deterministic single-event finite automaton as an automaton where this holds:

Definition 4 (Deterministic Single-event Finite Automaton). A single-
event finite automaton DFA = (L, S, 0, s1, A) is said to be deterministic iff for
all s € S, either

there exists a s’ € S such that (s,0,s") € § and (s,t,s") € 6§ = " =

s’ At =10, or all of the following hold

— for allp € L there exists a s, € S such that (s, {p},s},) € 0 and (s,{p},s,) €
§ = s, =5,

— there exists a s’ such that (s,—L,s') € § and (s,—L,s") € = §" =4,

and

if (s,t,8;) € ¢ either t = {p} for somep € L ort=-L. |

Given two finite automata sharing labels, FA; and FAs, we can construct an
automaton FA; x FA, accepting the intersection of the languages accepted by
the original automata, i.e., such that L(FA;) N L(FA3) = L(FA; x FAg). Due
to the semantics of LTL, we have L(FA,ry) = L(p A1) = L(p) N L(y) =
L(FA,) N L(FAy) = L(FA, x FAy). We can construct this product using the
product construction, which carries deterministic automata over to determinis-
tic automata and uses time and space O(|S;]|Sa| - 221X if the automata are
non-deterministic (a non-deterministic automaton can have up to 221! different
transition labels) and O(]S1]]S2||L|) for deterministic automata (they have a
restricted set of labels). We can construct an automaton FA; + FAy accepting
the union of the original languages, i.e., L(FA;) U L(FAs) = L(FA; + FAs),
using the similar sum construction. If the resulting automaton does not have to
be deterministic, we can construct an automaton accepting the same language
by setting the states as the disjoint union of the original sets of states, make
the transition relation respect the original transition relations, and make ac-
cepting states of the sum be the disjoint union of the original accepting states.
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The initial state is a new state which has transitions that are the union of
the transitions from the original initial states. This construction only uses time
and space O(|S1| + |Sa| + 2211, Tt is possible to minimise a finite automaton,
deterministic or not, i.e., given a finite automaton, FA, to find another au-
tomaton, FA’, such that L(FA) = L(FA’) but such that FA’ contains the min-
imum number of states possible to accept L(FA). Basically, one can try all
automata smaller than a given automaton and pick one with the fewest number
of states. For non-deterministic automata, this is the best possible algorithm in
the worst case, but for deterministic automata, it is possible to do this more
efficiently, and obtain a (unique up to renaming) minimal automaton in time
(O(|L] - |S|1og|S])) [8]. For every finite automaton FA = (L, S,d, sr, A), there
exists a deterministic finite automaton, DFAps = (L, 5’,¢, sh, A'), such that
they accept the same language, i.e., L(FA) = L(DFAFa). The automaton can be
constructed using the subset construction which uses time and space O(2!5122111)
(as we can have up to 427! different transitions). Given a deterministic automa-
ton, FA, we can construct an automaton, FA® accepting the complement, i.e.,
L(FA)¢ = L(FA®), interpreted over some domain. Due to the semantics of LTL,
we have L(—¢) = L(p)¢ = L(FA,)® = L(FA°®). Finding the complement of a
non-deterministic automaton is as hard as constructing a corresponding deter-
ministic automaton and negating that. This takes time and space O(|S|+|L|) for
deterministic automata. For any finite automaton, we can construct an automa-
ton accepting the set of all prefixes of L(FA), prefix(L(FA)) = {c|loT € L(FA)}
for non-deterministic automata in time O(|S| + 22/%1) and for deterministic au-
tomata in time O(|S| + |L|).

3 Algorithm

Here we describe various ways to construct an automaton accepting the language
of a Declare workflow specification or its complement. Our implementation as-
sumes that single-event automata are used, but the algorithms can be generalized
to handle arbitrary automata. Declare allows users to specify workflows by de-
scribing a set of tasks, T = {T;},, and a set of constraints, C = {C;}I_,,
which are LTL formulae with atomic propositions AP = T'. For the example in
Fig. [l we have T = {Young, MScBIS, MScES, BSc, MasterOfBPM} with m =5
and C = {~(F(Young A X(F(Young)))),G(Young — F(MScBIS V MScES Vv
BSc)), 7(FMScBISAFMScES), ~((MasterUMScBIS)V GMaster)} with n = 4 (the
constraints are in order: “you are only young once”, “when you are young you
should get an education”, “you can only get one master’s degree”, and “only
with a master’s degree in business information systems will you truly be a mas-
ter of business process modeling”). The allowed behaviour of the specification is
the language accepted by ¢ = /\ZL:1 C;.

In Declare constraints are picked from a set of templates, which are
instantiated to concrete atomic formulae. Thus, the set of possible formulae for
constraints is fixed and finite. It is easy to see that, given a formula, ¢, if r is a bi-
jective renaming of atomic propositions, the language of the formula obtained by
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renaming atomic propositions of the original formula, ¢/r, is the same as the one
obtained by taking an automaton accepting the language of the original formula,
FA,, and renaming all labels of the automaton according to the renaming func-
tion, FA,/r, i.e., L(p/r) = L(FA,/,) = L(FA,/r). Thus, we can pre-compute
the automata for all constraint templates and construct an automaton accepting
L(C;), FAg,, in constant time. Furthermore, as the templates are known before-
hand, the size of the entire specification |¢| = |A]_, Ci| < n-max]_, |C,| € O(n)
as max!_; |C;| € O(1). We only use this for arguing about the speed; our imple-
mentation computes an automaton for each constraint on-the-fly. This is linear
in the size of the model as long as we stick to a pre-defined set of constraints.
A summary of the different algorithms developed in this paper can be seen in
Table [Il For each algorithm, we give the worst case execution time; here |¢| is
the length of the formula p = A, Cy,, n € 0(|¢]) is the number of constraints in
the input and m is the number of tasks, |\S] is the maximum number of states of a
automaton for any of the possible constraints and |S’| is the maximum number
of states in a deterministic such automaton. After renaming of labels in the
template automata, we can consider them to range over the same set of labels,
which corresponds to the tasks, so |L| = m. The memory requirement is the same
as the time requirement in all cases. We see that the improved algorithms rarely
provide better bounds than the base algorithm, except for algorithm 4, which
provides a less valuable result. In the next section we turn to an experimental
evaluation of the algorithms showing significant improvement in practise.

Base Algorithm. The base algorithm is using the standard translation with
single-event optimisation on ¢. The time for this algorithm is O(2/#).

Algorithm 1: Construct automaton for the negation. The first idea is,
instead of constructing an automaton for the specification ¢ = A", Cy, to con-
struct one for the negation, ~¢. The idea is that when translating —¢ to negative
normal form, we get ~¢p = = (A, Cn) = Vi, (=C,) using De Morgan’s laws.
While LTL translators are bad at handling conjunctions, as they just add proof
obligations, they are good at handle disjunctions as they sub-divide the problem.
This algorithm also runs in time O(2/¥1).

Table 1. Comparison of the algorithms

Algorithm Execution time

Non-deterministic Deterministic

Base o(2!%h -

1 o(z\wl) -
2 o(|s|"2*™) o(|S'"m)
3 o(2!51"22mp) O(|S’|*mn? log|S’|)
4 O(n) same as algorithm 2 or 3
5,6,8 same as algorithm 2 or 3 same as algorithm 2 or 3
7 same as algorithm 2 or 3 for each partition same as algorithm 2 or 3 for each partition
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Algorithm 2: Use automaton operations to handle conjunctions. The
results of using algorithm 1 show significant speed improvement compared to
the base algorithm, and suggest that runtime is dominated by the difficulty in
efficiently coping with conjunctions. Unfortunately, we often want to construct
the prefix automaton for a Declare specification, but this cannot be done ef-
ficiently from a non-deterministic automaton for the negated model. We thus
seek an automaton accepting L(p)with as many of the nice traits of algorithm 1
as possible. One way to achieve our goal is to instead construct the automaton
using L(p) = L (A, Cn) = L([]_, FAc,) where [[\_, FA¢, is shorthand for
FAc, x FAg, x -+ X FAg, . As we have pre-computed FA(,, time spent in this
algorithm is just the time for constructing the product, which is O(|S|"2%2™) for
non-deterministic automata and O(]S’|"m) for deterministic automata. While
|5’ € O(2!9]), the number of potential labels are smaller (Jm| vs 2°™) and in
practise they are rarely larger. Though n € 6(|y|), it is numerically smaller.

Algorithm 3: Use minimisation. One way to make the base of the run-
time of algorithm 2 smaller in practise is to minimize the sub-automata used
in the computation of []), FA¢,. For non-deterministic automata this takes
O (215"22mn) (n times minimization of at most |S|™ states, each dominating
the multiplication producing the automaton). For deterministic automata, this
takes O (]S’|"mn?log|S’|) (same reason as in the non-deterministic case, but
with a different complexity for minimization). While this theoretically is worse,
the hope is that using smaller automata improves performance in practise.

Algorithm 4: Using automata to compute the negation. Even though
the negation cannot be used to compute the prefix automaton directly, we can
still use it to find definite violations, and it is thus interesting to find efficient
algorithms for it. Using the results from algorithm 2 combined with algorithm 1,
we can obtain a non-deterministic automaton in time O(n|S|22™) we just have to
modify initial states n times, every time taking time proportional to the number
of out-going transitions. We note that |S| is a small constant only depending on
the constraints and 2" is an over-approximation as the total number of edges
is also independent of the model and known from the constraint automata, in
effect yielding a running time of O(n). For deterministic automata, we have to
use a product construction, leading to the same time as for algorithm 2 or 3.

Algorithm 5: Using balanced trees. The commutative law applies for con-
junctions of LTL formulae, so we may re-arrange the conjunction prior to trans-
lation. This allows us to arrange the conjunctions in a balanced tree as shown in
Fig. 2 (bottom) instead of sequentially as shown in Fig. @l (top). Arranging the
automata in a tree can done in linear time, and the time for computing the prod-
uct is theoretically the same as for algorithm 3 (as this is just a special-case).
We do not expect it to perform significantly better or worse than the sequential
implementation used for algorithm 3.



92 M. Westergaard

Algorithm 6: Using automaton size.
Looking at the tree arrangement in Fig.
(bottom), we have more freedom when it '
comes to the size of the intermediate prod-
ucts (the diamonds).The reason is that we
can compute half the intermediate products
independently of other computations. We
want to keep the size of intermediate prod-
ucts as small as possible to reduce the time
spent computing them (the time spent is
proportional to the size of the result). One
heuristics to do that is to ensure we never
compute the product of two large automata.
The idea of algorithm 6 is to construct a
tree like in algorithm 5 and order leaves so
large automata are paired with small ones.
On the next levels we do the same.

Fig. 2. Conjunction arrangements

Algorithm 7: Computing partial product only. In order to detect incon-
sistencies in a Declare model, we check whether the language of the derived LTL
formula is empty, i.e., if L(p) = (. If we can find C4 and Cp with ¢ = C4 ACp
such that L(¢) =0 <= L(C4) =0V L(Cp) = () we can just check the (possi-
bly) smaller automata for C4 and Cp for emptiness. As we have ¢ = /\;L=1 Ch,
we seek P C {1,2,...,n} s0o Ca = \;cpCi and Cp = \jc(1 5 oy p Cj- Even
though automata for C'4 and C'z may not be smaller than the automaton for ¢,
at least we can construct them easier (as they consist of fewer conjunctions).

In terms of languages we seek C4 and Cp such that L(C4)NL(Cp) = L(Ca A
Cp)=0 < L(Ca) =0VL(Cg) = 0. Let us consider the contraposition of the
direction we are interested in, left to right, namely = (L(C4) = 0V L(Cg) = 0)
< L(Ca) #ODANLCB)#0 = L(Ca)N L(Cg) # 0. We must construct
Ca and Cp such that if we have a a € L(C4) and a b € L(Cp) then we have a
c € L(Ca)Ace L(Cp). We construct C4 and Cp such that ¢ = ab can be used.
If Cy is closed under adding suffixes, i.e., if a € L(C4) then aw € L(C4) for any
word w € X*, we clearly have that ¢ = ab € L(C4). If furthermore Cp is closed
under adding prefixes, i.e., if b € L(Cp) then wb € L(Cp) for all words w € X*,
we also clearly have that ¢ = ab € L(Cp).

Imposing this notion of suffix/prefix closedness is a too strong condition, how-
ever, as we would be able to do anything in the suffix/prefix. Instead, we seek
a weaker notion that preserve the property. The idea is that constraints from
Declare typically have some part that activate them and some part that sub-
sequently satisfy them. The constraints do not care what happens when they
are not activated. In the example in Fig. [Il the constraint response is activated
by the execution of Young and satisfied by the execution of one of the MScs or
BSc. Whether the constraint is satisfied is not affected by any other tasks. Some
constraints are activated in the initial state, e.g., the 0..1 constraint on Young.
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For a partitioning into C'4 and Cp we are satisfied if we can pick a
suffix/prefix to add to a string of the language accepted by one to the lan-
guage of the other. Assume that C4 is an automaton derived from a constraint
with formula ¢. We then denote by AP(C4) the set of all atomic propositions
occurring in . By construction, this coincides with the labels occurring in C'4.
Ifa e L(Cy) = av € L(Cy4) for any v ¢ AP(C4), we conclude that for any
string w € (AP(C4)%)* a € L(Ca) = aw € L(Cy). For the same reason, if
be L(Cp) = vbe L(Cp) for v ¢ AP(Cp) then b € L(Cp) — wb € L(B)
for any string w € (AP(Cp)°)*.

If we have two automata, C4 and Cpg, with AP(C4)NAP(Cg) = 0 then and
an a € L(Cy4) we can find another ' € L(C4) N (AP(Cp)°)* which does not
use any labels from AP(Cp), as labels of AP(Cp) does not occur in C4. This
is possible as C'4 cannot distinguish characters not in AP(C4). Similarly, for a
b e L(Cp) we can find a b’ € L(Cg) N (AP(C4)°)*. Thus, o't/ € L(C4) and
a'b € L(Cp), ie., a'b € L(Ca) N L(Cp) = L(Ca x Cp) as wanted.

We thus need two automata C'4 and C'p not sharing labels; one must satisfy
a € L(Cy) = av € L(Cy) for any v ¢ AP(C4) and the other must satisfy
be L(Cp) = wvb e L(Cp) for any v ¢ AP(Cp). The first is easily checked
by inspecting the labels of two automata and the latter can be identified by
looking for self-loops on accepting and initial states, respectively. Both of these
properties are preserved by automaton product, and any automaton derived
from a constraint in Declare satisfies the requirement of accepting any suffix not
in their own labels (when not enabled, they do not care what happens to tasks
unconnected tasks). Most additionally satisfy the requirement for accepting any
prefix not in their alphabet (all constraints not initially enabled).

This gives us the following partitioning algorithm: partition the graph with
constraints as nodes and tasks as edges into connected components, considering
not accepting any prefix as an additional constraint. This makes sure that no
two automata from different partitions share labels and hence that the product
of all automata from one partition does not share labels with the product of all
automata from another. Furthermore, the automata derived from all partitions
accept any suffix using different labels, and, except for at most one, all accept any
prefix. Thus, the language of the product of any two products of all automata
from two partitions is empty if and only if one of the factors is, and hence the
product of all automata in all partitions is empty if and only if the product of all
automata of at least one of the partitions is. We can construct the partitioning
in linear time in the size of the original model and compute the product for each
partitioning in the same time as for the other tree-based algorithms. This is an
improvement as, if we have more than one, the partitions are smaller than the
original system, thus reducing the exponent n in the running time. Automata
for partitions can be calculated using algorithms 2, 3, 5, 6, and 8.

Algorithm 8: Taking atomic propositions into account. The idea of this
algorithm is that synchronized products become smaller the more synchronisa-
tion takes place. In the previous section we have argued that partitioning ac-
cording to connected components of the graph induced by constraints as nodes
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and tasks as edges is a good idea. This graph typically contains few connected
components (few tasks of the same specification that are not related by a chain
of constraints), but it often contains islands that are only connected by few
tasks. The idea of algorithm 8 is to use this graph for constructing the con-
junction tree. We want to partition the graph into two parts, representing the
left and right subtree, so as few atomic propositions as possible are shared be-
tween the two. This is equivalent to performing a minimum bisection or sparsest
cut [5] and thus NP-hard. As we just use this as a heuristics for partitioning
the constraints to construct a conjunction tree, we do not need a guaranteed
best solution, so we use a simple hill-climbing implementation working from
random partitions to approximate the problem. Aside from the improvement
arising from constructing smaller intermediate products, we also get another
benefit, as inconsistencies manifest them selves by incompatible requirements.
Thus, by grouping constraints more likely to violate each other, we expect to
find inconsistencies faster.

4 Experimental Validation

In this section we present results from experiments with the algorithms from the
previous section. Unfortunately, we do not have real-life models large enough for
our optimizations to really matter — for the most part because the base algo-
rithm was unable to handle that — making it impossible to conduct interesting
case studies beyond toy-examples. For this reason, we have experimented with
randomly generated models, generated by adding constraints with equal proba-
bility and assigning tasks randomly. We make sure not to add constraints that
are obviously in conflict (like forcing two tasks to be initial).

Completely randomly generated models are not interesting when they grow
large. This is mostly because a large model is difficult to make satisfiable. We
expect real-life models to be satisfiable or nearly satisfiable (i.e., by removing
a few constraints, they become satisfiable). For this reason, we have decided
to focus our evaluation on satisfiable models. We have made such models by
randomly generating models and testing them using all our algorithms, marking
them as satisfiable if any of the algorithms did. Naturally, this way of generating
models is not optimal, as it ensures that we only test our algorithms on models
that can be analyzed, but we still find this is better than using random models.
We also check completely random models to ensure that this method of testing
does not impose too much bias towards our algorithms.

We note that while the number of tasks, m, appear in the complexity of most
of the algorithms in the previous section, it does not manifest in the same way in
reality. The reason is that what is really interesting is the number of transitions
in the resulting automaton, and adding more tasks that are not connected to
any constraint does not add any more. Experiments show that the complexity
tops when the number of tasks is same as the number of constraints or slightly
larger. As most of our toy-examples have slightly more tasks than constraints
(case in point, Fig. [[]), we have chosen to only show such configurations.
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In Table. 2] we see the performance of each algorithm on a set of randomly
generated models. All experiments are run with known satisfiable models, known
unsatisfiable models, and random models. The first column indicates the num-
ber of tasks (T) and constraints (C) for each model. For each algorithm, we
show the time spent for each model in milliseconds and the percentage of test-
cases that could complete successfully (in parentheses; omitted if 100). We have
indicated whether numbers result from running the non-deterministic or deter-
ministic version of each algorithm by adding an n or a d after the algorithm
number. We have run analysis for 120 random models in each case, allowing
the algorithms to use up to 256 MiB of memory. To see the performance when
granting algorithms more memory, we have also included numbers for the base
algorithm and algorithms 7 and 8 allowing them to use 4 GiB memory on a
slightly slower computer. These are indicated by adding a prime after the name
(e.g., Base'). For some executions we have indicated that the average execution
time is a minimum. This is because we have chosen to limit the execution for
each model to 5 hours; when a series of experiments have one or more instances
being terminated due to running out of time instead of running out of memory,
we have included it in the time average but not in the completion percentage,
and we have indicated that the time is a lower bound.

For satisfiable models, the base algorithm only copes for the smallest exam-
ples. Negating the property (algorithm 1) makes it handle all cases. We see the
same by computing the non-deterministic automaton for the negation (algorithm
4n). Using automaton properties (algorithm 2) does not improve on the base al-
gorithm in the non-deterministic case, as we end up computing products with
a large number of transitions. For deterministic automata, this approach fares
much better, however. Especially when we combine this approach with mini-
mization of intermediate automata (algorithm 3). Organizing the products in a
tree (algorithm 5), yields faster results but handles slightly fewer cases than just
computing the product (algorithm 3) as the intermediate products are smaller
requires slightly more memory as we have to store more of them. Being intel-
ligent about the organization of the tree yields an improvement, as shown by
ordering by size (algorithm 6) and especially when ordering by shared atomic
propositions (algorithm 8). The largest contribution is computing partial prod-
ucts only (algorithm 7). We have used algorithm 7 with the grouping of trees in
each factor using algorithm 8. While most algorithms impose a small penalty on
adding more tasks when keeping the number of constraints constant, algorithm
7 actually does the opposite. The reason is that more tasks makes it possible to
have more factors in randomly generated models.

We note that most algorithms fare better for unsatisfiable models than for
satisfiable models as they all have a notion of early termination as soon as a for-
mula is recognized as unsatisfiable. This case is not expected to occur commonly
in practise as human-constructed models are constructed to be consistent. The
algorithms grouping related constraints (7 and 8) fare particularly well, support-
ing our expectation that they find contradictions earlier.
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Table 2. Experimental results

T,C Base Base’ 1 2n 2d 3d 4n
Time (%) Time (%) Time Time (%) Time (%) Time (%) Time
- 10,5 35 55 1 17 2 2 1
% 15,10 9172 (83) 4.82e4 1 71 70 1
S 20,15 1.28e4 (11) > 6.06e6 (48) 1 1096 (76) 1093 (85) 1
30,15 > 1.09e7 (26) 2 2117 (39) 2116 (65) 2
T 30,20 2 3365 (33) 2
§ 50,30 3 3
70,50 6 6
© 10,5 4 19 1 3 2 1 1
—S 15,10 1791 (98) 1.15e4 1 435 (42) 18 14 1
£ 20,15 > 2.36e5 (64) > 2.11e6 (86) 2 379 (91) 222 (98) 2
2 30,15 1650 (53) > 3.32¢6 (74) 2 1328 (76) 595 (93) 2
5 30,20 6424 (58) > 5.53e6 (61) 2 463 (35) 1057 (82) 2
£ 50,30 > 3.22e6 (50) > 5.12e6 (64) 3 196 (26) 1289 (40) 3
# 70,50 7 6
10,5 51 83 1 10 3 2 1
15,10 > 3.60e5 (83) 7.91e4 1 64 62 1
§ 20,15 > 3.66e5 (41) > 3.93¢6 (62) 1 776 (89) 650 (89) 1
T 30,15 > 8.97¢6 (36) 2 1889 (68) 1278 (68) 2
g 30,20 > 3.53¢6 (31) > 1.17e¢7  (32) 2 916 (42) 1537 (42) 2
50,30 > 7.88e¢6 (26) > 1.10e7 (31) 3 3
70,50 7 7
T,C 5d 6d 7d 7d’ 8d 8d’

Time (%) Time (%) Time (%) Time (%) Time (%) Time (%)

10,5 3 2 2 7 2 3

L 15,10 46 45 6 9 31 44

2 20,15 692 (86) 718 (88) 27 49 365 (90) 644

£ 30,15 1314 (60) 1144 (63) 9 20 728 (71) 1763

3 30,20 3313 (28) 152 (99) 261 1262 (43) 4135

% 50,30 210 (83) 2385
70,50 832 (54) 4512

© 10,5 1 2 11 4 2 1

2 15,10 8 10 9 7 4 5

& 20,15 204 109 (99) 9 14 21 24

£ 30,15 266 (94) 315 (95) 6 11 63 (97) 76

§ 30,20 491 (79) 945 (80) 25 37 205 (92) 1655

2 50,30 404 (33) 151 (93) 997 (98) 234 (69) 3825 (86)

® 70,50 360 (67) 8744 (89) 310 (41) 1782 (58)
10,5 3 2 11 4 2 3

. 15,10 57 40 8 8 30 34

5 20,15 375 (87) 349 (90) 18 26 235 (92) 744

T 30,15 992 (39) 783  (69) 10 15 583 (78) 2356 (99)

€ 30,20 1601 (39) 735 (43) 103 (98) 117 315 (55) 6878 (90)
50,30 325 (80) 1523 (93) 427 (43) 4140 (52)
70,50 595 (50) 3759 (63) 346 (33) 2057 (43)

Random models are harder to satisfy when the number of tasks and con-
straints increase, so running algorithms on completely random models without
checking a priori whether they are satisfiable or not, share characteristics with
satisfiable models for small numbers of tasks and constraints and with the un-
satisfiable models for large numbers. We notice that we only see a small bias for
our algorithms as the times are not significantly larger and percentages not sig-
nificantly lower than for the satisfiable and unsatisfiable models. Unfortunately,
the best algorithm (7) seems to be the one preferred the most by our testing
method, reinforcing that we should do experiments with real-life models.

5 Conclusion and Future Work

We have presented algorithms for translating declarative workflow models spec-
ified using Declare to finite automata using LTL for analysis and enactment of
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the model. The best of our algorithms are several orders of magnitude faster
than the previous best algorithm. We have obtained the speed-up by exploiting
characteristics of LTL formulae originating from a Declare specification, espe-
cially that they are conjunction of simpler formulae defined by the individual
constraints of the models. We use automaton operations (automaton product)
instead of computing the automaton directly for the conjunction. By structuring
the product in balanced trees, grouping automata sharing atomic propositions
together, and partitioning the formulae according to the tasks constrained by the
originating constraints, we obtain speed-ups of a factor of 1.000-10.000 and more,
allowing us to handle models with 50 constraints in seconds, improving on the
previous state-of-the art of handling models with 10-15 constraints in minutes
or hours. This shows that simple generic algorithms are beat by domain-specific
algorithm engineering and heuristics exploiting known structure. We believe our
improvement is significant, as it allows us to analyse and enact models of a re-
alistic size, rather than just toy examples. Our next step is to try just that. Our
experiments show that we have a slight bias towards the best of our algorithms,
and it is interesting to see the improvement incurred by the algorithm on a
real-life model.

Only little work has been on improving the very specific kind of automata for
Declare. Aside from the generic LTL translation algorithm of [6l[7] and improve-
ment using single-event automata as described in [I4], work has been done on
parallel algorithms for computing binary decision diagrams (which is a specific
kind of finite automata, see [I]) using automaton operations. [I0] deals with ar-
bitrary propositional formulae and uses the structure of the formula to build a
tree of automaton operations (and/or/not) and compute the automaton for the
final product using a strategy similar to ours. As they focus on general formulae,
they are not free to restructure the computation tree, which yields the great-
est gain after taking the step from the standard LTL translation algorithm to
automaton operations.

We have already made experiments with improvements of our algorithms.
While the ideas have not paid off yet, we believe that improvement can ob-
tained. We have made some experiments with parallelized computation of the
products organized in trees. Unfortunately, little is gained as the last compu-
tation (computing the root of the tree) dominates the computation. Using a
parallel algorithm for product or automaton minimization [I6] may improve
on this. We would like to experiment with improved algorithms for computing
products and representing states, such as using binary decision diagrams [I] or a
sharing tree [10]. We have investigated dynamic update of the automaton, so a
user can add or remove constraints from the system and interactively obtain an
updated automaton for interactive model construction and enactment/analysis
or for dynamically reconfigurable models. The idea is that when we add an au-
tomaton to/remove an automaton from a tree, we only need update intermediate
products on path from the new/removed factor to the root. We can improve on
time spent for adding a constraint by adding it next to the old root, introducing
a new root. Unfortunately, this cannot compete with the algorithms grouping
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constraints according to tasks (7/8) as we either void the grouping by multi-
ple additions/removals or make the tree unbalanced by inserting according to
the grouping. It would be interesting to investigate a way to rebalance the tree
respecting a dynamically computed grouping without having to rebuild it from
scratch. It would also be interesting to investigate uses of the non-deterministic
automaton for a negated model, as we can compute it very quickly (in millisec-
onds for models with even hundreds of constraints). One idea is to make an
approximation of the automaton for the model for quick analysis and guidance,
using the negated automaton to weed out spurious errors.
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