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Message from the General Chairs

We welcome you to the proceedings of the 12th International Conference on
Electronic Commerce and Web Technologies—EC-Web 2011—which took place
at IRIT, Paul Sabatier University in Toulouse, France from August 29 to
September 2, 2011.

EC-Web 2011 provided a platform for researchers and practitioners inter-
ested in the theory and practice of e-commerce and Web technologies. In order
to address a broad range of topics we invited paper submissions in a number
of tracks, each dedicated to a special area in e-commerce. The Recommender
Systems Track called for papers on new trends and challenges to support both
customers and providers in making better business decisions. The Agent-Based
E-Commerce Track sought for trends and concerns on computer systems that
are capable of autonomous actions in order to meet their design objectives. The
Business Services and Process Management Track put its focus on the alignment
of business and IT allowing smoother business operations and business processes.
The Semantic E-Business Track was centered around managing knowledge for the
coordination of E-business processes through the systematic application of Se-
mantic Web technologies. Finally, the E-Business Architectures Track looked for
approaches leveraging Web technologies to implement mission-critical e-business
systems.

This year’s EC-Web conference joined the success of the previous joint con-
ferences. We were happy to see that our community was still active in sharing
their research on future trends in e-commerce and Web technologies. This fact is
underpinned by the 60 submissions from authors of 21 countries to the various
tracks of the conference. Each submission received at least three review reports
from Program Committee members, whereby the reviews were based on four
criteria—originality, quality, relevance, and presentation—which resulted in a
recommendation of each reviewer. Based on these recommendations the Track
Chairs selected 25 papers for publication and presentation at EC-Web 2011.
Accordingly, the acceptance rate of EC-Web 2011 was about 41%.

Similar to past conferences, presentations on innovative research results and
contributions on a broad range of topics in e-commerce and Web technologies
were sought. These presentations were organized in eight sessions:

– Semantic Services
– Business Processes and Services
– Context-Aware Recommender Systems
– Collaborative Filtering and Preference Learning
– Social Recommender Systems
– Innovative Strategies for Preference Elicitation and Profiling
– Intelligent Agents and E-Negotiation Systems
– Agent Interaction and Trust Management



VI Message from the General Chairs

A scientific conference always depends on the volunteer efforts of a large num-
ber of individuals. We are grateful that many dedicated persons were willing to
join our team. Our special thanks go to our Track Chairs Marco de Gemmis, Bir-
git Hofreiter, Jörg Leukel, Fernando Lopes, and Pasquale Lops who nominated
a prestigious Program Committee with members from all over the globe. We are
grateful to the members of this Program Committee who devoted a considerable
amount of their time in reviewing the submissions to EC-Web 2011.

We were privileged to work together with highly motivated people to arrange
the conference and to publish these proceedings. We appreciate all the tireless
support by the Publicity Chair Christian Pichler for announcing our conference
on various lists. Special thanks go to Amin Anjomshoaa who was always of great
help in managing the conference submission system. Last, but not least, we want
to express our thanks to Gabriela Wagner who dedicated hours and hours in
making EC-Web 2011 a success. Not only was she always of great help in solving
organizational matters, but she also maintained the EC-Web 2011 Website and
was responsible for the compilation of all the papers in the proceedings.

We hope that you will find these proceedings a valuable source of information
on E-Commerce and Web technologies.

June 2011 Christian Huemer
Thomas Setzer
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A Conversational Approach to Semantic Web

Service Selection

Friederike Klan and Birgitta König-Ries

Institute of Computer Science, Friedrich-Schiller-University Jena
{friederike.klan,birgitta.koenig-ries}@informatik.uni-jena.de

Abstract. Service consumers typically have no clear goal in mind when
looking for service functionality and are not able to formulate their ser-
vice needs in a formal or semi-formal language. We approach those issues
by proposing a mechanism that implements semantic service selection as
an incremental and interactive process alternating phases of intermedi-
ate service recommendation and requirements refinement by critiquing
the presented alternatives. It thus facilitates the incremental construc-
tion of service requirements and their specification at an informal level.
Our evaluation results demonstrate the effectiveness and efficiency of the
proposed approach in an e-commerce domain.

Keywords: semantic web service selection, incremental, interactive.

1 Introduction

Semantic Web Services (SWSs) are an active area of research and are at the
focus of numerous EU funded research projects . However, up to now virtu-
ally no real-world applications that use this technology are available [1]. This is
particularly bad, since SWS technology and its advanced semantic description
and discovery mechanisms have the potential to significantly improve existing
retrieval-based applications such as required in e-commerce or web search. While
Web Services (WSs) were originally envisioned for B2B applications, early on
first ideas to also use them in B2C settings were developed [2, 3]. However, at
this stage there are some serious barriers to the realization of this vision. In
current SWS research, the focus is on the support of application developers and
service providers. The end-users, i.e. service consumers, who require assistance
in expressing their service needs and support in the subsequent process of ser-
vice selection, are only marginally addressed. Hence, though SWS approaches
provide adequate means to semantically describe service capabilities and in par-
ticular service needs, they require the user to do this at a formal, logic-based
level that is not appropriate for many service consumers, e.g. in an e-commerce
setting. Basic tools that support the task of requirements specification exist, but
mainly address WS developers. Virtually, no end-user support for specifying ser-
vice requirements is available. Moreover, existing approaches to SWS selection
typically assume that service consumers have a clear goal in mind when looking
for service functionality. However, as research results from behavioral decision

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 1–12, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 F. Klan and B. König-Ries

theory indicate [4], this is often not true. Particularly, in service domains that
are complex and unfamiliar, consumers have no clear-cut requirements and pref-
erences. People rather construct them instantaneously when facing choices to be
made [4]. Current SWS solutions do not account for those facts.

In this paper, we approach the addressed issues. We propose a mechanism
that implements service selection as an incremental and interactive process with
the service consumer. Inspired by conversational recommender systems [5] and
example critiquing [6], it alternates phases of intermediate service recommenda-
tion and requirements refinement by critiquing the presented alternatives. It thus
facilitates the incremental construction of service requirements. Moreover, it en-
ables the user to specify his requirements at an informal level, either directly via a
graphical representation of the requirements or indirectly by critiquing available
service offers. Finally, the proposed solution considers the system’s uncertainty
that arises from incomplete and inaccurate knowledge about the user’s true ser-
vice requirements. We will show that by leveraging this information, the system
is able to effectively direct and focus the requirements elicitation and specifica-
tion process. As already argued, these are key requirements for the realization of
SWS-based end-user applications. Our evaluation results will demonstrate the
effectiveness and efficiency of the proposed approach in an e-commerce domain.

The remainder of the paper is structured as follows. As a basis for the further
discussion, Sect. 3 briefly introduces the semantic service description language
DSD [7] that underlies our approach. Sect. 4 constitutes the main part of the
paper. It provides a detailed description of our approach to incremental and in-
teractive service selection. After that, we present our evaluation results (Sect. 5),
briefly comment on existing approaches and conclude with (Sect. 6).

2 Basic Idea

We suggest a solution that implements service selection as an iterative and in-
teractive process that alternates phases of intermediate service recommendation
and requirements refinement. During that process, the user incrementally devel-
ops his service requirements and preferences and finally makes a selection deci-
sion. To effectively support him in that tasks, the system maintains an internal
model of the consumer’s requirements, which we call request model. Uncertainty
about the service consumer’s true requirements is explicitly represented within
this model. During the refinement process the request model is continuously
updated to accurately reflect the systems’s growing knowledge about the user’s
service requirements and preferences. Starting with a request model constructed
from the user’s initially specified service needs, the system determines the set of
service alternatives that fit to these requirements. The service alternatives are
determined by transforming the internal request model into a semantic service re-
quest that reflects the requirements specified in the model, but also the system’s
uncertainty about this model. We will demonstrate that standard matchmak-
ing with a minor extension can be applied to retrieve matching service results
sorted by their expected overall preference value. The user may then critique
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Fig. 1. DSD service request (a), preference function (b), linear likelihood function (c)

the presented service alternatives and thereby indicate desirable service char-
acteristics. He can also specify new service requirements by directly modifying
the internal request model via a graphical representation (not described in this
paper). This will allow him to correct the system if necessary, will help him to
become aware of his requirements and will enable him to actively develop them.
All user interactions trigger appropriate model changes. Once modifications to
the request model have been made, the user may decide to see service results
fitting to the updated requirements. The process continues until the user finds
an appropriate service among the presented alternatives or until he decides to
stop without making a selection.

3 Diane Service Description

As a basis for the further discussion, we introduce the semantic service description
language DSD (DIANE Service Description) [7] and its mechanisms for automatic
semantic service matchmaking that underlie our approach. Similarly to other se-
mantic service description approaches, DSD is ontology-based and describes the
functionality a service provides as well as the functionality required by a service
consumer by means of the precondition(s) and the possible effect(s) of a service
execution. For instance, in the service request in Fig. 1(a), the desired effect is
that something is printed after service execution. A single effect corresponds to a
particular service instance that can be executed. While service offer descriptions
describe the individual service instances that are offered by a service provider,
e.g. possible printing jobs offered by a printer, service request descriptions declara-
tively characterize service instances that are acceptable for a consumer. In the ser-
vice request in Fig. 1(a), acceptable instances are printing jobs that print the file
located at ”ftp://example.org/fig.jpg”, that cost at most 0.5$ and where the print-
out is either colored or black-and-white and located at room 335.

As can be seen in the example, DSD utilizes a specific mechanism to declara-
tively and hierarchically characterize (acceptable) service effects. Service effects
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are described by means of their attributes, such as price or color. Each attribute
has an ontological type and may be constrained by direct conditions on its val-
ues and by conditions on its subattributes. For instance, the attribute printout is
constrained by a condition on its subattribute location, which indicates that only
printouts located at room 335 are acceptable. The direct condition <= 0.5 on
the price amount in Fig. 1(a) indicates that only prices lower than 0.5$ are ac-
ceptable. Attribute conditions induce a tree-like and more and more fine-grained
characterization of acceptable service effects, where possible attributes as well
as their required type are defined in an ontology. A DSD request does not only
specify which service effects are acceptable, but also indicates to which degree
they are acceptable. In this context, direct conditions specify a preference value
from [0, 1] for each considered attribute value (the default is 1.0 (totally ac-
ceptable)). DSD also allows for the specification of connecting strategies that
indicate how the preference values of a certain attribute’s subattributes shall be
combined (see e.g. the effect-attribute in Fig. 1(a)).

4 Incremental and Interactive Service Selection

Request Model. We propose a request model that builds on DSD request
descriptions (Sect. 3). In particular, it inherits its tree structure with the typed
service attributes as its nodes. This will later on allow us to use the DIANE match-
maker to compare the user’s (uncertain) requirements with the offered service
functionality. The request model supports three types of direct conditions on at-
tribute values: range conditions, in- and not-in-conditions1. A range condition de-
fines a range of acceptable values for a certain attribute, e.g. a range of acceptable
prices, and a preference function that assigns a preference value to each possible
value of this attribute. The preference function is parameterized with the min-
imum and the maximum value of the range. We do not make any assumptions
about the type of this preference function. However, it should appropriately model
the user’s preferences. Fig. 1(b) shows a simple example of a preference function
for the attribute price. In-conditions allow the user to specify attribute values that
are acceptable for him as well as a preference value for each of those values, e.g.
0.8 for colored printouts. At this time, the request model implementation sup-
ports only weighted sum as a connecting strategy. Though DSD descriptions are
well suited for modeling service requirements and preferences, they are not capa-
ble of representing uncertainty associated with the model. To compensate for that,
we propose the following extension that allows to represent uncertainty about di-
rect conditions and connecting strategies. We do not model uncertainty about the
structure of a request. Uncertainty about range conditions is modeled by proba-
bility distributions probMin(x) and probMax(x), which provide the likelihood of
attribute value x being the minimum/maximum of the range. In-conditions are
modeled as a set of probabilities {Probin(x)} over possible values x of an attribute,
where the probability Probin(x) provides the likelihood of attribute value x being
1 Not considered in this paper.
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acceptable for the user. The preference values {pref (x)|Probin(x) �= 0} for accept-
able attribute values are user-provided. We do not consider uncertainty about a
user’s preference for a certain attribute value. Analogously, we cope with uncer-
tainty related to connecting strategies. While their type is fixed to weighted sum,
the parameters of the strategy, i.e. the weights are unknown. Uncertainty about
those parameters is modeled by probability distributions probW1

, . . . , probWn
,

where probWi
is a probability distribution over the possible weights of attribute

ai. Weights are absolute and taken from [0, 1]. The probability probWi
(w) provides

the likelihood of the weight for attribute ai being w.

Uncertain Matchmaking. To understand how uncertain matchmaking based
on the request model can take place, we first have to look at how certain, i.e.
standard DSD service requests, are matched against available service offers. In
the DIANE matchmaker [7], the comparison of the effect(s) described in the
request and those described in the offer descriptions is recursive and proceeds
as follows. Starting from the effect attribute of the request, the matchmaker
checks in each step, whether the service effect(s) described in the offer fulfill(s)
the conditions in the request. Proceeding to the leaves of the request results
in a preference value for each of those attributes. In a final pass, those values
are aggregated to an overall preference value (∈ [0, 1]) for each offered service
instance, i.e. to a preference value for the effect attribute a of the request. This
value is recursively defined as the product of the matching degree Mtype(a) be-
tween the type of a and that of its corresponding offer attribute (the attribute
lying on the same path), by the user’s preference Pref dc(a) for the offered at-
tribute values (specified in the direct conditions) and the aggregated preference
value Pref sub(a) for the attribute’s subattributes. The latter is determined by
the connecting strategy specified for the attribute, i.e. a weighted sum of the
subattributes’ preference values.

The requirements specified in the request model are uncertain. In particular,
there is uncertainty about the user’s preference for the offered attribute values as
well as uncertainty about the importance of attributes, i.e. the weights of the con-
necting strategies. Hence, uncertain matchmaking can only deliver an expected
preference value for each offered service instance. We will show that only minor
changes to the matchmaker are required to implement this. Using well-known
properties of expected values, it can be easily shown that the expected aggre-
gated preference value IE(Pref sub(a)) of an attribute a’s subattributes w.r.t. a
given offer o, i.e. the expected weighted sum of its subattribute’s preference
values, is given by

IE(Pref sub(a))=IE(
∑n

i=1(Wi · Pref (ai))∑n
j=1 Wj

)=
n∑

i=1

(
1

n∑
j=1,j �=i

IE(Wj)

IE(Wi)
+ 1

·IE(Pref (ai))),

where IE(Wi) is the expected weight of subattribute ai and IE(Pref (ai)) its
expected preference value. Hence, assuming that the matchmaker is provided
with the expected preference values for the offered attribute values (needed to
compute Pref dc(a)), it will return the expected preference value of the request
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model, when receiving a request whose attribute weights w′
i are defined by

1/
∑n

j=1,j �=i
IE(Wj)

IE(Wi)
+ 1 as input. This is convenient, since we achieve the de-

sired matchmaking functionality by simply transforming the request model into
a standard DSD request. We do not have to make any changes to the match-
maker’s implementation. Unfortunately, the expected preference values for the
offered attribute values cannot always be pre-computed. Provided that a direct
condition has been specified for a given attribute, the expected preference value
IE(Pref (x)) for an offered attribute value x is given by Probin(x) · pref (x). Con-
sequently, it is sufficient to provide those expected values for all attribute values
that are specified in an in-condition to the matchmaker. The expected prefer-
ence value IE(Pref (x)) of an element x, when given a range condition with the
distributions probMin and probMax and a preference function pref(x) as depicted
in Fig. 1(b) is given by

IE(Pref (x)) = Prob(Min<x)∧(Max≥x) =

x∫
z=0

probMin(z)dz·(1−
x∫

z=0

probMax(z)dz).

Since we cannot pre-calculate this value for all attribute values that might po-
tentially appear in an offer, we have to supply the matchmaker with a routine
that computes this preference value to implement this. Summarizing, we can
state that matching uncertain service requirements as specified in the request
model can be implemented by generating a standard DSD service request with
the properties detailed above and matching it with a slightly modified version
of the standard matchmaker.

Adjusting the Service Results. Once the service offers, that match to the
requirements that are specified in the request model, have been retrieved, the
list of those offers sorted by their expected overall preference value is presented
to the user (Fig. 2 left). This result table includes a column for each service
attribute that is specified within the request model. The cells of a column show
either the value of the corresponding attribute as specified in the depicted offer or
the type of the attribute, if no value has been specified. Columns can be hidden
and sorted to facilitate decision making. Besides viewing these service offers,
the user may indicate desirable service characteristics based on the presented
alternatives. The system supports three ways of doing this: (1) by adding a not
yet specified attribute to the request model, (2) by refining, i.e. subtyping, an
attribute’s type and (3) by critiquing one of the listed service offers. To support
the first two interaction opportunities, the system suggests the user a list of
service attributes and attribute types that are specified in the matching service
offers, but have not yet been included into the request model (Fig. 2 right).
The suggested attributes are restricted to those that can be directly added as a
subattribute to one of the service attributes that are already part of the request
model. As soon as the user selects an attribute or a type, the request model is
updated accordingly, matching offers are retrieved and presented to the user. In
addition to these interaction opportunities, the user may select a service from
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Fig. 2. Result view

the presented list of offers that fits reasonably well to his requirements. He may
then indicate desirable service properties relative to this offer. For example, the
user might indicate that the offer is fine, but too expensive (Fig. 2 left). This
can be done by simply clicking on the referenced attribute value. Based on the
indicated property and the properties of the available service alternatives that
fulfill this requirement, the system produces a list of trade-off alternatives on
other service aspects that the user has to accept when insisting on the indicated
requirement. For example the system might indicate that the user has to accept a
lower display size when critiquing on the price of a computer offer (Fig. 2 middle).
After viewing the existing trade-off alternatives, the user can either decide to
abandon his requirement, specify an additional requirement on the same service
offer or he indicates that he is willing to accept one of the presented trade-
off alternatives by clicking it. While the second option will lead to another set
of trade-off alternatives that are produced by taking both requirements of the
user into account, the third option will result in a model update reflecting the
information provided by the user. In this context, trade-offs do not necessarily
refer to service aspects that have been already considered in the request model,
but may also refer to service attributes that have not yet been specified by the
user. In this case, the value of the compromised attribute is depicted within
the trade-off alternative. The presented feature encourages the user to make
compromises where necessary and helps him in identifying yet unconsidered,
but important service aspects. Presenting details on the implementation of this
feature is out of the scope of this paper.

To effectively reduce uncertainty about the user’s service requirements, we
propose to direct and focus the process of requirements elicitation by suggest-
ing those interaction opportunities to the user that have a high potential to
increase the system’s knowledge about the consumer’s service requirements, i.e.
his preferences for the available offers. Thereby, knowledge acquisition should
concentrate on those aspects of the user’s requirements that are relevant in light
of the available service options and in light of the user’s known requirements.
Consider for example a flight booking scenario. If all available services offer food
during the flight, then there is no need to know whether the user would also
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accept flight offers without this service. As well, if price is not relevant to a
consumer’s service selection decision, then it makes no sense to explore in detail
which prices are more desirable for this user. In this paragraph, we will introduce
a measure that covers this notion of uncertainty about the user’s requirements
and that can be leveraged to identify promising interaction opportunities.

Given a request model, that represents the user’s known service requirements,
we measure the uncertainty about the user’s true preference for a service offer
o as follows. Let a be an attribute of the request model, a′ its corresponding
attribute in o and

∑n
i=1 Wi · Pref (ai) the connecting strategy defined over a’s

subattributes a1 to an. If both, a and a′ are specified, the system’s uncertainty
U(Pref (a)) ∈ [0, 1] about the user’s preference value for o w.r.t. a is defined as
the product of Mtype(a) and

U(Pref
dc

(a))·U(Pref
sub

(a))⊕IE(Pref
dc

(a))·U(Pref
sub

(a))⊕IE(Pref
sub

(a))·U(Pref
dc

(a)),

where a ⊕ b = a + b − a · b and a higher value indicates higher uncertainty2.
The intuition behind this definition is that the uncertainty about the user’s pref-
erence value w.r.t. the attribute a is high, if and only if Mtype(a) is high and we
either do not know much about both, Pref dc(a) and Pref sub(a), (first term), we
are quite sure that the preference Pref dc(a) is high, but we do not know much
about Pref sub(a) (second term) or we are quite sure that Pref sub(a) is high, but
we do not know much about Pref dc(a) (third term). In case just a′ is specified,
we define U(Pref (a)) = 1. The uncertainty U(Pref sub(a)) about the aggregated
preference value for a’s subattributes w.r.t. o is recursively defined by

U(Pref sub(a)) = U(S1) · U(S2n) ⊕ IE(S1) · U(S2n) ⊕ IE(S2n) · U(S1),

where Si := Wi · Pref(ai), Sjn :=
∑n

i=j Wi · Pref(ai) and IE(Sjn) and IE(Si)
are the corresponding expected values. This means that the system’s uncertainty
about the aggregated preference value for a’s subattributes is high, if either, the
uncertainty about all the subattributes’ preference values and weights is high
(first term), the uncertainty about the preference values and weights of the
subattributes a2 to an is high and we are quite sure that S1 is low (second term)
or the uncertainty about the preference value and weight of subattribute a1 is
high and we are quite sure that S2n is low (third term). The uncertainty U(Si)
about the value of the product Wi · Pref(ai) is similarly defined by

U(Si) = U(Wi) · U(Pref(ai)) ⊕ IE(Wi) · U(Pref(ai)) ⊕ U(Wi) · IE(Pref(ai)).

The uncertainty U(Wi) about the weight Wi is defined to be the Shanon entropy of
the probability distribution probWi normalized to the interval [0, 1]. Thanks to the
tree-structure of DSD service offers and the request model, we can determine the
system’s uncertainty about the user’s true preference for the service offer o w.r.t.
the given request model by recursively computing U(a) for the effect attribute a
of o. Based on the proposed measure, we can determine those interaction oppor-
tunities, i.e. those subtypes, subattributes and trade-off alternatives, that, when
2 We omit details about the definition of U(Pref dc(a)).
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selected, have the highest potential to reduce the system’s uncertainty about the
consumer’s preferences for the offered services, and offer them to the user.

Model Update. Since the implementation of structural updates to the request
model, e.g. when adding an attribute, is straight forward, we focus on the update
of the probability distributions maintained within the model. We start with the
weight distributions. Upon the addition of an attribute to the request model,
a corresponding uniform probability distribution for its weight is created. This
probability distribution is affected by two types of interactions, namely, either
because the user directly adjusted the weight of the attribute via the graphical
representation of the request model or because the user chose a compromise af-
ter critiquing one of the listed service offers. In both cases, a Bayesian update
on the affected weight distributions is performed. The updated distribution is
given by probWi (w|interaction) = c ·Prob(interaction |Wi=w) ·probWi(w), where
probWi(w) is the distribution before the update, Prob(interaction |Wi=w) is the
likelihood function indicating the likelihood of observing the interaction when
the attribute’s true weight is w and c is a normalizing constant. If a compromise
was chosen by the user, the weight distributions of the critiqued and compro-
mised attributes are adjusted. Weight distributions for attributes that have not
yet been considered in the request model are created. In case of the critiqued
attributes, we use a linear likelihood function increasing with the true weight
w (see Fig. 1(c)). The intuition behind that is, that it is more likely that the
user will critique an attribute, if it is important, i.e. it has a high weight. In
case of the compromised attributes, we use the same update distribution, but
reflected at its expected value. This is, because it is less likely that the user
will compromise an attribute, if it is important, i.e. it has a high weight. Since
the overall weight of an attribute is determined by the weights of all its parent
attributes in the request model, we also adjust the weights of those attributes
in a similar fashion. However, we reduce the impact of the update by decreasing
maxProb the higher we get in the request model tree. We omit details on the
direct model update via the graphical representation. The distributions related
to range conditions are updated either when the user adjusts the minimum or
maximum of the range via the graphical representation of the request model or
when the user selected a compromise. In the latter case, the critiqued as well
as the compromised attributes’ range distributions are adjusted as indicated by
the critiques and the chosen compromises. We omit details on this as well as on
the update of the probabilities related to (not-)in-conditions.

5 Evaluation

In the evaluation, we wanted to find out, whether users that are not familiar
with WSs and SWS descriptions were able to formulate their service needs by
using our system, whether they were able to find the service functionality they
desire and whether they felt supported in that task. To have a realistic set of
services, we used information about computer items extracted from Amazon.com
to generate semantic descriptions of services selling computer items.
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We performed a preliminary evaluation with 5 test users. None of them was
familiar with WSs. The test setting was inspired by [8]. Users were first asked to
think about the type of service they would like to use. They were allowed to choose
from 8 categories. Participants were then provided with a questionnaire contain-
ing questions related to their background and their initial service requirements.
After a 5 minutes introduction into our system, the users were asked to use the tool
to select the service offer that best suits to their requirements from a collection
of 50 services. To make the choice more difficult, all offers presented to the user
were taken from the selected service category. The users started with an empty
request model, i.e. no specified attributes. Once a user made his final selection, he
was asked to complete a second questionnaire comprising of questions about his
(updated) service requirements, his confidence in the specified requirements and
the selected service and questions related to the usefulness of the provided tool. To
verify the suitability of the service that was selected by the user, we provided him
with a list of all service offers and their properties. The participant was then asked
to look through this list and check whether there is an offer other than the selected
that fits better to his requirements. During the test, the user’s interactions with
the tool as well as the state of the internal request model was logged. Questions
in the questionnaires were formulated as statements, where the users had to indi-
cate their level of agreement on a scale from 1 (strongly disagree) to 5 (strongly
agree). The presented evaluation results refer to the mean of the judgments for
each question that have been provided by the users (indicated in brackets).

The test users indicated that the tool proposed in this paper was easy to
use (3.8) and that they felt guided by it (4.0). They even preferred it over the
e-commerce platforms they typically use (4.0). A comparison of the initial re-
quirements specified by the participants and those they provided after having
chosen a service offer by using the tool shows that the proposed system succeeded
in stimulating the test users to develop and specify their requirements. In aver-
age, 8 attributes where specified by the users. The critiquing tool was averagely
used 2.6 times per user. After having made their final choice, the test users had
specified requirements on averagely 0.8 service aspects, they did not consider
before. All of the participants changed the relative importance of their require-
ments and 80% changed their preferences related to the values of the considered
service aspects. However, we were also interested in whether the participants did
not just specify requirements, but also in whether they actually had the feeling
that they learned more about their requirements and whether they felt confident
about them. Moreover, we wanted to find out whether the test users actually
made a good selection or whether they were just convinced of having made a
good selection. As it turned out, the respondents indicated that they learned
more about their requirements by using the tool (4.0) and felt confident about
them (4.2). To evaluate the quality of the selection made by the participants,
we compared the requirements they indicated after using the tool with those
covered by the final request model maintained by the system. We also recorded
the number of test users that switched to another service offer after having seen
all available offers and their properties. As a result of our evaluation, we found
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that the conformance between the user specified requirements and those mod-
eled by our system was high. In all cases, the internal request model covered
all service aspects that were important to the user. Also the conformance be-
tween the relative importance of those aspects as indicated by the test person
and that documented in the model, was high (at most one aspect’s rank differed
by one position). However, we found that 40% of the participants switched to
a slightly different offer after having seen the complete list of available service
offers. As it turned out, the reason for this was, that the finally selected offer was
in fact better with respect to most of the service aspects that were important
to the user, but did not provide information about some of them. As a result,
the matchmaker did not mark those offers as match and hence did not present
them to the user. However, it seems that this restriction is to strict and that
consumers are willing to accept the risk that is associated with a selection that
is based on incomplete information. Finally, we were interested in the amount of
time that the test participants spent to select an offer via our tool. As it turned
out, the users averagely required about 17 minutes to make a final selection.
The respondents indicated that this amount of time was acceptable for them
(4.2). These preliminary results show that the tool effectively supports potential
service consumers in making a well-founded selection, even if they are unfamil-
iar with the concept of WSs and WS descriptions. For the future, we plan a
follow-up study in another service domain and with more participants.

6 Related Approaches and Conclusion

Typically, approaches to SWS selection assume that application providers create
generic request templates, that cover frequent service needs in a certain applica-
tion domain at design time [9]. Since consumer requirements are various, even for
a single application domain, it is unlikely, that a predefined template exists that
can be instantiated to build a service request that accurately describes the user’s
service needs. Moreover, template-based approaches do not enable potential ser-
vice consumers to develop their requirements. However, a number of approaches
that provide advanced assistance with the specification and refinement of service
requirements have been suggested. Colucci et al. [2] propose a visual interface
for assisted and incremental refinement of OWL-based service requests. Though
their approach provides advanced user support for service selection, it neither
considers uncertainty about consumer requirements nor accounts for consumer
preferences. Moreover, the process of requirements refinement is not directed to
promising directions and does not encourage service consumers to make com-
promises between service aspects. With MobiXpl, Noppens et al. [3] propose a
mobile user interface for personalized semantic service discovery, that facilitates
the specification of service requirements as a set of preferences over service as-
pects and utilizes ontology-based preference relaxation techniques to avoid empty
result sets. Unfortunately, the proposed solution implements a single shot ap-
proach, where preferences cannot be refined after viewing the matching results.
Balke et al. [10] propose an approach that accounts for the fact that consumer re-
quests might be incomplete. As a solution they suggest to automatically rewrite
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and expand service requests to retrieve additional services that might potentially
fit to the user’s needs. However, the user is not involved in that process and thus
cannot actively construct his requirements.

The ideas of letting users critique presented alternatives and encouraging them
to make compromises by clustering available alternatives by common trade-off
properties, that have been presented in this paper, are not new and have been
previously proposed in the area of recommender systems [11, 8]. Our work is
inspired by those approaches, but largely differs from them. In particular, our
system supports the user in the critiquing process by providing him with im-
mediate feedback about the consequences of his critiquing wishes. This is in
contrast to the solution of [8], where users can specify self-initiated critiques,
which directly lead to model changes and of which they do not know whether
they are reasonable in light of the available offers. Moreover, our solution allows
to identify yet unconsidered, but important service aspects by selecting suggested
compromises. A major difference to the mentioned solutions is that, by explic-
itly modeling the system’s uncertainty about the consumers requirements, our
system is able to effectively direct and focus the requirements elicitation process
into promising directions. Finally, our approach enables the user to correct the
requirements model maintained by the system by providing an intuitive graphi-
cal representation of the internal model. The mentioned approaches do not offer
this opportunity and hence do not allow for model adjustments, if necessary.
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Abstract. Service-oriented computing (SOC), lately often in combina-
tion with business process modeling (BPM), is becoming reality in cur-
rent enterprise systems. At the same time, process models do no longer
only span different departments but more and more frequently multiple
organizations. Current BPM approaches focus on syntactic specification
of work flow structures and necessitate static service allocation during
modeling time. Dynamic service allocation at runtime based on the se-
mantics of service descriptions, however, allows for much more flexibility.
This paper presents DS3I as a concept and implementation for semanti-
cally enhanced dynamic service selection. DS3I and its semantic middle-
ware components are based upon an ESB and semantic annotations of
services and allows for one-step service selection at runtime of a process.

Keywords: Dynamic Service Selection, Semantic Mediation, Global Ser-
vice Infrastructures.

1 Introduction and Motivation

Today’s companies are facing strong challenges in the markets. More and more
companies are realizing that they can no longer operate as fully self-contained ac-
tors but have to advance their ways of doing business. They begin to reconsider
their business structures and aim for flexible cross company business network
structures to perform future business with anybody, anywhere, anytime[18]. Two
major trends accompany this development: (1) Process Modeling, i.e. the inves-
tigation and structured graphical presentation of business processes (2) Service
Composition, i.e. chaining and automated execution of services. Combined both
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technologies allow for automatic execution and control of business processes. The
common approach to obtain such a executable process model is to first break
down the overall process into single tasks, then assign appropriate electronic self-
contained services and finally map their inputs and outputs. The allocation of
services to tasks is static. The resulting executable process model together with
references to all external services is then deployed to a work flow engine (WFE).

Consider for example an online shop that receives orders via a web applica-
tion and passes order processing over to a WFE that executes BPEL processes.
Order processing presumes communication with partner services for example
for credit card verification or payment processing. Even if this kind of service
is available from various providers, outage time or failures of the external ser-
vices cause interruption of the overall order processing due to static assignment
of partner links in the BPEL process. Thus service allocation at process mod-
eling time brings along undesirable limitations: (1) It is susceptible to failures
due to unavailable external services. Overall process execution fails if a single
partner link is not available. (2) Newly published services cannot be considered
in the process model without altering and redeploying it. Process modeling as
the basis of controlled execution is essential but the trend towards intra- and
inter-organizational service orientation necessitates more flexibility. Appropriate
services have to be allocated at the latest possible point in time, i.e. at runtime
of the process.

In this paper we present DS3I as an approach for dynamic service selection
and mediation as it is developed as part of the SPIKE project1. Using DS3I
process models do no longer (necessarily) establish static links between tasks and
service instances but are rather built against generic service interfaces. Behind
these facades, semantically enhanced dynamic service selection and allocation
is performed. We particularly focus on non-intrusive dynamic service allocation,
on the semantic description and resolving of services and the semantic and non-
semantic mediation. DS3I strives for suitability for legacy applications as ’real
services’ are just evolving in many organizations whereas thousands of legacy
applications prove aptitude in everyday life.

The remainder of the paper is organized as follows: First we provide provides
related work in Section 2. Section 3 summarizes the conceptual model before
Sections 4 and 5 present the proposal in detail on the architectural level and
implementation details of a prototype system, respectively. Finally, Section 6
draws conclusions and identifies current and future work.

2 Related Work

Schmidt et al. [16] noticed already back in 2005 that “SOA holds out the promise
that services can be discovered [...] and bound together to form new and exciting,
or simply more efficient applications". They developed two generic patterns: (1)
The protocol switch pattern and (2) the service transformation pattern. Both

1 http://www.spike-project.eu

http://www.spike-project.eu
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allow for discovering suitable target services dynamically. However, as these pat-
terns have not yet been broadly implemented, service discovery is still carried
out before a client is developed or the business process is modeled and deployed.
Most related and decisive approaches for dynamic service selection are presented
below and improvements by semantic annotations are presented in section 2.3.

2.1 Degrees of Freedom

Both Alonso et al. [1] and Chang et al. [4] provide comprehensive classification
schemes which uncover the main challenges. In combination both approaches
cover the essential degrees of freedom for dynamic service selection approaches.
Alonso et al. [1] distinguish between four concepts: (1) Static Binding is the
concept current process modeling approaches , i.e. static allocation of services at
modeling time. (2) Dynamic Binding by Reference depends on a variable defined
in the process which contains a reference to the chosen service instance. (3)
Dynamic Binding by Lookup employs service repositories to retrieve predefined
services at runtime. Finally, (4) Dynamic Operation Selection in the authors
grasp is a rather special case that deals with selecting different operations of the
same service.

This classification focuses on service selection as part of the overall process
and does not consider unequal responsibilities for modeling and service alloca-
tion and/or the need to modify service allocation criteria without modifying
the process. Nevertheless, they realize the necessity to separate between process
modeling and service allocation time. Chang et al. [4] provide a different clas-
sification of dynamic composition. They classify along the axes “decision time",
i.e. the moment the decision is made , “target service visibility", i.e. if the set of
service candidates is fixed or time-varying, and “provision of adaption method",
i.e. if the target service can adopt to given service requests.

2.2 Dynamic Service Selection

Content-based routing (CBR) in Enterprise Service Buses (ESB) as mentioned by
[15] and others is the most mature approach. Based on a service request messages’
contents a component decides to which service instance a request is forwarded.
DRESR [2] by Bai et al. introduces the idea of abstract routing paths (ARPs),
where each service is identified by an URI and an abstract service name. An ARP
is composed of abstract service names and is therefore not bound to particular
service instances. To obtain concrete service instances, a central routing manager
component selects a service instance from the pool of candidates for the given
task. The Dynamic Wire Tap (DWT) approach by Wu et al. [20] builds upon
the well-known EAI patterns Wire Tap, Enricher, Recipient List and Aggregator
[8]. A service discovery engine retrieves a list of service candidates and forwards
the request to the DWT component which in turn routes the request forward
to one of the service candidates. CBR and DRESR, however, do not offer real
dynamic service selection as the potential target services together with routing
rules have to be statically defined beforehand and DWT depicts a rather cloudy
low-level concept and demands for quite some adoptions.
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Other approaches consider BPEL as a starting point: WS Binder [5] by Di
Penta et al. binds tasks to proxy objects instead of service instances. During a
pre-execution binding the proxy objects are initialized with service instances re-
sulting in a quasi-static service allocation. VRESCo by [14] and [12] introduces an
aspect-oriented extension for BPEL environments for monitoring and replacing
partner links. While WS Binder does not consider transformation/mediation,
VRESCo at least considers static, non-semantic transformation rules. It does,
however, neither distinguish between abstract and concrete service interfaces
nor does it harness semantic meta-data therefore potentially resulting in a big
amount of complex static transformation rules.

The concept of Dynamic Composition Handlers (DCHs) by Chang et al.[3]
builds upon an ESB and clearly separates between service interfaces specified
in the process and realized interfaces. It does, however, only consider a BPEL-
engine as service client. The ESB-based ProBus approach by Mietzner et al. [13]
is a concept for policy-driven dynamic service selection. In contrast to other work,
this approach mainly focuses on the definition of selection criteria. Following the
ProBus idea, service requesters define their preferences in form of non-functional
properties expressed as WS-Policy statements and the services are described by
WSResourceProperties. ProBus matches the service requester’s policy against
resource properties of known services to obtain a service candidate.

2.3 Semantic Technologies

Improvements in the field of dynamic service selection gained from semantic
technologies can be divided into two blocks: (1) Semantically annotated services
and process models and (2) semantically supported mediation and resolving.

Semantically enhanced business process modeling and semantic ESB is in
focus of several research initiatives, e.g. the Object Management Group or EU-
fundend R&D projects such as STASIS or the SUPER project. Several rather
mature but only scarcely used concepts exist. The Resource Description Frame-
work (RDF) has primarily been designed as a meta-data data model for all kinds
of (web) resources has become a standard semantic model for data interchange.
OWL-S offers an ontology of services and aims at making semantic description,
discovery and execution of services possible. The Web Service Modeling Ontology
(WSMO) emerged as a result of several EU-funded research projects. Its main
concepts are ontologies, web services, (service) goals and mediators. Finally, Se-
mantic Annotations for WSDL and XML Schema (SAWSDL) forms a simple
extension layer on top of WSDL that lets components specify their semantics.

Semantic process and service annotation alone does only provide the foun-
dations for semantically enhanced dynamic service selection. As can be seen
from the previous section, a number of authors pay attention to non-semantic
dynamic service selection but only sporadically complete and comprehensive se-
mantic approaches are published. Karastoyanova et al. [9] proposed a reference
architecture for semantic business process management where they clearly dis-
tinguish between a process modeling and runtime environment. The reference
architecture has later been implemented as an semantic service bus [10]. Fujii and
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Suda [7] present another comprehensive framework for semantics-based dynamic
service composition. The framework does neither embrace an prototype nor does
it build upon an modeled processes and an ESB as infrastructure component. It
considers user context information for service composition and allows users to
formulate a request for an particular type of application in natural language.

3 Conceptual Model

The conceptual model of DS3I is sketched in Fig. 1(b). The essential goal is
dynamic service selection in a minimum-invasive way. The switch from static
to dynamic service allocation shall not necessitate any modifications. Neither
service requester, be it a stand-alone client application or a WFE, nor individ-
ual service instances shall be required to be modified. Instead, infrastructure
components allow for dynamic service allocations.

S1

XOR

XOR

S2.1 S2.2 S2.3

S3.1 S3.2

VV

(a) Static Service Allocation

Client Service 
Listener

Service 
Repository

Transformation 
Rules

Repository

Service 
Selector

Service 
Discoverer

Mediator/
Transformer Service 1

Service 2XOR

(b) Service Selection and Mediation Scheme

Fig. 1. Static vs. Dynamic Service Allocation

Consequently, the conceptual model in Fig. 1(b) consists of two different types
of components: (1) The white shaded actors depict unmodified parties that
request or provide a given service. (2) The bluish shaded components depict
components that facilitate the semantically supported dynamic service selection
approach. These components are shielded by the infrastructure and are therefore
neither visible for client nor service provider.

Details on components’ functionality and implementation are illustrated in
sections 4 and 5 so only a short overview is presented here: The Service Listener
acts as a virtualized interface for a given type of service. We assume that service
request messages are dispatched to these virtual services instead of concrete ones.
Based on the request message and further selection criteria and non-functional
properties, the Service Selector picks an appropriate service instance from the
Service Repository. The Service Repository is charged with information and de-
scriptions of available services via the Service Discoverer which in turn provides
means for service providers to announce their services. As different services that
provide the same functionality may vary in their interfaces and message format,
the Mediator/Transformer mediates between clients’ request messages and the
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Fig. 2. Operation Mode and Semantic Annotations

request messages expected by the selected service instance. It retrieves applicable
transformation rules from the Transformation Rules Repository and transforms
messages accordingly. We intentionally designed a comprehensive infrastructure.
This way service selection can be delegated completely to the infrastructure, en-
suring clear separation between different roles such as process modelers, service
providers or service users. Applying the conceptual service selection model to cur-
rent service binding concepts results in a 3-layered operating mode illustrated
in Fig. 2(a). The three layers are organized as follows:

– The Process Layer focuses on modeling the business process and its stepwise
refinement. Furthermore, process deployment to a WFE as well as execution
monitoring is conducted at this layer. Different tasks of executable processes
are linked to virtual service interfaces provided by DS3I.

– The Mediation Layer forms the core of DS3I. It provides generic interfaces
(IF1 through IF4 in Fig. 2(a)) against which the process is linked and holds
links (BC1 through BC4 in Fig. 2(a)) to all available service instances that
form the pool of service candidates. As a result, the mediation layer mediates
between virtualized service interfaces and concrete service instances.

– Actors on the Service Implementation Layer implement inquired functional-
ity in form of services. Each service instance realizes an interface which is
described and registered with DS3I.

– A Management Layer is orthogonal to the other layers and therefore not
displayed in Fig. 2(a). At this layer the service instances are announced
to the mediation layer and the criteria and non-functional properties that
determine the service selection procedure are defined.

4 Architecture

The overall architecture resulting from this conceptual model is depicted in Fig.
3. It consists of a service requester, several interchangeable service candidates
and an extended enterprise service bus as a semantically supported dynamic
service selection infrastructure.
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4.1 ESB - A Means to an End

DS3I builds upon standards ESB capabilities. An ESB acts as an intermediary
between service requesters and service instances and shall provide diverse mes-
saging, routing and mediation capabilities [11,15] as defined in the Java Business
Integration (JBI) standard [17]. A JBI compliant ESB consists of three compo-
nents DS3I is built upon:

– Binding components (BCs) allow connecting external services via various
communication protocols and transforming data to a normalized form. Using
existing BCs we employ the JBI-standard to interlink DS3I not only with
web services but with diverse kinds of legacy applications which were only
seldom designed to be linked together.

– Normalized Message Router (NMR) forms the central messaging and routing
backbone of the ESB, and therefore the backbone where service selection
components are hooked in.

– Service Engines (SEs) provide business logic for integration of services (i.e.
orchestration, data transformation, etc.). All semantic-enabled components
are implemented as JBI SEs.

4.2 Components and Capabilities

DS3I can be broken down into basically five different technical building blocks.
The semantic middleware, in turn, is composed of several more modules as de-
picted in the black-bordered box in Fig. 3.

– The Service Requester (1) can be any stand-alone client or WFE that invokes
services. For the time being we assume service requesters to communicate via
SOAP with DS3I. There is no need for the service requester to be changed
in terms of additional functionality before it can benefit from the dynamic
service selection infrastructure.

– DS3I acts as the communication and messaging infrastructure. It provides
both message sinks and sources for service requesters and service providers
which is why JBI BCs reside at both ends: On the client side one for each
exposed virtualized service interface (2), on the service candidate side one for
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each connected service candidate (6). Furthermore, it serves as the runtime
engine for the semantic middle components.

– The Semantic Middleware (4) consists of run-time components for ontologies
storage, maintenance, semantic mediation, validation and querying/reasoning
over semantically described data on services and messages. In combination,
these components provide all capabilities depicted in Fig. 1(b). It consists
of service resolving components, which actually select an appropriate service
instances for a given virtualized interface based on semantic annotations of
services and their interfaces. In a subsequent step, mediation components
transform request and response messages into an adequate format for the se-
lected service instance, again based on semantic interface descriptions. Both
components employ the semantic manager, which shields all semantic media-
tion and reasoning related capabilities. The semantic manger in turn resorts
to the semantic repository where all required information is stored.

– Functionality and interfaces of Service Candidates need to be semantically
annotated. This is supported by Semantic Modeling and Annotation Tools
for knowledge engineers and annotators at service provider side. Design tools
are available as a set of Eclipse plug-ins and allow for visual modeling of
ontology elements together with semantic annotations of WSDL files.

– Individual service candidates are realized by any kind of service implemen-
tation which is supported by a JBI BC. Hence, DS3I is not restricted to
SOAP-based webservices but can interlink with a broader set of service
implementations. Merely, the provided functionality and their inputs and
outputs have to be annotated semantically via previously mentioned tools.

The architecture involves two more auxiliary components: The Message Inter-
ceptor (3) allows for easily enabling or disabling the semantic middleware. Here
a client-sided BC can easily be configured and statically be bound to a fixed
service instance to circumvent the semantic middleware in case of need. The
Monitoring Component (5) aims at collecting non-functional properties for each
interaction with a service instance. Resulting data may provide a basis for both
service evaluation and monitoring as well as for future service selection decisions.

5 Implementation

To evaluate the conceptual model and the DS3I architecture we implemented
and tested the individual components prototypically within the SPIKE project.

5.1 Implementation Considerations

As semantic framework we chose WSMO-Lite for handling ontologies and seman-
tically enriched data. In particular, the implementation is based on the following
components and frameworks:

– The SPIKE API for in-memory representation of the ontology elements
(ontologies, concepts, instances, relations and axioms) is based on the wsmo4j
library. Besides the ontology API, wsmo4j provides facilities for ontology
validation and parsing/serialization from and to various formats.
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– The main functionality of the Framework for RDF persistence is the mapping
of top ontology elements into the RDF model. SPIKE RDF persistence is
based on the ORDI framework, which allows integrating various data sources
and provides a common RDF API for accessing underlying data.

– RDF storage. SPIKE ontologies are physically stored as RDF data using
the Sesame repository. The current SPIKE configuration uses SwiftOWLIM
extended by the TRREE inference engine as physical storage.

– For infrastructure components (external service interfaces, runtime environ-
ment for service selection and mediation components) the JBI-compliant
ESB Apache ServiceMix and its various BCs and SEs are employed. For
the implementation of virtualized service interfaces as well as for the links
to external services the Apache CXF BC is used. As runtime environment
for the sementic middleware the ServiceMix Bean SE is used which allows
deploying Java classes into the ESB. Semantic (and non-semantic) dynamic
service selection components are thus implemented as plain Java beans.

– Semantic Annotation of Services is implemented using the SAWSDL speci-
fication as shown in Fig. 2(b). SAWSDL extensions take two forms:
1. Model references (sawsdl:modelReference attribute) which point to

semantic concepts by URIs. Model references can be applied to WSDL
elements (i.e. interface or operation) to specify the function of the service
or XML scheme elements and describe the meaning of the input/output
data.

2. Schema mappings (sawsdl:liftingSchemaMapping and sawsdl:
loweringSchemaMapping attributes) specify data transformations (usu-
ally defined with XSLT) between messages in normalized XML format
(as used by the ESB) and the associated semantic model. The schema
mappings are used for semantic data mediation. An automated semantic
mediator can first lift data in one XML format to instances in the shared
ontology and then again lower it to another XML format using the lifting
annotation from the first format’s schema and the lowering annotation
from the second schema.

5.2 Semantic Resolving and Mediation

Preconditions. Semantic annotations of services are used to overcome the am-
biguities during service discovery related to the description of services at the syn-
tactic level only. For service composition, we adopt a semi-automatic approach
where the business processes are modeled manually as BPEL processes. BPEL
processes refer to abstract partner links, the virtualized service interfaces. The
abstract partner links have to be resolved to concrete service instances during
process execution. The process of resolving can be automatic and is based on se-
mantic matching of descriptions of abstract partner links and service candidates
provided by potentially several service providers.

In order to overcome data heterogeneity (i.e. when data expected by the ab-
stract partner link has a different format than data defined for the selected
service instance), DS3I supports semantic data mediation. Matching of service
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candidates is based on two types of semantic annotations assigned to the abstract
partner link using the modelReference SA-WSDL attribute: (1) SKOS ontology
[19] for specification of classification schemes of categories. (2) Domain specific
semantic types of input/output messages specified for the requested operation.

During matching both types can be combined arbitrarily and the hierarchi-
cal organization of categories and subclass/superclass relations of input/output
types can be recursively expanded during reasoning. For semantic mediation, we
adopt two approaches. The first approach is based on standard XSLT where on-
tologies are used as the common data vocabulary. This approach requires XSLT
transformations for lifting and lowering of instances and is well supported by
existing SEs. In the second approach incoming XML data is transformed to
instances using a generic lifting scheme. Input instances are then transformed
using semantic mappings into output instances which in turn are transformed
to XML data again using the generic lowering scheme.

Operation Sequence. The whole procedure for business process execution in
DS3I consists of the following steps:

1. A business process definition is deployed to the BPEL SE. BPEL process
invokes of abstract partner links are sent to the service resolving component.

2. The Service Resolver calls the Semantic Manager for discovery of services ca-
pable to provide outputs as specified for the abstract partner link. If there are
more service candidates, a target service is selected for invocation according
to predefined properties.

3. In case of unequal data formats specified for the abstract partner link and
the target service, the message is forwarded to the Mediator, otherwise it is
forwarded directly through the JBI BC to the selected service instance.

During mediation, the message is processed as follows: (1) Input data from the
message exchange is transformed using the lifting schema specified for the abstract
partner link. The result is a set of semantic instances. (2) Since the domain ontol-
ogy specified for the partner link can be different to the ontology specified for the
resolved service, instances are optionally transformed from the source ontology to
the target ontology using semantic axioms and transformation rules (instance-to-
instance transformation). (3) Instances are transformed back to normalized mes-
sages using the lowering schema specified for the resolved service.

In summary, data is first transformed using the lifting schema of the resolved
service and then transformed back to normalized messages using the lowering
schema specified for the partner link.

6 Conclusions and Future Work

In this paper we have introduced DS3I for semantically enhanced dynamic ser-
vice selection and mediation. DS3I allows for one-step service selection without
any negotiation phase between clients and service providers. DS3I and its se-
mantic middleware components are based upon an ESB and employ semantic
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annotations of services. Semantic descriptions are furthermore applied to find ap-
propriate service candidates and mediate between unequal interfaces and data
formats. Except for more detailed service descriptions, DS3I does not necessitate
any changes at client or service side.

Employing DS3I, appropriate service candidates can be discovered and as-
signed at run-time This way process modelers and developers are no longer
required to statically allocate service instances already at modeling time of a
business process or implementation time of a stand-alone client application and
service instances published at a later date can still be considered. Process model-
ing gains much more flexibility and a clear separation between process modelers
or client application developers and business operation personnel can be accom-
plished. The former ones can focus on functional and business-process require-
ments while issues of service selection and mediation are delegated to business
operation personnel and infrastructure components. We presented a detailed
problem breakdown together with related work in this area. The core area of
this work, however, is the DS3I conceptual model, the overall architecture of the
semantically enhanced dynamic service selection infrastructure and details on
the prototypical implementation.

While our work yielded a suitable prototype for semantically supported dy-
namic service selection and mediation, future work is divided into two areas of
research. (1) Requirements definition for the service selection phase along with
performance penalties due to the gained flexibility have to be investigated in
detail. (2) Dynamic service selection presupposes dynamic security enforcement
and despite dynamic allocation of services, access control and accountability
have to be ensured. We already developed a proposal [6] which is being elab-
orated and tested. Finally, as service selection criteria may vary depending on
the sender of the initial message, both previously mentioned fields of research
need to be reintegrated to allow for extracting service selection criteria from
predefined configurations and user profiles.
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Abstract. Modern web applications have steadily increased in richness
and complexity, and they put significant demands on system resources
such as server CPU, memory and most importantly the network band-
width. When seen at Internet scale, a tiny wastage in a resource can
translate into a huge loss. For instance, we will show that youtube.com
homepage can potentially save up to 4500 GB worth of bandwidth ev-
ery day! It is, therefore, important for the application designers to: 1)
identify what opportunities exist for improvement and 2) ensure that
computing resources are efficiently utilized.

We present the results of an extensive investigation of how the useful
information is distributed across various HTML tags and their attributes
inside the served HTML pages taken from a large number of dynamic
public websites. Our findings show that the useful information is often
restricted to only a handful of the tags and attributes. We systematically
explore the efficiency differences between various classes of frameworks
that are used for developing modern web applications. Leveraging our
findings, we propose a technique which decouples the view’s markup and
data thus allowing them to travel separately and only on demand. This
improves the web application efficiency; for instance our experiments
show that this approach increased the throughput by a factor of about 7.

1 Introduction

With the web browser increasingly becoming the powerful and popular platform
for delivering business applications and services, the need to identify the oppor-
tunities that may exist for improving various aspects of the web applications
design, therefore, becomes important. Typically, web applications are accessed
via a browser that interacts with the application server via HTTP to fetch HTML
content to be displayed in the browser. On the application server side, the web
application may be serving just the static HTML pages; or, as in majority of the
business web sites, it could be serving the dynamic content. Dynamic content
is often created by combining data with the templates on the server. The data
part is what we’ll call the useful information. Often the useful information is the
directly visible content on a web page in response to a specific query submitted
by the user. For instance, on a shopping website’s product catalogue page the
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information about each displayed product item is the useful information. The
template is serving mainly as the presentation vehicle.

The problem with most dynamic web applications is that they often serve the
final render-ready HTML to the browser. This is wasteful in terms of network
bandwidth consumed, server side CPU and memory consumption etc.

Processing flow in most dynamic web application development frameworks
follows these high level steps:

– Query the data from some data store like a relational database engine.
– Load and parse the template for the response page to be served. Often this

results in some sort of object graph to be created to represent the page in
memory.

– Go over the parsed page template and fill into it the data that was fetched
from data store.

– Marshall the data-hyderated template as HTML and send it out as the
response.

Clearly, all of this needs to happen on the application server and consumes
server CPU and memory. We are interested in improving the situation. We ex-
amine how useful information is distributed inside HTML page elements in order
to get insight into what changes in the content from one request to another for
a given page. We make use of the empirical data that we derive from our exper-
iments on large number of web applications to propose mechanisms which could
result in better utilization of the computing resources.

Rest of this paper is organized as: section 2 describes our methodology that
we followed to investigate the HTML pages and discuss the findings. In section
3 we provide relevant background on the working of popular web application
frameworks. Section 4 we describe the proposed approach and discuss the ex-
perimentation results.

2 Investigation Methodology and Results Analysis

2.1 Selection of Web Applications

We focussed our study on the data driven dynamic websites. Our selection of the
web sites was based on the Alexa’s top websites list in the shopping category [1].

We selected this list because, first, it represents a fairly big sample population
and thus provides an accurate and representative sample of current Internet sites
in this category. Secondly, this list represents the most popular Web sites, based
upon traffic information [2]. This popularity is derived from the page views,
number of pages viewed on a host, and the reach (number of different users who
access a host). The Alexa ranking is a based on the geometric mean of the reach
and views quantities.

2.2 Data Collection

To automate the process of data collection we developed a tool to capture the
statistics about the distribution of useful information in an HTML page as it
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Table 1. Meaning of various HTML statistics

Statistic Remarks

Tag Name of the HTML tag

Attribute Name of attribute of the tag

Attribute size Size of the attribute value in chars

Attribute size ratio Ratio of attribute size (in chars) to the total HTML file
size (in chars)

Attribute size compression
ratio

Used as an indicator of content repetitiveness in the at-
tribute value

Tag count How many times the tag appeared in the HTML

Text size Size of the text content of the tag in chars.

Text size ratio Ratio of tag’s text size (in chars) to the total HTML file
size (in chars)

Text size compression ratio Used as an indicator of content repetitiveness in the tag’s
text value

is served on the browser. From the completeness of the analysis purposes we
consider the entire set of HTML elements and their attributes when looking
for what data they contain. In practice, however, only the data present in the
following places on the HTML is found to be useful:

– Text inside the body of an HTML tag. For instance, text inside the body of
DIV, P, SPAN, A etc. tags is often found useful.

– Value of the HTML tag attributes (e.g. src, id, value and href etc.).

We execute the data collection tool on the identified set of web applications
and capture the statistics about HTML elements. Table-1 shows what each of
the captured statistics mean.

2.3 Results Analysis

We analyse here the results from our study of content distribution inside HTML
pages. Based on the insights gained from this analysis, we will look into the
opportunities for improving the efficiency of certain web applications in the
subsequent sections.

Table-2 shows1 the overall distribution of the information between the HTML
tag’s text and attribute values for some of the top shopping web sites. Amongst
the entire set of web sites that we studied, the maximum %age of data contained
in the tags text was observed to be about 60%, minimum was at about 10% and
average was about 24%. Similar numbers for the data contained in tag attribute
values was: maximum at about 60%, minimum at about 15% and average was
about 36%. All these %ages are w.r.t the total size of the served HTML content.

Another important set of statistics is the attribute-wise distribution of in-
formation as shown in the Table-3. We notice that the largest contributor here
is the href attribute of the A tag for majority of the websites. Second largest
1 For want of space we are showing, in tables 2, 3 and 4, data for a small subset of

web applications that we studied.
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Table 2. Overall information distribution

Tag
Text
(chars)

Attr.
Text
(chars)

% Data
in Tags

% Data
in Attr.

% Data
Total

Host URL

23084 67402 11.48 33.51 44.99 www1.macys.com

41171 85900 16.4 34.22 50.62 www.overstock.com

8109 33171 9.97 40.8 50.77 www.target.com

33603 31935 26.88 25.55 52.43 electronics.shop.ebay.in

11236 25066 17.14 38.24 55.38 autos.yahoo.com

16552 44228 15.19 40.59 55.78 www.tigerdirect.com

11658 43403 12.75 47.48 60.23 www.staples.com

53107 150646 16.03 45.47 61.5 www.alibaba.com

17707 66818 13.7 51.69 65.39 www.barnesandnoble.com

45130 70180 25.91 40.29 66.2 www.buy.com

contributor is the src attribute of the IMG tag, even though its relative contribu-
tion as compared to the top contributor is small (about one third on average).
Contribution of all others is less than 5% individually. We also observe that
the compression ratio for these top contributors is fairly low (about 0.2) and is
an indicator of a fair amount of repeated text there. We investigated these low
compression ratio cases further by looking at the actual HTML content of those
cases. We observed that the most href values had a full URL of which a large
part (often upto the path component) was common and only the small query
component was changing. Situation with the src attribute of the IMG tag was
very similar. One such example is shown in Listing-1.1 where the repeated URLs
are shown in bold underlined font. Further, we analysed the distribution of infor-
mation amongst the text content appearing directly inside the body of various
tags in the served HTML content. These statistics are shown in the Table-4. The
largest contributor here is the SCRIPT tag whose max contribution in one case is
about 55% towards the total size of HTML served, the minimum contribution is
about 3% and on average it contributed about 15%. Other top contributors are
the P (average contribution about 1%) and A (average contribution about 3%)
tags. Average compression ratios in these cases is relatively high: 0.3 for SCRIPT,
0.52 for P and 0.4 for A tag. This indicates that there’s not much repetitiveness in
the information contained in these tags. In summary, all these findings indicate
the following about the distribution of information in a served HTML page:

– Major chunk of the useful information is held in small number of tags and/or
their attributes, which often are: A/href, IMG/src, SCRIPT, P.

– There is often a fair amount of repetitiveness in the information held by
those tags/attributes that are largest contributor towards the HTML page’s
size.

We’ll leverage the findings of our investigation as discussed in this section to
propose a technique to improve the web application efficiency.
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Table 3. Attribute-wise information distribution

Tag Attribute Attr.
Size
(chars)

% Data
in Attr.

Compression
Ratio

Host URL

A href 70088 41.389 0.212 finance.yahoo.com

A href 31567 34.532 0.215 www.staples.com

A href 30918 23.916 0.154 www.barnesandnoble.com

A href 24585 22.561 0.156 www.tigerdirect.com

A href 32955 18.921 0.195 www.buy.com

A href 11970 18.262 0.145 autos.yahoo.com

A href 40645 16.19 0.148 www.overstock.com

A href 11049 13.591 0.222 www.target.com

A href 41571 12.547 0.149 www.alibaba.com

IMG src 15418 9.105 0.135 finance.yahoo.com

A href 17387 8.645 0.103 www1.macys.com

Table 4. Tag-wise information distribution

Tag Occu-
rrence

Text
Size
(chars)

% Data
in text

Compression
Ratio

Host URL

SCRIPT 7 32474 55.312 0.196 www.istockphoto.com

SCRIPT 43 35008 37.377 0.184 www.walmart.com

LI 33 1508 22.086 0.253 www.netflix.com

SCRIPT 43 36636 21.035 0.218 www.buy.com

STYLE 2 928 13.591 0.48 www.netflix.com

SCRIPT 21 16659 13.328 0.307 electronics.shop.ebay.in

A 611 9381 10.262 0.354 www.staples.com

SCRIPT 41 33529 10.12 0.274 www.alibaba.com

OPTION 1291 11178 8.943 0.375 electronics.shop.ebay.in

SCRIPT 25 5827 8.89 0.334 autos.yahoo.com

SCRIPT 46 13054 7.709 0.266 finance.yahoo.com

Listing 1.1. HTML fragment showing repetitive content

<map name= ‘1307012650 ’ id= ‘1307012650 ’>
. . .

<area shape=‘ rect ’ coords= ‘2 ,89 ,177 ,153 ’
href=‘http://www.target.com/gp/browse.html/ref=sc iw l 0 2 /?node=10218751 ’

a l t =‘TVs . ’ />
<area shape=‘ rect ’ coords= ‘2 ,155 ,186 ,209 ’

href=‘http://www.target.com/gp/browse.html/ref=sc iw l 0 3 /?node=3666481 ’

a l t =‘Baby Furn iture . ’ />
. . .

</map>
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3 Web Application Frameworks - A Literature Review

Following are the major frameworks which are used to build the core part of web
applications that are developed for various platforms. Recent releases of these
frameworks provide support of modern Web 2.0 technologies such as AJAX [3,4]
and JSON [5] etc. which can be leveraged to compose efficient solutions. In this
paper, these frameworks are grouped into three categories based on how they
support building the web UI. Items in each category are not exhaustive; since
all frameworks in a given category are conceptually similar therefore only few
popular frameworks are listed under each category.

3.1 Frameworks Requiring a Plug-in and/or Scripting Engine in
Browser

Frameworks in this category allow creating Rich Internet Applications (RIA)
which are aimed at providing the desktop application like user experience. The
application is often an executable which is downloaded into the browser and exe-
cutes via a special scripting engine/plug-in inside the browser. Interactions with
the application server are often via RPC style AJAX calls. Popular frameworks
in this category are: Google Web Toolkit [6], Microsoft Silverlight [7]

Issues with this Category. Following are the major issues with GWT/Sil-
verlight kind of frameworks,

1. Major part of the UI has to be delivered as a single big script (e.g. .xap
for Silverlight and .js files for GWT) which executes within the browser.
Though there are different tricks and techniques which can allow a developer
to reduce the initial startup time for the application, but the fact remains
that for any serious business application the initial download and startup
time can be unacceptable, especially over a limited bandwidth connection.

2. Restriction on what can be achieved with a browser-side scripting engine
can sometime be a limiting factor for some usecases. For a public facing
web application, the assumption about a scripting plugin being available
and enabled in the browser may not always be realistic. Heavy reliance on
JavaScript (e.g. in GWT like framework) can lead to cross-browser com-
patibility issues. For instance, in GWT although the code development in
Java eases the programmer’s effort, however, it is relatively difficult to trou-
bleshoot the generated JavaScript code that finally executes in the browser.

3. Silverlight needs a special browser plug-in in order to execute the applica-
tion. While this may not be a major issue in newer client machines,for older
machines it may be a limitation.

4. Such frameworks use very specialized programming models, hence there is
often a significant learning curve and maintenance costs associated.

5. It is difficult to prevent divulging the application code and logic. In case of
scripting code based applications the code gets downloaded to the client.
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3.2 Frameworks Based on Server-side Tag Libraries and Scripting

Typically, the web application here employs a template engine (e.g. Python
Django, Apache Velocity) to combine the data with the presentation markup to
create the HTML pages to be served to a browser. In many cases the markup
may be mixed with the scriptlets as in Java Server Pages, PHP pages etc. to
produce the dynamic HTML pages to be served. Popular frameworks in this
category are: Apache Struts [8], Ruby on Rails [9], PHP Zend [10]

Issues with this Category. Most issues in this approach of web application
development are related to both server side memory and CPU consumption and
more importantly the content sent across the network. Following are the main
steps (also shown in Figure-1) that happen on the server for producing a response
to a requested dynamic page:

1. Every time a page is requested by the client, the server has to first parse
the page (e.g. .jsp or .aspx page etc.) markup to determine what dynamic
scripts/tags needs to be instantiated.

2. Instantiate the objects for and execute the scriptlets and tags found on the
requested page. This step also performs the data binding, if any, onto the
resulting markup.

3. Generated markup which will also contain the data for various UI elements is
then sent over the network to the client. Often in the flow of an application,
only the data changes between requests to the same page.

Thus the above steps put unnecessary load on the server as well as the network.
All that the client needs from server is new data which the client can refresh its
display state with.

3.3 Framework Using Component Based User Interface

Here the UI on the server-side is object oriented and created by composing an
object graph similar to how it is done for the desktop applications. For instance,
a view has a page object and page may have many panel objects and each
panel may have various widget objects like text box, label and buttons etc. This
component tree is usually rendered as HTML response. Popular frameworks in
this category are: Java Server Faces [11], ASP.NET Web Forms [12]

Issues with this Category. In this approach as well the issues are exactly
same as in the case of server-side scripting/tags.

4 Exploiting Web 2.0 Technologies — A Hybrid
Approach

In each of the frameworks mentioned in previous section it is possible to make use
of Web 2.0 technologies such as AJAX, JSON and client-side scripting tools etc.
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We exploit the findings of our investigation discussed in section 2.3 to address
the issues that have been mentioned for the popular web application frameworks
and improve the efficiency. One such technique is discussed below. The key ideas
underlying this approach are:

– Separate the data and markup (representing the UI) at the view level. Im-
portant thing here is the granularity of the view (i.e. how many standard UI
elements/widgets are packed in the view’s markup). Often it is application
dependent and can be easily controlled and tuned. The data and the markup
of the UI view can travel separately and only on demand. Application effi-
ciency increases.

– Use static or one-time dynamically generated markup to create the views
in UI. It requires much less server memory and CPU cycles as compared to
traditional component/tag-library based UI because it won’t be creating the
document tree or the object graph on each request for representing the view.
Also, manipulation of plain HTML using JavaScript on client side requires
cheaper programming skills.

– Use lightweight data interchange mechanism such as JSON to exchange data
between client and server.

– The content – both markup and data – can be served by any of the existing
server-side framework.

This approach works with plain HTML and JavaScript to create templatized
views for web UI. A view here can be a complete screen (full HTML page) or
a section (HTML fragment) of it. These view templates, which are plain HTML
markup without any data in the start, are incrementally brought to the client
as and when they are needed by the user. Any subsequent activation (in a single
session) of a view doesn’t result in bringing the markup again to the client – only
data is fetched from the server as needed. Data binding to UI elements is done
on the client-side via DOM manipulation using JavaScript. Following sections
provide further details. Request-response interactions occurring in the proposed
solution are depicted in Figure-2. For comparison purposes, similar interactions,
as they happen in tag-library based approach (which is similar to UI component
based approach), are shown in Figure-1. We’d like to mention that this technique
does not try to replace the existing frameworks such as those listed in section-3;
instead it is aimed at complementing their capabilities to satisfy special efficiency
requirements and constraints.

4.1 Use a Compact Data Interchange Format

The data interchange format selection can be based on the following broad cri-
teria:

– For a given amount of information to be exchanged, it should produces a
very compact payload.

– Should be easy to deserialize/unmarshal via client scripting tools.
– Availability of very good quality libraries for both client and server side use.
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Browser WebServer Page TagLib DataComponent

BindData
Data +
Markup

Entire flow repeats
for each request

Get

Instantiate

CreateMarkup

GetData

Fig. 1. Request response interactions in tag-lib based approach

Browser WebServer StaticPage DataComponent

BindData  (Using DOM manipulation)

Instantiate
Get

Markup

GetData

JSON Data

Subsequent view activations
fetch only JSON data

Fig. 2. Request response interactions in proposed solution

One reasonable candidate for web applications is JSON. Use of JSON along with
templatized views (as explained in next sub section) helps in reducing the data
flowing between client and server. In any session, application views are fetched
only once from the server as and when needed. Views are added/updated on
the page using DOM manipulation. Data for the view is fetched separately in
JSON format. Any subsequent activation of a view requires just the data part to
be fetched from server. This results in reducing unnecessary ferrying of “HTML
tags” between client and server, thus improving the efficiency of the application.

4.2 Use Static Template Based Views to Construct UI

View template here refers to a piece of HTML markup which defines a screen or
its section. Minimal markup is used just enough to indicate the arrangement of
UI elements on the view. Assigning proper IDs to different elements is important
for later data binding via DOM manipulation using JavaScript. For example, if a
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view contains a text field and a table containing 4 columns, then the markup will
contain just an INPUT tag and a TABLE tag of HTML. Since view templates
are static, so no dynamic server-side objects are created when client requests
the page/view. This static markup is also cacheable, and even content delivery
networks could be leveraged to further improve the performance.

How data is bound to UI elements. Each data-bound HTML element in a view
template is assigned a unique ID. The data-bound HTML element also has an
attribute to specify which JSON object property holds the data for this element.
JSON data fetched from server is bound to UI elements via DOM manipulation
using JavaScript. The approach is similar to [13, Ch. 3], except that in our
approach we are getting only the data as JSON. There are decent client-side
scripting libraries (e.g. JQuery [14], DOJO [15], YUI [16] etc.) available which
can ease this task.

Effective use of AJAX. It is common in many web applications to make use
of AJAX calls from the client to server for fetching either just the data or the
final render-ready HTML hydrated with necessary data. The AJAX interactions
between client and server in such a case are at basic UI element level (e.g. a
dropdown list of a check-box) and thus are too fine grained. For example, on
checking a check-box the application may re-calculate (on server-side) the values
shown on some textboxes. Perhaps in some use cases this kind of fine grained
interactions is what the application needs. However, it can potentially result in
a client being too chatty with the server. If the concurrent user base for the
application is large then such a chatty client introduces additional connections
load for the server and can be problematic. In the cases where render-ready
data-hydrated HTML is fetched over AJAX from the server, the problem is
essentially same as described for traditional tag-library based approach. This is
because, though the data + markup are brought over AJAX, but still the data
and markup travel together. In the AJAX technique discussed in this paper we
decouple the data and markup at the coarse grained view level. Hence it avoids
both the above issues as observed with plain use of AJAX.

Trade-offs involved

1. Input validation on server-side will become somewhat manual as compared
to other approaches.

2. Use of JavaScript on client side is central to the discussed technique. Hence
cross-browser portability can be an issue in situations where browser specific
JavaScript features are used in an application.

3. As is common with any AJAX driven web application, page refresh and
browser back button require special handling.

4. Also, benefits of the discussed technique are significant only when application
use cases involve repeated activations of same views. That is, if a view is
activated only once in a session then this approach doesn’t provide significant
benefit in comparison to the other mentioned approaches.
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Table 5. Application implementation styles

Design Method Description

Method-1 It made use of the proposed technique
where markup and data were decoupled.

Method-2: Component It implemented the dynamic web
based UI page using ASP.NET web forms.

Method-3: Tag libs It implemented the same dynamic
based UI web page using ASP.NET

MVC framework.

4.3 Experimentation Details and Results

To examine the effectiveness of the proposed technique, a reference implemen-
tation was developed for it. We compared the performance against: 1) an ap-
plication which used a component based UI and 2) an application which used
server-side tag library based UI. Functionality wise, the applications showed the
users a single dynamic page which displayed a list of products entries similar to
a shopping web site product catalogue. A product entry consisted of fields such
as: Description summary (a hyperlink), Price, Availability status, User rating (a
hyperlink) and a Thumbnail image (a hyperlink).

Each entry was put inside a grid cell on the HTML page. On one page the
grid showed about 30-50 rows. This represents a fairly close scenario to most
of the web applications that we studied in section-2. Table-5 shows the details
about the implementation styles for each of the applications.

Each application was implemented using ASP.NET 2.0 framework on .NET
3.5. Web server was IIS 6.0 on Windows 7 (64bit) running on Intel Core2 Duo
T6600 @ 2.2GHz processor with 4GB RAM. Each application was subjected to
the load of 100-1500 users making 500 requests each.

Performance Indicator

The Performance Indicator (PI) can be chosen as the CPU usage, Memory usage
and Throughput. In the present work, the performance of the proposed technique
has been tested with respect to all the above mentioned three criteria. The PI is
observed for each method-i and is then normalized with respect to the value of
PI for the proposed technique. The normalized index for a PI-r is calculated as:

Tr =
T p

r

T i
r

(1)

where, T i
r is value of PI-r as observed with method-i, and T p

r is the value of
same indicator as observed with proposed approach. The results obtained from
the experiments are shown in the Figure-3.

We found that with proposed approach the average throughput was about
7 times better than the other two approaches. The server-side memory usage
was, on average, about 12% less than that of tag library based UI, and about
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Table 6. Performance indicator values

Tag Libraries UI Components Based UI

CPU Memory Thruput CPU Memory Thruput Users

0.439 0.888 6.852 0.610 0.767 6.760 100

0.776 0.888 13.581 1.184 0.728 13.405 500

0.621 0.882 10.454 0.878 0.708 8.969 1000

0.536 0.882 7.591 0.714 0.708 6.562 1500

30-40% less than component based UI approach. CPU consumption was 25-65%
less in comparison to tag libraries based UI, and was about 15-24% less than the
component based UI approach.

The general trend with the variation of number of concurrent users load is
as expected. All performance indicators first slightly improve before they finally
plateau out. Initial small improvement with the increase in users load happens
due to utilization of cached or one-time created objects. Once the cached objects
are built up, then its contribution towards overall performance saturates and
doesn’t reflect with the further increase in user load.

HTTP requests load for web applications was generated via Apache JMeter
[17] and the measurements were done via the following tools: Windows Process
Explorer [18], YourKit profiler for .NET [19].



A Design Pattern to Decouple Data from Markup 37

5 Conclusions

We systematically investigated how the useful information is spread and de-
livered via various structural elements of the HTML markup in dynamic web
applications. It was observed that a major chunk of a served HTML page con-
tains just the markup; the real useful information content is confined to only a
small set of HTML tags and tag attributes. We exploited this finding to propose
an efficient technique to deliver dynamic content where we decoupled the markup
from the data so that they could travel between client and server independently
and only on demand. Our test results show that the proposed technique reduces
the use of server-side computing resources such as CPU, memory and network
bandwidth.

For instance, we observed that on the www.youtube.com home page just the
HTML tags account for about 37% of the HTML size – and we are considering
all the tags content as useful information here, which in practice is not the case
since, for example, the content of SCRIPT tag (which often doesn’t change)
itself is accounting for about 17% of the HTML size here. Average size of the
www.youtube.com HTML is about 70000 bytes. So the potential saving per re-
peated pageview is about 0.37 × 70000 = 25900 bytes of bandwidth. According
to Alexa statistics [20] www.youtube.com attracts about 25% internet users ev-
eryday. By taking into account the reported bounce rate (i.e. the percentage of
visits to youtube.com that consist of a single pageview) of about 25%, and as-
suming that there are only about 1 billion Internet users measured by Alexa per
day, simple math shows that youtube.com could potentially save at least about
25900×0.25×(1−0.25)×1000000000 = 4856250000000 bytes (i.e. 4522.735 GB)
of bandwidth every day. And we are not even looking at the server-side CPU
and memory savings at this scale.

The above example clearly shows the usefulness of our technique in heavily
used dynamic web applications, particularly the ones deployed in cloud platforms
where the resource usage is metered and billed at a very granular level. The other
important possible applications of our technique are in low bandwidth clients and
handheld devices.
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Abstract. The WS-BPEL provides a standard for business processes
abstraction and execution, in which, the business processes abstraction
is the key step for the completeness and success of business processes.
The business processes abstraction includes the behavior and interactions
between services which are sketched out by business processes designers.
The current business process design is labor-intensive and time consum-
ing, especially when it is required to be detailed to ensure the success
of the business execution. In this paper, we propose an approach that
helps the business process designers facilitate the design step by provid-
ing them a list of related services to the current designed model. We
propose to capture the requested service’s composition context specified
through the process fragment surrounding it and recommend the services
whose composition context in existing designed service compositions best
match the given fragment context. Provided experimental evaluations in
this paper show that our approach is efficient in realistic situations.

Keywords: business process modeling; web service composition; work-
flow pattern; context matching; recommender system.

1 Introduction

The current design of business process models is labor-intensive, especially when
such models are required to be detailed to support the development of software
systems [20]. It would be inefficient if every time a company engages in model-
ing and re-designing its process, it did so “from scratch” without consideration
of how other companies perform similar processes. Indeed, to avoid the effort of
creating process models from scratch, several consortia and vendors have defined
so-called reference process models, for example SCOR [18] or SAP [7] models.
These models capture proven practices and recurrent business operations in a
given domain. They are designed in a generic manner and are intended to be
individualized to fit the requirements of specific organizations or IT projects in
order to enable systematic reuse of proven practices across process (re-)design
projects. However, analysts take the reference models merely as a source of inspi-
ration, but ultimately, they design their own model on the basis of the reference
model, with little guidance as to which model elements need to be removed,
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added or modified to address a given requirement. Briefly, the current business
process design still has shortcomings: (1) the reference models are human based
and provided manually (this work is absolutely error-prone and time-consuming)
and (2) they are always studied as a whole while sometimes only some parts of
the model need to be considered.

In this paper, we present an original recommendation approach to help the
business processes designers facilitate the design step of the business process
abstraction. We propose to take into account the composition context specified
through the business process fragment surrounding the requested service, and
benefit from the modeling and usage of previous service compositions to build
our recommendations. Concretely, we propose a process fragment model that
computes similarities between services using the relations with their neighbors.
The process fragment represents the composition context for a service described
in terms of its relations with its neighbors. These relations are described through
the control flow patterns. Then, we compute the similarity degrees between ser-
vices by matching the respective process fragments. Indeed, the composition
context informs us about the service behavior and thereafter can unveil its func-
tionality. Therefore, our objective is two-fold: (1) takes into account the com-
position context, specified through the business process fragment surrounding
the composed service, as an input in service discovery, and (2) benefits from
the modeling and usage of existing composite services by extracting this implicit
knowledge as process fragments to match with the composition context of the re-
quested service. Furthermore, our approach can associate with the functionality-
based service recommendation techniques to more precisely retrieve the expected
services.

The paper is organized as follows: In section 2 we specify a graph based model
to describe a service composition context. Section 3 elaborates the proposed
matching algorithm. Section 4 illustrates our implementation and experimental
results. Related work is presented in section 5 and we conclude our work in
section 6.

2 Graph-Based Modeling of Service Composition
Context

In this section, we present a graph-based service composition model whose con-
trol flow is modeled using workflow patterns. Firstly, we depict how we use
workflow patterns to describe service interactions (see section 2.1). Secondly, we
define the relations of each service with its neighbors using new defined layer
and zone concepts (see section 2.2). Finally, we specify the composition context
graph of each service (see section 2.3).

2.1 Graph-Based Service Composition Model

It is worthwhile to notice that the term composite service is usually used to
denote composition of operations offered by different services [2]. Indeed, a com-
posite service, defined using WS-BPEL for instance, is in fact a flow of services’
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operations and not a flow of services. Thus, in our approach and in order to
avoid such confusion, we supposed for simplicity purpose that a service has one
operation so that its consumption coincides with its operation invocation.

A composite service implies several services and describes the order of their
invocation, and the conditions under which these services are invoked. The con-
trol flow (or skeleton in the following) of a composite service specifies the partial
ordering of component services (e.g., a service B is executed after the completion
of a service A). We use (workflow-like) patterns to define a composite service
skeleton. A workflow pattern [21] can be seen as an abstract description of a re-
current class of interactions. Applied to Web services, a pattern defines default
dependencies (i.e. interactions) between services. For example, the Synchronize
pattern [21] describes an abstract choreography by specifying services depen-
dencies as following: a service is activated after the completion of several other
services. We call atomic pattern a primitive control flow pattern that can be
used in WS-BPEL such as : sequence, parallel split (AND-fork), synchroniza-
tion (AND-join), multiple choice (OR-fork), an exclusive choice (XOR-fork), or
a simple merge (OR-join). In the following we propose a graph-based model of
service composition and we use Fig. 1 for all examples in our definitions.

Definition 1 (Direct link pattern). A direct link pattern is a sequence of
atomic patterns which connects two adjacent services. The direct link pattern is
directed, and denoted by P . PC(si, sj) = p1p2 . . . pk indicates a direct link pattern
with a sequence of k atomic patterns from si to sj in the composition C.

For example, PC1(s1, s2)=‘Sequence’, PC2(s3, s4)=‘OR-join’‘AND-join’, PC2(s6,
s1) =‘’ (there is no direct link pattern from s6 to s1 in C2).

Definition 2 (Composition graph). A composition graph of a service com-
position C is a labeled directed graph GC = (VC , LC, AC) in which VC �= ∅ is the
set of vertices (services), LC �= ∅ is the set of edge-labels (direct link patterns’
names), and AC ⊆ V × V × L is the set of directed edges (direct link patterns)
in the composition C. An edge a =< sx, sy, PC(sx, sy) >∈ AC is considered to be
directed from sx to sy and labeled by PC(sx, sy). sx is called the tailed service,
sy is called the head service and PC(sx, sy) is the direct link pattern from sx to
sy in C.

For example, the composition C1 can be presented by a graph GC1 = (VC1, LC1,
AC1), in which VC1={s0, s1, s2, s3, s4}, LC={‘AND-split’, ‘Sequence’, ‘AND-
join’}, AC1={< s0, s1, ‘AND-split’>, < s0, s3, ‘AND-split’>, < s1, s2, ‘Sequence’
>, < s2, s4, ‘AND-join’>, < s3, s4, ‘AND-join’>}.

A path in a composition graph is named as a pattern path. A pattern path
from si to sj in a composition C is indirected and denoted by PC(si, sj). For
example, PC1(s1, s4) = P (s1, s2)P (s2, s4)=‘Sequence’‘AND-join’, PC2(s3, s1) =
P (s5, s3)P (s5, s1)=‘AND-split’‘OR-split’‘AND-split’. The pattern path’s length
is denoted by Len(P) and the shortest pattern path is denoted by SPC(si, sj). For
example, SPC1(s0, s2) = P (s0, s1)P (s1, s2)=‘AND-split’‘Sequence’, SPC2(s7, s6)
= P (s7, s4)P (s6, s4)=‘OR-join’‘AND-join’‘AND-join’.
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Fig. 1. Example: service compositions

2.2 Service Neighborhood

In this section, we propose some new definitions that are related to services’
neighborhood and are used to define the composition context.

Definition 3 (kth-layer neighbor). A kth-layer neighbor of a service s is a
service connected to s via a k-length pattern path (k ≥ 0). The set of kth-layer
neighbors of a service s in a composition C is denoted by Nk

C (s). N0
C (s) = {s};

For example, N1
C1(s2) = {s1, s4}, N2

C1(s2) = {s0, s3}.
Definition 4 (kth-area neighbor). A kth-area neighbor of a service s is a
service connected to s via a l-length pattern path, where 0 ≤ l ≤ k. The set of all
kth-area neighbors of s in a composition C creates a process fragment surrounding
s and it is denoted by N

k
C(s). N

k
C(s) = ∪k

i=0N
i
C(s).

For example, N1
C1(s2) = {s2, s1, s4}; N2

C1(s2) = {s2, s1, s4, s0, s3}.
Definition 5 (kth-zone pattern). A kth-zone pattern of a service s ∈ C is a
direct link pattern which connects a service in Nk−1

C (s) and a service in Nk
C (s).

Set of all kth-zone patterns of a service s ∈ C is denoted by Zk
C (s). Z0

C(s) = ∅.
For example, Z1

C1(s1) = {< s0, s1, ‘AND-split’>, < s1, s2, ‘Sequence’>}, Z2
C2(s4)

= {< s1, s6, ‘Sequence’>, < s5, s3, ‘AND-split’‘OR-split’>, < s5, s7, ‘AND-split’
‘OR-split’>}

2.3 Service Composition Context Graph

We realize that the pattern paths between two services present their relation
(closeness). The longer the pattern path is, the weaker their relation is. And if
we capture the shortest pattern paths from a service to other, we can measure
the best relation between them. On another hand, one edge in the composition
graph can belong to more than one zone around a service, depending on the
selected pattern paths to the that service. Therefore, we propose to build for
each service a specific graph in which each edge belongs to its smallest zone. In
other words, we propose to assign the smallest zone number for each direct link
patterns computed by the shortest path’s length to the associated service and
represent the composition graph in another graph, so-call composition context
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graph (definition 6). Concretely, the minimum zone value that is assigned to
the pattern connecting si and sj in the composition context graph of s will be
Min(Len(SPC(si, s)), Len(SPC(sj , s)))+1 and the maximum zone value used to
assign to all direct link patterns will be n = Max(Len(SPC(sx, s)))+1 ∀sx ∈ C.

Definition 6 (Composition context graph). A composition context graph of
a service s ∈ C is a labeled directed graph GC(s) = (VC(s), ZC(s), LC(s), AC(s))
that represents the composition graph GC = (VC , LC , AC) with the minimum kth-
zone patterns of s. VC is the set of vertices (services), ZC(s) is the minimum set
of zones needed to represent the composition graph, LC is the set of direct link
patterns’ names and AC(s)) is the set of direct link patterns labeled with their
zone numbers. A composition context graph GC(s) satisfies the followings:

1. VC(s) = VC
2. LC(s) = LC
3. ZC(s) = {1, 2, . . . , n}, where:

n = Max(Len(SPC(sx, s))) + 1 ∀sx ∈ C
4. AC(s) = AC × ZC(s), where:

as =< ac, zc(s) >=<< si, sj , P (si, sj) >, Min(Len(SPC(si, s)), Len(SPC(sj ,
s))) + 1 >, ∀ac =< si, sj , P (si, sj) >∈ AC

For example, a composition context graph GC1(s2) = (VC1(s2), ZC1(s2), LC1(s2),
AC1(s2)) of the service s2 can be inferred from the composition graph GC1 (in
Fig. 1), in which: VC1(s2) = {s0, s1, s2, s3, s4}, LC = {‘AND-split’, ‘Sequence’,
‘AND-join’}, ZC1(s2) = {1,2,3}, AC(s) = {<< s0, s1, ‘AND-split’>, 2 >, << s0,
s3, ‘AND-split’>, 3 >, << s1, s2, ‘Sequence’>, 1 >, << s2, s4, ‘AND-join’>, 1
>, << s3, s4, ‘AND-join’>, 2 >}.

In graphical view, the composition context graphs GC1(s2) and GC2(s6) of the
service s2 and s6 can be shown as in Fig. 2. We note that a composition context
graph of a service is related to the composition where this service is used, so
this composition context graph can differ from one composition to another. For
example, the composition context graph of s3 in C1 is different to the composition
context graph of s3 in C2, ie. GC1(s3) �= GC2(s3).

3 Service Recommendation Based on Composition
Context Matching

To illustrate each step in the computation, we use an example to compute the
pattern matching of two services s2 and s6 which respectively belong to the com-
position C1 and C2 (Fig. 1). The services s1, s3, s4 exist in both compositions.
The direct link patterns are: P1 = P2 = ‘AND-fork’, P3 = ‘Sequence’, P4 =
P5 = ‘AND-join’, P6 = ‘AND-fork’, P7 = P8 = ‘AND-fork’‘OR-fork’, P9 = ‘Se-
quence’, P10 = ‘AND-join’, P11 = P12 = ‘OR-join’‘AND-join’. The distributions
of neighbors of s2 and s6 in layers are easily inferred from the compositions and
redrawn in Fig. 2. We elaborate step by step how we compute the similarity in
the following.
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Fig. 2. Composition context graphs inferred from the compositions graph

3.1 Direct Link Pattern Matching

In our approach, the direct link pattern matching is considered as the funda-
mental weight of the composition context matching. Since each direct link pat-
tern between two adjacent services is a sequence of atomic patterns which can
easily mapped to a sequence of characters, we propose to use the Levenshtein
distance [13] to compute the matching between two direct link patterns. We con-
sider each atomic pattern as a character, then a direct link pattern is presented
by a sequence of characters (or string) and the similarity between two direct link
patterns can be easily computed.

Concretely, given two direct link patterns P (si, sj) = p1p2 . . . pn and P ′(si′ ,
sj′) = p′1p

′
2 . . . p′m, the pattern matching between them is computed by the equa-

tion (1).

Mp(P, P ′) = 1 − LevenshteinDistance(P, P ′)
Max(n, m)

(1)

The equation (1) also covers two special cases:

① If P (si, sj) = P (si′ , sj′),ie.(m = n)∧(pt = p′t, ∀t ∈ [1, n]),then Mp(P, P ′) = 1
② If P (si, sj) ⊂ P (si′ , sj′ ), ie. ∃k < (m − n) : pt = p′(k+t), t = 1..n, then

Mp(P, P ′) =
n

m

Since a service in a composition has either the incoming direct link patterns
from its precedent services or the outgoing direct link patterns to its following
services, we take into account the direct link pattern’s directions in our computa-
tion. Concretely, to compute the direct link pattern matching between si and sj ,
we match incoming direct link patterns of si to incoming direct link patterns of
sj and outgoing patterns of si to outgoing direct link patterns of sj then we sum
these matching results to get the final matching value. The matching between
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two direct link patterns that have inverse directions is equal to 0, which means if
P (si, sj) and P (si′ , sj′) are two direct link patterns from si to sj and si′ to sj′

respectively, then Mp(P (si, sj), P (sj′ , si′)) = Mp(P (sj , si), P (si′ , sj′)) = 0.
In our example, when the direct link patterns are mapped to sequences of

characters, we have Mp(P3, P9) = Mp(‘Sequence’,‘Sequence’)=1; Mp(P4, P10) =
Mp(‘AND-join’,‘AND-join’)=1; Mp(P5, P11) = Mp(‘AND-join’,‘OR-join’‘AND-
join’)=0.5, and so on.

3.2 Composition Context Matching

The kth-zone neighbors of a service create a fragment composition around it.
This fragment contains the composition context of the associated service within
k layers. In our approach, we propose to compute the similarity between two ser-
vices based on the matching of their composition context. Concretely, to compute
the similarity between two services si and sj , we match all direct link patterns
that belong to the same zone and are ended by either si or sj or the same ser-
vices. By this way, our approach captures latently the service matching of two
compositions, focuses only on the related services and avoids the time-consuming
problem of redundant matching computations. In our illustrated example, we will
match (P3 and P9), (P4 and P10), (P5 and P11) as they have the same ending
services, not (P1 and P6) or other pairs.

In formula, suppose that a =<< sx, sy, PCm(sx, sy) >, z > is the edge con-
necting sx and sy by the direct link pattern PCm(sx, sy) belongs to zone z
in the composition context graph GCm(si), a ∈ VCm(si). Similarly, a′ =<<
sx′ , sy′ , PCn(sx′ , sy′) >, z′ >∈ VCn(sj). The composition context matching of si

and sj within kth-area with the direction consideration is given by Equation (2).

M
k
Ca,Cb(si, sj) =

∑
a∈VCm(si)

∑
a′∈VCn(sj)

M∗(a, a′)

|Zk
Cm(si)| (2)

in which, M∗(a, a′) = Mp(PCm(sx, sy), PCn(sx′ , sy′)) in cases:

① (z = z′ = 1)∧((sx = si∧sx′ = sj ∧sy = sy′)∨(sx = sx′ ∧sy = si∧sy′ = sj))
② (1 < z = z′ ≤ k) ∧ (sx = sx′) ∧ (sy = sy′))

and M∗(a, a′) = 0 in other cases.
We can easily check that, Mk

Ca,Cb(si, sj) is different from Mk
Cb,Ca(sj , si), and if

Zk
Cm(si) ⊆ Zk

Cm(sj), M
k
Ca,Cb(si, sj) will be equal to 1, which means if all patterns

from si to its kth-layer neighbors are patterns from sj to its kth-layer neighbors,
sj will be absolutely able to replace si.

The kth-area neighbors of a service s create a process fragment surrounding s,
which is presented by a sub composition graph. Therefore, the matching problem
becomes the graph matching problem which was proved to be a NP-complexity
problem [1]. However, in our case, we know the root points of the graph compar-
ison, which are si and sj , and we match only the same pairs of services in both
composition graphs, thus we avoid the NP-complexity problem of the original
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graph matching. In another hand, with the composition context graph definition
and the direct link patterns presentation in zones, we can compute the compo-
sition context matching of any pair of services in compositions. Moreover, direct
link patterns locates in the closest zones to the associated service. Therefore,
our algorithm run smoothly and returns very high quality results.

The computation given by equation (2) can generate recommendations regard-
less the zones that a pattern path belongs to. However, in reality, the behavior
of a service is strongly reflected by the direct link patterns to its closet neighbors
while the interactions among other neighbors in the higher layers do not heavily
affect its behavior. Therefore, the impact of kth zones needs to be examined
and we propose to assign a weight (wk) for each kth-zone, so called zone-weight
and integrate this parameter into our computation. Since the zone-weight has
to have greater values in smaller k zones, we propose to assign the zone-weight
a value computed by a polynomial function which is given by equation (3).

wz =
k + 1 − z

k
(3)

where z is the zone number (1 ≤ z ≤ k), k is the number of considered zones
around the service. All direct link patterns connect either to or from the associ-
ated service has the greatest weight (w1 = 1) and the direct link patterns connect
to/from services in the furthest zone has the smallest weight (wk = 1/k).

With the zone’s weight consideration, the pattern matching computation on
two services si ∈ VCa and sj ∈ VCb is the combination of composition context
matching (the equation(2)) and the zone-weight impact (the equation(3)), which
is given by the equation (4).

M k
Ca,Cb(si, sj) =

2
k + 1

×
k∑

z=1

∑
a.z=a′.z′=z

k + 1 − z

k
× M∗(a, a′)

|Zz
Cm(si)| − |Zz−1

Cm (si)|
(4)

where |Zz
Cm(si)|−|Zz−1

Cm (si)| is the number of direct link patterns in the zone zth

of GCm(si) (see Definition 5). In case |Zz
Cm(si)| − |Zz−1

Cm (si)| = 0, which means
there is no direct link pattern in the zone zth of GCm(si), M∗(a, a′) is also equal

to 0, we consider the fraction
0
0

as 0.
Return to our example with the zone-weight consideration, in case k = 1, t =

0, only the nearest neighbors are taken into account, the zone-weight does not af-
fect the results, therefore, the matching values are the same to the case that we do
not take into account the zone-weight, which means M 1

C1,C2(s2, s6)=M1
C1,C2(s2, s6)

and M 1
C2,C1(s6, s2)=M1

C2,C1(s6, s2). In case k = 2, we have: M 2
C1,C2(s2, s6) =

(1/3) × (2 × (Mp(Pi3, Pj3) + Mp(Pi4, Pj4)/2) + (Mp(Pi5, Pj5)/2)) = 0.75 and
M 2

C2,C1(s6, s2) = (1/3)×(2×(Mp(Pj3, Pi3)+Mp(Pj4, Pi4)/2)+(Mp(Pj5, Pi5)/3))
≈ 0.72.

The matching values among services present their similarity and they are
used to make recommendation. For a selected service, we pick up top-n services
which have the highest matching values to recommend it. In our experiments,
we recommend the top-5 services for each one.
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(a) Average matching values (b) Services with matching value=1

Fig. 3. Statistics of matching values with different kth-zone

4 Implementation and Experiments

We tried to get experiments from real business process abstracts or web service
compositions but finding proper datasets for our approach is really a big chal-
lenge. We searched from the Internet in parallel with asking other researchers on
our domain but unfortunately we did not found any good dataset or the datasets
are under non-disclosure agreements. Finally, we decided to collect manually the
scattered business processes and web service compositions (focus on car rental,
car selling and travel booking business context) on previous contributions, re-
engineer them to be used by our application and added some business processed
designed by ourselves. On synthesis of the collected data, we got a database
with 46 web services and 27 compositions. The largest composition consists of
14 services and the smallest composition consists of 4 services (in average, 6.8
services per composition). Our application1 is implemented as a Java applet in
order to allow public users adding web services, creating compositions and get
recommendations based on our proposed model.

We experiment on asserting the impact of kth-zones on the composition context
matching. For each service, we computed its similarity values with others and
selected the most related service which had the highest similarity value. We run
the proposed model with different kth-zones. The results showed that the average
matching values computed by our algorithm are very high and decrease when k
increases (Fig. 3a). When k increases, services and patterns in the further zones
are taken into account and in most cases, the matching among these patterns
in comparison to the number of patterns in the further zones is lower than the
matching in the nearer zones, therefore, it decreases the final matching values.

The kth-zone also affects the number of services which are retrieved with
the highest matching values. When k increases, the number of services which
are retrieved with high similarity values decreases and the number of services
which are retrieved with the lower similarity values increases. Fig. 3b show the
distribution of matching values with different kth-zones. With k = 1, 34 services
were recommended with the similarity equal to 1 (Fig. 3b). When k increases, the
unmatched patterns in the further zones around the associated services reduce

1 http://www-inf.int-evry.fr/SIMBAD/tools/CMSR/

http://www-inf.int-evry.fr/SIMBAD/tools/CMSR/


48 N.N. Chan, W. Gaaloul, and S. Tata

the similarity values and the number of services which were retrieved by the
highest similarity values also decreased. However, since the nearest neighbors to
a service have the greatest weight, most of the results are stable when k increases
(Fig. 4).

Fig. 4. Statistics of retrieved services

In practice, the behavior of a ser-
vice is reflected by its connections to
the nearest neighbors (1st-zones). The
relations to its higher kth-zone (k > 1)
neighbors have less impact to its be-
havior. In our approach, we target to
recommend services for business pro-
cess design, not for an agnostic use.
Therefore, widening the kth-zones al-
lows reducing the searching space by
taking into account richer composi-
tion contexts and get the closer results to the required services. The more zones
to a services are considered, the better candidates are retrieved.

5 Related Work

In recent years, there are many efforts on helping the business process designers
to faster and more accurately create new business process models using available
reference models. They proposed either to rank the existing business process
models in the repository for searching [8,22], or to measure the similarity between
them [10,19,14] to create new process models. Some of them [8,22] encountered
the NP-complexity graph matching problem and they have to find a compromise
between computation complexity and quality of results. Different from them,
our approach focused partially on the business process, described as a service
composition, to take into account just the composition context to retrieve the
most related services. Therefore, we do not face the NP-complexity problem (as
we explained in section 3.2). In another hand, we focus on matching a partial
context instead of matching the whole business process.

Another contribution that aims at refining business process reference by merg-
ing existing process models was recently presented by M.L. Rosa et. al.[16]. How-
ever, different from our work, they did not do further to help process designers
and users with recommendations. D. Schleicher et. al. [17] also presented an
approach based on so-called compliance templates to develop and manage com-
pliant business processes involving different stakeholders. Their work targeted
at refining the business process in layers using compliance constraints. These
constrains can be composition constraints although the authors did not mention
how they can be inferred. In our paper, we propose to implicitly extract them.

Thomas Gschwind et. al. [11] also applied workflow patterns for business pro-
cess design. They aimed at helping business users understand the context and
apply patterns during the editing process. In our work, we help the business
users better design a business process by automatically providing them the most
related services instead of patterns.
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In the web service discovery domain, many solutions for faster reaching to
the desired services were also proposed. Most of them based on the traditional
service descriptions (WSDL documents) and targeted at finding the similar-
ity between requests from users (query, profile, historic data, etc) and data
stored in service repositories. They generated recommendations based on the
text processing, including query analysis and web service description similarity.
They can be classified in the categories: clustering [9], rating based [15], words
analysis [3] and vector space model [12]. Since these approaches are text-based,
they can encounter the synonym and polysenym problems (one word can have
many meanings and one meaning can be described by different words). In an-
other hand, since they captured only the explicit knowledge described in WSDL
files, they lack the implicit knowledge which can be inferred from past usage
data.

Our previous contributions [5,4,6] on proposing a web service recommender
system based on user’s behavior can overcome the shortcomings of the text-
based analysis systems. We solved the problem from the user’s side and we can
provide good recommendations which are close to user’s behaviors. However, in
our previous work, we did not take into account the relations among web services
in compositions. We fulfilled this shortcoming in this work.

Last but not least, it is worth to notice that our approach can associate with
the functionality-based service recommendation techniques to generate more pre-
cise recommendations since the service connections to its neighbors do not infer
fully its functionality. Our approach can be applied as preprocessing step either
in the design phase to limit the search space or later in the execution phase to
filter the selected recommended services.

6 Conclusion and Future Work

In this paper, we propose an original approach to capture the composition con-
text to generate process design recommendation. Since this composition context
presents the requested service’s behavior and they can implicitly infer the ser-
vice’s functionality, our approach performed well in recommending related ser-
vices. Our approach retrieves not only the services for an incomplete abstract
process but also possibly the replaceable services to a selected one. It can be very
useful in helping the composition designers and managers find suitable services
to replace a vulnerable one to enhance the availability of the service composi-
tions. In our future work, we intend to investigate the co-existence of patterns in
compositions, as well as the number of time that a web service is used in oder to
refine our matching algorithm. We also aim at extending our approach to infer
existing service composition from log execution.

Acknowledgement. The work presented in this paper is supported by the
ANR French funding under the PAIRSE project.
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Abstract. The increasing complexity of processes used for design and 
execution of critical business activities demands novel techniques and 
technologies. Process viewing techniques have been proposed as means to 
abstract from details, summarize and filter out information, and customize the 
visual appearance of a process to the need of particular stakeholders. However, 
composition of process view transformations and their provisioning to enable 
their usage in various scenarios is currently not discussed in research. In this 
paper, we present a lightweight, service-oriented approach to compose modular 
process view transformation functions to form complex process view 
transformations which can be offered as a service. We introduce a concept and 
an architectural framework to generate process view service compositions 
automatically with focus on usability. Furthermore, we discuss key aspects 
regarding the realization of the approach as well as different scenarios where 
process view services and their compositions are needed. 

Keywords: Process View, Service Composition, BPM. 

1   Introduction 

Increasing adoption of Business Process Management (BPM) technologies in industry 
over the last decade revealed that managing process complexity is a key issue, which 
needs to be addressed. A large business process may contain hundreds of activities [2], 
requiring advanced methods and techniques for managing such complexity. Process 
view transformations have been proposed by various research groups as a means to 
address this problem. In previous work [4], we have assembled the existing concepts 
and approaches in the field of process view transformations and distilled them into a 
unified generic representation in terms of commonly used transformation patterns. As a 
consequence, we understand a process view as the graphical presentation of the result 
obtained after specific process view transformations have been applied to a process 
model. The purpose of these transformations is manifold. It ranges from summarizing 
information in order to reduce complexity, filtering information to abstract from details 
that are irrelevant for a particular analytical task, translating information to provide a 
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perspective for a particular stakeholder, up to linking information to augment a process 
with related data like runtime information about the execution status. 

While algorithms and concepts for process view transformations have been well-
established in business process management research [5, 8, 10, 11], there is a lack of 
investigation of their applicability in practice, their composability, and their integra-
tion into given toolsets. We identified approximately 20 different process views so far 
[4, 6, 7], which provide advanced functions to support process design, process 
deployment, process monitoring, and process analysis. Based on self-experience as 
scientific methodology, we observed that these process views have two fundamental 
aspects in common, which are essential for the work discussed in this paper. The first 
aspect is that these process views can be composed to form complex view 
transformations. For example, a process can be organized according to the distribution 
of participants (both human beings and services). This process view can be used as 
input to another transformation that includes the current status of a particular instance 
of this process. The output of this transformation can be further transformed to show 
only the activities which are incomplete. Figure 1 illustrates this composition of 
process views. The second, fundamental aspect concerns the way in which process 
view compositions are defined: There is little need for complex control constructs like 
conditions, loops or parallelism. Instead, a sequence of process view transformations 
typically is being performed, as exemplified in Figure 1. Therefore, we propose 
defining process view compositions by specifying sequences of service invocations, 
each representing a particular process view transformation.  

 

Fig. 1. The result of an exemplary composition of process views: Distribution of participants 
involved in an input process (A), augmented with the current status of an instance (B), reduced 
to incomplete activities (C) 

The key contribution of this paper is a concept for high-level definition and 
automatic enactment of service compositions used for composite process view 
transformation. The concept is intended to empower non-expert users to create 
pipeline-like service compositions as sequences of service invocations. The approach is 
to limit the expressiveness of the Business Process Execution Language (BPEL) [1] to 
a small subset, which allows automatically generating compositions of process view 
services, out of user-defined composition specifications. Thereby composite process 
view transformations can be defined that are tailored to the information needs of the 
different process stakeholders. Moreover, these composites can be provisioned 
automatically, which is of great advantage. We advance the state of the art regarding 
the applicability of process view transformation in practice by means of corresponding 
methods, concepts, and tool support.  

The paper’s further structure is the following: In Section 2 we introduce a general 
architecture for service-based composition of process view transformations on a high 



54 D. Schumm et al. 

level. Based on this architecture, Section 3 describes a detailed walk through the 
different development stages of process view service compositions. These stages 
embrace building elementary process view services, defining how to compose them, 
and generating an executable service composition. We discuss advanced aspects and 
challenges in Section 4. In Section 5 we point out related work in this field. Section 6 
concludes the paper. 

2   Architecture for a Process View Management Framework 

In this section, we present an architecture for a process view management framework, 
the platform for composition of process view services. We list contained components, 
describe their interrelation, and give a brief overview of their functionality and 
purpose. A walk through the key realization aspects of this architecture can be found 
in Section 3.  

We assume three basic roles we target our framework at. The Process View Service 
Developer is responsible for designing and implementing the core functions of the 
approach, i.e. the process view services. The Information Designer is the user and 
operator of the process view management framework. He/she registers available 
process view services and creates meaningful view definitions which describe 
composite process view transformations on a high level of abstraction. Out of these 
view definitions, executable service compositions are generated automatically by the 
framework. The Process View Consumer finally uses the (composed) services for the 
creation of views on concrete processes for his/her particular information needs. 
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Fig. 2. Architecture for a process view management framework 

As shown in Figure 2, we use a three-tier setting for the design time of process 
view service compositions. Design time is shown on the left part and runtime is 
shown on the right part of the figure. The upper tier in the design time part of the 
architecture provides Web-based functions for managing composite process view 
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transformations. In this tier, the Transformation Management provides functions for 
registering and deregistering Process View Services (see the runtime part in Figure 2). 
The View Management provides selection menus for creating, deleting, opening and 
deploying existing view definitions. It may also provide an interface for invocation of 
process view service compositions which have been deployed to the workflow engine. 
A view definition represents a composition of process view services on a high level. 
This definition is abstract and not executable. A view definition is basically a 
sequential ordering of selected operations of registered process view services. The 
View Designer is the component which is actually used to design and modify view 
definitions. As process view services need to be parameterized, a set of Rule 
Designers is required. To support the information designer in coping with a diversity 
of formats, we propose to use the concept of domain-specific languages (DSL) here. 

The middle tier represents the backend. The Transformation Registry handles 
requests related to transformation management, extracts interface information and 
passes them to the Data Abstraction Layer; the Management Functions provide 
analogous functionality for requests related to view definitions; the View Composer is 
one of the core components of the framework, responsible for generating an 
executable Process View Service Composition out of a view definition. This 
composition orchestrates the core of the approach, the Process View Services. We 
propose the use of BPEL [1] as format for executable service compositions.  

The generated service compositions can be stored locally, can be registered as 
process view services for recursive compositions, and can be deployed using the Web 
Service Engine component. This engine integrates with the Web service interfaces 
provided by the Workflow Engine, shown in the right-hand side in Figure 2. The 
runtime performs the execution of the generated Process View Service Compositions. 

3   Key Realization Aspects 

In this section, we examine the key aspects of our approach from a realization point of 
view. These aspects concern the development of process view services (Section 3.1), 
the creation of view definitions (Section 3.2), and the generation of process view 
service compositions (Section 3.3). 

3.1   Development of Process View Services 

Process view services are the components which implement process view 
transformation functionality. They are exposed to the outside using an interface 
description language like the Web Services Description Language (WSDL). In the 
following we abstract from the inner implementation of these services and focus on 
their exposure to the outside and how to control the transformations they perform.  

As proposed in our previous work [4] and depicted in Figure 3, the following terms 
are essential in process view transformations: The Original Process is the process 
model that is subject to a View Transformation which results in a Process View. We 
use the term Target Set to indicate the process structures in the input process model 
which should be affected by an elementary transformation Action. The action 
represents the transformation function to be applied. Examples for such functions as 
described in [4] are structural transformations (aggregation, omission, alteration, 
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abstraction, insertion), data augmentation transformations (runtime, human-assisted, 
calculated), presentation transformations (appearance, scheme, layout, theme), and 
transformations with multiple input processes. 

 

Fig. 3. Process view transformation terminology 

Together, a target set and an action make up a Transformation Rule. Multiple rules 
can be applied after one another as in batch processing. For example, a first rule may 
state to omit all activities for variable assignment. A second rule may state to make 
service invocation activities “opaque” to state that something is happening at that 
place, while hiding detailed information. A global Configuration is useful to set 
general parameters valid for all rules. For instance, a parameter in the configuration 
can switch “executability” on or off. This parameter refers to the preservation of 
process structures and artifacts that are mandatory for executability, like an instance-
creating <receive> in BPEL. To support the exposure of process view transformation 
functionality as a service, as well as to ease their composition, we propose a common 
structure of transformation instructions as depicted in Figure 4. 

Transformation Instructions

Configuration

Transformation Rules

Transformation Rule

Targets selection statement
Transformation to be applie

Parameter / 
Value

Transformation Rule

Targets selection statement
Transformation to be appli

Transformation Rule

Targets selection statement
Actions to be applied

Parameter / 
Value

Parameter 
and Value

 

Fig. 4. Common structure of instructions for a process view service 

However, our main finding with respect to realization of process view 
transformations, their exposure as a service, their consumption, and their composition, 
is that there is no ultimate format or language for describing concrete transformation 
rules and configuration parameters. Instead, each process view service will likely 
have a different set of parameters, and will likely use different languages to control 
the transformation. For example, the target selection statement for a service which 
removes a process fragment from a given input process will likely be a process 
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fragment itself, while a process view service that provides general filtering 
functionality will more likely use regular expressions or SQL-like statements. Also, if 
the same functionality is offered by different vendors, the parameter formats of 
services may differ. Furthermore, the vocabulary of transformation actions that can be 
performed will probably differ. As a conclusion, we argue that the concept of DSLs 
applies here, so each service may use different formats and types of parameters. The 
architecture presented in Section 2 considers this conclusion with multiple Rule 
Designer components, generated automatically from the service interface description, 
or directly provided by the process view service vendor. 

3.2   Creation of View Definitions 

For the presented approach, the main interest lies in the mere use of service offerings 
as well as in the ability to create own, custom compositions of available services which 
are possibly provided by different vendors. Besides the functionality that the service 
needs to offer, the selection of services can be based on process view transformation 
quality constraints like guarantee of the executability of the process view, or by cost, 
processing speed, etc. as described in the vision of Web service ecosystems [15] which 
makes the notion of service procurement explicit. According to [15], a Web service 
ecosystem is envisioned as a “logical collection of Web services whose exposure and 
access are subject to constraints characteristic of business service delivery.” 

Process view services need to be registered in the process view management 
framework before they can be used in the definition of process view service 
compositions. As service registration is a common feature in service-oriented 
application design, we do not discuss this aspect in detail here. The registration of 
available process view services and hence the information about their input parameter 
types allows specifying a composition of these services. Parameter and type 
information is essential for parameterization and configuration of the process view 
services on a high level. With the term “View Definition” we denote a quite simple 
form of such composition, with ease-of-use as focal point. We fundamentally constrain 
the expressiveness of Web service compositions by only allowing the definition of a 
linear sequence of process view service invocations. The flexibility we provide is 
focused on the interconnection of output and input parameters of consecutive service 
invocations. However, process view service compositions which require complex 
control structures, cycles, and conditional branches cannot be defined in this high-level 
manner. For such cases the direct usage of process languages like BPEL without an 
abstraction level on top as we propose here is one possibility (see also Section 4.1). 
Nevertheless, a lightweight, pipeline-like composition approach may be beneficial for 
all those cases in which a linear sequence of service invocations is sufficient. Process 
code can be generated automatically out of the high-level view definition, which is 
much easier to create than executable process models. 

A view definition can be created by iteratively searching and selecting a registered 
process view service to be used. From this selection one of the operations offered by 
that service can be chosen. Thereby, a list of process view service invocations comes 
into being, see Figure 5 (left). The outputs produced by these process view services 
can be used as input in subsequent service invocations. Thus, the services can be 
connected by defining data flow between them.  
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In the creation of view definitions, we can distinguish dynamic and static 
parameters. Dynamic parameters are used to make a view definition (and the resulting 
process view service composition) configurable. This allows adjusting the behavior of 
the composite view transformation in each invocation without changing and re-
deploying its original definition. In contrast, static parameters are used to define 
constant settings which are valid for all invocations of the resulting process view 
service composition. For example (see also Figure 5), the first service invocation may 
augment a process (provided as dynamic parameter “Original Process”) with 
information related to the recognition of a process fragment that is critical for security 
(customized through the dynamic “Parameter A”). The second service invocation 
shall extract this fragment, using static transformation instructions specified in the 
static “Parameter B”. The subsequent service invocation takes the original process 
and the extracted fragment as input, and produces a process view in which this 
fragment is omitted. The final service invocation in this exemplary view definition 
produces an SVG rendering of this process, configured statically with “Parameter C”. 
The output “Process View” is finally returned.  

 

Fig. 5. Definition of a composition of process view services on a high level 

Service invocations can be reordered to obtain a view definition that is free of 
forward dependencies which would make the view definition invalid. When this 
dependency criterion is met and all service invocation parameters are either connected 
to dynamic parameters, static parameters, or previous outputs, then this view 
definition can be used to generate an executable process view service composition. 

3.3   Generation of Executable Process View Service Compositions 

For the generation of an executable process view service composition several artifacts 
are necessary. The view definition describes the sequencing of service invocations 
and the connection of inputs, outputs, and parameters. The WSDL documents of 
involved process view services contain type definitions and addresses of the services 
required for execution. Furthermore, as the generated service compositions all have 
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the same basic structure, a template for the service composition is useful. This 
template consists of a BPEL process skeleton and a WSDL skeleton. The template is 
instantiated during the generation of executable code from the view definition. The 
deployment descriptor, which is also required for execution, is rather dependent on 
the selected services and therefore needs to be generated dynamically.  
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Fig. 6. Generated composition of process view services 

The structure of a generated process view service composition is illustrated in 
Figure 6. In this figure, the Business Process Model and Notation (BPMN) standard 
[16] is used to visualize the BPEL process, though considering implicit data flow as 
used in BPEL. The illustration in BPMN is intended to explain the concept, only 
BPEL code needs to be generated (or: executable BPMN). The process view service 
composition can be invoked with a request that contains all dynamic parameters, 
represented by a <receive createInstance=”yes”>. Static parameters are set at 
process instantiation. For each service invocation specified in the view definition, an 
<assign> activity prepares the input parameters and a subsequent <invoke> activity 
invokes the operation of a service. Finally, the output - the process view - is returned 
to the service composition consumer by a <reply>. Such a generated service 
composition can be packaged by the View Composer component (see Section 2) and 
be stored in a database, or deployed to a workflow engine to enable execution. A 
service composition that has been deployed to a workflow engine can also be 
registered as a new process view service and thus enable recursive compositions.  

We developed a prototype of a framework for the management of composite 
process view transformations on BPEL processes. In comparison to the concept of 
view definitions presented in Section 3.2, our prototype does not support arbitrary 
connection of inputs and outputs of services yet. Thus, data mediation is not 
considered. Currently, one can only configure that a service should use the output 
produced by the directly prior service invocation as an input for one of its particular 
parameters. Experiments with our process view services and evaluation of the 
framework for generating executable service compositions based on BPEL showed 
that arbitrary connection of output parameters is not necessary in many cases. For 
instance, the view definition described in Section 3.2 can be implemented that way. 
Such lightweight compositions can be used to refine a process view step-wise, 
forming pipeline-like service compositions. 
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4   Advanced Aspects and Challenges 

There are advanced aspects and challenges that need to be addressed before a 
productive use of (composite) process view services is possible. One aspect is related 
to the expressiveness of languages involved in the approach (Section 4.1). These 
languages have significant impact on the flexibility, ease-of-use, and configurability 
of composite process view transformations. The other aspect we discuss is related to 
security and privacy (Section 4.2). 

4.1   Expressiveness of Involved Languages 

Process view services may offer domain-specific languages (DSLs) that allow their 
parameterization and configuration. To ease usability and to make the approach 
accessible to a large user group, we also proposed to have a view definition language 
on top of the execution language which can be used to easily describe sequences of 
process view service invocations and wire outputs and inputs of these invocations. 
The question is: How much expressiveness of the involved languages can be provided 
while still considering ease of use? 

Domain-specific languages – The concept of DSLs for parameterizing process 
view services we presented in Section 3.1 could be extended to provide more 
flexibility. For example, a rule could conditionally be executed based on the number 
of activities, control links, or variables contained in an input process. Furthermore, a 
process view service provider could offer a Web-based rule designer tool to ease the 
specification of transformation parameters and configuration. Such tools could also be 
an aid to avoid the definition of inconsistent transformation instructions. A challenge 
in this lies in the usage of dynamic parameters in a view definition (see Section 3.2). 
If dynamic parameters have been specified for the view definition, then a new DSL 
needs to be created to ease invocation of the newly created service composition. This 
DSL may be composed out of components of the DSLs of the services that are 
involved in the composition, defining a composition of language profiles. 

View definition language – We proposed a view definition to be a sequence of 
service invocations, where only data flow can be specified in a flexible manner. A 
major issue in the specification of the data flow is the data mediation that is needed 
when parts of complex outputs produced by services are used later on as input 
parameters in invocation of other process view services. To be able to deal with this 
issue without in-depth technical expertise, a graphical editor is needed to support 
assigning input and output values. Furthermore, to make the approach more powerful, 
invocations of process view services could be made conditional, e.g., based on the 
properties of the process to be transformed. Another feature would be to allow a 
service invocation to be performed multiple times, for instance invoking an 
abstraction service until a process contains less than 50 activities. However, if such 
features are provided there also need to be mechanisms that assure that (i) parameters 
are properly initialized before any service invocation and (ii) the process is properly 
routed through the composition, also considering “dead paths” which may arise from 
conditional service invocations. Standardized process view service parameters which 
form some kind of basic format for inputs and outputs would make the realization of 
such features easier. 
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4.2   Security and Privacy 

Well-designed and efficient business processes are an important competitive 
advantage. Therefore, the corresponding process models are critical intellectual 
property. If a company uses process view services of third-party providers, business 
secrets have to be protected. In the following, we discuss three methods to secure the 
invocation of third-party process view services by (i) hosting them in secure 
environments, (ii) obfuscation of business process models, and (iii) establishment of a 
trust relationship between process view service providers and the company using them. 

Hosting in secure environments – providing a process view service as an installable 
package, for example on a CD, allows hosting the service in a private, secure 
environment. However, service users have to invest in licenses upfront and have to 
manage updates and patches. Especially, if the service is used seldom, on-demand 
access and pay-per-use is more desirable. 

Obfuscation of business process models – prior to sending process models to 
insecure process view services, other, internal process view services could be used for 
process model obfuscation. For example, activity names can be replaced with random 
identifiers, additional activities and control flow can be added etc. After 
transformation, an internal deobfuscation service needs to be invoked. This approach 
can be employed to securely use untrustworthy services. A shortcoming is that it is 
limited to view transformations that do not require information about process model 
semantics. Examples for transformations applicable for this approach are aggregation 
of sequential activities or filtering of particular activity types.  

Establishing trust relationships – trust relationships can be established through 
contracts making providers liable to ensure a certain degree of privacy and security 
[14]. This method is most likely to be used in practice. 

5   Related Work 

From academia, significant progress has been made in the field of process views. 
Process views are applied to various different languages like Event-driven Process 
Chains (EPC), Petri Nets, BPMN [16], and also to the BPEL [1]. Typically, scientific 
works on process views concentrate on one particular application scenario. For 
instance, in [5] process views are used to support service outsourcing by generating 
“public views”. The work presented in [12] focuses on aggregation of activities by 
making use of part-of relations between activities. A work by Reichert et al. [13] 
discusses the application of process views to provide access control for process 
models. In Web service environments, process views can be applied to simplify Web 
service orchestrations specified in BPEL by omission of activities and aggregation of 
structures of a BPEL process, as discussed for example in [8]. Our own process view 
implementations also operate on BPEL processes – in [7] we proposed a process view 
to remove or extract process structures. However, composition of process views and 
their provisioning as a service is currently not discussed in research. We argue that all 
these mentioned process view approaches are well applicable for usage as a software 
service in the manner we proposed. For instance, a generated public view on a process 
can subsequently be transformed with advanced aggregation techniques.  
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Most of the approaches proposed in the field of process views so far have their 
focus on structural changes of a process model. Recently, graphical aspects and 
process appearance are taken more and more into account in order to create 
perspectives which are tailored to the needs of particular stakeholders and scenarios. 
In this manner, the authors of [17] distinguish between the concrete syntax 
(appearance) and the abstract syntax (structure) of a process. They argue that changes 
of the concrete syntax are well-suited to cope with the increasing complexity of 
process models. Their findings build on literature study, tool and language evaluation, 
and remarkably, on works related to human perception such as [18]. However, further 
research is required to cover all aspects of a service-based composition of functions 
that especially provide transformations of the concrete syntax.  

Regarding service composition, the term Composite as a Service (Caas) [9] or 
Composition as a Service [3] denotes the concept of having a layer on top of Software 
as a Service (SaaS), which applies process-based application design principles. 
Defining or executing a composition can be provided as a service which can be offered 
by a vendor or by a third party. By specifying own compositions, vendor offerings can 
be combined with services developed in-house. For example, the augmentation of a 
process with information related to the distribution of activities to the sites of a 
company may be performed by an in-house service, while an advanced graphical 
rendering may be provided by a third party. 

6   Conclusion 

In this paper, we presented an approach for defining and enacting lightweight, 
service-based applications that form complex process view transformation 
functionality which can be offered as a service. We introduced an architectural 
framework and discussed key aspects regarding the realization of such an architecture 
as well as different scenarios where process view services and their compositions 
apply. We see our approach as an aid to find a balance between simplicity-of-use on 
the one hand, and providing flexibility and expressiveness on the other hand, when 
defining composition of process view services in particular and also when defining 
service compositions per se. While BPEL provides full flexibility which may be 
required for specific service compositions, the lightweight approach we presented in 
this paper is limited, but easy to apply even with little technical skills.  
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Abstract. The reusability of services is a cornerstone of the Service-Oriented 
Architecture design paradigm as it leads to a reduction in the costs associated 
with software development, integration and maintenance. However, reusability 
is difficult to achieve in practice as services are either too generic or over-
specified for the tasks they are required to complete. This paper presents our 
work in defining an approach for achieving service reusability in Service-Based 
Applications (SBAs) by decomposing the reusability requirements into two 
layers and then into separate views that allow the customization of business 
policies, quality of service, tasks and control (i.e., orchestration/choreography) 
parameters. The objective of defining such an approach is to provide an 
appropriate solution that will guide the customization of a service’s functional 
and non-functional properties to allow it to be reused in different business 
contexts.  

Keywords: Service, Reusability, Customization, Service Oriented Computing 
(SOC), Service Based Application (SBA). 

1   Introduction 

The reusability of services is a cornerstone of Service-Oriented Architectures as it 
allows the linking together of services to solve an end-to-end business problem or 
process to create a Service-Based Application (SBA). For instance, services such as 
order processing, and shipment processing can be reused to build an order 
management application. Reusability can be deemed as one of the most significant 
qualities of services within the domain of SBAs for several reasons. In particular, 
reusability facilitates Just-in-time (JIT) service integration that plays vital role in 
meeting other important service qualities such as customer satisfaction. For example, 
if a client purchases goods from a provider who does not provide an insurance service 
for their delivery and the client asks for shipping insurance the provider should be 
able to provide this service to promote customer satisfaction, which in turn maximizes 
the return for provider. In such situations, the provider can integrate a (reusable) 
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insurance service with the running business application just in time instead of 
developing the service from scratch, reducing the up-front costs, for the service 
provider. 

Although reusability has many merits, it has two limitations: generalization and 
over-specification. Generalization facilitates designing services from generic point of 
view; for example, a generic order management application can be designed to meet 
most requirements by abstracting away its specificity. This means generic services 
cannot be used in a specific context since they lack the ability to satisfy the specific 
requirements of any context. Over-specification is the opposite of over-abstraction. 
An over-specified service has attributes that are highly-specific in a certain context. 
Unlike generic services, over-specified services may be reused in a specific context, 
but the target context has to match exactly the source context in terms of 
requirements. In practice, this is impractical because the requirements between 
contexts cannot be symmetric. As an example, payment service developed for a 
business organization operating in the United States cannot be reused directly by any 
organization in Europe. This example covers wider area; in fact, it is highly unlikely 
the service could be reused by any other organization in the US. This implies neither 
generic nor over-specified (reusable) services can be reused to build SBAs directly. 

These considerations give the rise to the concept of customization that supports 
fine-tuning generic as well as over-specified services so they may be reused in 
different target contexts. This method of service customization has been emerging 
steadily as a concept as the popularity of service oriented computing technologies 
increases (e.g., WSDL, BPEL, and so on). Earlier research into service customization, 
including [1], [18] and [10], focused on configurable EPC approach that is limited to 
service functions, which is obviously important but not adequate for the modern 
service-driven business environment. The service-driven business environment of 
today also involves diverse non-functional requirements including quality-of-service, 
business policy, and security. Customizing services covering such a wide variety of 
requirements from disparate domains is a non-trivial task and organizations hire 
experts to perform these tasks, which increases development costs. This implies that it 
is paramount to enable users to customize both functional and non-functional aspects 
of services. 

In this paper, we propose a multi-layered approach to building SBAs that supports 
the customization of component services at different layers. The goal of this research 
is to ease the complexities of service customization and allow non-IT experts without 
a background in service related technologies (e.g., business analysts) to customize 
services. The proposed solution provides guidelines for the non-IT expert to allow 
them to customize services with respect to the specific context. 

We organize this article as follows: section 2 describes the motivating example; the 
proposed solution is explained in section 3; section 4 explains discusses the works 
related to this research and finally section 5 concludes the research work and briefly 
outlines the future extension of this research.  

2   Motivating Example 

In this section we describe an example order management application, composed of 
reusable services. Figure 1 demonstrates the BPMN model of the application 
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containing services that do not consider any specific context or situation. We have 
chosen BPMN to represent the application because, in our view, BPMN is an ideal 
option for service customization in the design phase; it provides graphical notations 
that are easily understood by non IT-experts, including business analysts.  

 

Fig. 1. A purchase order application encapsulates reusable services including order processing, 
delivery, and payment services 

In Figure 1, the two pools represent the partners (Buyer and Seller) involved in the 
purchase order process. No specific partner name is given as the process is a generic. 
The process contains generic activities including register purchase order, process 
purchase order, process purchase order delivery and process payment. These 
activities are generic because they are captured from global point of view, i.e., these 
are activities commonly used by selling organizations. From the perspective of buying 
organizations, the two generic activities involved in order management are purchase 
order creation and make payment. The commonality has also shown in flow of 
messages between buyer and seller. Besides, the business logic that describes the 
order of activities has been abstracted (generalized) as well. These generic features of 
this process facilitate the business organization to reuse it.  

As we already mentioned earlier, services designed from global or common 
perspective cannot be reused directly in a specific context. However, what exactly are 
the factors that preclude the direct reusability of generic services? The simple answer 
is contextual requirements that vary as the circumstances the service is used in 
change. For example, the delivery service shown in Figure 1 will vary among 
business types, organizations and the locations it is used in. Another example is the 
payment service which relies on business-specific policies. For example, in business-
to-business (B2B) scenarios, buying companies in Europe must issue a letter of credit 
to sellers in South-east Asia before the order is processed, with the letter of credit a 
legal confirmation from the buyer to credit a certain amount from his account to the 
seller’s account. However, this may not be required for buyers from the United States. 
The requirements can be more diverse in case of business-to-consumer (B2C) and are 
enormously important because they are the driving factors that ensure customer 
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satisfaction and provide a competitive advantage for businesses. As discussed above, 
context-independent reusable services mostly do not adopt these requirements 
because they are specific to certain context. 

Apart from the non-functional perspective, the functional requirements are also 
important and vary from context to context. Thus, the functional features of a generic 
service also may not satisfy the requirement of specific context.  

The contribution of this research is largely focused on an appropriate solution 
which will guide the customization of services for a specific context and present our 
contribution in the following sections. 

3   Multi-layer Approach for Customization 

The fundamental principles of the proposed approach are Personalization and 
Localization that can be viewed primarily from the perspective of service users (e.g., 
organizations or individuals). These principles have been used extensively within 
various domains such as web page development. We adopt them in our solution for 
two very significant reasons. Firstly, they promote reusability by allowing the 
customization of services recursively for the specific contexts. As an example, a 
service provider customizes a payment service, taking the organizational policy into 
account, and stores a description of the customized service in a service repository. 
The customization function (when considering customization as a function) can be 
recalled for specific products if the organization has a large number of products in its 
pipeline as the payment policy may vary based on product type. This is an example of 
the personalization of services, which allows the tailoring of reusable services 
according to the requirements of a context and, subsequently, a business object (e.g., 
product). Furthermore, localization recalls the customization function for diverse 
requirements of different geographical locations.  

Secondly, both personalization and localization provide a comprehensive 
understanding of what the requirements should be glued with services and when. This 
helps to ensure the correctness in specifying or choosing the right requirement 
parameters at the correct time - i.e., services are personalized and localized at 
different phases of the customization process Thus, it is important for the users to be 
aware what customization parameters should be used in which phase.  

The solution we propose in this paper supports the personalization and localization 
of services to simplify the service customization process, which is the primary reason 
to provide a multi-layered approach for service customization. We present the 
solution as a reference model for service customization. Figure 2 shows the reference 
model, which has two-layers: the Service-view Segmentation Layer (SSL) and 
Service Customization Layer (SCL). We describe both layers in the following 
sections. 

3.1   Service-View Segmentation Layer (SSL) 

Based on our study ([4], [15]), a service has various views that are categorized into 
functional and non-functional viewpoints, as in classical requirements engineering. 
However, we believe this categorization is not adequate to provide a comprehensive 
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Furthermore, the advent of the Internet and the Extensible Markup Language 
(XML) has changed traditional service delivery practices and many services are now 
delivered electronically. However, the openness of the Internet has made service 
delivery prone to risks from different types of attacks, such as phishing, through 
which sensitive business information can be leaked. Thus, security has turned into an 
important concern for organizations and it is crucial to ensure and ratify the security 
of payload information during its transfer from sender to receiver. The security policy 
deals with the security requirements of services and contains technical requirements 
to ensure secure exchange of business information. 

However, policies are also a set of rules or directives intended to influence or guide 
business behavior [13] and define or constrain some aspect of business [8]. In this 
research we consider rule as set of constraints that control the service behavior A 
typical example rule, in this case for the cancellation of an order, is "a purchase order 
can be cancelled with money refund if the cancellation request is placed within 15 
days from the day order has been placed”. In this example, the number of days is the 
constraint of the cancellation function. Our solution facilitates specifying such 
constraints using parameters. Through this research, we target to build a repository of 
parameters to underpin service customization. We introduce and discuss those 
parameters in section 3.2. 

B. Quality View: non-functional properties described using the general term of 
Quality of Service (QoS) - “a set of non-functional attributes of those contextual 
entities that are considered relevant to the interaction between the service and its 
client, including the service and the client, that bear on the service's ability to satisfy 
stated or implied needs” [3]. QoS is a concept that accentuates the significance of 
different issues, such as processing time in services and plays pivotal role in aligning 
the interests (requirements and offerings) of service users and providers. Thus, QoS is 
important to both participants, and especially from the service client perspective 
where QoS could be the primary requirement. The satisfaction of the service client 
depends on the level of QoS provided by the service provider. Thus, service providers 
today largely concentrate on the quality requirements of the services. In these 
circumstances we offer a separate view called the Quality View that facilitates the 
analysis of service quality requirements. These requirements are incorporated with 
services during customization. Essentially, the key quality aspect of a service is 
performance, which involves time-based measurements such as Response time, 
Processing Time and so on. 

C. Task View: A service is an action that is performed by an entity (the provider) on 
behalf of another (the requester) [14] and is often a computational entity located at a 
specific unique location (e.g., URI) that has an internal state and is able to perform 
one or more functions [7]. The functions are tasks, such as registering a purchase 
order. A service encapsulates and performs these tasks as a blackbox to the outside 
world. During customization, a user (customizer) must have knowledge about what 
tasks are encapsulated in a service because a task may not the target context. In this 
regard, we separate the task view of services. The tasks view is the functional aspect 
of services. This view helps to analyze the required of target contexts. For instance, in 
the example shown in Figure 1, the register purchase order task may need to be 
customized to other tasks including check customer credit and check inventory 
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performed before the registration task. The tasks view is important to ensure the 
completeness of any functionality in a service. Additionally, it also helps to identify 
the tasks that are not required to the target context. In summary, this view underpins 
the capture and specification of the task-related requirements of services. 

D. Control View: Services contain tasks that must be performed coherently to 
produce a desired and effective outcome. Anomalies, such as incorrect task order or 
deadlock between tasks, jeopardize the service orchestration (the composition of tasks 
in a composite service) that, in consequence, may produce an incorrect outcome. 
Simply, tasks need to be controlled in an appropriate manner to obtain a desired 
outcome. A list of control flow patterns, defined in [2], has been adopted in many 
successful service technologies, and in particular BPEL. In this research, we create a 
new view, called the control view, to render the control structure of services. The 
objective of the control view is to provide users to with an understanding of the 
process of ordering, splitting and synchronizing of tasks so that the users can define 
tasks in right order. With this in mind, we include three control connectors: 
sequential, split, join ([2]) that are typically used in service definition. The control 
view assists in analyzing and defining the connector related requirements for the 
target service during customization 

Form the above description of the reference model for service customization it is 
clear that the segmentation of views allows a service user to understand the ‘nuts and 
bolts’ of services and to analyze its requirements. In addition, the visualization of 
various aspects of service makes the customization process easier for both IT experts 
as well as non IT experts. 

3.2   Service Customization Layer (SCL) 

The service customization process consists of three phases. The customizations of 
service views are performed during these phases taking the requirements of the target 
contexts into account. The customization of at these phases produces solutions 
including meta-reference, reference, and final solution but only the final one is 
deployable. This implies meta-reference and reference solutions are not concrete 
solutions. The customization starts at the phase of meta-reference solution which is a 
generic service can be reused to any context. We assume that organizations import 
such a reusable service for instance, off-the-shelf one at this phase. The customization 
of this generic service produces a reference solution which is not final solution. Yet 
another customization is required to generate the final solution that can be deployed 
on execution engine. It is worth noting that the customizations of meta-reference and 
reference solution are treated as service personalization and localization respectively. 

Now, what is the most suitable approach for service customization? 
Parameterization plays a pivotal role in customization: the parameterization process 
allows the setting of parameters for a target solution [9]. We believe parameterization 
is a relatively simple technique for all types of users because it does not require 
knowledge on technologies and instead only requires a basic understanding of 
services. In order to support the parameterization of services, we provide a collection 
of parameters. As we have mentioned above, a process of creating a repository of 
parameters is ongoing and we will integrate this repository with the customization 
tool (also ongoing work). However, we present a sample list of parameters in Table 1.  
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These parameters are extracted from work in diverse fields such as business, 
legislation, security and so on. We take the services view into special consideration 
while selecting parameters because views help to analyze and select the suitable 
parameters for customization. We cluster these parameters into performance, security, 
policy, and flow controlling. Mapping these clusters to service views, it can be easily 
understood by service user which parameters should be used for which view. 
Noticeably, the list of parameters in the table is influenced by [3], [11], and [19]. 
They explained these parameters extensively. 

Table 1. The customization parameters and operators 

Parameter 
Operator Performance 

Parameters 
Security Policy 

Parameters 
Business Policy

Parameters 
Flow Controlling 

Parameters 

Processing time Authentication Availability MEChoice Add 

Response time Authorization Best effort Before Prune 

Waiting Time Non-repudiation Guaranteed After Refine 

Delay Intelligibility Prerequisite Order Rename 

Throughput Tamperproof Co-requisite Until Select 

  Inclusion Parallel 
- Start 
- Finishes 
- During 
- Equal 

Aggregate   Exclusion 

  
Segregation of 

Duty 

In addition, parameterization requires operators which underpin service users to 
perform customization. In this research, we enlisted a set of operators (see Table 1) 
that are explained briefly in the followings: 

• Add: This primitive used to add tasks or functionalities that are required for the 
target context. 

• Prune: A task can be removed from a service using this primitive.  
• Refine: Refine allows a task to be refined into sub-tasks.   
• Aggregate: Aggregation allows the combination of two or more tasks into a single 

task.   
• Select: This operator is used to select tasks or functionalities (that need to be 

parameterized) and also the parameters. For instance, a user selects task process 
payment of permission process and then selects the performance parameter 
processing time. 

• Rename: Reaming is used to re-label different parts of services. For instance, a task 
‘send invoice’ of reusable service may be renamed to ‘send payment receipt’. 

• Value Tagging: It is not an operator listed in the table, but we offer value tagging 
facility for the users. The key idea of value tagging is to facilitate specifying the 
value of parameters. The framework provides the boolean values of True and False 
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B. Control view Customization: The analyst customizes split control the control 
connectors to connect create invoice and charge credit card activities. Both these 
activities should not be executed at the same time for the same instances. Thus, the 
analyst parameterizes the connectors using MEChoice parameters (the XOR notation 
in figure 3) that constrain the execution. MEChoice choice means mutually exclusive 
choice which allows choosing only one of multiple options. This implies, either 
charge credit card or create invoice should be executed for an instance but not both.  

C. Policy view Customization: According to the business policy between the 
participants’ retailer and Auto Inc., the payment receipt must be signed by finance 
manager. The analyst specifies this policy through parameterizing the ‘process 
payment receipt’ task using the business policy parameter segregation of duty. This 
parameter describes how only finance managers are allowed to sign payment receipts 
(otherwise receipts will not be legally accepted by the retailers).    

D. Quality view Customization: In a service-driven business environment there are 
many quality aspects and we only provide a simple example here. For example, the 
retailer may require a payment confirmation from Auto Inc. to confirm the company 
has received the payment and may expect a notification within 24 hours. The analyst 
parameterizes the task ‘send payment confirmation’ using response time and 
specifying value 24 hours. In fact, tasks such as ‘processing payment receipt’ in this 
example should also be parameterized using quality parameters. 

Although the customization in this example looks simple (since we tried to keep it 
straightforward for the convenience of readers) in practice service customization is 
enormously complex especially for large scale enterprise applications. This is the very 
initial phase of our research, and may have several missing points, but from research 
perspective we believe that this is a highly innovative approach with significant 
potential because, according to our extensive study, there are tools to customize 
functional aspects of services but there is no suitable tool for customizing business 
policies, quality of service and security requirements. Besides, we also believe the 
combination of view segmentation and parameterization simplifies the customization 
enormously, which enables any user of the proposed solution to customize services. 
This is one important contribution that may help to reduce the development costs of 
services since organizations may not need to hire too many experts from different 
fields in order to create the service. However, before putting this approach in practice, 
we plan to provide step-step-step customization guidelines for its users, which will 
help to reduce costs further. 

4   Related Works 

In this section we position our solution with related works. This research revolves 
around two concepts including reusability and customization. Both these concepts are 
heavily documented throughout various bodies of literature. These concepts are 
substantial within service engineering domain. To-date, a list of interesting solutions 
around service customization has been proposed. In particular, [21] proposed a 
solution that facilitates fragmenting a complex business process into different parts 
that are intended to be reusable and customizable for target business process model. 
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The idea of customizing processes through fragmentation is interesting but the 
solution they proposed is limited to technical aspect and missing technique that 
facilitates customizing policy related requirements of services.  

A collection of reference models (that are used developing business applications) 
widely known as SAP reference model was produced by [5]. These models are being 
used in many application services that are developed using technologies from SAP 
(http://www.sap.com/). This work has been cited heavily, yet criticized by [6]. 
According to [6], number of SAP reference models is structurally incorrect. Thus, 
they proposed configurable EPCs within the light of customization concept. 
Configurable EPCs was investigated by [1], [10], [18], and [12] to identify and model 
the service variability. They produced interesting results such as configuration 
gateways that support customizing the functional aspects of reusable processes. 
Noticeably, these works are limited within EPCs and SAP reference model. This 
means it is not clear whether the proposed solution is applicable to other process 
model. To solve such a problem, [9] proposed a framework with guidelines to 
transform a process model to SAP reference model. Now, this framework can map a 
process model (ignoring the model type) to SAP reference model with customization 
support. From our perspective, these solutions are too technical for analysts who do 
not possess solid understanding on different types of technologies (e.g., SAP, ARIS, 
etc). [22] and [20] proposed relatively simple customization solutions but like many 
other earlier ones, they ignored the non-functional aspects of services. As we already 
mentioned the non-functional aspects in particular, security, policy, and quality are 
critical importance for modern day business environment and thus service 
engineering.    

Now, our multi-layer solution approach is an initiative to simplify service 
customization through parameterizing both business and technical requirements of 
services. Some of the earlier solutions also allow parameterizing services but they do 
not consider business level parameters. Parameterization is relatively simple 
technique that helps non IT-experts to customize services. Additionally, the 
segmentation of views helps analyzing the requirements of services especially what 
customization parameters should be used for the target context. 

5   Conclusion 

The multi-layer customization solution described in this article aims at supporting non 
IT experts for customizing services. The proposed solution helps in the customization 
of services by providing several necessary aspects, including the provision of a service 
customization reference model (the foundation of the proposed multi-layered solution 
approach), a comprehensive understanding of services and their customization 
requirements through service views (the top layer of reference model) and a list of 
parameters and operators that can be used in the customization of services (the bottom 
layer of the reference model).  

The solution that has been described in this paper is core research in nature that 
requires extensions and refinement. A simple and user friendly tool implementation is 
the subject of an ongoing work. We are also developing the tool that will provide step-
by-step customization guidelines to the users to ease the customization complexity for 
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non-IT experts. Additionally, we plan to build a repository of parameters which will be 
integrated with the tool in future. Therefore, we will continue enriching the repository 
of parameters. 
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Abstract. Choreography modeling and service integration received a
lot of attention in the last decade. However, most real-world implemen-
tations of inter-organizational systems are still realized by traditional
Electronic Data Interchange (EDI) standards. In traditional EDI stan-
dards, the notion of process or choreography is not explicitly specified.
Rather, every business document exchange stands for its own. This lack
of process awareness in traditional EDI systems hinders organizations
from applying Business Process Management (BPM) methods in such
settings. To address this shortcoming, we seek to derive choreographies
from EDI message exchanges. Thereby, we employ and extend process
mining techniques, which have so far concentrated on business processes
within single organizations. We discover the interaction sequences be-
tween the partners as well as the business information conveyed in the
exchanged documents, which goes beyond the state-of-the-art in process
mining. As a result, we lift the information gained on the IT level to
the business level. This enables us to derive new insights that help or-
ganizations to improve their performance, e.g., an organization may get
insights into the value of its business partnerships to support an efficient
decision making process. This way we hope to bring the merits of BPM
to inter-organizational systems realized by traditional EDI standards.

Keywords: process mining, EDI, EDIFACT, inter-organizational busi-
ness processes.

1 Introduction

Electronic Data Interchange (EDI) is the exchange of business data between ap-
plications based on a format that is understood by all participating parties [9].
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While recent academic research for Web services and business process modeling
places lots of emphasis on modeling choreographies of business processes [2],
many inter-organizational business processes are still realized by means of tradi-
tional EDI systems. However, traditional EDI systems usually lack the explicit
notion of a business process. They are solely responsible for sending and re-
ceiving messages. Hence, every exchanged document stands for its own and the
process context is lost. This results in a number of shortcomings.

Shortcoming #1. An inter-organizational business process comprises one or
more message exchanges between companies for conducting an electronic busi-
ness transaction. When companies intend to analyze their inter-organizational
processes they generally have to rely on a-priori models, if models documenting
the business processes exist at all. In case there are models, those may describe
the business processes as they were planned, which is not necessarily in sync
with the real-world business processes.

Shortcoming #2. EDI documents convey a lot of redundant information, while
only a minimal subset of the conveyed information is actually sufficient for a
certain step of a transaction. In other words, an inter-organizational business
process does not require the exchange of complete business documents as in a
paper-based world, but only the appropriate delta of information required to
handle the next step in the process. As information is electronic, redundant
information does not need to increase the transfer costs. However, it may cause
semantic heterogeneity and additional checks.

Shortcoming #3. The specifics of inter-organizational business processes re-
quire not only focusing on the executed activities, but also on the actual ex-
changed business information. However, combined information from process data
and business performance data of the exchanged EDI messages, such as EDIFACT
messages, is currently not being exploited in a systematic manner. Despite the
attainable insights for decision-making there are – to the best of our knowledge
– no such approaches for EDI systems.

In this paper we present an approach, though at an early stage, that addresses
the three shortcomings presented above. We build upon state-of-the-art process
mining techniques [1,16], which we extend for inter-organizational systems real-
ized by means of EDI. Thereby, we focus on EDIFACT [3] since traditional EDI
standards like EDIFACT and ANSI X12 still play a dominant role in Business-
to-Business (B2B) e-commerce and will presumably continue to be the primary
data formats for automated data exchange between companies for years [19].
However, our approach is generic in terms that it is independent of the underly-
ing transfer syntax. Hence, it can also be used for more recent EDI formats such
as XML-based business documents.

The remainder of this paper is structured as follows. First, Section 2 intro-
duces process mining as enabling technology. However, thus far process mining
is mostly applied within one organization and existing techniques do not exploit
the specifics of EDI. Section 3 elaborates on the principal research questions and
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discusses the resulting challenges. In Section 4, the technical architecture of our
approach is described. Section 5 discusses related work. Finally, in Section 6 a
summary and conclusion is given.

2 Process Mining

Process mining serves a bridge between data mining and business process mod-
eling [1]. The goal is to extract process-related knowledge from event data stored
in information systems. Process mining is an emerging discipline providing com-
prehensive sets of tools to provide fact-based insights and to support process
improvements. This new discipline builds on process model-driven approaches
and data mining.

Figure 1 shows that process mining establishes links between the actual pro-
cesses and their data on the one hand and process models on the other hand.
Today’s information systems log enormous amounts of events. Classical WFM
systems, BPM systems, ERP systems, PDM systems, CRM systems, middle-
ware, and hospital information systems provide detailed information about the
activities that have been executed. Figure 1 refers to such data as event logs.
Information systems that are process-aware provide event logs that can be an-
alyzed directly using existing process mining tools. However, most information
systems store such information in unstructured form, e.g., event data is scat-
tered over many tables or needs to be tapped off from subsystems exchanging
messages. In such cases, event data exist but some efforts are needed to extract
them. Data extraction is an integral part of any process mining effort.

Event logs can be used to conduct three types of process mining: (a) discovery,
(b) conformance, and (c) enhancement [1]. The goal of discovery is to extract

software
system

(process)
model

event
logs

models
analyzes

discovery

records
events, e.g.,
messages,

transactions,
etc.

specifies
configures
implements

analyzes

supports/
controls

enhancement

conformance

“world”

people machines

organizations
components

business
processes

Fig. 1. Three main types of process mining (discovery, conformance, and enhance-
ment) positioned in the classical setting where event logs are collected within a single
organization
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models from raw event data in information systems (transaction logs, data bases,
audit trails, etc.). A discovery technique takes an event log and produces a
model without using any a-priori information. An example is the α-algorithm
[17] that takes an event log and produces a Petri net explaining the behavior
recorded in the log. The second type of process mining is conformance. Here,
an existing process model is compared with an event log of the same process.
Conformance checking can be used to check if reality, as recorded in the log,
conforms to the model and vice versa. Techniques as presented in [14] may be
used to detect, locate and explain deviations, and to measure the severity of these
deviations. The third type of process mining is enhancement. Here, the idea is to
extend or improve an existing process model using information about the actual
process recorded in some event log. Whereas conformance checking measures
the alignment between model and reality, this third type of process mining aims
at changing or extending the a-priori model, e.g., adding a new perspective
to the process model by cross-correlating it with the log. An example is the
extension of a process model with performance data. For instance, by combining
the timestamps in the event log with the discovered process model it is possible
to show bottlenecks, service levels, throughput times, and frequencies.

To illustrate the basic idea of process discovery consider an event log contain-
ing information about 50 cases. Each event is characterized by an activity name.
(Note that logs also contain timestamps and case data, but we abstract from
these in this simple example.) Therefore, we can describe log L as a multiset
of traces containing activity names: L = { 〈a, b, d, c, e, g〉18, 〈a, b, c, d, e, g〉12,
〈a, b, c, d, e, f, b, d, c, e, g〉7, 〈a, b, d, c, e, f, b, d, c, e, g〉5, 〈a, b, c, d, e, f, b, c, d, e, g〉3,
〈a, b, c, d, e, f, b, c, d, e, f, b, d, c, e, g〉3, 〈a, b, d, c, e, f, b, c, d, e, f, b, c, d, e, g〉2}.
There are 18 cases that have a trace 〈a, b, d, c, e, g〉 in the event log, 12 cases
followed the path 〈a, b, c, d, e, g〉, etc. Process discovery algorithms such as the
α-algorithm [17] can extract a process model from such a log. Figure 2 shows
the resulting process model. All trace in L can be “replayed” by this model. The
α-algorithm discovered that all cases start with a and end with g, that c and d
are in parallel, that f initiates another iteration, etc. Note that here the process
model is represented as a Petri net. However, the notation used is not impor-
tant. Process mining tools such a ProM can convert the result to the desirable
notation. The real challenge is to find the underlying process, not the notation
to depict it.

a b

c

d

e

start

g

end

f

Fig. 2. Process model discovered based on an event log L containing 50 cases charac-
terized by sequences of activity names
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Now let us suppose that Figure 2 shows the desired process and log L contains
a trace σ = 〈a, b, c, e, g〉. Conformance checking techniques such as the one de-
scribed in [14] are able to detect that σ deviates. These technique can diagnose
an event log, highlight, and quantify deviations.

Figure 2 is a bit misleading given its simplicity and focus on control-flow.
Process mining is not restricted to the control-flow perspective and may include
other perspectives such as the resource/organizational dimension, the time/per-
formance dimension, and the object/data dimension. Moreover, process mining
techniques can be applied to processes with hundreds of different activities, thou-
sands of cases, etc.

Using ProM, we have applied process mining in over 100 organizations. Most of
these applications focus on processes inside one organization. Moreover, despite
the omnipresence of EDI, we are not aware of any process mining applications
systematically analyzing inter-organizational EDI data. In Figure 2 we assumed
the transitions to be activities. However, in an EDI context these may also
correspond to (the sending and/or receiving of) messages.

3 Challenges and Research Questions

To address the shortcomings presented in Section 1, we identified the following
set of research questions.

3.1 Deriving Process Choreographies

A choreography describes the public message exchange between multiple par-
ties [11], with the purpose of supporting interoperability. However, traditional
EDI systems lack the explicit notion of a business process, since they are solely
responsible for sending and receiving messages. This leads to the first research
question, which is to derive choreographies of inter-organizational business pro-
cesses based on EDI messages that are interchanged between companies.

The hypothesis is that in traditional EDI systems choreographies have been
implicitly implemented in the document exchanges, although they have not been
explicitly agreed upon beforehand. We intend to develop means for discovering
these implicit processes by extending current process mining techniques. How-
ever, process mining presupposes the explicit notion of a process (or case) in
order to log activities and to correlate them to instances of a process. Hence,
we need to group EDI messages to process instances before choreographies can
be derived. Thereby, we examine meta-data as well as the actual business data
conveyed in the EDI messages, since they carry implicit references to previously
sent messages of the same business case. In other words, we use redundantly
transferred information in the EDI messages to correlate them to business cases.
At the same time, these redundancies are subject to further analyses in EDImine
as described in the following section.
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3.2 Identifying Redundancies in Business Documents

Redundant information in EDI-based business documents is not problematic for
the cost of its transfer, but it may cause undesired semantic heterogeneity. The
reason for redundancy is twofold:

First, the strategy for standardizing EDI documents follows a top-down ap-
proach [10]. This means, that for designing an EDI business document type the
various requirements from different industry domains have been collected and
incorporated into the standardization work. The resulting business document
type corresponds to a super-set of all the requirements containing a high degree
of optional information as well as having the same type of business information
positioned in different places.

Second, the absence of an explicit process notion in traditional EDI approaches
every business document is rather considered standalone and not in the context
of a set of document exchanges. This has led to the fact that EDI documents
convey a lot of redundant information, while only a minimal subset of the con-
veyed information is actually sufficient for a certain step of a transaction. In
other words, an inter-organizational business process does not require the ex-
change of complete business documents as in a paper-based world, but only the
appropriate delta of information required to handle the next step in the process.

This leads us to the second research question which is to develop methods for
identifying the minimum as well as the redundant part of information exchanged
in the course of a discovered EDI process. Based on this question, the hypothesis
is that inter-organizational process mining allows identifying redundantly trans-
ferred information and, consequently, allows pointing out the minimal subset
of information that is really needed. Our objective is to extend existing min-
ing techniques for identifying redundancies. While such methods for identifying
redundancies will be of less utility for already implemented systems, they can
highlight current problems in message and process design. The insights gained
through process mining will be of value for EDI-related standardization commit-
tees. For enabling an appropriate comparison of the similarities as well as the
differences between distinct EDI messages it is required to investigate the seman-
tics of the conveyed information. We aim at applying ontological approaches to
assign semantically unambiguous meaning to the exchanged information.

3.3 Analyzing Business Performance

Current process mining techniques concentrate on the life cycle of executed ac-
tivities (e.g., started, finished, canceled, suspended, etc.) and their ordering, to
discover the flow of cases in a business process. This is supported by the infor-
mation contained in log files of a process-aware information system. However,
inter-organizational processes need to be monitored in a different manner. The
log files of EDI systems are clearly scoped (or limited) to the boundaries of the
system – i.e., sending and receiving messages. At the same time, we are able to
work with richer information by examining the actual content of the messages
that are sent and received by EDI systems. In other words, we do not treat trans-
ferred business documents as opaque objects, but combine them with log data.
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The resulting research question is whether we can lift the information gained on
the IT level (from the log files as well as from the messages) to the business level
in order to support companies in decision-making. In addressing this question,
semantics is one of the key ingredients. We intend to provide a semantic frame-
work for conceptualizing the process data and business data gained on the IT
level. The concepts can then be used to build queries on the business level.

Our goal is to provide a business cockpit comparable to navigation systems
supporting car drivers [1]. Such a system will be able to visualize the networks
of companies, show the flow of business documents and warn about bottlenecks
in document processing. The system may be able to suggest deviations from the
regular process flow in case something goes wrong (i.e., detours) – an example
may be to order from a different partner, if an order has been sent, but no
confirmation was received for a certain time. Consequently, our objective is to
answer business-related questions on two levels: (i) business process performance
and (ii) general business performance.

Questions on the first level focus on the process performance of an enterprise
with the outside world. They cover the discovery, the monitoring/measuring
(identification of bottlenecks, average durations, etc.), and the improvement of
processes.

Questions on the second level focus on business performance with regard to
a company’s economic relationships with partners (e.g., number of orders or
order volume as indicators of the economic importance of the partnership, etc.).
Having information of their value chain at hand, enterprises are able to identify
value drivers, cost drivers as well as dependencies on external relationships. By
combining process performance and business performance they also gain new
insights on the value of business partnerships (e.g., does the order volume of
a certain partner justify exceptions to the desired workflow leading to higher
process costs).

4 Architecture

Our approach conducted in EDImine will be supported and validated by a corre-
sponding tool implementation. Thereby, we do not develop a tool from scratch,
but build on an existing open-source solution - the ProM tool1 [18]. ProM is
developed at the Eindhoven University of Technology and is the most prevalent
tool in the area of process mining. The architecture of ProM has been designed
with extensibility in mind by means of plug-ins. We leverage the extensibility
mechanisms of ProM by providing the appropriate plug-ins for the aforemen-
tioned research goals.

Figure 3 illustrates the basic architecture of our approach. The starting point
for performing the mining tasks is given by two types of data from the EDI
systems of an organization: event logs and the contents of EDI messages. In order
to allow for further processing in the ProM tool they have to be combined and
transformed to a data structure that conforms to the eXtensible Event Stream
1 http://www.processmining.org (visited Feb 8, 2011).

http://www.processmining.org
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Fig. 3. Preprocessing and analysis stages

(XES) format [18]. XES is an XML-based format for storing event logs and the
standard input format for ProM (as of Version 6). The conversion is performed
in the preprocessing stage and implemented in a ProM import plug-in. In the
subsequent analysis stage, further analyses with regard to the aforementioned
research questions can be performed. The tasks of the analysis stage are also
implemented by means of corresponding ProM plug-ins. In the following sections,
the preprocessing and analysis stages are described in detail.

4.1 Preprocessing Stage

Figure 4 illustrates the architecture of the preprocessing stage in more detail.
Business partners participating in an inter-organizational EDI setting record the
contents of the exchanged business documents and keep a log of the transactions.
Such a log is expected to contain information about sender and receiver of the
messages, a timestamp and a reference to the actual message contents. The pro-
vided log data and message contents form the primary input for the EDImine
preprocessing plug-in which combines them to an XES-conforming representa-
tion.

As described in Section 3.1 the log entries have to be grouped according to
process instances. However, since EDI systems usually lack awareness of the
underlying business processes in whose context they exchange messages, this is
not a trivial task. To tackle this challenge, we aim at comparing and match-
ing information of the EDI message exchanges contained in the logs as well as
pieces of business information which are repeatedly transferred in the individual
messages. This recognition of redundantly transferred information is fostered by
a conceptual representation of the transferred business information. The con-
cepts describing business data elements in EDI message types are defined in an
external ontology.

Table 1 lists the structural elements of XES documents and their meanings.
These elements have to be enriched with attributes in the form of key-value
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EDI System of Company A
(sends/receives EDIFACT messages)

EDI System of Company B
(sends/receives EDIFACT messages)

EDIFACT messages

EDIFACT messages

EDIFACT log file

references

provides creates/provides

„EDI“ ontology

describes

XES representation

Each log entry becomes
an event in XES

Ontology elements are referenced
in modelReference attributes

EDIFACT business data is included in the XES event
elements by custom XES extensions

Fig. 4. Preprocessing log data and message contents for mining

Table 1. Structural elements of an XES document

Element Usage/Meaning

log Root element of an XES document containing a number of traces.
trace Represents a group of events which belong to the same process instance.
event Contains a single event. In process mining applications this usually

corresponds with the execution of a single activity in a process instance.

pairs in order to include actual information about recorded events. The XES
standard provides a mechanism through which attributes can be declared in well-
defined extensions to the meta-model of XES. In addition, there are a number of
predefined standard extensions in the XES standard which are generally useful
in process mining contexts.

The EDImine preprocessing plug-in converts each log entry from the EDI mes-
sage exchange log to an event element in an XES representation. Furthermore,
the business data payload contained in the conveyed EDI messages is included in
attributes which we define through extending the XES meta-model. Moreover,
the concepts used for conceptualizing the business data are referenced through
modelReference attributes using XES’ standard extension Semantic. The event
elements are grouped to process instances in corresponding trace elements.

4.2 Analysis Stage

In the analysis stage the prepared XES data serves as a database for mining the
inter-organizational choreographies, for identifying redundancies and for busi-
ness performance analyses. The conceptualization of the EDI data by means of



86 R. Engel et al.

an ontology as described in Section 4.1 plays a key role for performing the tasks
of this stage. First of all, it allows for mapping EDI message types to concrete and
human-understandable activity labels in the mined inter-organizational chore-
ographies. Secondly, it permits the identification of redundancies by matching
the business data contained in the individual EDI messages with regard to their
conceptual belonging. Thirdly, the knowledge in the ontology is used for busi-
ness performance analyses allowing the user to build sophisticated queries using
the concepts from the ontology. These tasks will be realized in ProM plugins;
however, the algorithms for these tasks have yet to be developed and are subject
to further research.

5 Related Work

Process mining techniques [1,16] extract knowledge about business processes
by analyzing event logs. It is seen as part of Business Intelligence (i.e., BP
Intelligence [8]) and process mining techniques are also being embedded in com-
mercial BPM suites. So far, the focus has been on the analysis of processes
inside a single organization. There exist a few papers on process mining in cross-
organizational settings such as [15], which focuses on choreography conformance
checking between the mined workflows from event logs of SOAP message ex-
changes and abstract BPEL models. Similarly, [13] also emphasizes on verifying
behavioral properties in Web service choreographies. This reveals that process
mining in an inter-organizational context tends to focus on the area of Web
services. In practice, however, neither explicit choreography modeling nor Web
services are widely employed in electronic business transactions. Rather, tradi-
tional approaches to Electronic Data Interchange (EDI) such as EDIFACT still
play an overwhelmingly dominant role [3,19]. In an unpublished work [12], the
topic of mining EDI messages has been approached, but best to our knowledge
no further research has been conducted.

In order to achieve the goals of EDImine we intend to conceptualize the data
from EDI business documents by means of ontologies. Previous attempts to
ontologize various EDI standards include works performed in the course of the
Tripcom project2 [6,7], which aims at creating an ontological infrastructure for
business processes and business data. Tripcom defines ontologies for EDI in terms
of both syntax and semantics. However, regarding semantics Tripcom focuses
on the structure of message types. In contrary, EDImine focuses on building
EDI ontologies for business domain specifics (e.g., bank transactions, invoice
transactions, etc.) in order to provide a higher conceptual level.

So far, in existing process mining techniques there is little consideration for
the semantics of events. For example, activity names are just considered as labels
without much consideration for the meaning and their relations to other entities.
In the SUPER project3 [5], a semantic approach has been developed that aims
at the deployment of semantic BPM techniques. For instance, the SA-MXML
2 http://tripcom.org/ontologies (visited March 14, 2011).
3 http://www.ip-super.org (visited March 14, 2011).

http://tripcom.org/ontologies
http://www.ip-super.org
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(Semantically Annotated Mining XML) format, an annotated version of the
MXML format, was developed to collect and store event logs such that events
are linked to ontologies. The use of ontologies and reasoners causes an immediate
benefit to process mining techniques by raising the level of abstraction from the
syntactic level to the semantic level [4]. However, the MXML format has shown
several limitations which is the reason for choosing the XES format [18].

6 Conclusion

In this paper we introduced our approach for mining inter-organizational busi-
ness processes. We discussed the lack of process awareness in common Electronic
Data Interchange (EDI) systems and three shortcomings resulting thereof: (i) the
unavailability of information about real-world business process execution, (ii) re-
dundancies in the transferred business documents and (iii) the lack of support
for systematic analyses of business performance and decision-making. We further
described how we intend to address these shortcomings by extending existing
process mining techniques and applying them on inter-organizational systems.
Lastly, we proposed a two-staged technical architecture for our approach that
integrates with the existing process mining tool ProM by means of plug-ins.

We expect that the unveiling of the inter-organizational choreographies will
help companies to rediscover and document the relationships in their business
network. Furthermore, we believe that insights gained from the combination of
process and business performance data will aid companies in decision-making
with regard to their interactions with business partners. Finally, methods to
identify redundancies in message exchanges will be less relevant for already im-
plemented EDI solutions, but can help standardization bodies to streamline fu-
ture business document standards. The overall goal is to bring the merits of
Business Process Management (BPM) to inter-organizational systems realized
by means of EDI.
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1 Faculty of Computer Science
Free University of Bozen-Bolzano

Piazza Domenicani 3, 39100 Bolzano, Italy
fricci@unibz.it

2 Deutsche Telekom AG, Laboratories
Innovation Development

Ernst-Reuter-Platz 7, D-10587 Berlin, Germany
Karl-Heinz.Lueke@telekom.de

Abstract. Context aware recommender systems (CARS) adapt to the
specific situation in which the recommended item will be consumed. So,
for instance, music recommendations while the user is traveling by car
should take into account the current traffic condition or the driver’s
mood. This requires the acquisition of ratings for items in several alterna-
tive contextual situations, to extract from this data the true dependency
of the ratings on the contextual situation. In this paper, in order to sim-
plify the in-context rating acquisition process, we consider the individual
perceptions of the users about the influence of context on their decisions.
We have elaborated a system design methodology where we assume that
users can be requested to judge: a) if a contextual factor (e.g., the traffic
state) is relevant for their decision making task, and b) how they would
rate an item assuming that a certain contextual condition (e.g., traffic
is chaotic) holds. Using these evaluations we show that it is possible to
build an effective context-aware mobile recommender system.

1 Introduction

Recommender Systems (RSs) are software tools and techniques providing sug-
gestions for items to be of use to a user [11]. In this paper we focus on a particular
approach for RSs, Collaborative Filtering (CF). In CF, explicit ratings for items,
given by a population of users, are exploited to predict the ratings for items not
yet evaluated by the users [6]. Often, system generated recommendations can be
more compelling and useful if the contextual situation of the user is known. For
instance, in a music recommender, the traffic condition or the mood of the driver
may be important contextual conditions to consider before suggesting a music
track to be played in her car. Context-aware recommender systems (CARSs)
are gaining ever more attention and various techniques have been introduced to
improve their performance [1].
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To adapt recommendations to the user’s context, the dependency of the user
preferences (i.e., the ratings in CF) on the contextual situations must be mod-
eled. Hence, a major initial issue for the correct design of CARSs is the as-
sessment of the contextual factors that are worth considering when generating
recommendations. This is not an easy problem: it requires informed conjectures
to be formulated regarding the influence of some data, before collecting the data.
Moreover, after a meaningful set of contextual factors is identified, a model,
which predicts how the ratings will change depending on the contextual factors,
must be built. For a set of items, this step requires the collection of explicit
ratings from a population of users under several distinct contextual situations.

The main contribution of this paper is the description of a methodology for
supporting the development cycle of a Context-Aware Collaborative Filtering
system, as sketched above. This methodology has been previously applied to a
completely different application scenario, for recommending places of interest
[2], and it is adapted here to the problem of recommending music tracks to a
group of users in a car. The methodology comprises four steps: context factors
relevance assessment; in-context acquisition of ratings; context-aware rating pre-
diction; and context-aware recommendation generation and visualization for a
user. Each of these steps is supported by a specific system and technique. First,
in order to quantitatively estimate the dependency of the user preferences on a
candidate set of contextual factors, we developed a tool for acquiring context rel-
evance subjective judgments. Second, we developed a user interface that actively
asks the users to rate items under certain contextual conditions. Next, a predic-
tive model was built, which has the goal of predicting the user’s ratings for items
under target contextual situations where these ratings are not known. We show
that this model, which extends classical matrix factorization, can generate accu-
rate recommendations, i.e., can better predict the true ratings, compared with
a system that does not take into account the contextual information. Finally, a
mobile recommender system (InCarMusic) was built to present the recommen-
dations to the user. The recommendations have the highest predicted rating for
the user’s contextual situation with the joint preferences of all the passengers in
the car considered, i.e., providing group recommendations [5,3].

The rest of this paper is organized as follows: in Section 2 we discuss some
of the related work. In Section 3, we introduce our context-aware recommender
system prototype (InCarMusic) to give immediately the motivations of our tech-
nological development. In Section 4, we explain our approach for acquiring the
data describing the relationships between user preferences and contextual situa-
tions. In Section 5, we present our algorithm for context-aware recommendations
and we illustrate the results of the evaluation of the proposed model. We finally
draw our conclusions and list some open issues that call for future work.

2 Related Work

Context-awareness in recommender systems as a research topic has been receiv-
ing considerable attention in the last years [1]. To the best of our knowledge, the
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specific problem of in-car context-aware music recommendation has not been
addressed until now. There is a body of work, however, on the related prob-
lem of context-aware music recommendation, which typically addresses different
recommendation scenarios. For instance, [8] has improved a music recommender
service with context awareness using case-based reasoning. The used context fac-
tors include the season, month, weekday, weather and temperature information.
Listening cases have been obtained by aligning users’ listening history data with
weather bureau information. In [10] a context-aware music recommender for ur-
ban environments is presented. The context factors include the location of the
user (in terms of a ZIP code), time of day, weekday, noise/traffic level, temper-
ature and weather data. The system was bootstrapped by manually annotating
the tracks in the user’s library with the values of the selected contextual factors.

A common feature of these systems is the usage of a generic context model,
mostly consisting of time- and weather-related information. We note that these
research works do not formally address the issues of context factor selection
and system bootstrapping as we do in the presented work. The choice of the
most informative context factors has not been informed by any data mining
experiment, and the impact of individual context factors on music perception
has not been investigated.

Another area of context-aware music recommendation is dedicated to adapting
music content to other types of multimedia, e.g., web pages [4] or images [9].
These systems typically use machine learning methods for learning relations
between music and the context information (i.e., text or images).

3 InCarMusic Mobile Application

InCarMusic is a mobile application (Android) offering music recommendations
to the passengers of a car after they have entered ratings for some items using
a web application that will be illustrated in the next section. If the user did not
previously enter any ratings, then the recommendations are adapted solely to
the contextual situation and not to the user long term preferences described by
her ratings.

First, the Channels tab allows the user to specify and edit channels (see Fig.
1(a)). A channel is meant to provide a certain kind of music to the user. In the
channel specification the user can detail, for instance, that the channel “Happy-
Classic” is appropriate when she is “happy” and would like to listen mostly to
classical music and a bit of jazz. Creating such a channel enables the user to
quickly switch to this type of music whenever she likes. A default channel is
also provided for recommending music without asking the user to create one.
Second, the Passengers tab allows the user to identify the passengers that are
present in the car (see Fig. 1(b)). We note that the user, is always included
in the passengers list. Passengers can be imported from the local contacts and
should have previously provided some ratings, as it is requested to the user (see
Fig. 1(c)). This means that they should have registered to the Web portal that
provides the music content to our system.
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(a) Editing a Channel (b) Setting the Group (c) Editing the Passengers

Fig. 1. InCarMusic user interface

The Play tab allows the user to retrieve music recommendations (tracks)
adapted to the selected channel and the passengers (see Fig. 2(a)). Due to lack
of space, in this paper we will not explain how the recommendations are adapted
to the group of passengers. For that purpose, we exploit recommendation aggre-
gation techniques illustrated in [3]. Hence, for the rest of this paper we will
consider only the scenario where a single user is present in the car. While the
user is listening to a music track, she can rate it (see Fig. 2(b)). These ratings
are “in-context”, i.e., as we explained in the introduction, the system collects
the ratings together with the description of the current contextual situation of
the user. We note that these ratings are immediately uploaded to the recom-
mender server component and can be exploited for the computation of the next
recommendations.

Finally, the Profile tab allows the user to modify her profile and define some
application settings (see Fig. 2(c)). In particular, the user can set her current
contextual situation and current music genre preferences (see Fig. 2(d)). These
settings are used in the default channel, if the user has not selected a particular
channel. We note that this last interface is pretty similar to that used for channel
configuration (see Fig. 1(a)), as the operation is the same: here the user is just
configuring a particular channel, the default one.

4 Rating Acquisition

In order to offer the service described in the previous section we collected the
users’ assessment of the effect of context on their music preferences using two
web applications that are described here . In fact, there was no ready-to-use
application for collecting ratings from car drivers and other passengers while
in the car. As any effort to record these conditions during a trip in a car was
considered not easily solvable, we developed two web-based tools, which were
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(a) Tracks Proposed
to Play

(b) Rating a Track (c) Editing the User
Profile

(d) Configuring the
Recommender

Fig. 2. InCarMusic user interface (cont)

used in two consecutive phases, for simulating situations occurring in a car. In
the first phase, the users were asked to evaluate the effect of certain contex-
tual conditions on the propensity to listen to music of a particular genre, while
in the second phase the users entered ratings for tracks assuming that certain
contextual conditions hold (see below for more details).

4.1 Context Model and Music Track Corpus

In order to understand the influence of context on the music preferences of car
passengers, context was modeled as a set of independent contextual factors. The
factors are assumed to be independent in order to get a tractable mathematical
model. This assumption, even if it is clearly false, as in other probabilistic models
such as the naive Bayes classifier, still does not prevent the generation of reliable
rating predictions. We identified the following factors and their possible values,
contextual conditions, as potentially relevant for in car music recommendations:

Contextual Factor Contextual Conditions
driving style (DS) relaxed driving, sport driving
road type(RT) city, highway, serpentine
landscape (L) coast line, country side, mountains/hills, urban
sleepiness (S) awake, sleepy
traffic conditions (TC) free road, many cars, traffic jam
mood (M) active, happy, lazy, sad
weather (W) cloudy, snowing, sunny, rainy
natural phenomena (NP) day time, morning, night, afternoon

Music tracks were of ten different genres. We observe that there is no uni-
fied music genre taxonomy, and we have chosen to use the genres defined in
[12]: classical, country, disco, hip hop, jazz, rock, blues, reggae, pop and metal.
For phase one, i.e., the relevance assessment of different contextual factors,
five representative tracks per genre were manually selected. This resulted in
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(a) Interface for Acquiring Context Relevance Judgments

(b) Interface for Collecting Ratings with And without Context

Fig. 3. Tools for collecting user data in phase one and two

a dataset of 50 music tracks. For phase two, i.e., the assessment of the impact
of contextual conditions for particular tracks, 89 additional tracks (belonging to
pop, disco and hip hop genres) were added to the dataset from the MusicLoad
(http://www.musicload.de/) download site.

4.2 Relevance of the Contextual Factors

In order to estimate the relevance of the selected contextual factors, we developed
a tool for acquiring subjective judgments about the impact of these factors on
the users’ listening preferences. For this purpose, the users were requested to
evaluate if a particular contextual condition, e.g., “today is sunny”, has a positive
or negative influence in her propensity to listen to music of a particular genre
(see Figure 3(a)). In phase one, we acquired 2436 evaluations from 59 users with
the help of our web based interview tool.

Then, for estimating the relevance of the considered contextual factors, we
computed the probability distribution P (I|F, G), where I is the random (re-
sponse) variable of the user’s answer (one out of +1 “increase”, −1 “decrease”,
or 0 “no effect”), F is a contextual factor (the value of this random variable may

http://www.musicload.de/
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Table 1. Relevance of contextual factors rel(I, F, G) for different music genres

Blues music Classical music Country music Disco music Hip Hop music

DS 0.324193188 DS 0.77439747 S 0.469360938 M 0.177643232 TC 0.192705142
RT 0.216609802 S 0.209061123 DS 0.363527911 W 0.17086365 M 0.151120854
S 0.144555483 W 0.090901095 W 0.185619311 S 0.147782999 S 0.105843345
TC 0.118108963 NP 0.090509983 M 0.126974621 TC 0.129319405 NP 0.105765981
NP 0.112002402 M 0.088905397 L 0.112531867 DS 0.098158779 W 0.066024976
L 0.107824176 L 0.055675749 RT 0.109261318 RT 0.057335072 L 0.049526929
W 0.085346042 RT 0.020526969 TC 0.098999258 NP 0.049819373 DS 0.047180469
M 0.063156392 TC 0.015991764 NP 0.037183774 L 0.048588262 RT 0.01483038

Jazz music Metal music Pop music Reggae music Rock music

S 0.168519565 DS 0.462220717 S 0.418648658 S 0.549730059 TC 0.238140493
RT 0.127974728 W 0.264904662 DS 0.344360938 DS 0.382254696 S 0.224814184
W 0.106333439 S 0.196577939 RT 0.268688459 TC 0.321430505 DS 0.132856064
DS 0.100983424 L 0.122791055 TC 0.233933032 M 0.167722198 L 0.111553065
NP 0.08421736 TC 0.096436983 M 0.137086672 L 0.145512313 RT 0.096436983
L 0.053389487 M 0.06953522 NP 0.098963857 W 0.131936343 M 0.087731308
TC 0.04519683 RT 0.05580976 W 0.072377398 NP 0.105242236 W 0.083079089
M 0.035043738 NP 0.046507175 L 0.051131981 RT 0.07481265 NP 0.078288105

be any of the contextual conditions assigned to this dimension – see previous
section), and G is the genre of the item. The effect of F can be measured by
comparing P (I|F, G) with P (I|G) that does not take any context into account.
For this purpose, we computed the normalized mutual information rel(I, F, G)
of the random variables I and F for each music genre G:

rel(I, F, G) =
H(I|G) − H(I|F, G))

H(I|G)

where H(X) is the entropy of the discrete random variable X taking values
from {1, . . . , n}: H(X) = −∑n

i=1 P (X = i) log(P (X = i)). rel(I, F, G) gives a
measure of the relevance of the contextual factor F : the bigger this value, the
greater the relevance. In Table 1, we rank the contextual factors, for each genre,
according to their influence on I, as measured by rel(I, F, G). These figures
indicate the contextual factors that are likely to influence a recommendation
either positively of negatively. In particular, the factors F with higher rel(I, F, G)
(for each genre G) are those providing more information to the knowledge of the
influence variable I (representing the change of the propensity to listen to that
music). But these values do not say what conditions, i.e., values of the factors, are
likely to produce positive or negative influences I. To find out these conditions
we searched for the values that maximize the probability to have a positive
(negative) influence, i.e., the contextual conditions cp and cn such that: cp =
argmaxcP (I = +1|F = c) and cn = argmaxcP (I = −1|F = c). Due to space
constraints, we present, for each genre, only the two most influential contextual
conditions (see Table 2). In fact, these results could be immediately used in a
context-aware recommender system: given a particular contextual condition one
can look in Table 2 and find the music genres, which are preferred or not (high
or low probability) by the user in that condition.
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Table 2. Influence of context on the driver’s decision to select a certain Genre

genre F cn P (−1|cn) cp P (+1|cp)

Blues DS sport driving 0.89 relaxed driving 0.6
RT serpentine 0.44 highway 0.6

Classics DS sport driving 0.9 relaxed driving 0.4
S sleepy 0.6 awake 0.33

Country
music

S sleepy 0.67 sleepy 0.11
DS sport driving 0.6 relaxed driving 0.67

Disco
music

M sad 0.5 happy 0.9
W cloudy, rainy 0.33 sunny 0.8

Hip Hop
music

TC many cars, traffic jam 0.22 free road 0.6
M sad 0.56 happy 0.78

Jazz
music

S sleepy 0.7 awake, sleepy 0.2
RT city, highway 0.4 highway 0.4

Metal
music

DS relaxed driving 0.56 sport driving 0.7
W snowing 0.56 cloudy 0.78

Pop
music

S sleepy 0.8 awake 0.44
DS relaxed driving 0.5 sport driving 0.67

Reggae
music

S sleepy 0.5 awake 0.44
DS sport driving 0.5 relaxed driving 0.89

Rock
music

TC traffic jam 0.8 free road, many cars 0.44
S sleepy 0.44 awake 0.44

4.3 The Impact of Contextual Conditions on Ratings

The aim of phase one was to find out the contextual factors that are more influ-
ential in changing the propensity of the user to listen to music of different genres.
Conversely, in the second phase of our study, we were interested in individual
tracks and their ratings, and we wanted to measure if there were any differences
in these ratings in the two following cases: without considering any contextual
condition, and under the assumption that a certain contextual condition holds.
Therefore, we implemented a second web tool, where we asked the users to rate
a track without assuming any particular context and also imagining three differ-
ent contextual conditions (see Fig. 3(b)). The users rated the played tracks on a
scale from 1 (I do not like the track at all) to 5 (I like the track very much). The
contextual factors occurred in the questionnaires randomly but proportionally
to their relevance as assessed in phase one.

In this phase, 66 different users rated music tracks; overall, 955 interviews (see
the screenshot in Fig. 3(b)) were conducted. As in each interview three ratings
in context were collected, the data consists of 955 ratings without context and
2865 ratings with context. In Table 3, we present the analysis of the collected
data. We compare the average rating for all the items: rated under the assump-
tion that the given context factor holds (Mean with context – MCY) and rated
without assuming any contextual condition (Mean without context – MCN). We
conducted t-tests in order to find out the contextual conditions that produce
significant differences between MCN and MCY. The table illustrates that for
many contextual conditions there are statistically significant differences. This il-
lustrates that in this application context-awareness is relevant, as the user rating
behavior is dependent on context. This hypothesis will be further validated in
the next section.
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Table 3. Influence of contextual conditions on the average rating of music tracks

Condition ratings p-value MCN MCY Influence Significance

- Driving style
relaxed driving 167 0.3891 2.382876 2.275449 ↓
sport driving 165 0.3287 2.466782 2.345455 ↓
- Landscape
coast line 119 0.6573 2.420207 2.487395 ↑
country side 118 0.02989 2.318707 2.033898 ↓ ∗
mountains/hills 132 0.1954 2.530208 2.348485 ↓
urban 113 0.02177 2.456345 2.141593 ↓ ∗
- Mood
active 97 0.01333 2.552778 2.154639 ↓ ∗
happy 96 0.5874 2.478322 2.385417 ↓
lazy 97 0.07 2.472376 2.185567 ↓ .
sad 97 0.01193 2.552632 2.134021 ↓ ∗
- Natural phenomena
afternoon 92 0.9699 2.407186 2.413043 ↑
day time 98 0.09005 2.381215 2.132653 ↓ .
morning 98 0.6298 2.559441 2.479592 ↓
night 90 0.1405 2.516224 2.777778 ↑
- Road type
city 123 0.551 2.479029 2.398374 ↓
highway 131 0.2674 2.457348 2.618321 ↓
serpentine 127 0.07402 2.542066 2.291339 ↓ .
- Sleepiness
awake 69 0.3748 2.561437 2.739130 ↑
sleepy 80 0.0009526 2.60371 2.01250 ↓ ∗ ∗ ∗
- Traffic conditions
free road 117 0.7628 2.491131 2.538462 ↑
many cars 132 0.3846 2.530444 2.409091 ↓
traffic jam 127 1.070e-06 2.478214 1.850394 ↓ ∗ ∗ ∗
- Weather
cloudy 103 0.07966 2.647727 2.378641 ↓ .
rainy 77 0.6488 2.433453 2.519481 ↑
snowing 103 0.02056 2.601759 2.252427 ↓ ∗
sunny 97 0.6425 2.570236 2.649485 ↑

Significance: ∗ ∗ ∗: p < 0.001; ∗ ∗: 0.001 ≤ p < 0.01; ∗: 0.01 ≤ p < 0.05; .: 0.05 ≤ p < 0.1

It is also notable that in the majority of the cases, context has a negative
influence on the users’ ratings. This may be a consequence of the low overall
rating for the music tracks that we observed in the study: for the average user
who did not like the tracks, there was no context that could change this attitude.
We observe however, that for single users who provided many ratings and had
a more positive attitude towards the tracks we could find several contextual
factors that had a positive influence on the ratings.

5 Prediction Model

The rating prediction component computes a rating prediction for all the items,
while assuming that the current user context holds. The current context is par-
tially specified by the user, using the system GUI (as we illustrated in Section
3). Then the items with the highest predicted ratings are recommended. In this
section, we present this algorithm, which extends Matrix Factorization (MF),
and incorporates contextual information to adapt the recommendation to the
user’s contextual situation.
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In [6] the authors present a Matrix Factorization approach to CF that uses
“baseline” parameters, i.e., additional model parameters for each user and item.
They indicate the general deviation of the rating of a user for an item from
the global average. So for instance, a user baseline will be positive if it refers
to a user that tends to rate higher than the average users’ population. Baseline
parameters can also be used to take into account the impact of context. This has
been already shown by [7], where the authors introduced baseline parameters to
model the time dependency of the ratings.

We have extended and adapted this approach to the music domain by incor-
porating the selected contextual factors into the MF model. We have introduced
one model parameter for each contextual condition (value for a factor) and mu-
sic track genre pair. This provides an opportunity to learn how a contextual
condition affects the ratings and how they deviate from the standard personal-
ized prediction. This deviation is the baseline for that contextual condition and
genre combination. In principle, we could introduce parameters for each contex-
tual condition and music track, however, this would require much more data to
train the model.

More formally, in the collected context-aware rating data base a rating ruic1...ck

indicates the evaluation of the user u for the item i made in the context c1, . . . , ck,
where cj ∈ {0, 1, . . . , zj} is the set of possible (index) values of the contex-
tual factor j, and 0 means that the contextual factor j is unknown. The tu-
ples (u, i, c1, . . . , ck) for which ruic1...ck

is known are stored in the set R =
{(u, i, c1, . . . , ck)|ruic1...ck

is known}. Note that in our collected data set, there
are ratings where only one contextual condition is known and all others are un-
known. We recall that MF aims at factorizing the ratings matrix into two m× d
and n×d dimensional matrices V and Q respectively. A user is then represented
with a vector vu and an item i with a vector qi. We propose the following model
for the computation of a personalized context-dependent rating estimation.

r̂uic1...ck
= vu · qi + ı̄ + bu +

k∑
j=1

bgijcj (1)

where vu and qi are d dimensional real valued vectors representing the user u
and the item i. ı̄ is the average of the item i ratings in the data set R, bgijcj is
the baseline of the contextual condition cj and genre gi of item i. If a contextual
factor is unknown, i.e., cj = 0, then the corresponding baseline bgijcj is set to 0.
In this way, one can learn the influence only of the known contextual conditions.

Model Training. In order to generate rating predictions, the model parameters
should be learned using the training data. We defined the learning procedure as
an optimization problem:

min
v∗,q∗,b∗

∑
r∈R

[(ruic1...ck
− vu · qi − ı̄ −

k∑
j=1

bgijcj )
2 + λ(‖vu‖2 + ‖qi‖2 +

k∑
j=1

b2
gijcj

)]

where r = (u, i, c1, . . . , ck). For better generalization performance, a regulariza-
tion term, λ, is added, as it is usual in this type of models. As λ grows the model
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Fig. 4. Mean Absolute Error of different prediction models

becomes more “rigid”, and fits less the variability in the training data. Model pa-
rameters were learned using stochastic gradient descent, which has been already
proven to be efficient [6].

The Mean Absolute Error (MAE) of the considered models is shown in
Figure 4. The largest improvement with respect to the non-personalized model
based on the item average is achieved, as expected, by personalizing the recom-
mendations (“MF CF” in the figure). This gives an improvement of 5%. However,
the personalized model can be further improved by contextualization (“MF CF
+ Context”) producing an improvement of 7% with respect to the item average
prediction, and a 3% improvement over the personalized model. We conclude
that the modeling approach and the rating acquisition process described in the
previous sections can substantially improve the rating prediction accuracy when
taking into account the contextual information.

6 Conclusions

In this paper we have illustrated a methodology for acquiring subjective evalua-
tions about the relevance and the impact of certain contextual conditions on the
ratings for music tracks. We have shown that using this approach a useful and
effective set of ratings can be collected and a context-aware recommender system
can be bootstrapped. The off-line evaluation of the predictive model, which ex-
tends Matrix Factorization (MF), has shown that it can substantially improve a
non-personalized prediction, but also a classical personalized prediction based on
MF, hence showing the practical advantage of the proposed approach. The mo-
bile application that we have developed can offer context-aware and personalized
music recommendations to users in a car scenario.

In the future we plan to perform a field study to validate the usability of
the prototype and to incorporate a technique for extrapolating the item ratings
from user actions on the items; e.g., listening to a track for a certain time in
a contextual situation may be interpreted as a graded sign that this context is
suited for the track. The challenge here is to filter noisy signs and build a reliable
predictive model of the rating by using the user actions as predictive features.
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Abstract. We present an approach that efficiently identifies the semantic 
meanings and contexts of social tags within a particular folksonomy, and 
exploits them to build contextualised tag-based user and item profiles. We apply 
our approach to a dataset obtained from Delicious social bookmarking system, 
and evaluate it through two experiments: a user study consisting of manual 
judgements of tag disambiguation and contextualisation cases, and an offline 
study measuring the performance of several tag-powered item recommendation 
algorithms by using contextualised profiles. The results obtained show that our 
approach is able to accurately determine the actual semantic meanings and 
contexts of tag annotations, and allow item recommenders to achieve better 
precision and recall on their predictions. 

Keywords: social tagging, folksonomy, ambiguity, semantic contextualisation, 
clustering, user modelling, recommender systems. 

1   Introduction 

Among the formats of user generated content available in the so called Web 2.0, 
social tagging has become a popular practice as a lightweight mean to classify and 
exchange information. Users create or upload content (resources), annotate it with 
freely chosen words (tags), and share these annotations with others. In this context, 
the nature of tagged resources is manifold: photos (Flickr1), music tracks (Last.fm2), 
video clips (YouTube3), and Web pages (Delicious4), to name a few. 

In a social tagging system, the whole set of tags constitutes an unstructured 
collaborative knowledge classification scheme that is commonly known as 
folksonomy. This implicit classification serves various purposes, such as for resource 
organisation, promotions, and sharing with friends or with the public. Studies have 
shown, however, that tags are generally chosen by users to reflect their interests. 
Golder and Huberman [9] analysed tags on Delicious, and found that (1) the 
                                                           
1 Flickr, Photo sharing, http://www.flickr.com 
2 Last.fm, Internet radio and music catalogue, http://www.last.fm 
3 YouTube, Online video-sharing, http://www.youtube.com 
4 Delicious, Social bookmarking, http://delicious.com 
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overwhelming majority of tags identify the topics of the tagged resources, and (2) 
almost all tags are added for personal use, rather than for the benefit of the 
community. These findings lend support to the idea of using tags to derive precise 
user preferences and item descriptions, and bring with new research opportunities on 
personalised search and recommendation. 

Despite the above advantages, social tags are free text, and thus suffer from various 
vocabulary problems [12]. Ambiguity (polysemy) of the tags arises as users apply the 
same tag in different domains (e.g., bridge, the architectonical structure vs. the card 
game). At the opposite end, the lack of synonym control can lead to different tags 
being used for the same concept, precluding collocation (e.g., biscuit and cookie). 
Synonym relations can also be found in the form of acronyms (e.g., nyc for new york 
city), and morphological deviations (e.g., blog, blogs, blogging). Multilinguality 
also obstructs the achievement of a consensus vocabulary, since several tags written 
in different languages can express the same concept (e.g., spain, españa, spagna). 
Moreover, there are tags that have single meanings, but are used in different semantic 
contexts that should be distinguished (e.g., web may be used to annotate items about 
distinct topics such as Web design, Web browsers, and Web 2.0). 

To address such problems, in this paper, we present an approach that efficiently 
identifies semantic meanings and contexts of social tags within a particular 
folksonomy (Section 3), and exploits them to build contextualised tag-based user and 
item profiles (Section 4). These enhanced profiles are then used to improve a number 
of tag-powered item recommendation algorithms (Section 5). To evaluate our 
approach, we conduct two experiments on a dataset obtained from Delicious social 
bookmarking system (Section 6): a user study consisting of manual judgements of tag 
disambiguation and contextualisation cases, and an offline study that measures the 
performance of the above recommenders. The obtained results show that our approach 
is able to accurately determine the actual semantic contexts of tag annotations, and 
allows item recommenders to achieve better precision and recall on their predictions. 

2   Related Work 

Current social tagging systems facilitate the users with the organisation and sharing of 
content. The way users can access the resources, however, is limited to searching and 
browsing through the collections. User-centred approaches, such as personalised 
search and recommendation, are not yet supported by most of such systems, although 
these functionalities are proven to provide a better user experience, by facilitating 
access to huge amounts of content, which, in the case of social tagging systems, is 
created and annotated by the community of users. 

Recent works in the research literature have investigated the adaptation of 
personalised search [10, 15, 21] and recommendation [5, 6, 14, 16, 22] techniques to 
social tagging systems, but they have a common limitation: they do not deal with 
semantic ambiguities of tags. For instance, given a tag such as sf, existing content 
retrieval strategies do not discern between the two main meanings of that tag: San 
Francisco (the Californian city) and Science Fiction (the literary genre). This 
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phenomenon occurs too frequently to be ignored by a social tagging system. As an 
example, as for March 2011, Wikipedia contains5 over 192K disambiguation entries. 

Semantic ambiguity of tags is being investigated in the literature. There are 
approaches that attempt to identify the actual meaning of a tag by linking it with 
structured knowledge bases [2, 7, 18]. These approaches, however, rely on the 
availability of external knowledge resources, and so far are preliminary and have not 
been applied to personalisation and recommendation. 

Other works are based on the concept of tag co-occurrence, that is, on extracting 
the actual meaning of a tag by analysing the occurrence of the tag with others in 
describing different resources. These approaches usually involve the application of 
clustering techniques over the co-occurrence information gathered from the 
folksonomy [3, 4, 20], and have been exploited by recent personalisation and 
recommendation approaches [8, 17]. Their main advantage is that an external 
knowledge source is not required. Nonetheless, they present several problems: 

• Lack of scalability. Current approaches are not incremental; small changes in 
the folksonomy imply re-computing clusters within the whole folksonomy. 
This lack of scalability is undesired for a social tagging system, as its 
community of users is constantly adding new resources and annotations, 
resulting in a highly dynamic folksonomy. 

• Need for a stop criterion. Current approaches have to define a stop criterion 
for the clustering processes. For instance, a hierarchical clustering [17] needs 
to establish the proper level at which clusters are selected, whereas an 
approach using a partitional clustering technique such as K-means needs to 
define beforehand how many clusters to build [8]. These values are difficult to 
define without proper evaluation, and have a definite impact on the outcome of 
the clustering process, and ultimately, on the semantic disambiguation or 
contextualisation approach. Moreover, these approaches define and evaluate 
the above parameter values over static test collections, and thus may not be 
easily adjustable over real social tagging systems. 

• Lack of explicit contextualisation. Current approaches do not use clustering 
information to explicitly build contextualised user and item models. This 
information is rather incorporated into the retrieval and filtering algorithms, and 
cannot be exploited by other systems. Thus, these approaches do not offer a real 
contextualisation of tags, since they do not extract the context in which tags are 
used. For instance, a desired outcome of a disambiguation approach would be to 
provide a new contextualised tag description of the user’s interests rather than 
her original raw tag values. Following the previous example, sf tag would be 
properly contextualised if it is defined within one of its possible meanings, such 
as sf|San_Francisco and sf|Science_Fiction. Recent works have 
investigated the contextualisation of folksonomies [3], but lack proper user and 
item models, and usually require humans to manually label each context. 

As explained in subsequent sections, the approach presented herein addresses the 
above limitations by exploiting a fast graph clustering technique proposed by 

                                                           
5 Wikipedia disambiguation pages,  
http://en.wikipedia.org/wiki/Category:All_disambiguation_pages 
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Newman and Girvan [13], which automatically establishes an optimal number of 
clusters. Moreover, for a particular tag, the approach does not have to be executed in the 
whole folksonomy tag set but in a subset of it, and explicitly assigns semantic contexts 
to annotations with such tag. 

3   Semantic Contexts of Social Tags 

In the literature, there are approaches that attempt to determine the different semantic 
meanings and contexts of social tags within a particular folksonomy by clustering the 
tags according to their co-occurrences in item annotation profiles [3, 8, 17]. For 
example, for the tag sf, often co-occurring tags such as sanfrancisco, california 
and bayarea may be used to define the context “San Francisco, the Californian city”, 
while co-occurring tags like sciencefiction, scifi and fiction may be used to 
define the context “Science Fiction, the literary genre”. 

In this paper, we follow a clustering strategy as well, but in contrast to previous 
approaches, ours provides the following benefits: 

• Instead of using simple tag co-occurrences, we propose to use more 
sophisticated tag similarities, which were presented by Markines et al. in [11], 
and are derived from established information theoretic and statistical measures. 

• Instead of using standard hierarchical or partitional clustering strategies, which 
require defining a stop criterion for the clustering processes, we propose to 
apply the graph clustering technique presented by Newman and Girvan [13], 
which automatically establishes an optimal number of clusters. Moreover, to 
obtain the contexts of a particular tag, we propose not to cluster the whole 
folksonomy tag set, but a subset of it. 

In the following, we briefly describe the above tag similarities and clustering 
technique. 

3.1   Tag Similarities 

A folksonomy F can be defined as a tuple F = {T, U, I, A}, where T is the set of tags 
that comprise the vocabulary expressed by the folksonomy, U and I are respectively 
the sets of users and items that annotate and are annotated with the tags of T, and 
A = {ሺݑ, ,ݐ ݅ሻ} א U ൈ T ൈ I is the set of assignments (annotations) of each tag ݐ to an 
item ݅ by a user ݑ. 

To compute semantic similarities between tags, we follow a two step process. First, 
we transform the tripartite space of a folksonomy, represented by the triples {ሺݑ, ,ݐ ݅ሻ} א A, into a set of tag-item relations ൛൫ݐ, ݅, ௧,௜൯ൟݓ א T ൈ I ൈ Թ (or tag-user 
relations ൛൫ݐ, ,ݑ ௧,௨൯ൟݓ א T ൈ U ൈ Թ), where ݓ௧,௜ (or ݓ௧,௨) is a real number that expresses 
the relevance (importance, strength) of tag ݐ when describing item profile ݅ (or user 
profile ݑ). In [11], Markines et al. call this transformation as tag assignment 
“aggregation”, and present and evaluate a number of different aggregation methods. 
In this paper, we focus on two of these methods, projection and distributional 
aggregation, which are described with a simple example in Figure 1. Projection 
aggregation is based on the Boolean use of a tag for annotating a particular item, 



 Semantic Contextualisation of Social Tag-Based Profiles and Item Recommendations 105 

while distributional aggregation is based on the popularity (within the community of 
users) of the tag for annotating such item. 

Second, in the obtained bipartite tag-item (or tag-user) space, we compute 
similarities between tags based on co-occurrences of the tags in item (or user) 
profiles. In [11], the authors compile a number of similarity metrics derived from 
established information theoretic and statistical measures. In this paper, we study 
some of these metrics, whose definitions are given in Table 1. 

Tag assignments [user, tag, item] 

Alice conference recommender research Bob conference recommender research 

dexa.org/ecweb2011 1 1  dexa.org/ecweb2011 1 1 1 

delicious.com  1  delicious.com  1  

ir.ii.uam.es   1 1 ir.ii.uam.es     

  
Tag assignment aggregation [tag, item] 

Projection conference recommender research Distributional conference recommender research 

dexa.org/ecweb2011 1 1 1 dexa.org/ecweb2011 2 2 1 

delicious.com  1  delicious.com  2  

ir.ii.uam.es   1 1 ir.ii.uam.es   1 1 

Fig. 1. An example of projection and distributional tag assignment aggregations. Two users, 
Alice and Bob, annotate three Web pages with three tags: conference, recommender and 
research. 

Table 1. Tested tag similarity metrics. Iଵ, Iଶ ك I are the sets of items annotated with ݐଵ, ଶݐ א T. 

Similarity Projection aggregation Distributional aggregation 

Matching ݉݅ݏሺݐଵ, ଶሻݐ = |Iଵ ת Iଶ| ݉݅ݏሺݐଵ, ଶሻݐ = െ ෍ log pሺݐሻ௧אIభתIమ  

Overlap ݉݅ݏሺݐଵ, ଶሻݐ = |Iଵ ת Iଶ|min ሺIଵ, Iଶሻ ݉݅ݏሺݐଵ, ଶሻݐ = ∑ log pሺݐሻ௧אIభתIమmax ሺ∑ log pሺݐሻ௧אIభ , ∑ log pሺݐሻ௧אIమ ሻ 

Jaccard ݉݅ݏሺݐଵ, ଶሻݐ = |Iଵ ת Iଶ||Iଵ ׫ Iଶ| ݉݅ݏሺݐଵ, ଶሻݐ = ∑ log pሺݐሻ௧אIభתIమ∑ log pሺݐሻ௧אIభ׫Iమ  

Dice ݉݅ݏሺݐଵ, ଶሻݐ = 2|Iଵ ת Iଶ||Iଵ| ൅ |Iଶ| ݉݅ݏሺݐଵ, ଶሻݐ = 2 ∑ log pሺݐሻ௧אIభתIమ∑ log pሺݐሻ௧אIభ ൅ ∑ log pሺݐሻ௧אIమ  

Cosine ݉݅ݏሺݐଵ, ଶሻݐ = Iଵඥ|Iଵ| ൉ Iଶඥ|Iଶ| = |Iଵ ת Iଶ|ඥ|Iଵ| ൉ |Iଶ| ݉݅ݏሺݐଵ, ଶሻݐ = IଵԡIଵԡ ൉ IଶԡIଶԡ 

3.2   Tag Clustering 

We create a graph ܩ, in which nodes represent the social tags of a folksonomy, and 
edges have weights that correspond to semantic similarities between tags. By using 
the similarity metrics presented in Section 3.1, ܩ captures global co-occurrences of 
tags within item annotations, which in general, are related to synonym and polysemy 
relations between tags. Note that ܩ is undirected. Using asymmetric metrics (e.g. 
those of [11] based on collaborative filtering), we may obtain directed graphs that 
would provide different semantic relations between tags, e.g. hypernym and hyponym. 
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Once ܩ is built, we apply the graph clustering technique presented by Newman and 
Girvan [13], which automatically establishes an optimal number of clusters. However, 
we do not cluster ܩ, but subgraphs of it. Specifically, for each tag ݐ א T, we select its ଵܶ most similar tags and then, for each of these new tags, we select its ଶܶ most similar 
tags6 to allow better disinguising semantic meanings and contexts ot ݐ within the set 
of ଵܶ tags. With all the obtained tags (at most 1 ൅ ଵܶ ଶܶ), we create a new graph ܩ௟, 
whose edges are extracted from ܩ. We have implemented an online demo7 that obtains 
the contexts of tags in stored folksonomies. Table 2 shows examples of contexts 
retrieved by our system for Delicious tags. Centroids are representative tags of the 
contexts, and are automatically identified by our approach, as explained in Section 4. 

Table 2. Examples of semantic contexts identified for different Delicious tags 

tag context 
centroid 

context  
popularity 

context  
tags 

sf 

fiction 0.498 fiction, scifi, sciencefiction, schi-fi, stores, fantasy, literature 
sanfrancisco 0.325 sanfrancisco, california, bayarea, losangeles, la 
restaurants 0.082 restaurants, restaurant, dining, food, eating 

events 0.016 events, event, conferences, conference, calendar 

web 

webdesign 0.434 webdesign, webdev, web_design, web-design, css, html 
web2.0 0.116 web2.0, socialnetworks, social, socialmedia 

javascript 0.077 javascript, js, ajax, jquery 
browser 0.038 browser, browsers, webbrowser, ie, firefox 

london 

england 0.263 england, uk, britain, british, english 
transport 0.183 transport, tube, underground, transportation, train, bus, map 
theatre 0.030 theatre, theater, tickets, entertainment, arts 
travel 0.030 travel, vacation, flights, airlines 

holiday 

christmas 0.336 christmas, xmas 
travel 0.274 travel, trip, vacation, tourism, turismo, planner 

airlines 0.104 airlines, arline, flights, flight, cheap 
rental 0.019 rental, apartment, housing, realestate 

4   Tag-Based Profiles 

We define the profile of user ݑ as a vector ܝ = ሺݑଵ, … ,  ௧ is a weight (realݑ ሻ, where்ݑ
number) that measures the “informativeness” of tag ݐ to characterise contents 
annotated by ݑ. Similarly, we define the profile of item ݅ as a vector ܑ = ሺ݅ଵ, … , ்݅ሻ, 
where ݅௧ is a weight that measures the relevance of tag ݐ to describe ݅. There exist 
different schemes to weight the components of tag-based user and item profiles. Some 
of them are based on the information available in individual profiles, while others 
draw information from the whole folksonomy. 

TF Profiles 
The simplest approach for assigning a weight to a particular tag in a user or item 
profile is by counting the number of times such tag has been used by the user or the 
number of times the tag has been used by the community to annotate the item. Thus, 
our first profile model for user ݑ consists of a vector ܝ = ሺݑଵ, … ,  ሻ, where்ݑ

                                                           
6 In the conducted experiments, ଵܶ = 25 and ଶܶ = 3 gave the best results. 
7 CTag Context Viewer, http://ir.ii.uam.es/reshet/results.html 
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௧ݑ = ݐ ௨݂ሺݐሻ, ݐ ௨݂ሺݐሻ being the tag frequency, i.e., the number of times user ݑ has annotated items 
with tag ݐ. Similarly, the profile of item ݅ is defined as a vector ܑ = ሺ݅ଵ, … , ்݅ሻ, where ݅௧ = ݐ ௜݂ሺݐሻ, ݐ ௜݂ሺݐሻ being the number of times item ݅ has been annotated with tag ݐ. 

TF-IDF Profiles 
In an information retrieval environment, common keywords that appear in many 
documents of a collection are not informative, and are generally not helpful to 
distinguish relevant documents for a given query. To take this into account, the TF-
IDF weighting scheme is usually applied to the document profiles. We adopt that 
principle, and adapt it to social tagging systems, proposing a second profile model, 
defined as follows: ݑ௧ = ݑ݂݅ݐ ௨݂ሺݐሻ = ݐ ௨݂ሺݐሻ ڄ ሻ, ݅௧ݐሺ݂ݑ݅ = ݂݅݅ݐ ௜݂ሺݐሻ = ݐ ௜݂ሺݐሻ ڄ ݂݅݅ሺݐሻ 

where ݂݅ݑሺݐሻ and ݂݅݅ሺݐሻ are inverse frequency factors that penalise tags that frequently 
appear (and thus are not informative) in tag-based user and item profiles respectively. 
Specifically, ݂݅ݑሺݐሻ = logሺܯ ݉௧⁄ ሻ , ݉௧ = ݑ}| א U|ݑ௧ ൐ 0}|, and ݂݅݅ሺݐሻ = logሺܰ ݊௧⁄ ሻ , ݊௧ =|{݅ א I|݅௧ ൐ 0}|. Note that we incorporate both user and item tag distribution global 
importance factors, ݂݅ݑ and ݂݅݅, following the vector space model principle that as 
more rare a tag is, the more important it is for describing either a user’s interests or an 
item’s content. 

BM25 Profiles 
As an alternative to TF-IDF, the Okapi BM25 weighting scheme follows a 
probabilistic approach to assign a document with a ranking score given a query. We 
propose an adaptation of such model by assigning each tag with a score (weight) 
given a certain user or item. Our third profile model has the following expressions: ݑ௧ = ܾ݉25௨ሺݐሻ =  ௧௙ೠሺ௧ሻ·ሺ௞భାଵሻ௧௙ೠሺ௧ሻା ௞భቀଵି௕ା௕·|௨| ௔௩௚ሺ|௨|ሻ൘ ቁ ·  ,ሻݐሺ݂ݑ݅

݅௧ = ܾ݉25௜ሺݐ௟ሻ =  ௧௙೔ሺ௧ሻ·ሺ௞భାଵሻ௧௙೔ሺ௧ሻା ௞భቀଵି௕ା௕·|௜| ௔௩௚ሺ|௜|ሻ൘ ቁ · ݂݅݅ሺݐሻ  

where ܾ and ݇ଵ are set to the standard values 0.75 and 2, respectively. 

Profiles with Semantically Contextualised Tags 
We propose to apply our semantic contextualisation approach to each of the profile 
models defined before – TF, TF-IDF and BM25. A tag ݐ is transformed into a 
semantically contextualised tag ݐ௨ (or ݐ௜ ), which is formed by the union of ݐ and the 
semantic context ܿ௧,௨ (or ܿ௧,௜) of ݐ within the corresponding user profile ݑ (or item 
profile ݅). For instance, tag sf in a user profile with tags like city, california and 
bayarea may be transformed into a new tag sf|sanfrancisco, since in that profile, 
“sf” clearly refers to San Francisco, the Californian city. With this new tag, matchings 
with item profiles containing contextualised tags such as sf|fiction, sf|restaurants 
or sf|events would be discarded by a personalised search or recommendation 
algorithm because they may annotate items related to Science Fiction, or more specific 
topics of San Francisco like restaurants and events in the city. 
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More formally, the context (centroid) ܿ௧,௨ (or ܿ௧,௜) of tag ݐ within the user profile ݑ 
(or item profile ݅), and the corresponding contextualised tag ݐ௨ ሺor ݐ௜ ሻ are defined as 
follows: ׊ሺݑ, ,ݐ ݅ሻאA, ܿ௧,௨ = cሺݐ, ሻݑ = arg max௖೟ ,௧܋ሺݏ݋ܿ ሻܝ ֜ ݑݐ = ݐ ׫ ܿ௧,௨ ܿ௧,௜ = cሺݐ, ݅ሻ = arg max௖೟ ,௧܋ሺݏ݋ܿ ܑሻ ֜ ݅ݐ = ݐ ׫ ܿ௧,௜ 
where ܋௧ = ሺܿଵ, … , ்ܿሻ is the weighted list of tags that define each of the contexts ܿ௧ of 
tag ݐ within the folksonomy (see Table 2). 

Table 3 shows some examples of contextualised tag-based profiles generated by 
our approach. We have implemented another online demo8 that allows contextualising 
profiles manually defined by the user or automatically extracted from Delicious. 

Table 3. Examples of 4 semantically contextualised tag-based item profiles. Each original tag 
is transformed into a tag|context pair. 

culture|philosophy essay|interesting fiction|sf future|scifi futurism|philosophy 
god|science interesting|science literature|scifi mind|philosophy read|philosophy 
religion|philosophy research|science sci-fi|sf sciencefiction|sf scifi|writing 
sf|fiction storytelling|fiction toread|philosophy universe|philosophy writing|fiction 
bayarea|sf california|sf city|sustainability conservation|green eco|green 
environment|recycle government|activismgreen|environment home|green local|sanfrancisco 
recycle|environment recycling|environmentsanfrancisco|sf sf|sanfrancisco solar|environment 
sustainability|recycling sustainable|green trash|green urban|sustainability volunteer|environmental 
ajax|javascript css|javascript design|web embed|webdesign framework|javascript 
gallery|jquery html|javascript icons|web javascript|ajax jquery|webdev 
js|javascript library|javascript plugin|webdev programming|javascript site|webdev 
toolkit|webdev tutorials|webdev web|javascript web2.0|web webdev|javascript 
articles|web blogs|web2.0 idea|community internet|tools library|opensource 
network|tools podcasts|education rdf|web reading|education school|educational 
semantic|semanticweb semanticweb|web semweb|semanticwebsoftware|utilities technology|web2.0 
tim|web trends|technology web|web2.0 web2.0|social wiki|web2.0 

5   Tag-Powered Item Recommenders 

Adomavicius and Tuzhilin [1] formulate the recommendation problem as follows. Let 
U be a set of users, and let I be a set of items. Let ݃:UൈI՜R, where R is a totally 
ordered set, be a utility function such that ݃ሺݑ, ݅ሻ measures the gain of usefulness of 
item ݅ to user ݑ. Then, for each user ݑ א U, we want to choose items ݅୫ୟ୶,୳ א I, 
unknown to the user, which maximise the utility function ݃: ݑ׊ א U ,      ݅୫ୟ୶,௨ = arg max௜אI

݃ሺݑ, ݅ሻ 

In content-based recommendation approaches, ݃ is formulated as: ݃ሺݑ, ݅ሻ = ,ሻݑሺ݈݂݁݅݋ݎܲݎ݁ݏܷ݀݁ݏܽܤݐ݊݁ݐ݊݋ܥሺ݉݅ݏ ሺ݅ሻሻݐ݊݁ݐ݊݋ܥ א R 

where ݈݂݁݅݋ݎܲݎ݁ݏܷ݀݁ݏܽܤݐ݊݁ݐ݊݋ܥሺݑሻ = ܝ = ሺݑଵ,…,ݑ௄ሻ א Թ௄  is the content-based 
preferences of user ݑ, i.e., the item content features that describe the interests, tastes 
and needs of the user, and ݐ݊݁ݐ݊݋ܥሺ݅ሻ = ܑ = ሺ݅ଵ,…,݅௄ሻ א Թ௄ is the set of content 
features characterising item ݅. These descriptions are usually represented as vectors of 

                                                           
8 CTag Profile Builder, http://ir.ii.uam.es/reshet/results.html 
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real numbers (weights) in which each component measures the “importance” of the 
corresponding feature in the user and item representations. The function sim computes 
the similarity between a user profile and an item profile in the content feature space. 
From the previous formulations, in this paper, we consider social tags as the content 
features that describe both user and item profiles (as explained in Section 4), and 
present a number of recommenders that we presented and evaluated in [6]. 

TF-based Recommender 
To compute the preference of a user for an item, Noll and Meinel [15] propose a 
personalised similarity measure based on the user’s tag frequencies. In their model, 
we introduce a normalisation factor that scales the utility function to values in the 
range [0,1], without altering the user’s item ranking: ݃ሺݑ, ݅ሻ = ,ݑሺ݂ݐ ݅ሻ = ∑ ݐ ௨݂ሺݐሻ௧:௜೟வ଴max௩אU,௧אT ൫ݐ ௩݂ሺݐሻ൯ 

TF-IDF Cosine-based Recommender 
Xu et al. [21] use the cosine measure to compute the similarity between user and item 
profiles. As profile component weighting scheme, they use TF-IDF. We adapt their 
approach with the proposed tag-based profile models as follows: ݃ሺݑ, ݅ሻ = ,ݑ௧௙‐௜ௗ௙ሺݏ݋ܿ ݅ሻ = ∑ ݐ ௨݂ሺݐሻ ڄ ሻݐሺ݂ݑ݅ ڄ ݐ ௜݂ሺݐሻ ڄ ݂݅݅ሺݐሻ௧ට∑ ൫ݐ ௨݂ሺݐሻ ڄ ሻ൯ଶ௧ݐሺ݂ݑ݅ ڄ ට∑ ൫ݐ ௜݂ሺݐሻ ڄ ݂݅݅ሺݐሻ൯ଶ௧  

BM25 Cosine-based Recommender 
Xu et al. [21] also investigate the cosine measure with a BM25 weighting scheme. 
They use this model on personalised Web Search. We adapt and define it for social 
tagging as follows: ݃ሺݑ, ݅ሻ = ,ݑ௕௠ଶହሺݏ݋ܿ ݅ሻ = ∑ ൫ܾ݉25௨ሺݐሻ · ܾ݉25௜ሺݐሻ൯௧ට∑ ൫ܾ݉25௨ሺݐሻ൯ଶ௧ · ට∑ ൫ܾ݉25௜ሺݐሻ൯ଶ௧     
Recommenders with Semantically Contextualised Tag-based Profiles 
We propose to evaluate the previous recommenders (1) by using tag-based user and 
item profiles existing in a real dataset, and (2) by contextualising these profiles with 
the approach presented in Section 4. 

6   Experiments 

To evaluate our tag-based profile contextualisation approach and its impact on the 
presented tag-powered recommendation models, we used a dataset obtained from 
Delicious system. Delicious is a social bookmarking site for Web pages. By the end of 
2008, the service claimed more than 5.3 million users and 180 million unique 
bookmarked URLs. As a collaborative social tagging platform, Delicious contains 
tagged items (Web pages) belonging to practically any domain. 

Our dataset was formed by 2,203 Delicious users, randomly selected from the set of 
users who tagged top Delicious bookmarks of 14th May 2009, and had at least 20 
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bookmarks in their profiles. By extracting the latest 100 bookmarks of each user, and 
filtering out those bookmarks with less than 20 tags, the final dataset contained 
146,382 different bookmarks and 54,618 distinct tags. On average, each user profile 
had 77 bookmarks and 195 tags, and each item profile had 19 tags. 

Once the dataset was built, we ran our clustering technique to obtain the semantic 
contexts of 2,893 tags: those belonging to at least 200 bookmarks. Although these tags 
are only 5.3% of the total set of tags in our dataset, they appear in 80.6% of the gathered 
tag assignments, and as we shall show in Section 6.2, they were enough to improve 
significantly the performance of the recommenders. Before that, in Section 6.1, we 
present an experiment to evaluate the accuracy of the contextualisation approach. 

6.1   Evaluating Tag Contextualisation 

We performed a preliminary user study to manually evaluate context assignments to 
tag annotations of user and item profiles. 30 PhD students and academic staff of our 
department participated in the experiment. They were requested to select the proper 
semantic context of 360 annotations (50% of them in user profiles and the remaining 
50% in item profiles) of 78 distinct tags. Each annotation was evaluated by 3 different 
subjects, providing a total of 1,080 evaluation tests. An evaluation test consisted of 
presenting a subject with a particular tag, the profile the tag belonged to, and the set 
of possible semantic contexts of the tag. These semantic contexts were shown as 
coloured clusters in a tag co-occurrence based graph to ease the evaluation task. In 
each test, a subject could select one, two or three options for the proper semantic 
context of the tag. These options had to be selected sorted by decreasing preference. 
Moreover, in case a subject did not feel confident with the evaluation of a certain test, 
she could state that test was “unknown” for her. There was a substantial agreement 
among subjects. Fleiss’ Kappa statistic measuring subjects’ agreement was ߢ = 0.636 
(a value ߢ = 1 means complete agreement) for the first context choice in known tests. 

 

Fig. 2. Accuracy of the proposed semantic contextualisation approach 

The contexts provided by the subjects were then used as ground truth to measure the 
accuracy of our contextualisation approach. For each test, we made a ranked list with 
the contexts selected by the subjects, ordered according to their positions in the 
subjects’ choices lists (the more preferred choice, the higher the ranking score), and the 
number of such lists in which they appeared (the higher the number of lists, the higher 
the ranking score). Figure 2 shows the percentages of correct context assignments 
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corresponding to the 1st to 5th positions in the rankings. Position 0 means the contexts 
assigned by our approach was not selected by any subject in the tests. For known tests, 
our approach assigned the correct context in 63.8% of the cases in the 1st positions of 
the ranked lists. The accuracy was 60.6% for annotations in user profiles, and 66.7% 
for annotations in item profiles, which was expected since user profiles contain more 
diverse tags (user preferences) than item profiles (content descriptions). Summing the 
correct context assignments for the 2 and 3 top choices of each subject, we respectively 
obtained accuracy values of 81.1% and 88.4% (being 86.3% for user profiles, and 
90.5% for item profiles). Only 8.2% of the context assignments were wrong. 

6.2   Evaluating Contextualised Tag-Powered Item Recommendations 

To evaluate the performance of each recommender, we assume a content retrieval 
scenario where a system provides the user a list of N recommended items based on her 
tag-based profile. We take into account the percentage and ranking of relevant items 
appearing in the provided lists, computing four metrics often used to evaluate 
information retrieval systems: Precision and Recall at the top N ranked results (P@N, 
R@N), Mean Average Precision (MAP), and Discounted Cumulative Gain (DCG). 
Precision is defined as the number of retrieved relevant items divided by the total 
number of retrieved items. MAP is a precision metric that emphasises ranking relevant 
items higher. Recall is the fraction of relevant items that are successfully retrieved by 
the system. Finally, DCG measures the usefulness of an item based on its position in a 
result list. In our evaluation framework, retrieved items were all the items belonging to 
each test set (see below). Thus, a test set may contain (1) items belonging to the active 
user’s profile, considered thus as “relevant”, and (2) items from other users’ profiles, 
assumed as “non relevant” for the active user. 

We randomly split the set of items in the database into two subsets. The first subset 
contained 80% of the items for each user, and was used to build the recommendation 
models (training). The second subset contained the remaining 20% of the items, and 
was used to evaluate the recommenders (test). We built the recommendation models 
with the whole tag-based profiles of the training items, and with those parts of the users’ 
tag-based profiles formed by tags annotating the training items. We evaluated the 
recommenders with the tag-based profiles of the test items. In the evaluation, we 
performed a 5-fold cross validation procedure. 

Table 4. Improvements on the performance of the recommenders, by using contextualised 
profiles (those marked with *). The results were achieved with the cosine similarity and 
distributional aggregation. No significant differences were obtained with the other similarities. 

 P@5 P@10 P@20 MAP R@5 R@10 R@20 NDCG 
tf 0.073 0.056 0.041 0.023 0.024 0.036 0.054 0.061 

tfidf 0.135 0.103 0.074 0.044 0.044 0.067 0.096 0.113 
bm25 0.149 0.109 0.077 0.048 0.048 0.071 0.100 0.121 

tf* 0.093 0.069 0.049 0.029 0.030 0.045 0.064 0.077 
tfidf* 0.162 0.117 0.083 0.052 0.053 0.076 0.107 0.131 

bm25* 0.171 0.123 0.085 0.069 0.055 0.080 0.109 0.136 
tf* 27.20% 23.18% 18.54% 23.77% 28.40% 23.98% 19.25% 24.81% 

tfidf* 19.68% 14.49% 12.15% 18.07% 19.37% 14.18% 11.62% 18.07% 
bm25* 15.25% 13.09% 9.85% 16.97% 15.09% 12.57% 9.13% 12.64% 
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The results are shown in Table 4. As found in previous studies [6], BM25 
recommender achieved the best precision and recall values. But more importantly, all the 
recommenders were improved by using contextualised tag-based profiles. The table also 
shows the performance improvement percentages, which range from 24% for the TF 
recommender to 13% for the BM25 recommender, in all the computed metrics. It is 
important to note that these improvements were obtained by using a simple 
contextualisation approach (Section 4) that achieved 63.8% of accuracy according to our 
user study (Section 6.1), and which was applied to only 5.3% of the tags. 

7   Conclusions 

In this paper, we have presented an approach to semantically contextualise social tag-
based profiles within a particular folksonomy. Our approach utilises a clustering 
technique that exploits sophisticated co-occurrence based similarities between tags, 
and is very efficient since it is not executed on the whole tag set of the folksonomy, 
and provides an automatic stop criterion to establish the optimal number of clusters.  

We have applied the approach on tag-based user and item profiles extracted from 
Delicious bookmarking system, and evaluated it with a number of state of the art tag-
powered item recommenders. The obtained results are encouraging. By 
contextualising 5.3% of the tags available in the dataset, we achieved an accuracy on 
context assignments of 63.8% (according to manual judgements of a conducted user 
study), and 13% to 24% precision/recall improvements on the tested recommenders. 

For future work, we plan to extend our study by investigating alternative 
contextualisation strategies, evaluating them on additional (collaborative filtering and 
hybrid) recommenders, and using larger datasets from different social tagging systems. 
An empirical comparison with other clustering approaches, and a deep analysis to 
determine which folksonomy characteristics have more impact on the effectiveness of 
contextualised tag-based profiles in recommendation will be done as well. 
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Abstract. The electricity industry throughout the world, which has
long been dominated by vertically integrated utilities, has experienced
major changes. Basically, liberalization has separated the contestable
functions of electricity generation and retail from the natural monopoly
functions of transmission and distribution. This, in turn, has led to the
establishment of electricity markets (EMs)—systems for effecting the
purchase and sale of electricity using supply and demand to set energy
prices. Ideally, competition and innovation would lead to lower prices
and better uses of energy resources. However, the analysis of important
EMs yields the main observation that they are still far from liberalized.
Stated simply, tariffs do not reflect the pressure of competition. This
article addresses the challenge of using software agents with negotiation
competence to help manage the complexity of EMs towards ensuring
the full benefits of deregulation. Specifically, it presents a multi-agent
electricity market composed of a collection of autonomous agents and
describes a generic framework for bilateral negotiation. Market partic-
ipants equipped with the framework are able to enter into fixed price
forward contracts and to reach (near) Pareto-optimal agreements.

Keywords: Electricity markets, multi-agent systems, intelligent soft-
ware agents, automated negotiation, bilateral contracts.

1 Introduction

The electrical power industry provides the production and delivery of electric-
ity to businesses and households through a grid. Electricity is most often pro-
duced at power stations, transmitted at high-voltages to multiple substations
near populated areas, and distributed at medium and low-voltages to consumers.
Traditionally, electric power companies owned the whole infrastructure from gen-
erating stations to transmission and distribution infrastructures. Deregulation
began in the earlier nineties and has basically separated the contestable func-
tions of electricity generation and retail from the natural monopoly functions
of transmission and distribution. This, in turn, has led to the establishment of
a wholesale market for electricity generation and a retail market for electricity
retailing.
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Practically speaking, electricity markets (EMs) are systems for effecting the
purchase and sale of electricity using supply and demand to set energy prices.
Two primary motives for restructuring are ensuring a secure and efficient opera-
tion and decreasing the cost of electricity utilization. To achieve these goals, three
major market models have been considered [16]: pools, bilateral contracts, and
hybrid models. A pool, or power exchange, is a market place where electricity-
generating companies submit production bids and corresponding market-prices,
and consumer companies submit consumption bids. A market operator uses a
market-clearing tool, typically a standard uniform auction, to set market prices.
Bilateral contracts are negotiable agreements on delivery and receipt of power
between two traders. These contracts are very flexible since the negotiating par-
ties can specify their own terms. The hybrid model combines several features of
pools and bilateral contracts.

Ideally, opening up the electrical power industry to competition would be an
important tool to improve efficiency and benefit energy customers. Competitive
forces would drive companies to innovate and operate in more efficient and eco-
nomic ways. Innovation would lead to lower prices and better uses of energy
resources. However, the analysis of important EMs yields the main observation
that they are still far from liberalized. Today there is still a lack of both theo-
retical and practical understanding and important challenges are still waiting to
be addressed more thoroughly. Chief among these are the additional complex-
ities to coordinate technical and economic issues, and the technical difficulties
to understand EMs internal dynamics. Stated simply, tariffs do not reflect the
pressure of competition.

Multi-agent systems (MAS) have generated lots of excitement in recent years
because of their promise as a new paradigm for designing and implementing
complex software systems (see, e.g., [18]). MAS can deal with complex dynamic
interactions and support both artificial intelligence techniques and numerical
algorithms. Agent technology has been used to solve real-world problems in a
range of industrial and commercial applications. Accordingly, this work looks
at using software agents with negotiation competence to help manage the com-
plexity of EMs, particularly retail markets, towards ensuring long-term capacity
sustainability. Specifically, the purpose of this paper is twofold:

1. to design a multi-agent electricity market composed of a collection of au-
tonomous agents, each responsible for one or more market functions, and
each interacting with other agents in the execution of their responsibilities;

2. to equip agents with a negotiation framework enabling them to enter into
forward bilateral contracts and to reach (near) Pareto-optimal agreements.

This paper builds on our previous work in the areas of automated negotia-
tion [6,7,8,10,11] and electricity markets [9]. In particular, it tries to present an
integrated and coherent view of bilateral negotiation in electricity markets. It
also describes a case study involving interaction between a retailer agent and an
industrial customer agent—results show that market participants can enter into
efficient bilateral contracts, helping to protect them from price risks (related to
high prices volatilities, mainly at times of peak demands and supply shortages).
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The remainder of the paper is structured as follows. Section 2 describes
a multi-agent electricity market, placing emphasis on the individual behavior
of autonomous agents. Section 3 presents a negotiation framework for mar-
ket participants, focusing on the social behavior of agents. Section 4 illustrates
how autonomous agents equipped with the framework operate in a negotiation
setting—a simplified retail market. Finally, related work and concluding remarks
are presented in sections 5 and 6 respectively.

2 Multi-agent Electricity Market

Multi-agent systems are essentially loosely coupled networks of software agents
that interact to solve problems beyond the capabilities of each individual agent.
Conceptually, a multi-agent approach in which autonomous agents are capable
of flexible action in order to meet their design objectives is an ideal fit to the
naturally distributed domain of a deregulated electricity market. Accordingly,
we consider the following types of agents:

1. system operator: maintains the system security, administers transmission tar-
iffs, and coordinates maintenance scheduling [12];

2. market operator: regulates pool negotiations, and thus, is present only in a
pool or hybrid market [12];

3. sellers and buyers: sellers represent entities able to sell electricity and buyers
represent distribution companies or electricity consumers.

4. virtual power players: responsible for managing coalitions of producers [17];
5. traders: promote liberalization and competition, and simplify dealings ei-

ther between sellers/buyers and the market operator or between sellers and
buyers.

The agents are autonomous computer systems capable of flexible problem solv-
ing and able to communicate, when appropriate, with other agents. They are
equipped with a generic model of individual behavior [6]. Specifically, each agent
has the following key features:

A1 a set of beliefs representing information about the agent itself and the mar-
ket; beliefs are formulae of some logical language (the precise nature of the
language is not relevant to our model);

A2 a set of goals representing world states to be achieved; goals are also formulae
of some logical language;

A3 a library of plan templates representing simple procedures for achieving
goals; a plan template pt has an header and a body; the header defines
a name for pt; the body specifies either the decomposition of a goal into
more detailed subgoals or some numerical computation;

A4 a set of plans for execution, either immediately or in the near future; a plan
is a collection of plan templates structured into a hierarchical and temporally
constrained And-tree.

The generation of a plan p from the plan templates stored in the library is
performed through an iterative procedure involving four main tasks:
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1. plan retrieval: searching the library for any plan template whose header
unifies with the description of a goal;

2. plan selection: selecting the preferred plan template pt (from the set of re-
trieved plan templates);

3. plan addition: adding the preferred plan template to p;
4. plan interpretation: selecting a composite plan template from p, say pt, es-

tablishing a temporal ordering for the elements of its body, and picking the
first ordered element (which is interpreted as a new goal).

Now, in order to move towards the benefits of deregulation, we put forward
the following requirements for market design:

• market participants should be able to enter into hedge contracts to protect
themselves from volatility, notably price volatility;

• participants should be able to effectively negotiate various issues at the table
(e.g., three-rate tariffs or even hour-wise tariffs);

• participants should be capable of exhibiting strategic behaviour and con-
sidering Demand Response (DR), with the objective of distributing demand
over time.

The structure of hedge contracts varies due to different conventions and mar-
ket structures. However, the two simplest and most common forms are fixed
price forward contracts and contracts for differences. A forward contract is an
agreement to buy or sell electricity at a specified point of time in the (near)
future. A contract for differences is similar to a forward contract, but considers
a strike price and allows refunds. For instance, if the actual electricity price in a
given period of time is higher than the strike price, a generator will refund the
difference to a retailer. Similarly, a retailer will refund the difference when the
actual price is less than the strike price.

Energy consumption is typically distributed unevenly along a day—consumers
have similar and time synchronous behaviors leading to different energy peaks.
Utility companies need to guarantee that they can supply electrical power to
all customers, regardless of the amount of energy demanded. Furthermore, they
need to be prepared for not only the usual, predictable demand-peaks, but also
for any possible peak loads. To this end, there have been a number of initia-
tives, grouped under the general term of demand-side-management (DSM), to
distribute demand over time to avoid peak loads. In particular, many compa-
nies have already presented a two-rate tariff to smooth the daily demand profile
(cheaper night tariff). This dual peak/off-peak tariff can easily be extended and
refined if companies can offer a three-rate tariff (a peak/medium/off-peak tariff)
or even an hour-wise DSM-tariff (an hourly-rate tariff). Furthermore, there is
still another mechanism that refines the preference elicitation of agents: dynamic
pricing tariffs. Specifically, Demand Response has been implemented in several
markets and has proved to bring relevant benefits to market players [1].
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3 Multi-agent Negotiation

Negotiation, like other forms of social interaction, often proceeds through several
distinct phases, notably a beginning or initiation phase, a middle or problem-
solving phase, and an ending or resolution phase. This paper concentrates on
the operational and strategic process of preparing and planning for negotiation
(usually referred to as pre-negotiation), and the central process of moving toward
agreement (usually referred to as actual negotiation).

3.1 Pre-negotiation

Pre-negotiation involves mainly the creation of a well-laid plan specifying the
activities that negotiators should attend to before actually starting to negotiate.
More specifically, negotiators who carefully prepare and plan will make efforts
to perform a number of activities, including [4,15]:

• defining the agenda and prioritizing the issues;
• defining the limits and targets;
• selecting an appropriate protocol.

Effective preparation requires that negotiators establish a negotiating
agenda—a final set of issues to be deliberated. This task often involves interac-
tion with the opponent. Specifically, every negotiator discloses its list of issues in
order to reach agreement about what will be discussed during actual negotiation.
The next step is to prioritize the issues at stake. Prioritization usually involves
two steps: (i) determining which issues are most important and which are least
important, and (ii) determining whether the issues are connected or separate.
Priorities can be set in a number of ways (e.g., to rank-order the issues, or to
use standard techniques, such as the nominal group technique). For the sake of
simplicity, we consider that negotiators set priorities by ranking-order the issues.

Effective preparation also requires that negotiators define two key points for
each issue at stake: the resistance point or limit—the point where every ne-
gotiator decides to stop the negotiation rather than to continue, because any
settlement beyond this point is not minimally acceptable, and the target point
or level of aspiration—the point where every negotiator realistically expects to
achieve a settlement.

Additionally, effective preparation requires that negotiators agree on an ap-
propriate protocol that defines the rules governing the interaction. The protocol
can be simple, allowing agents to exchange only proposals. Alternatively, the
protocol can be complex, allowing agents to provide arguments to support their
negotiation stance. However, most sophisticated protocols make considerable de-
mands on any implementation (see, e.g., [8]). Therefore, we consider an alternat-
ing offers protocol. Two agents bargain over the division of the surplus of n≥2
issues by alternately proposing offers at times in T = {1, 2, . . .}. A proposal (or
offer) is a vector specifying a division of the surplus of all the issues. The agents
have the ability to unilaterally opt out of the negotiation when responding to a
proposal.
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The agents’ preferences are modelled by the well-known additive model—the
parties assign numerical values to the different levels on each issue and add
them to get an entire offer evaluation [15]. This model is simple, and probably
the most widely used in multi-issue negotiation. However, it is only appropriate
when mutual preference independence exists between issues.

3.2 Actual Negotiation

The negotiation protocol defines the possible states, the valid actions of the
agents in particular states, and the events that cause states to change. It often
marks branching points at which negotiators have to make decisions according to
their strategies. Accordingly, this subsection describes two groups of strategies
that have attracted much attention in negotiation research, namely [14]:

1. concession making or yielding: negotiators reduce their demands or aspira-
tions to accommodate the opponent;

2. problem solving or integrating: negotiators maintain their aspirations and try
to find ways of reconciling them with the aspirations of their opponent.

Concession strategies are functions that model significant opening positions
and typical patterns of concessions. Practically speaking, three different opening
positions (extreme or high, reasonable or moderate, and modest or low) and three
levels of concession magnitude (large, substantial, and small) have attracted
much attention in negotiation research. They may be associated with a number
of strategies, including [13]:

1. starting high and conceding slowly: negotiators adopt an optimistic opening
position and make small concessions throughout negotiation;

2. starting reasonable and conceding moderately: negotiators adopt a realistic
opening position and make substantial concessions during the course of ne-
gotiation.

Lopes et al. [6,10] present a formal definition of these and other relevant conces-
sion strategies.

Problem solving behaviour aims at finding agreements that appeal to all sides,
both individually and collectively. The host of existing problem solving strategies
includes [3]:

1. logrolling: two parties agree to exchange concessions on different issues, with
each party yielding on issues that are of low priority to itself and high priority
to the other party;

2. nonspecific compensation: one party achieves its goals and pays off the other
for accommodating its interests.

The formal definition of relevant logrolling strategies and other important prob-
lem solving strategies appears elsewhere [7,11].
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4 Case Study: Multi-agent Retail Market

A multi-agent electricity market system, involving a wholesale market and a re-
tail market, is currently being developed using the JAVA programming language
and the JADE framework. At present, market participants can exhibit simple
goal-directed behavior and interact, when appropriate, with other agents to meet
their design objectives. Also, they can enter into simple fixed-price forward bi-
lateral contracts for physical delivery.

In general, retailers operate in a fine zone between profit and loss. Specifically,
if the price to end-users is too high then no customer signs on. Also, if the
price from producers is higher than prices in contracts with end-users, then
retailers will lose money. Therefore, it is essential that retailers select the right
strategies to negotiate with end-users, while entering into favorable contracts
with producers.

For illustrative purposes, we present below a specific scenario involving nego-
tiation between a retailer and a customer:

“DavidColburn, CEOofN2KPower, and Tom Britton, executive at SCOCor-
poration, are still at it. Colburn and Britton have already gone through the
numbers—N2K has offered a three-rate DSM-tariff in accordance with global
demand: peak-load period (45e/MWh), medium-load period (42e/MWh),
and off-peak period (40e/MWh). This rating scheme was proposed to incen-
tive SCO to move consumption into cheaper hours. However, Britton saw the
offer in a slightly different light and has insisted on 40e/MWh for the medium-
load period. Colburn and Britton are discussing and, so far, have accomplished
little more than making each other angry. Can they resolve their differences?”

The following key characteristics can be noted from this scenario:

1. negotiation involves two parties (bilateral negotiation) and three issues (multi-
issue negotiation); specifically, Colburn (electricity retailer) and Britton (in-
dustrial customer) are negotiating a three-rate DSM-tariff: price#1 (for
peak-load period), price#2 (for medium-load period), and price#3 (for
off-peak period);

2. negotiation involves elements of both competition and cooperation; specifi-
cally, negotiation is inter-organizational and thus competitive in nature (the
parties want to maximize their individual payoff); however, N2K Power seeks
to make SCO Corporation as satisfied as possible to establish a long-term
relationship (Colburn is thus concerned with Britton’s outcome).

Table 1 shows the negotiation issues, the (normalized) weights, and the limits
of the Retailer agent. The weights are numbers that express the preferences of
Colburn for the issues at stake. As noted, Colburn has set the hourly rates in
accordance with the global demand, and thus the first issue (price#1) is the
most important to N2K Power.

Figure 1 shows the joint utility space for Colburn and Britton. The abscissa
represents the utility to Colburn, and the ordinate the utility to Britton. The
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Table 1. Issues, preferences and limits (Retailer agent)

Negotiation Issue Time Period Weight Limit

price#1 07 − 12 0.40 35
14 − 20

price#2 12 − 14 0.35 35

price#3 00 − 07 0.25 35
20 − 24

solid line OCO’ represents the Pareto optimal or efficient frontier i.e., the locus
of achievable joint evaluations from which no joint gains are possible [15]. The
small squares depict a few options for settling the issues at stake.

Now, we take up a few strategies and examine their impact on the negotiation
outcome. Practically speaking, negotiators who demand too much will often fail
to reach agreement. Those who demand too little will usually reach agreement
but achieve low benefits. The most successful negotiators are often those who are
moderately firm. However, if negotiators do not try to devise new alternatives by
means of problem solving, the result will probably be a compromise agreement
with low benefits to both sides. For instance, Colburn and Britton can agree on
the outcome represented by point A in Figure 1.

Suppose now that it is of higher priority for Britton to settle the medium-load
rate, rather than the off-peak rate. Colburn and Britton have the makings of a
logrolling deal. Accordingly, the two agents can reach the agreement represented
by point B in Figure 1. This agreement is better for both agents than the com-
promise agreement represented by point A. Noticeably, logrolling strategies can
permit negotiators to fully exploit the differences in the valuation of the issues
and to capitalize on Pareto optimal agreements. In this way, Colburn and Brit-
ton can pursue specific logrolling strategies and agree on the optimal agreement
represented by point C in Figure 1. This agreement lies along the efficient frontier.

5 Related Work

Multi-agent energy markets have received some attention lately and a number of
prominent tools have been proposed in the literature, notably EMCAS—software
agents with negotiation competence use strategies based on machine-learning
and adaptation to simulate electricity markets [2], and AMES—open-source
computational laboratory for studying wholesale power markets, restructured
in accordance with U.S. Federal Energy Regulatory Commission [5].

Also, worthy to mention is the work of Vale et al. [12,17]. They developed
the MASCEM system, a multi-agent simulator of EMs supporting a diversity
of market models and capturing relevant features of market players. Specifi-
cally, it includes a market operator, a system operator, virtual power producers,



122 F. Lopes and H. Coelho

Fig. 1. Joint utility space for the Retailer-Customer negotiation situation

buyers, sellers, and traders. Additionally, it can simulate pool markets, forward
markets, balancing markets, complex markets, and bilateral contracts. Further-
more, it integrates (real) data from the Iberian Market, allowing users to define
realistic scenarios.

Nevertheless, despite the power and elegance of MASCEM and other existing
EM simulators, they often lack generality and flexibility, mainly because they
are limited to particular market models, specific types of market participants,
and particular features of market players. Currently, there is a pressing need to
go a step forward in the development of EM simulators, since they are crucial
for tackling the complex challenges posed by electricity markets.

6 Conclusion

This article has addressed, at least partially, the challenges created by compet-
itive energy markets towards ensuring the benefits of deregulation. Specifically,
it has presented a multi-agent electricity market composed of multiple software
agents and described a generic framework for automated negotiation. Results
from a simplified multi-agent retail market, involving interaction between a re-
tailer and an industrial customer, shown that a computational negotiation ap-
proach can help protect market participants from price volatility, without making
use of significant computational resources.

As this research progresses, we aim to tackle increasingly more complex and
realistic scenarios. We also aim to develop agents capable of both entering into
various concurrent bilateral negotiations and negotiating more complex bilat-
eral contracts, helping them to transfer financial risks between different market
participants.
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Abstract. This paper proposes an approach to design behaviour-based
double auction mechanisms that are adaptive to market changes un-
der the Trading Agent Competition Market Design platform. Because
of the dynamics of the market environment, it is not feasible to test a
mechanism in all kinds of environments. Since the strategies adopted by
traders are well classified and studied, we will analyse and utilise the
behaviour of traders with each kind of strategy, design specific (trader-
dependent) mechanisms for attracting them, and finally integrate these
trader-dependent mechanisms to achieve adaptive mechanisms.
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1 Introduction

A double auction market allows multiple buyers and sellers to trade commodi-
ties simultaneously. Most modern exchange markets, e.g. the New York Stock
Exchange, use double auction mechanisms. In a typical double auction market,
buyers submit bids (buy orders) to the auctioneer (the market maker) offering
the highest prices they are willing to pay for a certain commodity, and sellers
submit asks (sell orders) to set the lowest prices they can accept for selling the
commodity. The auctioneer collects the orders and tries to match them using
certain market clearing policies in order to make transactions.

An annual Trading Agent Competition (TAC) Market Design Tournament
(CAT Tournament) was established in 2007 to foster research in the design of
double auction market mechanisms in a dynamic and competitive environment,
particularly mechanisms able to adapt to changes in the environment [1,2]. A
CAT tournament consists of a series of games, and each game is a simulation
of double auction markets including traders (buyers and sellers) and specialists
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(market makers). Traders are simulated and provided by the tournament organ-
iser, while each specialist is a double auction market set up and operated by a
competitor. Traders dynamically swap between specialists to trade, while special-
ists compete with each other by attracting traders, executing more transactions
and gaining more profit. Therefore, the CAT tournament environment simulates
not only the dynamics of traders but also competition among specialists, which
renders the market design particularly challenging.

Although certain winning market mechanisms under the TAC competition
platform have been published [3,4,5,6], they cannot guarantee that a winning
mechanism is also competitive when the environment changes. This also ex-
plains why a winning specialist could not win all games in the final in past
tournaments. This is further demonstrated by Robinson et al. through one post-
tournament evaluation [7]. They showed that most specialists are susceptible to
environmental changes. This phenomenon raises the question of how to design a
competitive double auction market that is adaptive to environmental changes.

Central to becoming a winning specialist in the CAT tournament is attracting
as many good traders as possible in order to receive more good shouts, gener-
ate more transactions and therefore create more profit for both traders and the
market maker. This is also true for a real exchange market, as people normally
choose a market based on market liquidity and the number of traders in the mar-
ket. Moreover, there often does not exist a uniform mechanism that is attractive
to all kinds of traders, which also explains why different exchange markets use
different policies to target different traders in the real world. Therefore, it is very
important for a market maker to fully understand the market environment and
target the right customers. A key way to understanding the market environment
is analysing historical market information.

Therefore, in this paper we propose an approach based on traders’ behaviour to
design competitive mechanisms that are also adaptive to environmental changes.
By classifying and utilising traders’ behaviour, we first design mechanisms that
are competitive in environments with one kind of trader, and then integrate these
trader-dependent mechanisms to obtain competitive mechanisms for any complex
environment that is not known in advance.

This paper is organised as follows. After a brief introduction to the CAT
tournament platform in Sect. 2, we show how to classify traders based on their
behaviour in Sect. 3. Section 4 presents a way to utilise traders’ behaviour in the
design process and shows an experimental example. In Section 5 we introduce
a more general extension of this approach, and conclude in Sect. 6 with some
suggested directions for future work.

2 Preliminary

This section will introduce the CAT tournament platform, called JCAT [8].
JCAT provides the ability to run CAT games. A CAT game consists of a CAT
server and CAT clients including traders (buyers and sellers) and specialists
(market makers). The CAT server works as a communication hub between CAT
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clients and records all game events and validates requests from traders and spe-
cialists. A CAT game lasts a certain number of days, say 500, and each day
consists of rounds. Each trading agent is equipped with a specific bidding strat-
egy and can only choose one specialist to trade in each day, while each specialist
is a combination of policies. Traders are configured by the competition organiser,
and each specialist is set by a competitor.

Each trader is configured with a private value (i.e. its valuation of the goods
it will trade), a market selection strategy and a bidding strategy. The market
selection strategy determines a specialist to trade in each day, and the bidding
strategy specifies how to make offers. The main market selection strategies used
in previous competitions are based on an n-armed bandit problem where daily
profits are used as rewards to update the value function. Bidding strategies
integrated in JCAT are those that have been extensively studied in the literature,
namely ZIC (Zero Intelligence-Constrained [9]), ZIP (Zero Intelligence Plus [10]),
GD (Gjerstad Dickhaut [11]), and RE (Roth and Erev [12]).

Each specialist operates one exchange market and designs its own market
rules in terms of five components/policies, namely accepting policy, clearing
policy, matching policy, pricing policy and charging policy. Accepting policy
determines what shouts/orders are acceptable. Clearing policy schedules clearing
time during a trading day. Matching policy specifies which ask is matched with
which bid for clearing. Pricing policy calculates a transaction price for each
match given by matching policy. Charging policy is relatively independent from
other policies and determines the charges a specialist imposes on a trading day,
e.g. fees for each transaction.

3 Behaviour-Based Trader Classification

Given an unknown environment, the key to understanding it is analysing traders’
behaviour. Especially when the strategies adopted by traders can be clearly clas-
sified, we want to find out traders’ behaviour patterns for different strategies, i.e.
the relationship between traders’ strategies and their behaviour. Therefore, we
can distinguish traders in terms of their behaviour and apply different policies
for different traders. In this section, based on JCAT, we introduce how to col-
lect traders’ behaviour-related information, define the categories of traders and
finally show how to classify traders based on their behaviour.

3.1 Data Acquisition

In JCAT, for each trader i and each specialist s, all specialists can obtain the
following trader-related historical information.

– Accepted shouts of i by s.
– Cleared/Matched shouts of i by s.

The above information is also the only information about each trader available
for all specialists. The trader of a rejected shout is never revealed to any spe-
cialist, even the specialist whom the shout was submitted to. Therefore, the ac-
ceptance of a shout cannot depend on the sender’s historical information. Given
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the above information about each trader, we need to pre-process it depending on
what we need for the design process, e.g. the average clearing price for a trader
in a specialist during a period of time and a trader’s trading time distribution.

3.2 Defining Categories of Trader

Given the perfect equilibrium price p∗e of a market1, we classify traders into two
different categories, intra-marginal and extra-marginal:

– Intra-marginal : A seller (buyer) i with private valuation vi is intra-marginal
if vi ≤ p∗e (vi ≥ p∗e).

– Extra-marginal : Otherwise.

The reason for classifying traders into these two categories is that intra-marginal
traders can bring profitable shouts to a market, while extra-marginal traders do
not. Therefore, a competitive specialist needs to attract more intra-marginal
traders. We can further classify intra-marginal traders in terms of their bidding
strategies.

3.3 Category Recognition from Behaviour

We say a trader is attracted by a specialist if the trading time the trader spent in
that specialist is much greater than the time it spent in any other specialist. We
know that a profit-seeking trader chooses a specialist that has given it the highest
profit in some past period. In order to give a trader profit, a specialist has to
match its shouts as many as possible with profitable clearing prices. Therefore,
intra-marginal traders are more likely to be attracted. Thus, a trader’s trading
time distribution (i.e. stability) will be the main information to be considered in
its category recognition.

Trading Time Distribution. As the main market selection strategy adopted
in CAT competitions, ε-greedy selection determines what is the most profitable
specialist for a trader and then selects this specialist with probability of 1−ε and
the others randomly with probability ε. This selection strategy uses reinforce-
ment learning method based on the profit a trader received from each specialist.
ε is mostly set to be 0.1 in CAT competitions.

Based on the above market selection strategy, we recognised the following
trading time distribution patterns. We say a trader i is more stable if the time
(w.r.t. the number of days) that i spent in each market varies significantly, i.e.
the standard deviation of the trading time is higher. Generally speaking, intra-
marginal traders are much more stable than extra-marginal traders under the
same bidding strategy, but the degree of stability varies with bidding strategies.

– Under the same bidding strategy. All intra-marginal traders have similar trad-
ing time distribution, in other words, intra-marginal traders with valuations

1 The equilibrium of a market where traders truthfully report their demand and val-
uations.
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far from the perfect market equilibrium are not more stable than those with
valuations close to the perfect market equilibrium. Extra-marginal traders
with valuations close to the perfect equilibrium are less stable than intra-
marginal traders, but they still have preferences between markets. When
valuations of extra-marginal traders are far from the perfect market equilib-
rium, they have no strict preference for any market, i.e. the times spent in
each specialist are very close to each other.

– Degree of stability with different strategies. Given similar valuations, GD,
ZIP and ZIC traders are more stable than RE traders. One reason is that an
RE trader uses the profit that it was able to obtain in the most recent trading
in a market to adjust (increase) its bidding price, so it will keep increasing
its bidding price in a market until finally its shouts cannot be successfully
matched, which will cause the trader to move to another market.

Stability vs Intra-marginality. As we have mentioned in the above, most
intra-marginal traders are very stable. However, some extra-marginal traders
with valuations close to the perfect equilibrium can also be very stable if there
are some specialists that have very high probability to match their shouts while
others cannot do so. Therefore, a stable trader doesn’t need to be intra-marginal.
To find out whether or not a stable trader is intra-marginal, we need further in-
formation about their behaviour, e.g. bidding prices. If a stable seller’s (buyer’s)
average bidding price is above (under) the equilibrium price, then it maybe not
intra-marginal. In general, the selected information should be able to efficiently
classify traders into the categories you defined.

4 Behaviour-Based Policy Design

A mechanism in a specialist is a combination of different policies and the rela-
tionship between these policies are not completely clear, so searching a compet-
itive combination without restriction under this setting will be computationally
intractable. In general, we limited the search space for each policy to certain well-
known alternatives that are normally trader-independent. Moreover, there often
exist many policy combinations that are competitive under the same market en-
vironment, which can be seen from the results in [6]. However, in our approach,
since we have gained an understanding of traders’ behaviour, we are able to fur-
ther limit the search space by utilising traders’ behaviour. More importantly, we
want to further utilise traders’ behaviour information to design trader-dependent
mechanisms that attract one kind of trader, and integrate those trader-dependent
mechanisms to achieve adaptive mechanisms that are attractive to all kinds of
traders. In the rest of this section we will define the policies of a specialist by
using traders’ behaviours and propose a two-step method to search adaptive
mechanisms.

4.1 A Search Space of Behaviour-Based Policies

Combined with traders’ behaviours, the following policies are adapted from the
literature.
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Accepting Policy. Once a specialist gets a new shout, it has to first decide
whether or not to accept it. If too many extra-marginal shouts are accepted, they
will not be matched and therefore the transaction rate will be very low. So why
does not a specialist only accept shouts from traders that it wants to attract?
Unfortunately, a specialist does not know who is the sender of a shout before
the shout is accepted in CAT competitions. Instead some other general market
information can be used here, e.g. the equilibrium price of historical shouts
received in a market. We will use the equilibrium price of historical shouts to set
up a maximum (minimum) acceptable ask (bid) price for each day, as historical
equilibrium can approximately distinguish between intra-marginal and extra-
marginal shouts.

Given current day t, most recent M historical shouts HM
t , the maximum

acceptable ask price Aa
t and minimum acceptable bid price Ab

t are defined as:

Aa
t = E(HM

t ) + θa ∗ F a
t

Ab
t = E(HM

t ) − θb ∗ F b
t

where E(HM
t ) is the equilibrium price of Ht, F a

t , F b
t ≥ 0 are relaxations, and

θa, θb ∈ [0, 1] are the relaxation rates. F a
t and F b

t are calculated for each day,
and θa, θb are dynamically updated during a day, say, updated after each round.

Matching Policy. The two most used matching policies are equilibrium match-
ing and maximal matching. Equilibrium matching is used to find the equilibrium
price pe which balances the bids and the asks going to be matched so that all the
bids with price p ≥ pe and all the asks with price p ≤ pe are matched [13]. The
aim of maximal matching is to maximise the number of transactions/matches by
matching high intra-marginal shouts with lower extra-marginal shouts if neces-
sary. The main difference between these two matchings is that maximal match-
ing moves some profit from high intra-marginal traders to lower extra-marginal
traders so that lower extra-marginal traders are attracted. Actually maximal
matching can also be used for other proposes, e.g. stabilising some high intra-
marginal traders, which can be seen in a mechanism for attracting GD traders
in Section 4.3. But one disadvantage of maximal matching is that if it moves too
much profit from high intra-marginal traders, they will leave the market so that
other intra-marginal traders will be affected recursively. At the same time, since
equilibrium matching always gives more profit to high intra-marginal traders,
some profit seeking traders, like ZIC and RE traders, will keep increasing their
profit margin so that their shouts are difficult to match.

Because of the availability of each traders’ behaviour information, we will
adopt this information for the matching policy. The following are the two addi-
tional policies we used in this framework.

1. Double Equilibrium Matching. We run two matchings one after another. The
first matching is an equilibrium matching based on the bidding price of
shouts. The second matching rematches the matched shouts given by the
first matching in terms of the average clearing price of each sender’s current
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Algorithm 4.1. Modified Discriminatory k-pricing Policy

Input: a: ask, b: bid
Output: p̂: clearing price
begin1

if best(s(a)) = mi and best(s(b)) = mi then k = 0.5;2

else if best(s(a)) = mi (or best(s(b)) = mi) then3

if s(b) (or s(a)) is attractable then k = minK (or k = 1 − minK);4

else k = 0.5;5

else6

if s(a) is more attractive than s(b) then k = 1 − minK;7

else k = minK;8

end9

if p∗(a) ≤ p∗(b) then pa = max(p∗(a), p(a)); pb = min(p∗(b), p(b));10

else pa = p(a); pb = p(b);11

p̂ = pa + k ∗ (pb − pa);12

end13

best market2, called best clearing price. The second matching matches two
shouts if the gap between their best clearing prices is very small. This is
because their best clearing prices are good enough to attract them and also
don’t give them too much space to increase their profit margin.

2. Behaviour-based Maximal Matching. Maximal matching is guided by traders’
behaviour so that extra-marginal shouts are matched only if the senders are
those whom we want to attract, i.e. stable traders.

Pricing Policy. Pricing policy will also play a very important role not only in
attracting traders but also in stabilising traders. We use a modified discrimina-
tory k-pricing policy, where k is dynamically determined for each match accord-
ing to the two corresponding traders’ behaviour. Let p(x) indicate the bidding
price of shouts x, s(x) indicate the sender of shout x, best(t) indicate the current
best market of trader t, and p∗(t) is the average clearing price for trader t in
best(t). Assume the current specialist is mi, Algorithm 4.1 gives the pseudo-code
of the modified pricing policy, where minK ∈ [0, 1] is what we have to set up for
each different goal. The key idea of this policy is stabilising/keeping traders a
specialist has already attracted and attracting those that are not attracted yet.
The attractability of a trader is dependent on the overall design goal.

Clearing Policy. There are two main clearing policies used in TAC competi-
tions, round-based and continuous. Round-based clearing clears at the end of
each round, while continuous clearing clears whenever there is a new match
available. Matching policy is sensitive to clearing policy. For instance, maximal
matching will be useless with continuous clearing. Moreover, traders will have
chances to revise their shouts if the market does not clear for some rounds during
a day. We use a modified version of round-based clearing policy in this frame-
work. Instead of clearing in each round, we choose a fixed number of clearing time
2 The current best market of a trader is the market where it trades most.
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points according to the number of goods each trader has, for example, we clear
5 times a day if each trader requires to exchange 3 items. Then we distribute
clearing time points into the 10 rounds of a day by giving greater preference to
the first 5 rounds. Thus, we clear more in the beginning of a day while waiting
longer near the end of a day, because intra-marginal traders become less and less
when it is approaching the end of a day and we want to give unsatisfied traders
more chances to improve their shouts.

Charging Policy. Charging is a trade-off between traders’ profits and a special-
ist’s profit. It is not closely related to the above policies, but it affects traders’
market selection. Therefore, most specialists in previous competitions do not
charge in the beginning of a TAC game in order to attract traders. However, for
most high intra-marginal traders, charging does not affect their profit too much,
because they already reserved a large profit margin by bidding a very low (high)
price to buy (sell). This framework will only focus on profit fee, as other fees,
i.e. registration fee, transaction fee and information fee, could lead to 0 profit
even for a trader who has successfully traded in the market.

4.2 Searching Adaptive Mechanisms

We know the main challenge for stabilising/attracting traders is stabilising their
bidding prices, which depends on their bidding strategies. In other words, we
might not be able to find a uniform mechanism that is attractive to traders
with any kind of bidding strategy. Therefore, instead of searching for competi-
tive mechanisms in a mixed environment from the very beginning, we propose
a two-step approach. We first identify trader-dependent mechanisms that are
competitive in an environment with only one kind of trader. Then we combine
trader-dependent mechanisms together to achieve mechanisms that are compet-
itive in any environment.

Trader-dependent Mechanism Design. Given the goal of a trader-dependent
mechanism that we want to achieve (or a function of trader-dependent mecha-
nism to maximise), we first set up the testing environment according to the goal
and an initial mechanism as the current best mechanism, and then monoton-
ically modify only one of the parameters in the search space to compete with
the current best to find the next best one that increases the goal function the
most, until we cannot find any modification that has any significant improve-
ment of the function. Note that we require the modification of each parameter to
be monotonic, i.e. update/change in one direction. Algorithm 4.2 describes the
searching process for trader-dependent mechanisms. This algorithm will return
mechanisms that locally maximise the goal function. In order to get an overall
optimal mechanism, we can repeat this process with different initialisations.

Adaptive Mechanisms with Trader-dependent Mechanisms. Once we
get trader-dependent mechanisms for each kind of trader offline, we will adapt
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Algorithm 4.2. Searching Trader-dependent Mechanism

Input: m0: initial mechanism, fm: a function of mechanism to maximise, δ: the
minimum improvement

Output: m∗: the local best mechanism
begin1

CurrBest ← m0;2

repeat3

m∗ ← CurrBest;4

foreach policy parameter r do5

m′ ← monotonically update r in m∗;6

if fm(m′) > fm(CurrBest) then CurrBest ← m′;7

end8

until fm(CurrBest) < fm(m∗) + δ ;9

end10

them online for any market environment. The main idea is to use the classifi-
cation learned in Section 3 to determine each trader’s category and apply the
corresponding trader-dependent mechanism. However, we might end up with
many inconsistent trader-dependent mechanisms that are required to run to-
gether for some environments. In such a case, we have to either apply only one
of them or mix them by giving different priority to apply each of them. In or-
der to make such a discrimination, we need to ascertain which trader-dependent
mechanism will attract more good traders, which can be done, for example, by
statistical analysing traders’ behaviour.

4.3 Experiments

In this section, we show a trader-dependent mechanism that is attractive to intra-
marginal traders with GD bidding strategy, which is also the most attractive
bidding strategy adopted by traders [14].

GD traders use the market history of submissions and transactions to form
their beliefs over the likelihood of a bid or ask being accepted, and use this belief
to guide their bidding [11]. Then the bidding strategy is to submit the shout that
maximises a trader’s expected profit, i.e. the product of its belief function and
its linear utility function.

Based on the search space given in Section 4.1 and our specialist agent
jackaroo3, we identified a trader-dependent mechanism that is very good at
attracting intra-marginal GD traders. The value of each parameter of the mech-
anism is given in Table 1, where Ar and Br are respectively the accepted asks
and bids until round r in one day. We have tested this trader-dependent mech-
anism (JaGD) with other competitive agents available from the TAC agents
repository4, CUNY.CS.V1 (Cu09.1), CUNY.CS.V2 (Cu09.2), Mertacor (Me09),
cestlavie (Ce09), jacakroo (Ja09) from CAT 2009 final, and PoleCat (Po10), Mer-
tacor (Me10) from CAT 2010 final. Tables 2 and 3 show the average trading time
3 Achieved 3rd, 1st, and 2nd in CAT Tournament 2008, 2009, and 2010, respectively.
4 http://www.sics.se/tac/

http://www.sics.se/tac/
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Table 1. GD Attractive Mechanism

Policy Parameter Value

Accepting
F a

t ,F b
t 6

θa 1 − max(0, Ar−Br
Ar

)

θb 1 − max(0, Br−Ar
Br

)

Matching Behaviour-based Maximal Matching
Pricing minK 0.15
Clearing Modified Round-based
Charging 12% profit fee

Table 2. Average Trading Time Distribution of Each Type of Trader

Specialists
Standard Deviation

Cu09.1 Cu09.2 Me09 Me10 Po10 Ce09 Ja09 JaGD
ZIC Sellers 39.60 40.40 54.20 136.27 56.83 55.07 42.87 74.77 31.95
ZIC Buyers 41.77 36.13 46.23 125.53 67.13 53.93 46.17 83.10 29.64
ZIP Sellers 15.43 16.77 50.00 179.20 62.50 50.83 59.40 65.87 51.04
ZIP Buyers 18.30 21.07 49.00 197.83 64.50 40.90 45.37 63.03 57.24
GD Sellers 20.73 22.46 49.29 77.80 87.43 62.37 37.84 142.09 40.21
GD Buyers 22.91 19.57 51.23 69.50 79.84 69.66 41.34 145.94 40.26
RE Sellers 53.10 47.31 53.59 89.76 69.46 67.90 55.91 62.97 13.43
RE Buyers 55.19 51.56 55.61 86.56 73.07 64.94 55.07 58.00 11.91

distribution of one CAT game (500 days), where the bold value in each row shows
which market the traders in this row selected most and the underlined value in
each column indicates which kind of traders were attracted most by the special-
ist in that column. The environment is mixed with 70 GD, 70 RE, 30 ZIC, and
30 ZIP buyers and sellers respectively, with valuations uniformly distributed in
[60,160], i.e. the perfect market equilibrium is 110. From Table 2 we can see that
JaGD attracted about 30% of GD traders’ trading time (the average for each
market is 12.5%). Table 3 further shows that most traders attracted by JaGD
are intra-marginal GD traders, and some lower extra-marginal traders are also
attracted because of the use of maximal matching. It is worth mentioning that,
except GD traders, this trader-dependent mechanism is not appealing to other
traders, and it is also the case vice versa which can be seen from Me10.

5 A Framework for Behaviour-Based Mechanism Design

In this section, we want to summarise our behaviour-based design approach to
a more general adaptive mechanism design framework based on traders’ be-
haviour. This framework consists of data acquisition, behaviour-based classifica-
tion of traders, defining behaviour-based policies, trader-dependent mechanism
design and integrating trader-dependent mechanisms.

1. Data acquisition collects and aggregates market information, especially trader
related information, which will be the foundation of the other components.
Some statistical and data mining methods can be adapted here.
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Table 3. Average Trading Time Distribution of Buyers

Specialists
Standard Deviation

Cu09.1 Cu09.2 Me09 Me10 Po10 Ce09 Ja09 JaGD
intra-marginal buyers (with valuations between 160 and 110)

ZIC 27.60 17.27 34.13 181.27 65.27 46.20 36.73 91.53 53.39
ZIP 18.70 20.85 42.10 256.15 58.85 27.40 40.90 35.05 79.31
GD 23.97 18.64 36.72 70.92 75.42 64.81 18.53 191.00 57.02
RE 42.53 39.88 48.84 113.66 82.91 68.22 47.84 56.13 25.12

lower extra-marginal buyers (with valuations between 110 and 90)
ZIC 48.25 49.38 56.13 79.38 71.88 58.75 50.38 85.88 14.62
ZIP 16.60 23.40 46.00 89.80 71.80 60.20 34.20 158.00 45.77
GD 28.44 21.44 38.89 47.67 108.89 65.22 33.56 155.89 46.81
RE 68.86 57.86 55.14 66.00 70.29 62.71 59.14 60.00 5.43

other extra-marginal buyers (with valuations between 90 and 60)
ZIC 64.71 61.43 60.86 58.86 65.71 65.00 61.57 61.86 2.39
ZIP 18.40 19.60 79.60 72.60 79.80 75.60 74.40 80.00 26.99
GD 19.40 20.24 76.56 75.32 75.76 78.24 77.00 77.48 26.36
RE 65.16 62.19 62.71 63.23 63.55 62.06 61.61 59.48 1.64

2. Behaviour-based classification of traders distinguishes traders in terms of
their behaviour. This step heavily depends on the information obtained in
the first step. Some machine learning methods, e.g. decision tree leaning,
might be useful here.

3. Defining behaviour-based policies determines how to utilise behaviour in spe-
cialist policies. The main contribution of traders’ behaviour in this stage is
connecting the loosely coupled policies to reduce the search space.

4. Trader-dependent mechanism design identifies mechanisms that are compet-
itive in environments with only one of kind of trader.

5. Integrating trader-dependent mechanisms combines all trader-dependent
mechanisms to achieve mechanisms that are competitive under an environ-
ment containing a mixture of any kinds of traders.

6 Conclusion

We have introduced a behaviour-based adaptive mechanism design approach
under the Trading Agent Competition Market Design platform. This approach
consists of behaviour-based trader classification, mechanism design for specific
environments (called trader-dependent mechanism design) and integrating trader-
dependent mechanisms for any complex environments that are not known in
advance. To the best of our knowledge, this is the first market design frame-
work heavily depending on traders’ behaviour (i.e. market history). By integrat-
ing traders’ behaviour into market policies, we are able to constrain the search
space of double auction mechanisms. More importantly, because of gaining an
understanding of the market environment from traders’ behaviour, the resulting
mechanisms will apply differential policies for attracting different traders and
therefore be more focused, more competitive and adaptive.

However, how to use traders’ behaviour information more efficiently in trader
classification and specialist policy design is worth further investigation. For in-
stance, we might be able to use certain well studied methods from data mining,
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e.g. decision tree learning, in behaviour-based trader classification, and even
build a clearer relationship between the loosely coupled policies of specialist by
using traders’ behaviour information to further improve the design quality.

References

1. Cai, K., Gerding, E., Mcburney, P., Niu, J., Parsons, S., Phelps, S.: Overview of cat:
A market design competition version 2.0. Technical report, University of Liverpool
(2009)

2. Parkes, D.C.: Online mechanisms. In: Algorithmic Game Theory. Cambridge
University Press, Cambridge (2007)

3. Vytelingum, P., Vetsikas, I.A., Shi, B., Jennings, N.R.: Iamwildcat: The winning
strategy for the tac market design competition. In: Proceeding of the 18th European
Conference on Artificial Intelligence, pp. 428–432 (2008)

4. Stavrogiannis, L.C., Mitkas, P.A.: Cat 2008 post-tournament evaluation: The mer-
tacors perspective. In: IJCAI Workshop on Trading Agent Design and Analysis
(2009)

5. Honari, S., Ebadi, M., Foshati, A., Gomrokchi, M., Benatahr, J., Khosravifar, B.:
Price estimation of persiancat market equilibrium. In: IJCAI Workshop on Trading
Agent Design and Analysis, TADA (2009)

6. Niu, J., Cai, K., Parsons, S.: A grey-box approach to automated mechanism design.
In: Proceedings of the 9th International Conference on Autonomous Agents and
Multiagent Systems: volume 1 - Volume 1. AAMAS 2010, pp. 1473–1474 (2010)

7. Robinson, E., McBurney, P., Yao, X.: How specialised are specialists? Generalisa-
tion properties of entries from the 2008 and 2009 TAC market design competitions.
In: David, E., Gerding, E., Sarne, D., Shehory, O. (eds.) AMEC 2009. LNBIP,
vol. 59, pp. 178–194. Springer, Heidelberg (2010)

8. Niu, J., Cai, K., Parsons, S., Gerding, E., McBurney, P., Moyaux, T., Phelps, S.,
Shield, D.: Jcat: a platform for the tac market design competition. In: AAMAS
2008 (2008)

9. Gode, D.K., Sunder, S.: Allocative efficiency of markets with zero-intelligence
traders: Market as a partial substitute for individual rationality. Journal of Po-
litical Economy 101(1), 119–137 (1993)

10. Cliff, D.: Minimal-intelligence agents for bargaining behaviors in market-based en-
vironments. Technical report (1997)

11. Gjerstad, S., Dickhaut, J.: Price formation in double auctions. In: E-Commerce
Agents, Marketplace Solutions, Security Issues, and Supply and Demand, pp. 106–
134. Springer, London (2001)

12. Erev, I., Roth, A.E.: Predicting how people play games: Reinforcement learning in
experimental games with unique, mixed strategy equilibria. American Economic
Review 88(4), 848–881 (1998)

13. Friedman, D., Rust, J.: The Double Auction Market: Institutions, Theories, And
Evidence. Westview Press, Boulder (1993)

14. Phelps, S., Mcburney, P., Parsons, S.: Evolutionary mechanism design: a review.
Autonomous Agents and Multi-Agent Systems 21, 237–264 (2010)



Argumentation with Advice

John Debenham1 and Carles Sierra2

1 QCIS, UTS, Broadway, NSW 2007, Australia
2 IIIA, CSIC, Campus UAB, 08193 Bellaterra, Catalonia, Spain

Abstract. This paper is concerned with rhetorical argumentation that aims to
alter the beliefs of the listener, and so to influence his future actions, as opposed
to classical argumentation that is concerned with the generation of arguments,
usually as logical proofs, for and against a given course of action. Rhetorical ar-
gumentation includes rhetoric moves such as Threat, Reward and Appeal. Rhetor-
ical argumentative utterances generated by an agent contribute to the strength of
its relationship with the listener. This paper examines advice and the rhetoric par-
ticle “I advise you . . . ” that may be used to strengthen such relationships.

1 Introduction

The study of argumentation is in two camps: first, classical argumentation that is con-
cerned with the generation of arguments, usually as logical proofs, for and against a
given course of action that support decision making processes; and second, rhetorical
argumentation that aims to alter the beliefs of the listener, and is the focus of this pa-
per. The seminal work [1] builds on the notion of one argument “attacking” another;
we are more interested in how to counter the effect of the partner agent’s arguments
rhetorically, and how to lead a dialogue towards some desired outcome. Rhetorical ar-
gumentation includes moves such as Threat, Reward and Appeal; although no formal
model of the meaning of these speech acts has been proposed yet. Argumentation in
this sense is concerned with building (business) relationships through shaping another
agent’s reasoning, beliefs and expectations [2].

Agents may attempt to counter their partner’s arguments with Inform statements.
The subject of an inform may be factual, e.g. “today is Tuesday”, or non-factual, e.g.
“this movie is exciting”. Opinions are non-factual informative speech acts, they are the
speaker’s evaluation of a particular aspect of a thing in context, and may be used in an
attempt to build relationships with the listener. Advice is opinion that is uttered with the
aim of either changing the listeners beliefs or influencing the listener’s future actions,
e.g. “if I were you I would buy the Nikon”. We give the semantics of advice utterances
and describe their strategic use advice in argumentative dialogue [3].

In this paper an agent’s rationality is based on two basic suppositions: everything
in the world is constantly changing and not all facts can be known by an agent. An
agent will have its model of: the world, of the other agents and of itself evolving at
all time, and does not have, for instance, a fixed set of preferences. As it continually
receives information from the environment, i.e. it is situated in it, its beliefs change. In
particular, an agent changes its models both to manage its future dialogue and because
of what has already been said.

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 136–147, 2011.
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When agents engage in argumentative dialogue they may attempt to discover the
objectives, needs or preferences of the other agent. This has the direct consequence of
updating the model of the other agent and so enabling the conversation to progress. Sec-
tion 2 discusses the communication language and advice illocutions. Section 3 proposes
a rational agent architecture that contains the necessary components to give (higher-
order) semantics to these illocutions in Section 4. Section 5 concludes.

2 Communication Framework

The communication language we consider, U , contains three fundamental primitives:1

Commit(α, β, ϕ) to represent, in ϕ, what is the world α aims at bringing about and
that β has the right to verify, complain about or claim compensation for any devia-
tions from, Observe(α, ϕ) to represent that a certain state of the world, ϕ, is observed,
and Done(u) to represent the event that a certain action u2 has taken place. In our
language, norms, contracts, and information chunks will be represented as instances
of Commit(·) where α and β can be individual agents or institutions, U is the set of
expressions u defined as:

u ::= illoc(α, β, ϕ, t) | u; u | Let context InuEnd
ϕ ::= term | Done(u) | Commit(α, β, ϕ) | Observe(α, ϕ) | ϕ ∧ ϕ |

ϕ ∨ ϕ | ¬ϕ | ∀v.ϕv | ∃v.ϕv

context ::= ϕ | id = ϕ | prolog_clause | context; context

where ϕv is a formula with free variable v, illoc is any appropriate set of illocutionary
particles, ‘;’ means sequencing, and context represents either previous agreements, pre-
vious illocutions, or code that aligns the ontological differences between the speakers
needed to interpret an action u, and term represents logical predicates. t represents a
point in time.3 We will note by Φ the set of expressions ϕ used as the propositional
content of illocutions.

For example, we can represent the following offer: “If you spend a total of more than
e100 in my shop during October then I will give you a 10% discount on all goods in
November”, as:

Offer(α, β,spent(β, α, October, X) ∧ X ≥ e100 →
∀ y. Done(Inform(ξ, α, pay(β, α, y), November)) → Commit(α, β, discount(y,10%)))

or, “If I tell you who I buy my tomatoes from then would you keep that information
confidential?” as:

Offer(α, β, ∃δ. (Commit(α,β,Done(Inform(α,β,provider(δ,α,tomato)))) ∧
∀γ. ∀ t. Commit(β,α,¬Done(Inform(β,γ,provider(δ,α,tomato), t))))

1 We will not detail this language as our focus is on new illocutionary moves requiring higher-
order semantics.

2 Without loss of generality we will assume that all actions are dialogical.
3 Usually dropped in the examples to simplify notation.
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In order to define the terms of the language introduced above (e.g. pay(β, α, y) or
discount(y, 10%)) we need an ontology that includes a (minimum) repertoire of ele-
ments: a set of concepts (e.g. quantity, quality, material) organised in a is-a hierarchy
(e.g. platypus is a mammal, australian-dollar is a currency), and a set of relations over
these concepts (e.g. price(beer,AUD)).4

We model ontologies following an algebraic approach [4] as: An ontology is a tuple
O = (C, R,≤, σ) where:

1. C is a finite set of concept symbols (including basic data types);
2. R is a finite set of relation symbols;
3. ≤ is a reflexive, transitive and anti-symmetric relation on C (a partial order)
4. σ : R → C+ is the function assigning to each relation symbol its arity

where ≤ is a traditional is-a hierarchy, and R contains relations between the concepts
in the hierarchy.

The concepts within an ontology are closer, semantically speaking, depending on
how far away they are in the structure defined by the ≤ relation. Semantic distance
plays a fundamental role in strategies for information-based agency. How signed con-
tracts, Commit(·) about objects in a particular semantic region, and their execution
Observe(·), affect our decision making process about signing future contracts on nearby
semantic regions is crucial to modelling the common sense that human beings apply in
managing trading relationships. A measure [5] bases the semantic similarity between
two concepts on the path length induced by ≤ (more distance in the ≤ graph means
less semantic similarity), and the depth of the subsumer concept (common ancestor) in
the shortest path between the two concepts (the deeper in the hierarchy, the closer the
meaning of the concepts). Semantic similarity could then be defined as:

θ(c, c′) = e−κ1l · eκ2h − e−κ2h

eκ2h + e−κ2h

where l is the length (i.e. number of hops) of the shortest path between the concepts,
h is the depth of the deepest concept subsuming both concepts, and κ1 and κ2 are
parameters scaling the contribution of shortest path length and depth respectively.

Agents give advice when they perceive that the listener has less experience in an
area. Advice is thus a rhetorical move that uses the asymmetry of information between
two agents. It is a genuine ecological move as it makes full sense in the context of a
dialogue where both sides are revealing their positions and thus its meaning can only
be determined in the context of the agents’ mutual evolving models of each other.

In the context of negotiation advice makes sense before the signing of the contract
— warning the other agent about potential consequences, “I advise you not buy a reflex
camera for your grand mother, they are too bulky”, or afterwards to justify a contract
violation, “if I were you I would be happy with receiving bottles from the 2008 vintage
instead of 2007, they are much better”. They are naturally composed of a comparison
between contracts or options and a justification.

4 Axioms defined over the concepts and relations are omitted here.
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3 Argumentation Agent Architecture

This Section describes how argumentative interactions are managed by our agent using
the LOGIC illocutionary framework [6] that was originally proposed for agents whose
sense of distributive justice spanned equity, equality and need. [6] focussed heavily on
the prelude stage of a negotiation where agents prepare using the five LOGIC dimen-
sions [7]. The five LOGIC dimensions are quite general:

– Legitimacy concerns information that may be part of or relevant to contracts signed.
– Options concerns contracts where a contract is a set of commitments one for each

agent in the contract.
– Goals are the objectives of the agents.
– Independence concerns the agent’s outside options — i.e. the set of agents are ca-

pable of satisfying the agent’s needs.
– Commitments are the commitments that an agent may have.

and are used in this paper to manage all incoming communications including the ex-
change of “I advise you. . . ” argumentative illocutions. A more formal representation
model for LOGIC is:

– L = {B(α, ϕ)}, that is a set of beliefs.
– O = {Plan(〈α1, Do(p1)〉, . . . , 〈αn, Do(pn)〉}, that is a set of joint plans
– G = {D(α, ϕ)}, that is a set of desires.
– I = {Can(α, Do(p))}, that is a set of capabilities.
– C = {I(α, Do(p))} ∪ {Commit(α, Do(p))}, that is a set of commitments and

intentions.

Our description is from the point of view of agent α in a multiagent system with a finite
number of other agents B = {β1, β2, . . . }, and a finite number of information providing
agents Θ = {θ1, θ2, . . . } that provide the context for all events in the system — Θt

denotes the state of these agents at time t. The only thing that α ‘knows for certain’ is
its history of past communication that it retains in the repository Ht

α. Each utterance in
the history contains: an illocutionary statement, the sending agent, the receiving agent,
the time that the utterance was sent or received. Utterances are organised into dialogues,
where a dialogue is a finite sequence of related utterances.

α acts to satisfy a need, ν, that are considered in context (ν, Θt), and does so by
communicating an utterance, (μ, β), containing an illocutionary statement, μ ∈ U , to
another agent, β ∈ B. If an utterance is part of a complete dialogue, d, that aimed to
satisfy a need then the dialogue is tagged with: the triggering need, ν, the prevailing
context, Θt, and an ex post rating r ∈ R of how satisfactorily the dialogue satisfied the
need. Such a rated dialogue has the form: d = (d, ν, Θt, r) ∈ Ht

α.
Agent α observes the actions of another agent β in the context Θt. Observations are

of little value unless they can be verified. α may not posses a sufficient variety of sen-
sory input devices. Sensory inadequacy is dealt with by invoking a truthful institution
agent, ξ, that promptly reports what it sees. So if β commits to delivering twelve sar-
dines at 6:00pm, or states that “it will rain tomorrow” and is committed to the truth of
that prediction, then α will eventually verify those commitments when ξ advises what
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occurs. If β passes an “I advise you. . . ” message to α, or even a simple Inform(. . . )
message, we assume that β is committed to the validity of the contents.

All communication is recorded in Ht
α that in time may contain a large amount of

data. To make this data useful to α’s strategies it is summarised and categorised using
the LOGIC framework. To achieve this α requires a categorising function v : U →
P({L,O,G,I,C}) where U is the set of utterances. The power set, P({L,O,G,I,C}, is
required as some utterances belong to multiple categories. For example, “I will not pay
more for Protos5 than the price that John charges” is categorised as both Option and
Independence.

World Model. α’s world model, Mt, is the first way in which Ht
α is summarised. α’s

proactive reasoning machinery identifies the aspects of the world that α is interested in.
They are represented in Mt as probability distributions, (Xi), in first-order probabilistic
logic L. Each of α’s plans, s, contains constructors for a set of distributions {Xi} ∈ Mt

together with associated update functions, Ks(·), such that KXi
s (μ) is a set of linear

constraints on the posterior distribution for Xi. Mt is then maintained from utterances
received using update functions that transform utterances into constraints on Mt.

Proactive reasoning is described in [8]. For example, in a simple multi-issue con-
tract negotiation α may estimate Pt(acc(β, α, δ)), the probability that β would accept
contract δ, by observing β’s responses. The distribution Pt(acc(β, α, δ)) is classified as
an Option in LOGIC. Using shorthand notation, if β sends the message Offer(δ1) then
α may derive the constraint: Kacc(β,α,δ)(Offer(δ1)) = {Pt(acc(β, α, δ1)) = 1}, and
if this is a counter offer to a former offer of α’s, δ0, then: Kacc(β,α,δ)(Offer(δ1)) =
{Pt(acc(β, α, δ0)) = 0}. In the not-atypical special case of multi-issue bargaining
where the agents’ preferences over the individual issues only are known and are com-
plementary to each other’s, maximum entropy reasoning can be applied to estimate the
probability that any multi-issue δ will be acceptable to β by enumerating the possible
worlds that represent β’s “limit of acceptability” [9]. As another example, the predicate
canDo(α, β, ν) meaning β is able to satisfy α’s need ν — this predicate is classified as
Independence in LOGIC.

Updating Mt is complicated when the integrity of utterances received are ques-
tionable — it would certainly be foolish for α to believe completely every utterance
received. For completeness the procedure for doing this, and for attaching an a pri-
ori belief to utterances (see Equation 7), is summarised in Section 3.1. If at time t, α
receives such an utterance u that may alter this world model then the (Shannon) infor-
mation in u with respect to the distributions in Mt is: It(u) = H(Mt)−H(Mt+1). Let
N t ⊆ Mt be α’s model of agent β. If β sends the utterance u to α then the information
about β within u is: H(N t) − H(N t+1). Mt may contain distributions in any of the
five LOGIC categories, where H is Shannon entropy.

Intimacy and Balance Model. The intimacy and balance model is the second way in
which Ht

α is summarised. Intimacy is degree of closeness, and balance is degree of fair-
ness. Informally, intimacy measures how much one agent knows about another agent’s
private information, and balance measures the extent to which information revelation

5 A fine wine from the ‘Ribera del Duero’ region, Spain.
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between the agents is ‘fair’. The intimacy and balance model is structured using the
LOGIC illocutionary framework and the ontology O6. For example, the communica-
tion Accept(β, α, δ) meaning that agent β accepts agent α’s previously offered deal δ
is classified as an Option, and Inform(β, α, info) meaning that agent β informs α about
info and commits to the truth of it is classified as Legitimacy. The intimacy and balance
model contains two components per agent: first α’s model of β’s private information,
and second, α’s model of the private information that β has about α.

The intimacy of α’s relationship with βi, It
i , is the amount that α knows about βi’s

private information and is represented as real numeric values over {L,O,G,I,C} × O.
Suppose α receives utterance u from βi and that category f ∈ v(u). For any concept
c ∈ O, define Θ(u, c) = maxc′∈u θ(c′, c). Denote the value of It

i in position (f, c) by
It
i(f,c) then: It

i(f,c) = ρ × It−1
i(f,c) + (1 − ρ) × It(u) × Θ(u, c) for any c, where ρ is

the discount rate and It(u) is as defined above. α’s estimate of βi’s intimacy on α, J t
i ,

is constructed similarly. The balance of α’s relationship with βi, Bt
i , is the element by

element numeric difference of It
i and J t

i .

Trust, Reliability and Honour. The third way in which α summarises Ht
α is with trust,

reliability and honour measures. These concepts are all concerned with the relationship
between commitment and enactment. Trust is concerned with the relationship between
a signed contract (the commitment) and the execution of the contract (the enactment).
Reliability is is concerned with the relationship between information (where the truth
of the information is the commitment) and its subsequent verification (the enactment).
Honour is similarly concerned with arguments.

We represent the relationship between commitment and enactment using conditional
probabilities, P(u′|u). If u is a commitment and u′ the corresponding subsequent ob-
servation then P(u′| u) is the probability that u′ will be observed given that u had been
promised. For example, if u is an “I advise you. . . ” message from agent β then the con-
ditional probability, P(u′|u), is an estimate of α’s expectation of what will eventually
be observed, and the uncertainty in the validity of β’s communication is the entropy
H(u′|u).

[10] describes three aspects of the relationship between commitment and enactment:

1. as the difference between our expectation P(u′| u) and a distribution that describes
what we would ideally like to observe PI(u′| u):

1 −
∑
u′

P
t
I(u

′|u) log
Pt

I(u
′|u)

Pt
β(u′|u)

2. as expected preferability of the enactment compared to the commitment:

∑
u′

P
t(Prefer(u′, u))Pt

β(u′|u)

6 Only a subset of the ontology is required. The idea is simply to capture “How much has Carles
told me about wine”, or “how much do I know about his commitments (possibly with other
agents) concerning cheese”.



142 J. Debenham and C. Sierra

3. as predictability of those enactments that are preferable to the commitment:

1 +
1

B∗ ·
∑

u′∈Φ+(u,v,κ)

P
t
+(u′|u) log P

t
+(u′|u)

where if u ≤ v in the ontology let: Φ+(u, v, κ) =
{
u′ | Pt(Prefer(u′, u, v)) > κ

}
for some constant κ, and Pt

+(u′|u) is the normalisation of Pt
β(u′|u) for u′ ∈

Φ+(u, v, κ),

B∗ =

{
1 if |Φ+(u, v, κ)| = 1
log |Φ+(u, v, κ)| otherwise

There is no neat function mapping the concepts of trust, reliability and honour into
the five LOGIC categories. For example, the relationship between contractual com-
mitment and contractual enactment is concerned with both Options and Commitment.
Alternatively, the relationship between the commitment and enactment of an argument
is concerned with Legitimacy and what ever else the argument is about. However the
five LOGIC categories together provide a complete framework for representing these
concepts.

Self Model. Finally, α’s self model is not directly related to communication. It repre-
sents the LOGIC relationships between the agent’s components and the various sum-
maries of the communications received.

3.1 Updating Mt

α’s world model, Mt, at time t is a set of random variables, Mt = {Xi, . . . , Xn} each
representing an aspect of the world that α is interested in. In the absence of in-coming
messages the integrity of Mt decays. α may have background knowledge concerning
the expected integrity as t → ∞. Such background knowledge is represented as a
decay limit distribution. One possibility is to assume that the decay limit distribution
has maximum entropy whilst being consistent with observations. Given a distribution,
P(Xi), and a decay limit distribution D(Xi), P(Xi) decays by:

P
t+1(Xi) = Δi(D(Xi), Pt(Xi)) (1)

where Δi is the decay function for the Xi satisfying the property that limt→∞ Pt(Xi) =
D(Xi). For example, Δi could be linear: Pt+1(Xi) = (1− νi)×D(Xi)+ νi ×Pt(Xi),
where νi < 1 is the decay rate for the i’th distribution. Either the decay function or the
decay limit distribution could also be a function of time: Δt

i and Dt(Xi).
The following procedure updates Mt for all utterances u ∈ U . Suppose that α re-

ceives a message u from agent β at time t. Suppose that this message states “I advise
you that something is so” with probability z, and suppose that α attaches an epistemic
belief Rt(α, β, u) to u — a method for estimating Rt(α, β, u) is given below. Each
of α’s active plans, s, contains constructors for a set of distributions {Xi} ∈ Mt to-
gether with associated update functions7, Ks(·), such that KXi

s (u) is a set of linear

7 A sample update function for the distribution P
t(acc(β, α, δ)) is given above.
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constraints on the posterior distribution for Xi. Denote the prior distribution Pt(Xi) by
p, and let p(u) be the distribution with minimum relative entropy8 with respect to p:
p(u) = argminr

∑
j rj log rj

pj
that satisfies the constraints KXi

s (u). Then let q(u) be
the distribution:

q(u) = R
t(α, β, u) × p(u) + (1 − R

t(α, β, u)) × p (2)

and then let:

P
t(Xi(u)) =

{
q(u) if q(u) is “more interesting” than p

p otherwise
(3)

A general measure of whether q(u) is more interesting than p is: K(q(u)‖D(Xi)) >
K(p‖D(Xi)), where K(x‖y) =

∑
j xj ln xj

yj
is the Kullback-Leibler distance between

two probability distributions x and y.
Finally merging Equation 3 and Equation 1 we obtain the method for updating a

distribution Xi on receipt of a message u:

P
t+1(Xi) = Δi(D(Xi), Pt(Xi(u))) (4)

This procedure deals with integrity decay, and with two probabilities: first, the proba-
bility z in the utterance u, and second the belief Rt(α, β, u) that α attached to u.

Rt(α, β, u) is an epistemic probability that takes account of α’s personal caution.
An empirical estimate of Rt(α, β, u) may be obtained by measuring the ‘difference’
between commitment and observation. Suppose that u is received from agent β at time
t and is verified by the institution agent, ξ, as u′ at some later time t′. Denote the prior
Pu(Xi) by p. Let p(u) be the posterior minimum relative entropy distribution subject to
the constraints KXi

s (u), and let p(u′) be that distribution subject to KXi
s (u′). We now

estimate what Ru(α, β, u) should have been in the light of knowing now, at time t′, that
u should have been u′.

The idea of Equation 2, is that Rt(α, β, u) should be such that, on average across
Mt, q(u) will predict p(u′) — no matter whether or not u was used to update the dis-
tribution for Xi, as determined by the condition in Equation 3 at time u. The observed
reliability for u and distribution Xi, R

t
Xi

(α, β, u)|u′, on the basis of the verification of
u with u′, is the value of k that minimises the Kullback-Leibler distance:

R
t
Xi

(α, β, u)|u′ = arg min
k

K(k · p(u) + (1 − k) · p ‖ p(u′))

The predicted information in u with respect to Xi is:

I
t
Xi

(α, β, u) = H
t(Xi) − H

t(Xi(u)) (5)

8 Given a probability distribution p, the minimum relative entropy distribution q = (q1, . . . , qI)
subject to a set of n linear constraints g = {gj(p) = aj ·q−cj = 0}, j = 1, . . . , n (that must
include the constraint

∑
i qi −1 = 0) is: q = arg minr

∑
j rj log

rj

pj
. This may be calculated

by introducing Lagrange multipliers λ: L(q, λ) =
∑

j qj log
qj

pj
+ λ · g. Minimising L,

{ ∂L
∂λj

= gj(p) = 0}, j = 1, . . . , n is the set of given constraints g, and a solution to ∂L
∂qi

=

0, i = 1, . . . , I leads eventually to q. Entropy-based inference is a form of Bayesian inference
that is convenient when the data is sparse [11] and encapsulates common-sense reasoning [12].
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that is the reduction in uncertainty in Xi where H(·) is Shannon entropy. Equation 5
takes account of the value of Rt(α, β, u).

If X(u) is the set of distributions in Mt that u affects, then the observed reliability
of β on the basis of the verification of u with u′ is:

R
t(α, β, u)|u′ =

1
|X(u)|

∑
i

R
t
Xi

(α, β, u)|u′ (6)

For any concept c ∈ O, Rt(α, β, c) is α’s estimate of the reliability of information
from β concerning c. In the absence of incoming communications the integrity of this
estimate will decay in time by: Rt(α, β, c) = χ × Rt−1(α, β, c) for decay constant
χ < 1 and close to 1. On receipt of communication u is subsequently verified as u′:

R
t(α, β, c) = μ × R

t−1(α, β, c) + (1 − μ) × R
t(α, β, u)|u′ (7)

where μ is the learning rate, that estimates the reliability of β’s advice on any concept
c. If X(u) are independent the predicted information in u is:

I
t(u) =

∑
Xi∈X(u)

I
t
Xi

(α, β, u) (8)

Suppose α sends message u to β where u is α’s private information, then assuming that
β’s reasoning apparatus mirrors α’s, α can estimate It(β, α, u). This completes the the
update process for Mt.

4 Advice Interaction

An opinion is a speaker’s evaluation of a particular aspect of a thing in context. Advice
is a speaker’s evaluation of a particular aspect of a thing in the context of the speaker’s
beliefs of the listener’s context. An “I advise you. . . ” illocution is a form of advice [13].
It is a directive in Searle’s classification of speech acts. This illocution gives advice to
the listener to take some action, for example, “I advise you I would buy that Ferrari.”
It is not an assertive. Such advice will only be considered seriously by the listener if he
believes that the speaker’s beliefs about him are accurate. In terms of this work, this is
indicated by a degree of intimacy in the appropriate section of the LOGIC framework.

An agent may be motivated to issue an “I advise you. . . ” illocution either to develop
a reputation for giving good advice — in the LOGIC framework this develops intimacy
particularly in the L dimension — or to directly influence the listener’s actions possi-
bly to the benefit of the speaker “If I were you I would accept the offer I made you
yesterday”. The rational effect of these two examples are different. In the first example,
whether the listener follows the advice is not important, what matters is whether he
believes at some time that the advice was good, in the second example, the intention is
that the listener will follow the advice.

“I advise you. . . ” illocutions may be issued with varying degrees of knowledge of
the state of the listener. For example, “I advise you to buy the Ferrari.” assumes that
the speaker has beliefs about the listener’s intentions — such as he intends to buy a



Argumentation with Advice 145

car. Another example, “If I were you I would offer them e100 now” assumes that the
speaker has beliefs about both the listener’s intentions and the state of his active plans.
For simplicity we restrict these beliefs to the listener’s intentions.

In common usage, an “I advise you. . . ” illocution may contain advice either to act
(i.e. advice that the listener should utter) as described above, or that the listener should
modify his mental attitudes “I advise you to count on tomorrow being fine”. The first
of these is an “I advise you” action, and the second, that advises the agent to modify
his beliefs, is an “I advise you” belief change9. In addition, such advice may advise the
listener to modify his goals, his intentions or his plans — these three cases are omitted
for brevity. A definition of an “I advise you” action is given in Table 1. The definition
of an “I advise you” belief change is not presented here.

5 Discussion

In this paper we have argued that a a rich model of rationality is required to properly
model agents in a changing world. Particularly important is the need to model dialogical
moves that refer to the agent’s internal models (beliefs, or goals) that are updated as a
dialogue develops. Traditional constructivist approaches share a more static view of the
world. Dialogues may influence internal models along a number of dimensions. In this
paper we have followed a simplified version of the approach of [6] classifying them
as beliefs, plans, desires, capabilities and intentions. This model is very flexible and
clear in representing and classifying the evolving pieces of information that an agent’s
memory requires in order to correctly interpret and generate illocutionary moves. We
have given a precise model of how this evolution of the memory can be implemented
using concepts drawn from information-theory. Finally, a formal description of a pro-
totypical dialogical move, “I advise you . . . ”, is given. We have argued, that if agents
are to be situated in a changing world, they need to incorporate an ecological mind that
among other things requires a higher order interpretation of communication languages.
This is so, because self-reference and the reference to whole dialogues is unavoidable
in argumentative information exchanges.

As future lines of work, we plan to extend this approach to further advice-giving
illocutions, and to revisit other classical dialogical moves such as those found in negoti-
ation dialogues (e.g. propose, accept, reject). The evolution of our information-theoretic
agents is being further examined in the development of negotiation agents in the Diplo-
macy game: we plan to use a Diplomacy testbed (www.dipgame.org) to obtain exper-
imental results from agents interacting with human beings using rich languages that
have illocutionary moves similar to the one modelled here.

9 In line with the remarks at the beginning of this section the assertive “Tomorrow will be fine”
may be treated as an Inform; when that statement is verified by the listener he will feed that into
his estimate of the speaker’s reliability as in Section 3.1. The directive “I advise you to count
on tomorrow being fine.” is a richer statement. It relies on the speaker’s weather forecasting
ability and on the accuracy of his beliefs of the listener. In particular, it relies on the accuracy
of the speaker’s beliefs concerning the significance of tomorrow’s weather to what ever the
listener is doing. That is it relies on a level of intimacy. The subsequent evaluation of this piece
of advice will then effect the speaker’s intimacy represented in the LOGIC model.
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Table 1. Advice actions in FIPA-style format. The two feasibility preconditions are alternative
representations of i’s beliefs of the superiority of his knowledge, and the two rational effects
represent two possible motives for uttering the illocution.

Summary The sender (for example, i) informs the receiver (for example, j) that the sender
believes the receiver should perform some action (for example, a) if the receiver’s
intentions includes some goal (for example, c)

Message A tuple consisting of an action expression denoting the action that is advised, and
Content an intention that the receiver may hold.
Description I_Advise_You indicates that the sending agent:

• believes he knows the receiving agent holds a particular intention
• believes his knowledge of facts concerning the receiving agent’s intention is

better than the receiving agent’s knowledge of it
• intends the receiving agent to believe that the action is in his interests
• believes that the receiving agent may act otherwise

Formal <i, i_advise_you(j,a,c) >
Model FP1: Bi Ij c ∧ Bi Wi(c)→ Wj\i(c) ∧ Bi Agent(j, a) ∧

¬Bi Ij Done(a)
FP2: Bi Ij c ∧ Bi (H(Wi(c)) < H(Wj\i(c))) ∧

Bi Agent(j, a) ¬Bi Ij Done(a)
RE1: Bj Ii Done(<j, rates(a, x)>,φ) where rates(a,x) is

the action of rating action a as x, and φ is true when the rating is performed
RE2: Done (a)

Wi(c) denotes all of i’s beliefs concerning c — i.e. that part of i’s world model
Wj\i(c) denotes i’s beliefs concerning all of j’s beliefs concerning c
Wi(c)→ Wj\i(c) denotes that everything in Wj\i(c) can be derived from

a subset of Wi(c)
H(S) denotes the overall uncertainty of the set of beliefs S — possibly as entropy

Examples Agent i advises agent j that from his understanding of agent j’s intentions agent
j should accept an offer from agent k to sell a Nikon camera to agent j.
(i_advise_you
:sender (agent-identifier :name i)
:receiver (set (agent-identifier :name j))
:content
"((advise-action (agent-identifier :name j)
(accept-proposal
:sender (agent-identifier :name j)
:receiver (set (agent-identifier :name k))
:content
”accept the Nikon”

(”want camera”))"
:language fipa+if_I_were_you+advise-action)

where advise-action is an action that the receiver is advised to perform
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1 Dipartimento di Informatica, Università degli Studi di Torino, Turin, Italy
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Abstract. In order to integrate properly recording services with other
streaming functionalities in a DMR (e.g., AppleTV, PS3) we need a way
to put live TV and radio events into friendly catalogs. But recordings
are based on parameters to be set by the users, such as timings and
channels, and event discovery can be not trivial. Moreover, personalized
recommendations strongly depend on the information quality of discov-
ered events.

In this paper, we propose a general collaborative strategy for discover-
ing and recommending live events from recordings with different timings
and settings. Then, we present an analysis of collaborative filtering algo-
rithms using data generated by a real digital video and radio recorder.

Keywords: TV and Radio Broadcasts, Recommender Systems, Collab-
orative Filtering.

1 DMR Context, Motivations and Related Work

Digital Media Receivers (DMRs), such as the AppleTV, or other devices
that integrate also DMR functionalities, such as the PS3 and the XBox 360, are
rapidly spreading worldwide revolutionizing the way we use our TVs and how
we access to streaming content. The major attractiveness of a DMR is in the
integration of several functionalities that usually come with different devices: a
user can (1) watch (or listen), pause and record live television (or radio); (2) play
and store music albums and view related art; (3) view, store, and edit digital
pictures; (4) rent or buy new music and movies from catalogs; and so on.

DMR functionalities can be accessed through in-house as well as external
services (or channels); for instance, the AppleTV allows the user to rent a movie
from Apple store and also from Netflix. Moreover, the user can stream a media
file stored in another computer connected to the home network, or from other
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on-line services like YouTube. However, no matter where the content streams
from, the DMR provides an integrated user interface that allows users to browse,
search and playback media resources as they were contained in a larger digital
library.

This kind of interaction shifts the user’s attention from timing (e.g., “my
favorite TV shows starts at 8:00 p.m.”) to availability (e.g., “the last movie of
my favorite actor is already in my library”). This has implications over recording,
because broadcasters schedule timings for their transmissions, and it is up to the
user to set parameters accordingly such as the channel, starting and ending times,
and so on. It is not surprising that popular applications that offer personalized
podcasts, news, TV and radio shows (e.g., Stitcher), usually present lists of
available shows to the user, before aggregating media resources together into
custom channels. Hence, we need a way to automatically discover live TV and
radio events and to present them to the user. Probably, this capability is still
missing because of the aforementioned timing problem, but also due to the lack of
a standard format for structuring the description of events and the unreliability
of many Electronic Program Guides (EPGs) (when they are available) [1]. Even
if recommendation in the IPTV domain has been studied previously (e.g., [2,3]),
there is still room for the discovery of live events to be recorded through custom
settings.

After discovery, recommendation is a second factor for successful recording
services into the DMR context. A recommender system must suggest the user
to program the recording of a live event before it occurs. This suggestion must
be based on user preferences, and ratings can be used to improve the accuracy
of the system.

We are conscious that it is risky to look for general conclusions from a spe-
cific case study; for this reason, we decided to remove as many biases as possible.
We did not use EPGs and descriptions on timings and content distributed by
broadcasters. Moreover, we did not use explicit user ratings. This comes with
the observation that feedbacks are not always available, due to user data man-
agement strategies (e.g., privacy can be a concern) and unreliability of ratings;
in fact, users do not always use explicity feedbacks correctly, due to lazyness or
carelessness [12].

Furthermore, given such lack of descriptive information, we cannot use
Content-Based (CB) systems at this stage of the analysis, whereas Collabo-
rative Filtering (CF ) techniques can be easily executed here. We know that CF
performances can be improved in practice with the benefits that come with a
CB engine, and so we propose a comparative analysis to identify which CF sys-
tem (and under which assumptions) over performs the others in a real world
scenario.

Section 2 gives a brief introduction of the experimental environment. The
event discovery procedure is presented in (Section 3). Then, we describe the
analyzed recommendation algorithms (Section 4). Finally, the evaluation of the
chosen algorithms is presented in Section 5, before drawing conclusions.



150 A. Basso et al.

2 Discussion on Data Collection

Our analysis is based on real data generated by the Faucet PVR system, integrated
in a web-based podcasting service named VCast (http://www.vcast.it/).
Faucet allows users to record their favorite (Italian) TV and Radio programs, and
to further download them into their devices (e.g., iPod, PC, notebook). User can
set up her own programming and see or download their recordings through a sim-
ple web interface.

Faucet’s users can record their preferred live events in a very traditional way:
they can set a list of parameters like the channel, the periodicity, as well as
starting and ending times. They are also asked to assign a name to each of their
recordings. After the customized event has been recorded, the user can download
and reproduce it.

As we said in the introduction, data coming from a general purpose recording
system are not immediately usable to identify events such as the transmissions,
but assume the form of unstructured information, which have to be properly
processed. Intuitively, let T be the set of transmissions during a day and ti be a
specific transmission broadcasted on channel cti , starting at time bti and ending
at time fti . Then, in principle, ti can be directly used in the recommendation
engine, as well as ∀t ∈ T . However this is not the case in the real world: if we look
at data collected by monitoring the activity of many users, such transmissions
are not trivially identifiable, mainly because users set different timings for the
same event. This is due to two reasons: (1) users set timings according to clocks
that are not in synch each other: this can produce differences in timings in the
order of minutes; (2) Users are interested on different parts of the same TV or
radio show: in this case, we can have critical differences in timings.

As a final observation, broadcasting is characterized by the expiration of some
events: we can suggest the user to record only future broadcasts, and even if some
shows are serialized, the recording of the single episode should be programmed in
advance. This phenomenon is (partially) due to copyright management, since the
content provider are not willing to authorize service providers to store previously
recorded event for further distribution. Nevertheless, recording of a broadcast is
still allowed, because it is seen as a single user activity. As a consequence, we
have to deal (also) with volatile content, and this differs very much with the VoD
domain, that has been exhaustively explored in the context of recommendation.

The anonymized dataset that we used for our experiments is publicly available
at: http://secnet.di.unito.it/vcast.

3 Data Processing and Discovery of Events

Even if the DMR environment is perfect for dealing with catalogs of discrete
events, we cannot prevent the users from setting timing parameters when they
want to record live shows. However, we can provide a discovery method that
identifies recordings programmed by other users, and that inserts found events in
a dynamic catalog: some events can be added when new recordings are observed;

http://www.vcast.it/
http://secnet.di.unito.it/vcast
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other events are removed when their timings expire. Once we have detected
our set of discrete events, we can run our recommender algorithms to create
personalized catalogs.

The first step is the identification of the broadcasted transmissions from the
amount of unstructured data resulting from the recording process. This is a
multi-step procedure that extracts a set of discrete elements as the representa-
tives of the broadcasted events. Basically, a discrete element is obtained as the
result of the aggregation of several different recordings. A preliminary investiga-
tion on the extraction of events from recordings is given in [1].

Let U = {u1, u2, ..., uk} be the set of distinct users in the Faucet platform.
Each user recorded some programs in the past and scheduled some for the future.
To schedule a program, a user must choose a channel c among a list of predefined
channels C, a periodicity p among the possible periodicities allowed in the digital
recorder (for example, daily, weekly, no-repeat), the start and the end of the
recording. Besides, the user is required to annotate his/her recording with a
(possibly) meaningful title.

Let R = {r1, r2, ..., rm} be the set of the recorded programs. Each recording
in R is a tuple r =< u, c, p, tl, b, f > set by a user u ∈ U who recorded on the
channel c with periodicity p a program titled tl starting at time b and finishing
at time f . Thus, we can assume that there exists a function mapping every user
to her recordings.

The set R is first processed by means of clustering; then, aggregation and
merging are carried out in sequence on the output of the clustering. The three
phases are described in the following.

Clustering: Due to the lack of information about the content of each recording,
they are clustered wrt the channel, the periodicity and the difference between
timings. Specifically, ∀ri, rj ∈ R|cri = crj ∧ pri = prj we have that

ri � rj iff |bri − brj | < δb ∧ |fri − frj | < δf ,

where � is the clustering operator and δb, δf determine the maximum clustering
distance for the start and end times, respectively. The identified clusters con-
tain recordings equal in the channel and periodicity, and similar in the timing.
The recording that minimizes the intra-cluster timing distances is chosen as the
centroid of the cluster. Each cluster identifies a new event.

Aggregation: As the system produces new recordings continuously, we perform
the clustering once an hour obtaining the set of newly generated events. A further
step is then required to aggregate the new events with those previously created.
Such an operation is performed by comparing each new event with the existing
events wrt channel, periodicity and timings; if the timings are similar, we correct
the properties of existing events with the values of the newly created ones. The
list of users associated to the event is updated accordingly.

Merging: Similar events, i.e. with the same channel and periodicity but tim-
ings within a fixed range, are merged into a single event. All features of the new
events are computed by means of the values of the merged ones. This operation
is required because events can be created in subsequent moments, by aggregating
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recordings referring to the same broadcasted transmissions. Due to the high vari-
ability of the timings, especially when a new transmission appears, such events
slowly and independently converge to more stable timeframes, determining the
need of merging them into single events.

As a result of the whole process, we obtain a number of events, each being a
tuple defined as e =< Ue, c, tl, b, f, p > where Ue is the list of users who set a
recording referring to event e, c is the channel, tl is a title chosen among those
given by users using a majority rule, b and f are the the starting and ending
times and p is the periodicity. More detail on event detection and title selection
can be found in [1].

We observed the behavior of the system in a one year timeframe, i.e., from
June 2008 to June 2009, wrt the number of users, events and recordings. As
the number of active recordings and events tends to increase over time, the
number of users follows a different, less constant, trend. Specifically, we can
notice a considerable increase in the number of registered users in the system
between November 2008 (< 35.000 users) and March 2009 (> 45.000). In July
2009 we observed an interesting average number of 20.000 users with at least one
scheduled recording. The relative success of the service reflected in the number
of recordings: we had about until 200K recordings in June 2008 (the service
was launched few months ago), and approximately 900K recordings one year
after. Analogously, the number of events generated by the aggregations of the
recordings grows up: we could detect almost 32K different events in June 2008.
The overall number of detected events was about 130k after one year.

4 Recommendation

Two well-known recommendation techniques are considered in this work: (1)
the memory based collaborative filtering approach named k -Nearest Neighbors
(kNN) [9]; (2) the model based approach based on the SVD transform [10].

Exploiting the basic idea of the nearest neighbors approach, we apply both
variants of the kNN algorithm: the user-based one [5], by identifying users inter-
ested in similar contents; and the item-based approach [4], by focusing on items
shared by two or more users. The MostPopular items can be considered as a
special case of the user-based kNN approach, where all users are considered as
neighbors. In addition, we also analyze the performance of a variant of the SVD
technique based on implicit ratings, presented in [6].

User-based kNN. In the user-based kNN algorithm, the weight of an element e
for a user u can be defined as:

w(u, e) =
∑

v∈N(u)

r(v, e) · c(u, v), (1)

where r(v, e) =
{

1 if e ∈ Ev

0 if e /∈ Ev

Ev is the set of elements recorded by user v, whilst N(u) is the neighborhood
of user u, limited by considering only the top-N neighbors ordered by user
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similarity. c(u, v) is calculated using a similarity metric, S(u, v), and we consid-
ered several well known measures, such as: the Jaccard ’s coefficient, the Dice’s
coefficient, the Cosine similarity and the Matching similarity [8]. All similarity
metrics are calculated using the implicit binary ratings r(v, e). Then, ∀u, we can
compute the subset Nu ⊆ U of neighbors of user u by sorting all users v by
similarity with u. Only the k users most similar to u and with S(u, v) > 0 will
be present on Nu.

If the number of neighbors is limited by the chosen similarity to a number
lower than k, we can also consider the 2nd-level neighbors, i.e., for each user v
belonging to N(u) we compute N(v). The overall set of 1st-level and 2nd-level
users is then used to define the users similar to u, as previously described. It
is worth noting that, in case of considering 2nd-level neighbors, the coefficient
c(u, v) in eq. (1) has to be computed taking into account the similarity between
the considered neighbor and further ones. For example, considering user u, her
neighbor v and her 2nd-level neighbor x, we have:

c(u, x) = S(u, v) ∗ S(v, x),

that is a combination of the similarities computed between the neighbors pairs
for the considered user.

MostPopular. The MostPopular algorithm can be also defined by means of
eq. (1), assuming the number of neighbors unbounded, which implies N(u) =
U, ∀u ∈ U ; and c(u, v) = 1, ∀u, v ∈ U .
The weight of an element e to a user u is therefore defined as:

w(u, e) =
∑
v∈U

r(v, e) (2)

All elements are sorted in descendant order by weight. The set of neighbors is
independent of the user in the MostPopular algorithm. As consequence, all users
receive the same recommended elements, i.e., the most popular elements.

Item-based kNN. In the item-based kNN algorithm, the weight of an element e
for a user u is defined as:

w(u, e) =
∑

f∈N(e)

r(u, f) · c(e, f), (3)

N(e) is the set of n items most similar to e and recorder by u, and c(e, f) is the
neighbor’s weight wrt item e.

Differently from the user-based case, using k = ∞ in the item-based approach
does not lead to the Most Popular set of elements. In fact, the algorithm simply
takes all items f ∈ Eu as neighbors of e, making N(e) user-dependent.

The similarity among items, S(e, f), is based on the same measures already
mentioned before, yet redefined considering two items e, f and their sets of users
Ue, Uf who recorded them. ∀e ∈ E we can compute the subset Ne ⊆ E of
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neighbors of item e. An item f such that Ue∩Uf �= ∅ is thus defined as a neighbor
of e. Starting from the neighborhood of e, similarity with e is computed for each
pair < e, f > such that f ∈ Ne using the implicit binary ratings r(u, e) as defined
in (1), and the weights are calculated according to (3).

SVD. The Singular Value Decomposition technique analyzed in this work makes
use of implicit feedbacks and implements the method proposed in [6]. Specifically,
given the observations of the behavior of user u wrt item i, rui, we can define
the user’s preference pui as equal to the implicit binary rating rui. Note that rui

is set to 1 when u records item i, 0 otherwise.
After associating each user u with a user-factors vector xu ∈ Rf and each

item i with an item-factors vector yi ∈ Rf , we can predict the unobserved value
by user u for item i through the inner product: xT

u yi. Factors are computed by
minimizing the following function [6]:

min
x*y*

∑
u,i

(pui − xT
u yi)2 + λ

(∑
u

‖xu‖2 +
∑

i

‖yi‖2

)

5 Experimental Results

Our evaluation is based on measuring the accuracy of each recommendation
algorithm in predicting the elements that users would program. This is achieved
by computing precision and recall on the predicted items. The more accurate is
this prediction, the more valuable elements are recommended. It is important
to underline that we do not consider any feedback related to the user’s interest
in the recommended items, but we only focus on the prediction ability of the
algorithms analyzed.

To evaluate a recommendation algorithm, we fix an arbitrary time t in the
data collection interval, and use the information about the user recordings before
time t to predict the elements recorded by each user after time t. The collected
data start at January 2008 and end November 2009, thus we choose uniformly
distributed values of t varying from June 2008 to June 2009 in order to not have
biased results by scarcity of training data or by lack of test data.

Given the set E of events in our framework, we define the following subsets:

– A(t) ⊂ E, define the active events at time t (be > t);
– R(u, t) ⊂ E, define the events recorded by user u before time t;
– V (u, t) ⊂ A(t), define the events recorded by user u after time t;
– Rec(u, t) ⊂ A(t), define the events recommended to user u at time t.

It is important to notice that A(t) is also the set of all elements suitable for rec-
ommendation at time t. The aim of our recommendation algorithms is to predict
which events are in V (u, t). For that, for each user, the algorithms associate a
weight for each element in A(t) that are not present in R(u, t). To recommend
items to users, we use the top n recommended elements Rec(n, u, t) ⊂ Rec(u, t),
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ordered by weight. The precision values for the top n recommended elements
at time t are computed as the average of (Rec(n, u, t) ∩ V (u, t))/Rec(n, u, t) for
all users. The same for recall values, computed as the average of (Rec(n, u, t) ∩
V (u, t))/V (u, t) for all users [10]. Finally, we compute the precision and recall
for the top n recommended elements as the average of the precision and recall
at different ts.

Our evaluation does not use user’s feedbacks regarding his interest in uncon-
sidered items (i.e., not programmed, nor downloaded). Thus in this context, as
in [6], recall measures are more suitable than precision measures. In fact, we can
assume that ei is of any interest for user u only if ei ∈ V (u, t), otherwise no
assumption on user’s interests can be made. Anyway, for sake of completeness,
we also report the analysis of precision values.

5.1 Evaluation

We start our evaluation showing how different similarity functions affect the
results of user-based kNN recommendation algorithms. We can observe from
Figure 1(a) that, in case of the user-based algorithm, all chosen similarities
show nearly the same performances. In all cases, we used a neighborhood of
k = 300, however the results are similar for other values of k. When it comes to
the item-based algorithm, the Matching similarity considerably outperforms the
other measures, as displayed in Figure 1(b). Again, both Dice and Jaccard show
a very similar behavior, being clearly superior to the Cosine metric when more
than 5 elements are recommended. In both Figures 1(a) and 1(b), the Jaccard
similarity is not shown being almost identical to the Dice.

In Figure 2(a) we evaluate the consequences of adding second-level neighbors
in the neighborhood of user-based kNN recommendation algorithms. We can
observe that increasing the number of first level neighbors (when it is lower
than k) by adding the second level ones implies a better performance of the
algorithms. In this example, we used Dice similarity and k = 300, however the
results are similar when applying second-level neighbors to other similarities.
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Fig. 1. Comparison between similarity functions in user-based and item-based kNN
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Fig. 2. Neighborhoods comparison, precision and recall for user-based kNN

In the next tests, we try to find an optimal value for k in the user-based kNN
algorithm. Fig. 2(b) shows the results of kNN user-based for different values of k
and the MostPopular recommender. We used Dice similarity, but the results are
similar with other similarity functions, as previously explained. We can observe
that a value k = 100 is not sufficient to outperform the MostPopular algorithm,
due to the lower value of the recall. On the other side, a very high number of
neighbors allows to perform better than the MostPopular. However, we could no-
tice that for high values of k the algorithm starts to converge to the MostPopular,
characterized by an unbounded number of neighbors. We found that k = 300 is
a good compromise between the ability of providing valuable recommendations
and the resource consumption in calculating the neighborhood.

To better observe the trend of both recall and precision, Figure 2(c) shows
the two values combined. Again, k = 300 performs better if we take the top
10 recommended elements, as it also yields to good results in terms of pre-
cision. Considering more than 10 recommendations, it would seem appropri-
ate to increase the number of neighbors, as the results for precision and recall
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are slightly better. Nevertheless, considering the algorithm performance also in
terms of computational requirements, k = 300 is still a good choice when we
take into account the precision metric.

An interesting comparison among the three kNN algorithms analyzed, i.e.,
user-based, item-based and MostPopular, is depicted in Figure 3(a). We can
observe that the latter is clearly outperformed by the other two algorithms in
terms of recall, especially when more recommended items are considered. The
user-based kNN performs slightly better than the item-based version, although
the gap is mostly noticeable when more items are recommended. In general,
item-based algorithms tend to perform better because usually the number of
items is considerably lower than the users [9]. Such a property does not hold in
our domain, hence making the user-based version superior in terms of recall, as
we initially expected.

A final experiment was made in order to compare the performance of the SVD
approach to the kNN. The implementation of the SVD algorithms described in
Section 4 is tested with different parameters, with the purpose of identifying
the more suitable ones in our context. In particular, we try different sizes for
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user-factors and item-factors vectors, values for the λ parameter and number
of training steps. Results are depicted in Figure 3(b). The best prediction is
obtained with 100 features, λ = 500 and 15 training steps. However, the per-
formance of the SVD approach in the analyzed context is worse if compared to
a neighborhood model such as kNN. Similarly, results related to the precision
(Figure 3(c)) show an analogous performance of the kNN algorithms wrt SVD,
with the Most Popular being considerably less precise than others.

It could appear surprising that the prediction performance of the SVD rec-
ommender is worse than other techniques, as this algorithm normally performs
better in several other contexts [10,7,6]. We believe that the motivations for such
an unusual behavior reside in the dataset characteristics. In particular, a reason
might be identified in the so called cold start problem, whose effects involve users,
items and communities [11]. In our context, the cold start problem is particularly
noticeable with items and is due to the lack of relevant feedbacks when a new
event first appears in the system. Such an issue is made worse by the fact that
items to recommend are generally new ones, i.e. those events having a starting
time in the future. This property holds for no-repeat events as well as for repeti-
tive ones (the starting time is updated according to their periodicity). So, events
whose starting time has passed are no longer eligible for recommendation.

The fact that recommendations are affected by the cold start problem is one
key factor that may influence SVD performance, as this algorithm needs support
of user’s preferences to perform well. On the contrary, a neighborhood-based
approach such as kNN appears to better deal with newly introduced items, as
also reported in [2].

6 Conclusion and Future Work

We proposed a methodology to detect live TV and radio events from a set of inde-
pendently programmed recordings. Assuming that such events can be browsed,
searched and played back as other digital resources as they are included in a
large digital library, it emerges the importance of suggesting recordings to user.
Thus, we experimented with data of a real digital recording service to compare
collaborative filtering techniques. Our findings showed that neighborhood based
strategies, such as kNN, can return in good prediction accuracy and, if correctly
tuned, they can outperform SVD-based techniques as well as most popular strate-
gies, which dangerously leverage the phenomenon of many users concentrated
on very few relevant events.

The evaluation of a content-based recommender system in this domain is
planned. This was not possibile at this stage of the work because of the difficulty
of getting descriptions about recorded events with earlier versions of the analysed
DMR system.
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Abstract. The accuracy of collaborative filtering recommender systems
largely depends on two factors: the quality of the recommendation algo-
rithm and the nature of the available item ratings. In general, the more
ratings are elicited from the users, the more effective the recommenda-
tions are. However, not all the ratings are equally useful and therefore,
in order to minimize the users’ rating effort, only some of them should
be requested or acquired. In this paper we consider several rating elicita-
tion strategies and we evaluate their system utility, i.e., how the overall
behavior of the system changes when these new ratings are added. We
simulate the limited knowledge of users, i.e., not all the rating requests of
the system are satisfied by the users, and we compare the capability of the
considered strategies in requesting ratings for items that the user experi-
enced. We show that different strategies can improve different aspects of
the recommendation quality with respect to several metrics (MAE, pre-
cision, ranking quality and coverage) and we introduce a voting-based
strategy that can achieve an excellent overall performance.

Keywords: Recommender Systems, Active Learning, Rating Elicitation.

1 Introduction

Recommender Systems (RSs) support users in choosing the right products or
services to consume by providing personalized suggestions that match the user’s
needs and constraints [11]. In this paper we are concerned with collaborative
filtering (CF) RSs [5]; these systems use item ratings provided by a population
of users to predict unknown ratings of the current user, and recommend the
items with the largest predicted ratings. CF rating prediction accuracy does
depend on the characteristics of the prediction algorithm, but also on the ratings
known by the system. The more (informative) ratings are available the higher the
recommendation accuracy is. In fact, in [10] it is shown that the recommendation
accuracy can be improved to a larger extent if the ratings are acquired with a
well designed selection strategy compared with the “classic” strategy where the
users self-select the items to rate.
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Rating elicitation has been also tackled in some previous research works
[8,9,1,4,3] but these papers focused on a different problem, namely the bene-
fit of rating elicitation for a single user, e.g., in the sign up stage. Conversely, we
consider the impact of several (some original) elicitation strategies on the system
overall effectiveness (more details are provided in Section 5). We measured their
effect using several evaluation metrics, including: the rating prediction accuracy
(Mean Absolute Error), the number of acquired ratings, the recommendation
precision, the system coverage, and the effectiveness of the recommendations’
ranking, measured with normalized discounted cumulative gain (NDCG).

Moreover, we explore another new aspect, i.e., the performance of an elicita-
tion strategy taking into account the size of the rating database, and we show
that different strategies can improve different aspects of the recommendation
quality at different stages of the rating database development. In this context,
we have verified an hypothesis made originally by [9], i.e., that certain strategies,
for instance, requesting users to rate the items with the largest predicted ratings,
may generate, a system-wide bias, i.e., they can increase, rather than decrease,
the system error.

In order to perform such an evaluation, we have created a system which simu-
lates a real process of rating elicitation in a community of users, the consequent
rating database growth starting from a relatively small set of data (cold-start),
and the system adaptation (retraining) to the new data. In these simulations
we used a state of the art Matrix Factorization recommender algorithm [5]; so
that the results here presented can provide useful guidelines for managing real
operational RSs.

In conclusion in this paper we provide a realistic, comprehensive evaluation
of several, applicable and novel, rating elicitation strategies, providing guide-
lines and conclusions that would help their exploitations in real RSs. This is an
important and necessary preliminary step for the application of any rating elici-
tation strategy in a real operational and possibly conversational system; having
the goal to reduce the effort spent by users in rating (unnecessary) items and
to improve the quality of the recommendations for all. We note that in this pa-
per we extend a previous work [2] by describing and evaluating more strategies,
including the voting one, and evaluating their behaviors on larger and a more
realistic data set.

The rest of the paper is structured as follow. In section 2 we introduce the
rating elicitation strategies that we have analyzed, and in section 3 we present
the simulation procedure that we designed to evaluate their effects. The results
of our experiments are shown in section 4. In section 5 we review some related
research, and finally in section 6 we summarize the results of this research and
we outline some future work.

2 Elicitation Strategies

A rating dataset R is an n×m matrix of real values (ratings) with possible null
entries. The variable rui, denotes the entry of the matrix in position (u, i), and
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contains the rating assigned by the user u to the item i. rui can store a null value
representing the fact that the system does not know yet the opinion of the user on
that item. In the Movielens dataset, which was used in our experiments, ratings
are integers between 1 and 5 included. A rating elicitation strategy S is a function
S(u, N, K, Cu) = L which returns a list of M ≤ N items L = {i1, . . . , iM} whose
ratings should be asked to the user u, where N is the maximum number of
ratings to be elicited. K is the n × m matrix containing the known ratings, in
other words, the ratings (of all the users) that have been already acquired by
the RS. Finally, Cu is the set of candidate items whose ratings have not yet been
asked to u, hence potentially interesting to be acquired. In fact, a strategy must
not ask a user to rate the same item twice, i.e., the items in L must be removed
from Cu.

Every strategy we propose analyzes the dataset of known ratings K and as-
signs a score to each item in Cu measuring how valuable it is to acquire the user
opinion for that item. Then the N items with the highest score are identified, if
the strategy can compute N scores, otherwise a smaller number of requests (M)
is returned. Then, these items are actually presented to the user u to provide his
ratings. It is important to note that the user may not have experienced some of
these items; in this case the system will obtain less ratings.

We have considered many strategies; the first three below have been reported
previously, while the rest are either original or have not been tested previously.

Popularity: the score for the item i is equal for all the users, and it is the number
of not null ratings for i in K, i.e., those already acquired by the system. More
popular items are more likely to be known by the users, and hence it is more likely
that a request for such a rating will really expand the rating database [1] [9].

log(popularity)∗entropy: the score for the item i is computed by multiplying the
logarithm of the popularity of i with the entropy of the ratings for i in K. This
strategy tries to combine the effect of the popularity score, which is discussed
above, with the heuristics that items with more diverse ratings (larger entropy)
bring more useful information about the user preferences [1] [9].

Binary Prediction: the matrix K is transformed into a matrix B with the same
number of rows and columns, by mapping null entries in K to 0, and not null
entries to 1. A factor model is built using B as training data and then the
prediction b̂ui for each item i in Cu is computed and assigned as the score for
the item. This strategy tries to predict what items the user has experienced,
to maximize the probability that the requested ratings could be added to K
(similarly to the popularity strategy).

Highest Predicted: a rating prediction r̂ui is computed for all the items i in Cu

(using the ratings in K) and the score for i is set to this predicted rating r̂ui. The
idea is that the best recommendations could also be more likely to have been
experienced by the user and their ratings could also reveal useful information on
what the user likes. This is the default strategy for RSs, i.e., enabling the user
to rate the recommendations.



Rating Elicitation Strategies for Collaborative Filtering 163

Lowest Predicted: for each item in the Cu a rating prediction r̂ui is computed
(using the ratings in K). Then the score for item i is Mr − r̂ui, where Mr is the
maximum rating value (e.g., 5). Lowest predicted items are likely to reveal what
the user does not like, but should actually collect a few ratings, since the user is
unlikely to have experienced all the items that he does not like.

Highest and Lowest Predicted: for each item i in Cu a prediction r̂ui is computed
(using the set of ratings in K). Then the score for i is |Mr−mr

2 +mr − r̂ui|, where
Mr (mr) is the maximum (minimum) rating value. This strategy tries to ask for
information on items that the user may or may not like.

Random: the score for an item is a random number. This is just a baseline
strategy, used for comparison.

Voting: the score for the item i is the number of votes given by a committee
of strategies including popularity, variance [12] , entropy [9], highest-lowest pre-
dicted, binary prediction, and random. Each of these strategies produces its top
100 candidates for rating elicitation, and then the items appearing more often in
these lists are selected. This strategy depends on the selected voting strategies,
and we included random to impose an exploratory behavior that should improve
the system coverage.

Finally, we would like to note that we have also evaluated other strategies:
variance, entropy, and log(pop) ∗ variance. But, since their observed behaviors
are very similar to some of the previously mentioned strategies, due to lack of
space they are not described here.

3 Evaluation Approach

In order to study the effect of the considered elicitation strategies we set up
a simulation procedure. The goal was to simulate the evolution of the RS’s
performance exploiting these strategies. In order to run such simulations we
partition (more details on the partition method are given later) all the available
(not null) rating data in R into three different matrices with the same number
of rows and columns as R:

– K: contains the ratings that are considered to be known by the system at a
certain point in time.

– X : contains the ratings that are considered to be known by the users but
not by the system. These ratings are incrementally elicited, i.e., they are
transferred into K if the system asks for them from the (simulated) users.

– T : contains the ratings that are never elicited and are used only to test the
strategy, i.e., to estimate the evaluation measures (defined later).

We also note that if i ∈ Cu then its rating is worth acquiring because “unclear”
to the system and candidate for elicitation, i.e., kui is null and the system has
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not yet asked for this rating from u. That request may end up with a new (not
null) rating kui = xui inserted into K, if the user has experienced it, which is
simulated by the fact that xui is not null in X , or in a no action, if this rating
is not found in X . The system, in any case will remove that item from Cu, i.e.,
will not try to collect the same rating twice. It is important to note that in real
scenarios the system may ask later on for a rating that the user is unable to
provide at a certain point in time: because he may have experienced that item
after the first request. This case is not considered in our simulation. Moreover,
we observe that these three matrices partition the full dataset R: if rui has a not
null value then either kui or xui or tui has that value, and only one of them is
not null. The testing of a strategy S proceeds in the following way:

1. The not null ratings in R are partitioned into the three matrices K, X, T .
2. MAE, Precision, Coverage and NDCG are measured on T , training the pre-

diction model on K.
3. For each user u:

(a) Only the first time that this step is executed, Cu, the candidate set of
user u is initialized to all the items i such that kui is null in K.

(b) Using the strategy S a set of items L = S(u, N, K, Cu) is computed.
(c) Le, which contains only items from L that have not null rating in X is

created.
(d) Assign to the corresponding entries in K the ratings for items in Le as

found in X and remove them from X .
(e) Remove the items in L from Cu: Cu = Cu \ L.

4. Train the prediction model on K and compute MAE, Precision, Coverage
and NDCG on T .

5. Repeat steps 3-4 (Iteration) for I times.

The MovieLens rating database were used for our experiments. Movielens
consists of 1,000,000 ratings from 6,040 users on 3,900 movies. The experiments
were conducted partitioning (randomly) the 1,000,000 not null ratings in the
data set R in the following way: 2000 in K (i.e., very limited knowledge at
the beginning), 698,000 in X , and 300,000 in T . Moreover, |L| = N = 10, i.e.,
the system at each iteration asks a simulated user for his ratings on 10 items.
The number of iterations was I = 200, and the number of factors in the SVD
prediction model was set to 16. It should be noted that we have also experimented
with a denser initial matrix K containing 20,000 ratings. But, in spite of this
difference similar results, as discussed below, were obtained.

When deciding how to split the available data into the three matrices K, X
and T an obvious alternative choice was to respect the time evolution of the
dataset, i.e., to insert into K the first 2000 ratings acquired by the system, then
to use the second temporal segment of 698,000 ratings to populate X and finally
to use the remaining ratings for T . Actually, it is not significant to test the perfor-
mance of the proposed strategies for a particular evolution of the rating dataset.
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Since we want to study the evolution of a rating data set under the application
of a new strategy we cannot test it only against the temporal distribution of the
data that was generated by a particular (unknown) previously used elicitation
strategy. Hence we followed the approach also used in [3], i.e., to random split
the rating data but we generated some (5) random splits of the ratings into K,
X and T , and averaged the results. Besides, in this way we were able to generate
users and items that had no ratings initially in the known dataset K. We believe
this approach provided us with a realistic and hard experimental setup, allowing
us to address the new user and new item problems [11]. In any case, additionally
we performed the same experiments with the data partitioned by the natural
order of acquisition time. The results were very similar to those observed in the
random partitioning, confirming that the partitioning method does not impose
any significant bias on the experiments.

We have considered four evaluation measures: mean absolute error (MAE),
precision, coverage and normalized discounted cumulative gain (NDCG). Pre-
cision is computed considering, for each user, the top 10 recommended items
(whose rating value appear in T ) and judging relevant the items with ratings (in
T ) equal to 4 or 5. The coverage is measured as the proportion of the full set
of items over which the system can form predictions or make recommendations
[11]. Normalized Discounted Cumulative Gain (DCG) is a measure originally
used to evaluate the effectiveness of information retrieval systems [7], but it is
now becoming popular in RSs as well [13] [6]. NDCG measures the quality of
a ranking comparing it to the best attainable one, i.e., the ranking where the
recommendations are ordered in decreasing value of their actual ratings.

4 Experimental Results

4.1 Mean Absolute Error

MAE computed on the test ratings in T at successive iterations of the application
of the considered elicitation strategies is depicted in Figure 1. Excluding the
voting strategy, which needs particular discussion, there are two clearly distinct
groups of strategies:

1. Strategies monotonically decreasing the error: lowest predicted, lowest-
highest predicted, and random.

2. Strategies non monotonically decreasing the error: binary predicted, highest
predicted, popularity, log(pop)∗entropy.

The monotonically error decreasing strategies have overall a better perfor-
mance (MAE) during the learning process, except at the end. During the
iterations 1-40 the best strategy is random, and the second best is lowest pre-
dicted. During iterations 40-90 the non monotonic strategies log(pop)∗entropy
and popularity are the best performing. Starting from iteration 120 the MAE of
popularity, log(pop)*entropy, and of all the prediction-based strategies does not
change anymore. This is because these strategies are not able to add any new
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Fig. 1. MAE of the considered strategies (MovieLens data set)

ratings to K. The system MAE during the application of the random and voting
strategies keeps decreasing until all the ratings in X are acquired, i.e., moved to
K. In fact, it is important to note that prediction based strategies (e.g., highest
predicted) cannot elicit ratings for which the prediction can not be made, i.e.,
for movies and users that don’t have ratings in K.

The strategies that are not monotonically decreasing the error can be further
divided into two groups. Binary prediction and highest predicted first slightly
decrease MAE (iterations 1-10), then they increase MAE (10-30), and finally they
keep decreasing the error. While popularity and log(pop)∗entropy, first increase
the error (iterations 1-20) and then they keep decreasing it. The explanation
for such a behavior is that these strategies have a strong selection bias. For
instance, the highest predicted strategy attempts to elicit ratings that have high
predicted values. As a result it ends up with adding more high (than low) ratings
to the known matrix (K), which biases the rating prediction. This negatively
affects MAE at the beginning of the process, because the ratings that they are
requesting are more likely to be present in X since it is larger. In a second
stage of the process, i.e., after they have collected all the ratings in X with their
selection bias, they slowly add the remaining ratings, hence producing in K a
distribution of ratings that is closer to the overall distribution in the full data
set. In fact, for instance, looking into the data we discovered that at iteration
30 the highest-predicted strategy has already elicited most of the high ratings.
Then the next ratings that are elicited are actually ratings with average or low
values (but erroneously predicted with high values) and this reduces the bias in
K and also the prediction error.
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Voting, as explained before, is very much dependent on the strategies that
vote for the items. So it can be seen that voting produces an error that is close
to the average MAE of the six voting strategies and shows only a minor non
monotonic behavior.

4.2 Number of Acquired Ratings

It is important to measure how many ratings are added by the considered strate-
gies. In fact, certain strategies can acquire more ratings, by better guessing what
items the user actually experienced. This occurs in our simulation if a strategy
asks the simulated user for more ratings present in the matrix X . Conversely, a
strategy may not be able to acquire many ratings but those actually acquired
are more useful to generate better recommendations.

Table 1 shows the percentage of the requested ratings that have been actually
acquired in a particular iteration because present in X . This is a key issue for
an elicitation strategy since those strategies that are not able to find movies
that users are able to rate will not increase the size of the ratings data set. For
instance, random at the iteration 20 can only acquire 3.1% of the requested rat-
ings. Other strategies are more effective, e.g., not surprisingly, binary predicted
and highest predicted, at the same iteration can collect more than 20% of the
requested ratings.

It is important to note that these ratios underestimates what could be ob-
served in a real scenario. In fact, here X contains all the ratings that can be
acquired by a strategy. But, this is only a subset of the ratings that a generic
MovieLens user could provide, since it includes only those actually collected by
MovieLens. To illustrate better this situation, we conducted a small experiment
by extracting a random subset of 50 movies from MovieLens and asking our
colleagues (20) to indicate how many movies they could rate. On average they
indicated 6 movies, i.e., a ratio of 12%, i.e., more than 4 times larger than the
reply ratio of the random strategy in this simulation. This indicates that in real-
ity, users could rate many more movies requested by the various strategies. This
is also illustrated by the findings described in [9]. In their live user experiments,
popularity strategy (for instance) could acquire on average 50% of the requested

Table 1. The ratio of the ratings acquired over those requested at different iterations

acquired/requested ratings ratio

Strategy iteration=20 iteration=40 iteration=60 iteration=100

Random 3.1% 3.1% 3.1% 2.8%
Popularity 13.8% 11.3 9.9% 7.3%
Lowest predicted 7.7% 8.3% 8.8% 9.5%
Low-high predicted 13.4% 12.6% 12.0% 11.5%
Highest predicted 20.8% 18.7% 16.1% 12.3%
Binary prediction 20.5% 16.9% 15.7% 12.6%
Voting 12.1% 8.3% 6.7% 4.7%
Log(pop)*entropy 13.0% 10.1 10.0% 7.3%
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ratings and pop∗entropy, which is similar to our log(pop)∗entropy strategy, could
also acquire a similar percentage of ratings. These results clearly illustrate that
many of the strategies presented here could already be applicable in a realistic
scenario. But obviously there is still space for defining new strategies that can
identify a larger percentage of items that users can actually rate.

4.3 Normalized Discounted Cumulative Gain

We measured NDCG on the first top 10 recommendations with not null values
in T (of each user) (Figure 2). Random is the best strategy at the beginning of
the active learning process, but at iteration 40 voting passes random and then
remains the best strategy. Excluding the random strategy, voting and highest
predicted are the best overall. Lowest predicted is by far the worst, and this
is very different from its performance with respect to MAE. Moreover, another
striking difference from the MAE results, is that all the considered strategies
improve NDCG monotonically. Analyzing the experiment data we discovered
that lowest predicted is not effective for NDCG because it is eliciting more user
ratings on the lowest ranked items and this is useless to predict the ranking of
the top items. It is also important to note that here voting is by far the best. We
should also note that voting and random also have the best behavior in term of
coverage (not shown here for lack of space) since they can actually elicit ratings
for new items and new users. We have also evaluated the strategies with respect
to precision. These results are very similar to those shown previously for NDCG
hence due to the lack of space they are not shown here.
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In conclusion from these experiments we can see that there is not a clear best
strategy that dominates the others for all the evaluation measures (among those
that we evaluated). The voting strategy is the best for NDCG, whereas for MAE
one should suggest random at the beginning and successively Popularity and
log(pop)*entropy. We observe that voting represents a good compromise which
can improve the quality of the ranking of the top items and reduce substantially
the prediction error. Similar results have been obtained by running the same
experiments on another data set, that is NetFlix: which reinforces the support
for the conclusions that we have derived.

5 Related Work

Active learning in RS aims at actively acquiring user preference data to improve
the output of the RS [12]. [9] Proposes six techniques that collaborative filtering
recommender systems can use to learn about new users in the sign up process.
They considered: pure entropy where items with the largest entropy are preferred;
random; popularity; log(popularity)∗entropy where items that are both popular
and have diverse rating values; and finally item-item personalized, where the
items are proposed randomly until one rating is acquired, then a recommender
is used to predict the items that the user is likely to have seen. They studied the
behavior of an item-to-item RS only with respect to MAE, and designed an offline
experimental study that simulates the sign up process. The process was repeated
and averaged for all the test users. In this scenario the log(popularity)∗ entropy
strategy was found to be the best. It is worth noting that these results are not
comparable with ours as they measured how a varying set of ratings elicited from
one user are useful in predicting the ratings of the same user. In our experiments
we simulate the simultaneous acquisition of ratings from all the users, by asking
each user in turn for 10 ratings, and repeating this process several times. This
simulates the long term usage of a recommender system where users come again
and again to get new recommendations and the rating provided by a user is
exploited to generate better recommendations to others (system performance).

In [3] is noted that the Bayesian active learning approach introduced in [4]
makes an implicit and unrealistic assumption that a user can provide rating
for any queried item. Hence, the authors proposed a revised Bayesian selection
approach, which does not make such an assumption, and introduces an esti-
mation of the probability that a user has consumed an item in the past and
is able to provide a rating. Their results show that personalized Bayesian se-
lection outperforms Bayesian selection and the random strategy with respect
to MAE. Their simulation setting is similar to that used in [9], hence for the
same reason their results are not directly comparable with ours. There are other
important differences between their experiments and ours: their strategies elicit
only one rating per request; they compare the proposed approach only with the
random strategy; they do not consider the new user problem, since in their simu-
lations all the users have 3 ratings at the beginning of the experiment, whereas in
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our experiments, there might be users that have no ratings at all in the ini-
tial stage of the experiment; they use a completely different rating prediction
algorithm (Bayesian vs. Matrix Factorization).

In [1] again a user-focussed approach is considered. The authors propose a set
of techniques to intelligently select ratings when the user is particularly moti-
vated to provide such information. They present a conversational and collabo-
rative interaction model which elicits ratings so that the benefit of doing that
is clear to the user, thus increasing the motivation to provide a rating. Item-
focused techniques that elicit ratings to improve prediction on a specific item
are proposed. Popularity, entropy and their combination are tested, as well as
their item focused modifications. Results have shown that item focused strate-
gies are constantly better than unfocused ones. Also in this case, their results are
complementary to our findings, since the elicitation process and the evaluation
metrics are different.

6 Conclusions and Future Work

In this work we have addressed the problem of selecting ratings to ask users
also defined as the ratings elicitation problem. We have proposed and evalu-
ated a set of ratings elicitation strategies. Some of them have been proposed in
a previous work [9] (popularity, random, log(pop)∗entropy), and some, which
we define as prediction-based strategies, are new: binary-prediction, highest-
predicted, lowest-predicted, highest-lowest-predicted. We have also proposed a
voting strategy combining six different strategies which shows very good perfor-
mances for several evaluation metrics (MAE, NDCG, precision, coverage). We
have evaluated these strategies for their system-wide effectiveness implementing
a simulation loop that models the day-by-day process of rating elicitation and
rating database growth. We have taken into account the limited knowledge of
the users, i.e., the fact that the users will not know all the possible ratings, and
this is a small percentage of all of them. During the simulation we have measured
several metrics at different phases of the rating database growth.

The performed evaluation has shown that different strategies can improve
different aspects of the recommendation quality and in different stages of the
rating database development. Moreover, we have discovered that some strategies
may incur the risk of increasing MAE if they keep adding only ratings with
a certain value, e.g., the highest-predicted strategy that is an approach often
adopted in real RSs. In addition, prediction-based strategies neither address
the problem of new users, nor of new items. Whereas, voting, popularity and
log(pop)*entropy strategies are able to select items for new users, but can not
select items that have no ratings.

In the future we want to study the effect of different prediction algorithms,
e.g., K-Nearest Neighbor [11], on the performance of the selected strategies.
Moreover, we want to better explore the possibility of combining strategies using
different heuristics depending on the state of the target user, and the data set,
hence building a more adaptive approach.
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Abstract. The powerful and democratic activity of social tagging al-
lows the wide set of Web users to add free annotations on resources. Tags
express user interests, preferences and needs, but also automatically gen-
erate folksonomies. They can be considered as gold mine, especially for
e-commerce applications, in order to provide effective recommendations.
Thus, several recommender systems exploit folksonomies in this context.
Folksonomies have also been involved in many information retrieval ap-
proaches. In considering that information retrieval and recommender sys-
tems are siblings, we notice that few works deal with the integration of
their approaches, concepts and techniques to improve recommendation.
This paper is a first attempt in this direction. We propose a trail through
recommender systems, social Web, e-commerce and social commerce,
tags and information retrieval: an overview on the methodologies, and
a survey on folksonomy-based information retrieval from recommender
systems point of view, delineating a set of open and new perspectives.

Keywords: Information Retrieval, Folksonomy, Recommendation,
e-commerce.

1 Introduction

The advent of social Web has significantly contributed to the explosion of Web
content and, as side effect, to the consequent explosive growth of the information
overload. So, users need a computer-supported help in order to choose what to
buy, how to spend their leisure time, how to select among several options: this
help is historically offered by Recommender Systems (RS). RS automate specific
strategies with the goal of providing affordable, personal, and high-quality rec-
ommendations, and so supporting online users, specially in electronic commerce,
in decision-making, planning and purchasing processes. The attention of the in-
ternational scientific community on RS is active and is largely demonstrated
by the significant number of conferences, workshops, books, surveys and special
issues on this research area (see in particular two recent books [1,2] and two
surveys [3,4]).

In the past, in the mid 1990s, the first RS in e-commerce provided recom-
mendations based mainly on specific attributes of the products or on aggregated
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data of purchases, such as the top overall sellers on a site, the demographics of
the customer, or the analysis of the past buying behavior of the customer as a
prediction for future buying behavior [5]. These systems used only a small subset
of the available information about customers, and they substantially provided
not-personalized recommendations. Examples of these generation of RS for e-
commerce were provided in Amazon, eBay, Moviefinder.com, Reel.com, Levis or
cdnow.

Currently the extensive use of social applications is emphasizing the central
role of users and their (cor)relations, in spite of the previous methodologies in
the major part applied only on products and purchases: the focus is on the cus-
tomer profile, her preferences, needs, and feedbacks, the reputation of buyers
and sellers, the relationships established between user communities and sub-
communities, and last but not least the personal way of each user to classify the
huge amount of information at her disposal, applying on it a set of freely chosen
keywords, called tags. The social tagging activity generates folksonomies, which
play a strategic role in the generation of recommendations. As a consequence,
specific attention is given to that part of e-commerce dedicated to the use of
social aspects, the so-called social commerce [6].

Historically, RS and Social Web have been closely interconnected, and the
use of folksonomies in RS is widely recognized as a core subject [3]. Neverthe-
less, another relevant research area has been often associated to RS: Information
Retrieval (IR). IR and RS appear siblings, share similar objectives, and similar
measures (even for evaluation). Both IR and RS are faced with similar filtering
and ranking problems. In [7], the author argues, for example, that RS is not
clearly separated from IR. The individualized criteria that RS try to achieve
probably are the core differences between RS and IR [1].

This work proposes an overview on the methodologies, and a survey of
folksonomy-based IR from RS point of view. Through the study of RS and IR
and their evolution due to social web (with particular attention to folksonomies),
this work underlines the complementarity between these two research areas, de-
lineating the currently applied contributions of IR for RS, but also identifying
which IR techniques and approaches could be exploited to improve RS in e-
commerce context.

The paper is organized as follows. Section 2 presents the basic concepts and
techniques related to RS. Section 3 compares IR basics and RS ones. Folksonomy
and social Web are then described in Section 4 in order to show their positive
impact. Finally, Section 5 proposes a survey of integration approaches between
folksonomy, IR and RS in order to improve recommendations, and a set of per-
spectives, in order to show the real potential of such integration.

2 Basics of RS

The increasing volume of information on the Web is the main motivation for RS:
they support users during their interaction with large information spaces, and
direct them toward the information they need. RS model user interests, goals,
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knowledge, and tastes, by monitoring and modeling the (implicit or explicit)
feedbacks provided by the user. A traditional classification [8] of RS is based on
how item suggestions are generated and distinguishes three categories: (a) CF
(Collaborative Filtering) uses social knowledge to generate recommendations. It
may be further differentiated into: Model-based approaches, which build a prob-
abilistic model for predicting the future rating assignments of a user, on the
basis of her personal history; Memory-based approaches, which use statistical
techniques for identifying the users, called neighbors, with common behaviour
(user-based approaches) or items evaluated in a similar way by the community
(item-based approaches); (b) CB (Content-based) analyzes past user activi-
ties looking for resources she liked; it models the resources by extracting some
features (for example, topics or relevant concepts) from documents. The user
profile is then defined describing what features are of interest for the user. The
user relevance of a new resource is computed by matching a representation of
the resource to the user profile; (c) HF (Hybrid Filtering) combines CB and CF
approaches.

A more general taxonomy has been proposed in [9], where current recom-
mendation technologies are discussed considering three dimensions:

1. the Recommendation Algorithms dimension includes discussed CF, CB,
HF recommenders, and also adds KB (Knowledge-based) recommenders, that
use domain knowledge to generate recommendations.

2. the User Interaction dimension includes: (a) Conversational RS, which
directly interact with the user by asking her to give feedback (Candidate/
Critique systems) or to answer questions (Question/Answer systems); (b)
Single-shot RS where each interaction is used for suggesting recommendation
independently;

3. the User Models dimension includes the Persistent User Model, which de-
duces the user interests and preferences from user inputs accumulated over
the time, and the Ephemeral User Model, which infers the intentions/interests
of the user solely on input from the current session. In [4], the authors have
recently highlighted the centrality of the user model and its specific impor-
tance in the e-commerce field, both for Web browsing and purchase recom-
mendation.

3 IR and RS

RS and IR can be considered as siblings, since they share the same objectives.
This section compares IR and RS techniques focusing on their similarities.

Basics of IR. Salton in 1968 [10] defined IR as a field concerned with the struc-
ture, analysis, organization, storage searching, and retrieval of information. The
objective of IR is to provide information corresponding to (matching) a need
expressed by the user (query). Research was devoted, for the most part, to pro-
pose techniques to represent both documents and users’ information needs and to
match these representations. The different steps of the IR process are described
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in [11]. The most important steps of this process are related to the indexing
step and the evaluation: the indexing step is related to the way information is
described. It is based on various theoretical models, such as the well-known Vec-
tor Space Model (VSM) [12], probabilistic model [13], and language model [14].
In addition to these models, in order to distinguish the importance of various
features that describe the document, weighting schemes have been proposed like
tf.idf [15] and bm25 [16].
The evaluation of matching between a document and a query. To evaluate such a
matching, many measures have been proposed associated to a given model. For
instance the cosine measure is commonly associated to the well-known vector
space model.

Relevant documents (those that match the most the query) are then displayed
to the user through a common ranked list visualization.

Comparison between IR and RS. IR systems and RS are very close fields. Ku-
mar and Thambidurai [4] argue that “The different [Recommender] systems use
various methods, concepts and techniques from diverse research areas like: IR,
Artificial Intelligence, or Behavorial Science” . Burke in 2007 [7] underlines that
“a recommender system can be distinguished from an IR system by the seman-
tics of its user interaction. A result from a recommender system is understood
as a recommendation, an option worthy of consideration; a result from an IR
system is interpreted as a match to the user’s query. RS are also distinguished
in terms of personalization and agency. A recommender system customizes its
responses to a particular user. Rather than simply responding to queries, a rec-
ommender system is intended to serve as an information agent.” As underlined
in [7], this latter distinction is more and more blurred because nowadays IR
systems integrate personalized features and new criteria in addition to strict
“matching” (using tags, social networks...). Furthermore, RS are based on in-
formation filtering techniques that have been considered since 1992 as close to
IR techniques [17]. This latter paper also presents two figures illustrating the
similarities between these two techniques. So, as a consequence IR and RS are
two fields that share techniques: indexation models and similarity measures like
the famous PageRank algorithm used by Google have been adapted to RS [18].
At the same time, CF techniques have also been integrated in IR process [19].
As a conclusion, IR and RS, having the same objective, are similar at a general
point of view.

4 Social Web and Its Impact on IR and RS

During the last years the advent of Social Web has greatly changed the role of
the Web users, providing them with the opportunity to become key actors, to
share knowledge, opinions and tastes thanks to the interaction through on line
media.

End users are playing an increasing active role within the recommendation
process in several fields, and in particular in the e-commerce; in fact, both their
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choices and feedbacks on purchased items, and the folksonomies generated on
them improve and enrich the recommendation process. Recently a new trend of
e-commerce, the Social Commerce, has grown, leveraging Web 2.0 technologies
and on line social media like blogs, web forums, virtual communities, and social
networks. In the social shopping tools the customer ratings, their reviews, rec-
ommendations and referrals are fundamental to create a trusted environment.
In particular, Social Commerce highlights two relevant aspects: the friendship
relations, typical of social networks like Facebook, and the word-of-mouth, that
generates the viral marketing. This is generated when customers promote a prod-
uct or service by telling others about their positive experience with it [20].

In this context users contribute each other to the sale of goods and services
due to their positive and negative feedbacks, reviews, ratings and testimonials
regarding their past and present experiences [21].

Examples of relevant Social Commerce are the on-line purchase clubs, as Buy
Vip and Vente-privee, the Facebook shops, like Wishpot, and the the on-line
social coupon services, where promotional coupons are sold to customers for
having discounts on several different items and services. See for example Glamoo
and Kgb Deals.

Social Web and its impact on e-commerce become now available as new user
knowledge, and offer great opportunities both for recommender technologies and
IR techniques; these last in turn can positively stimulate the grow of social
phenomenon, allowing more effective and personalized user interface.

4.1 RS and Social Web

Social tagging systems are recently receiving increasing attention from the sci-
entific community: the growing number of scientific publications concerning this
issue on one hand, and the development of real social tagging systems on the
other, such as for example, BibSonomy, delicious, and Last.fm, confirm this ten-
dence.

As deeply investigated in [3] through social Web applications users upload and
share resources within a community, and mainly introduce personal and cheap
classifications, applying on them specific tags. A tag is a term freely chosen by
a user and it represents a meta data describing the item in order to be useful
as a keyword to identify or to find later again a resource. The collection of all
the tag assigned by a user constitutes her personomy, while the collection of all
personomies in a system, is called folksonomy.

Due to the freedom of social annotation, it suffers from some limitations like
(1) the ambiguity of tags which could be written using different lexical forms,
(2) the synonymy or polysemy problem, (3) the different levels of expertise and
specificity used for annotating resources. Nevertheless tags contain rich and po-
tentially useful, social/semantic information, and their nature can be understood
by analyzing the user motivations and goals in performing tagging activity. Us-
ing tags corresponds to a specific intent of a user, such as describe the aim of a
resource, its content, the document type, some quality or property specification,
the association of tasks to it as a self-reminder, and so on [22].
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Tags are particularly used in social networks, social bookmarking applica-
tions, sharing systems, and recently also in the e-commerce field. In this extent
the same Amazon.com, one of the bigger e-commerce applications, added to clas-
sical recommendations, a new recommendation mechanism based on the amazon
folksonomy, generated by customer tagging activity.

Introducing folksonomies as basis for recommendations means that the usual
binary relation between users and resources, which is largely employed by tra-
ditional RS, changes into a ternary relation between users, resources, and tags,
more complex to manage.

Different surveys [4,3] analyze the use of social tagging activities for recom-
mendations, focusing their attention in particular on the following aspects:

– RS improvement thanks to tags: an interesting overview on social tag-
ging systems and their impact on RS is presented in [23]; while a methodology
to improve RS thanks to Web 2.0 systems and particularly to social book-
marking platforms is offered by [24]; moreover, the same work [25] provides
a recommender system model based on tags.

– Role of tag recommendation: the system presented in [26] exploits a
factorization model to propose personalized tag recommendations, while the
work [27] illustrates a strategy used in a Web page recommender system ex-
ploiting affinities between users and tags. In addition to these affinities, [28]
proposes a recommender system exploiting tag popularity and representa-
tiveness to recommend web pages.

– Tags & User modeling: since RS rely on a user model to generally person-
alize recommendations, [29] proposes an original way to enhance modeling
to improve tag recommendation. In a general context, [30] and [31] also
illustrates how tag activity can improve user modeling.

Nevertheless very few works highlight how to employ folksonomies in the field of
e-commerce recommendation: for example, in the e-commerce area, [32] proposes
a product recommender system based on tagging features. This leads us to think
that further researches, evaluation studies and insights are needed.

4.2 IR and Social Web

In this section we introduce a state of art related to Social IR, i.e. IR that uses
folksonomies. From IR point of view, tags and particularly the relations between
tags have been studied as a novel knowledge base related to information exploited
in IR process:

– As a pull approach, users retrieving information need to understand what
information is available to identify which one is relevant to their need. Tag
cloud has been used in this context to offer an original and improved visual
IR interface [33,34]. Such an interface allows user browsing information. A
more powerful visualization based on tag clusters [35] is considered as better
than tag cloud.
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– FolkRank [36] is a new search algorithm for folksonomies. It can also be used
to identify communities within the folksonomy that are used to adapt infor-
mation ranking. This algorithm is inspired from the famous PageRank model
from Google. Information ranking (scoring) has also been studied according
to query [37]. Another document ranking based on relations extracted from
(user, tag, resource) is illustrated in [38].

– IR have also been improved thanks to folksonomies and two original mea-
sures [39] SocialPageRank that computes the popularity of web pages, and
SocialSimRank that calculates the similarity between tags and queries.

– Query expansion based on tag co-occurrence has been studied in [40], [41],
[42]. Results show that such an approach consistently improves retrieval
performance.

5 Current and New Perspectives

In previous sections we underlined that folksonomies have a real and positive
impact on RS and IR even if only few works deal with the use of folksonomies to
improve e-commerce. This section presents the potential contribution of IR to
RS and then describes a set of trails we identified to improve recommendation
using IR and folksonomies.

5.1 Contribution of IR for RS

As underlined in [4], “RS are characterized by cross-fertilization of various re-
search fields such as: Information Retrieval, Artificial Intelligence, Knowledge
Representation, Discovery and Data/Text Mining, Computational Learning and
Intelligent and Adaptive Agents”. As a result IR and RS research areas are com-
plementary and can participate together to improve recommendation quality.
Many examples have already shown on the role of IR for improving RS. Here,
we describe the most representative works in this field in order to propose new
trails to make converging IR & RS.

Similarity measures. In order to achieve efficient filtering, a similarity value
has to be computed between user and item features. In this domain IR has a big
experience. So, for instance [43] proposes the reformulation of the performance
prediction problem in the field of IR to that of the RS. Moreover [44] defines
information channels used in CF as close to the IR vector-space model.

RS process replacement. Following an original direction, in [45] the authors
investigate the possibility to reformulate a collaborative RS problem in an IR
one. They use common IR process as a part of the RS process and show they
obtain a decrease of the MSRE (Mean Square Root Error) rather than a real
collaborative RS. This paper presents “an experimental investigation of possible
relations between IR and RS”.

Prediction. [43] analyzes how to adapt the query clarity technique to CF to
predict neighbor performance, and then use the proposed predictor within a CF
algorithm, enhancing the selection and weighting of neighbors.
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5.2 Possible Contribution of IR for RS

Previous section present recent works related to RS improvements using IR tech-
niques. As we can see, these works are quite recent and many other trails could be
investigated. Indeed, to achieve its aim an IR system relies on an effective informa-
tion process: indexing. Recently, IR indexing schemes integrate external evidence
sources (i.e. folksonomies and social networks) to characterize in a more precise
way information content. Indeed, we can ascertain that the information raw con-
tent itself is not sufficient and today work consider more usage-based character-
istics. Such work is emergent and huge trails in this scope have been identified.
RS may benefit from this evolution of IR indexing techniques and related simi-
larity measures. Moreover another IR trend concerns the way IR systems model
communities and users in a more contextual way. Such improvement allows IR
systems to better meet users’ needs and requirements and can be applied to RS to
enhance matching between users for instance. Next sections illustrates the most
representative improvements that IR techniques can provide to RS.

Data source selection issue. In [46], the authors point out that important
issues for RS are the selection of the most appropriate information source to
get the most relevant information to be recommended and the integration of
the information. A response to the selection issue can be inspired by IR works
such as GlOSS [47] that aims to better describe any source content to improve
its selection. More recently, works related to integrated IR (sometimes called
desktop search [48]) emerged bringing hints to address source integration issue.
Such IR techniques may be applied to RS to identify adapted information sources
that could be suitable to compute more accurate recommendations. Furthermore
RS may compute more diversified recommendation list thanks to these various
information sources and adapted IR similarity measures.

User & Item modeling. Personalized features are more and more developed
in IR. For example, in the context of personalized search, folksonomy-based user
and document profiles [49], [50] have been proposed to improve IR techniques.
Such modeling could be adapted to RS in order to improve recommendation
accuracy and more particularly the way the matching between users is computed
thanks to adapted IR similarity measures. To limit the required resources and to
decrease the number of processed tags, Peters et al. [51] for instance propose to
only consider relevant tags called “power tags”. In addition, some IR techniques
have been proposed aiming at identifying user behavior and interests through
implicit modeling [52] and determining the kind of information searched [48].
Such techniques could be integrated to RS in order to improve contextual user
modeling.

Cold-start issue. An important issue in RS concerns new users [53]. Indeed,
RS might have enough information related to a new user to recommend relevant
information. In addition to IR user modeling techniques, community identifica-
tion techniques applied to IR (i.e. [36]) can be used for instance as stereotypes
in order to tackle cold-start issue.
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5.3 Possible Evolution of RS for E-Commerce

The improvement of RS allowed by IR (cf. section 5.2) can be directly applied
to e-commerce context i.e. cold-start, scalability, similarity measures, user &
item modeling. Other evolutions could be adapted to e-commerce to improve
recommendations.

Filtering information issue. In order to improve content-based recommen-
dations for e-commerce as explained in section 5.2, one might exploit semantic
retrieval techniques to identify (filter) items to be recommended to a specific
user. For instance, [54] describes a product IR system based on opinion mining
or unlike [55] exploits an ontology to identify/filter products.

Data source selection issue. To improve data source selection for e-commerce,
one might propose to associate metadata to common data sources for every
product or product category. Such metadata could be based on tags, ratings or
comments on these data sources.

6 Conclusion

Folksonomies in IR and RS are mostly considered as an additional knowledge
base related to the relations between users, resources and tags. Through these
relations, systems can improve for instance resource or user modeling. Such tech-
niques are quite developed in IR field and would be quickly adapted to RS. In-
deed, this is a high value-added knowledge base because coming from real users’
activity.

In this paper, we proposed a perspective view of the convergence of folk-
sonomy, IR and RS to improve recommendations related to information. Some
trails are encouraging; as highlighted by [45], a full association between IR and
RS could be envisaged. We identified a set of perspectives that compose our fu-
ture research road-map towards the implementation of these trails in e-commerce
context (i.e. considering product as a specific information).
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U., Little, S., Roelleke, T., Rüger, S., van Rijsbergen, K. (eds.) ECIR 2010. LNCS,
vol. 5993, pp. 420–431. Springer, Heidelberg (2010)

50. Lu, C., Hu, X., Chen, X., Park, J.R., He, T., Li, Z.: The topic-perspective model
for social tagging systems. In: Proceedings of the 16th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, KDD 2010, pp.
683–692. ACM, New York (2010)

51. Peters, I., Stock, W.G.: Power tags in information retrieval. Library Hi
Tech. 28(1), 81–93 (2010)

52. Shen, X., Tan, B., Zhai, C.: Implicit user modeling for personalized search. In: Pro-
ceedings of the 14th ACM International Conference on Information and Knowl-
edge Management, CIKM 2005, pp. 824–831. ACM, New York (2005)

53. Lam, X.N., Vu, T., Le, T.D., Duong, A.D.: Addressing cold-start problem in
recommendation systems. In: Proceedings of the 2nd International Conference
on Ubiquitous Information Management and Communication, ICUIMC 2008, pp.
208–211. ACM, New York (2008)

54. Wei, H., Xin, C., Haibo, W.: Product information retrieval based on opinion min-
ing. In: 2010 Seventh International Conference on Fuzzy Systems and Knowledge
Discovery (FSKD), vol. 5, pp. 2489–2492 (August 2010)

55. Zhang, L., Zhu, M., Huang, W.: A Framework for an Ontology-based E-commerce
Product Information Retrieval System. Journal of Computers 4(6), 436–443
(2009)



An Exploratory Work in Using

Comparisons Instead of Ratings

Nicolas Jones1, Armelle Brun1, Anne Boyer1, Ahmad Hamad2

1LORIA - Nancy Université, KIWI Group
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Abstract. With the evolution of the Web, users are now encouraged to
express their preferences on items. These are often conveyed through a
rating value on a multi-point rating scale (for example from one to five).
Ratings have however several known drawbacks, such as imprecision and
inconsistency. We propose a new modality to express preferences: com-
paring items (“I prefer x to y”). In this initial work, we conduct two
user-studies to understand the possible relevance of comparisons. This
work shows that users are favorably predisposed to adopt this new modal-
ity. Moreover, it shows that preferences expressed as ratings are coher-
ent with preferences expressed trough comparisons, and to some extent
equivalent. As a proof of concept, a recommender is implemented using
comparison data, where we show encouraging results when confronted to
a classical rating-based recommender. As a consequence, asking users to
express their preferences through comparisons, in place of ratings, is a
promising new modality for preference-expression.

1 Introduction

With the emergence of the Web 2.0, users are encouraged to express their pref-
erences about events, websites, products, etc. These preferences are exploited by
personalized services to adapt the content to each user. For example, the collab-
orative filtering (CF) approach in recommender systems uses these preferences
to suggest some items that comply with users’ tastes and expectations.

Users’ preferences can be expressed with text in natural language or with tags.
They may also be expressed under the form of a rating-score on a multi-point
scale. This modality has become one of the most popular ways of expressing one’s
preferences, specifically in e-services. The success of ratings is, in parts, due to
the fact that they are automatically processable. They can be transformed into
numerical values (if not yet numeric) and many operations can be conducted on
them such as users’ or items’ average rating. Due to this facility, some algorithms
have been designed to transform users’ opinions expressed in natural language
or with tags into a value point on the rating scale [14].

At the same time, ratings only require a small amount of time to express one’s
preferences. They are generally perceived as an easy task, but several works have
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highlighted important drawbacks, among which inconsistencies of ratings and
limited precision [9,1]. We ask if we could not find another modality that would
be as easy as ratings and that would not have ratings’ drawbacks.

In this paper we propose a new modality based on the following acknowledge-
ment: in everyday life, rating items is not such a natural mechanism. Indeed, we
do not rate sweaters when we want to buy one. It is more likely that we will
compare them two by two, and purchase the preferred one. Based on this obser-
vation, we propose to get users’ overall preferences by asking them to compare
pairs of items in place of asking them to rate them (“I prefer x to y”).

In an exploratory work [3], we had shown that comparisons could be used as
input preference data of a CF system and that, in some cases, the accuracy of the
recommendations was comparable to that obtained with ratings. In this paper
we focus on the relevance of this new modality, taking the user’s point of view
into account. We specifically concentrate on the way users perceive this modality,
whether they express preferences similar to those revealed when rating items,
and confront the quality of the recommendations deduced from each modality.
After presenting the limitations of ratings, particularly in recommender systems,
we focus on two user-studies we conducted to gather users’ overall preferences on
both expression modalities. We subsequently address three research questions:
1) Are users in favor of this new modality for expressing their preferences? 2) Is
there a mapping between users’ preferences expressed with both modalities? 3) Is
the accuracy of the recommendations similar when they express their preferences
by comparisons of items and by rating them? In this preliminary work, we discuss
possible answers to these questions and show that asking users to compare items
in place of rating them is a highly promising modality, especially for CF.

2 Related Work

2.1 Expressing Preferences with Ratings

Multi-point rating scales have become one of the most common feedback modal-
ities. A great deal of research has studied the use of ratings as input preference
data, but the fundamental issue of the optimal number of points in rating scales
is still unresolved [12]. Several drawbacks have been identified: inconsistency,
limited precision and influence of labels. We introduce these issues hereafter.

Inconsistency. Users’ ratings face the well-known intra-user variability issue,
also referred to as inconsistency or noise. This inconsistency may have several
explanations. First, it is difficult to quantify one’s preferences and to assign a
rating point. Second, the mood and the context may influence the rating we
assign to an item. Third, the granularity of scales may conduct to incoherences:
if a scale is too large, users may have too many choices and assign different rating
values to two equally liked items, or to one item at two different times [13]. When
users are asked to rate items twice, their inconsistency has been evaluated at
40% [9]. A more recent work in recommenders showed that the noise in ratings
may lead to a variation of the RMSE of more than 40% [1].
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Limited precision. In many rating systems, the granularity of the scale is
quite small, which may limit the discrimination power of ratings and thus their
precision. A user might judge two items differently but give them the same score
due to the limited scale. As a consequence, small scales may lead to imprecise
ratings and possibly frustrated users [9]. In addition, although users’ preferences
are not linear (on a five-point rating scale there is a larger difference between a
2 and a 3 than between a 4 and a 5), the scales are processed as if they were,
such as in CF; it may thus impact the quality of such systems [7].

Psychometric researches measured the reliability of different scales, with re-
spect to granularity [12]. They showed that the less accurate scales (in terms
of reliability, discriminating power and users’ preferences) turn out to be those
with the fewest number of rating points.

Maximal scale point. Because scales are bounded, once users have given the
maximal rate to an item, they cannot express that any other item is better. This
may have substantial consequences, as highly appreciated items are generally
those that most reflect users’ preferences. Recently, a first step towards the
automatic customization of scales was achieved. Cena et. al showed that there
is not always a bijection between two scales, confirming that their granularity
influences the preferences expressed [7].

Influence of the meaning associated with the value points. It has been
proven that, given a scale granularity, the values of the points and the descriptive
labels associated with scale points have psychological influence on users, resulting
in differences in the distribution of the ratings [2].

2.2 Expressing Preferences with Comparisons

The comparisons that we propose in this paper share some similarity with four
feedback mechanisms, detailed in [11]. Whilst showing users an ideal item, they
propose alternatives and use users’ feedback to revise the current search query.
Value elicitation and tweaking are two feature-level techniques, whereas rating-
based and preference-based feedback methods operate at the case (or item) level.
A popular version of the latter approach is critiquing, as proposed and studied by
Pu and Chen [8]. A critique is for instance the feedback “I would like something
cheaper than this item”.

Despite these approaches relying on the act of comparing items, we are con-
vinced that they are fundamentally different from our proposed comparisons,
both in terms of goal and data representation. These feedback strategies are of-
ten directed at helping users to find an ideal product, and modelize the tradeoffs
between compared items in terms of varying features (then used to update the
query). The novelty of our paper resides in the fact that we aim to model users’
overall preferences: preference-based feedback, not those corresponding to the
current goal of the user, and above all that we record the preference relation
between items, independently of items’ attributes.
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3 Motivation for Comparing Items

3.1 Advantages of Comparing

In Section 2 we showed that asking users to rate items in order to express their
preferences has several drawbacks. However, few alternative preference expres-
sion modalities have become as popular as ratings. Reflecting on how we behave
in real-life, where we often end-up comparing two items rather than rating them,
we propose to use comparisons as a new modality for expressing preferences.
Thus, rather than saying “I like this item and I give it a four out of five”, a user
will say “I prefer j to i” (i < j), or “I prefer i to j”(i > j), or “I appreciate
them equally” (i = j).

We believe that comparing items can be more appropriate than ratings for
expressing preferences, for the following reasons:

– First, we are convinced that comparing items is easier than giving them a
score. By asking users to compare items, the problem of quantifying a prefer-
ence (Section 2) is avoided. In addition, [6] showed that making comparisons
is faster than absolute judgement (ratings). We thus hope that using com-
parisons will lead to a higher users’ participation rate.

– Second, we believe that comparing is less inconsistent than ratings as, con-
trary to rating, there is no need to remember previously compared pairs to
compare a new one.

– Third, the problem of limited precision (Section 2) of ratings is avoided.
When comparing items, users have a local point of view, focused on the two
items to be compared. The resulting comparisons, represented as a preference
relation [3], is made up of an un-predefined and adaptive number of levels.

One of the drawbacks of using comparisons is the increase in the number of
comparisons needed to establish a ranking of items [5]. Another disadvantage is
that no quantitative information is known about “how much” the user prefers
an item to another. These issues are not the focus of this paper, and ways to
alleviate them are discussed in [10].

Convinced that the advantages outweigh these drawbacks, we trust that com-
paring items can be more appropriate than ratings for expressing preferences.

3.2 Algorithmic Predisposition of Comparisons

In our recent preliminary work [3], we proposed a formalization of CF where
input data is a set of comparisons. We showed that the classical memory-based
approach can be used with such data. We also conducted experiments to evalu-
ate the adequacy and the performance associated with the use of comparisons in
CF. As we did not have any input data made up of “real” comparisons at our dis-
posal, we simulated such a dataset. We used a corpus of ratings that we converted
into comparisons. The resulting comparisons had thus the same drawbacks as
ratings: inconsistency and limited precision. Furthermore, the quantitative di-
mension of ratings was lost during the transformation into comparisons. Even
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so, the performance obtained was similar, and in some cases better to the one
reached with ratings. We believe that these findings highlight the algorithmic
predisposition of comparisons.

4 Experiments

4.1 Experiment Framework

We chose to work on the domain of motion pictures. We selected movies from
the box-office, maximizing chances that users would be able to evaluate them.
Our dataset was composed of 200 films and 150 television series. To run focused
experiments, we built our own online website and relied on one evaluation page
for each modality: rating or comparing. Both are shown in Figure 1 and displayed
basic information (title of the movie, genre, year and poster). The rating page’s
feedback mechanism was a one to five star rating scale. The comparisons page
displayed the same information but divided into two columns, A and B. Below
both movies were three links that allowed users to express a < b, a > b or a = b.
For each movie, a large “I do not know this movie” button was available.

Fig. 1. The rating page (left) and comparison page (right) of the user-study

4.2 Evaluation Setup

We set up two user-studies. Experiment 1 sought to gather users’ overall prefer-
ences between both expression modalities. We adopted a within-subject design:
each user tried one modality (rating or comparing) on one dataset (films or tv
series), before testing the opposite combination. Experiment 2 also relied on
a within-subject design, but was more in-depth and aimed at understanding
whether comparisons expressed the same preferences as ratings. For this rea-
son, users first rated movies, and were then asked to compare pairs of the same
movies the following day (the pairs of movies to be compared have been ran-
domly selected within the set of rated movies). The one day gap was introduced
to reduce the effects of learning and fatigue.
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The general procedure in both studies was similar. Users received basic in-
structions, before starting a three minute session to either rate, or compare
movies. Since a comparison concerns two items, rather than one for a rating,
we decided to impose a fixed session duration. At the end of both sessions in
Experiment 1, users were presented with three preference questions: Q1 Which
evaluation modality did you prefer? – Q2 Which evaluation modality was the
easiest to use? – Q3 Which evaluation modality was the fastest to use?

As an incentive, EUR 10.- gift vouchers were proposed in a draw to users
who had completed a study. Experiment 1 collected 100 users, with 52 males
and 48 females. Users were mainly young (71% in the 18-24 age group), French
(77%), familiar with Internet (98% use it daily) and watched films at least once a
week (50%). We therefore expect them to be comfortable with the new proposed
comparison modality. Experiment 2 being more detailed, only 25 users were
recruited but their demographic distribution was similar.

5 Results

In this section we will first present the findings from Experiment 1, that focus
on users’ acceptance of comparisons. We then study the correspondence between
preferences expressed through ratings and comparisons from Experiment 2. Last
we focus on the quality of recommendations made when exploiting either users’
ratings or comparisons.

5.1 Are Users in Favor of Comparisons?

In Experiment 1, after all participants had experienced both the rating and com-
parison mechanism once, we gave them a questionnaire asking each user to vote
on which modality (rating, comparison or neither) they had liked most. Fig-
ure 2 shows the distribution of the 100 users’ answers. With Q1 we can observe
that 53% of users preferred the comparisons, against 42% for the ratings. Q2
indicates that 56% of users found comparisons to be easier than ratings. The
amount of uncertain people is here higher, reaching 11%. Finally, for Q3, more
participants found that it was faster to do comparisons than to rate, at respec-
tively 54% against 42%. A Chi-square test of independence confirms that there
was no ordering effect.

Overall, these results show that users are in favor of the comparison mechanism.
Under all three tested dimensions, users found that the comparing modality was
better than the traditional and wide spread rating mechanism. This is very en-
couraging: one must not forget that users have been confronted to rating systems
for many years, not only online but also in real-life, especially on a topic such as
movies. This was the first time they were confronted to a comparison mechanism.

5.2 Do Users Express the Same When Comparing and Rating?

In this section, we analyze the preferences expressed by the users in Experi-
ment 2: when they compare items two by two versus when they rate items.
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Fig. 2. Users’ preferences between rating and comparison

The dataset containing the comparisons will be referred to as CompDS and the
one containing ratings will be referred to as RatDS. Note that on average 33
ratings/comparisons have been collected within the three minute sessions.

A direct linking between CompDS and RatDS cannot be performed. Indeed,
not only is the input data in CompDS made up of ordered pairs of items whereas
it is single items in RatDS, but also the preference value is a comparison (<, >
or =) in CompDS and a rating score (from 1 to 5) in RatDS. Consequently we
decided to transform one dataset into the format of the second. As comparisons
contain no quantitative information, converting them into ratings is a challenging
task. Oppositely, transforming ordered pairs of rated items into comparisons
is straightforward: we chose to apply this conversion. For instance, if user u
rated the item i1 with a 5 and i2 with a 4, this information will become the
comparison i1>i2. To allow a correspondence-computation between ratings and
comparisons, not all pairs of items have been transformed into comparisons: we
chose to transform only the pairs which had been compared by users in CompDS.
The resulting corpus will be referred to as RatCompDS.

Table 1. Distribution of comparison values according to the preference modality

Comparisons Ratings
(CompDS) (RatCompDS)

i1 < i2 42.4% 39.0%
i1 > i2 45.9% 38.5%
i1 = i2 11.7% 22.5%

Table 1 presents the proportion of each comparison value (<, > or =), for both
modalities. First, we can see that the distribution of < and > is homogeneous in
both modalities. Second, users assign identical ratings to pairs of items in 22.5%
of the cases. However this is around twice more than the percentage of cases
where they consider items as equivalent (11.7%) when they compare them.

Table 2 details the correspondence between preferences expressed in Com-
pDS and those in RatCompDS. Each line of the table represents one comparison



An Exploratory Work in Using Comparisons Instead of Ratings 191

Table 2. Correspondence of rating preferences and comparison preferences

Ratings (RatCompDS)
r(i1) < r(i2) r(i1) > r(i2) r(i1) = r(i2)

i1 < i2 74.1 6.1 19.8
Comparisons (CompDS) i1 > i2 8.9 71.3 19.8

i1 = i2 30.1 27.2 42.7

value in CompDS. They show the distribution of the ratings on the corresponding
pairs of items in RatCompDS, and sum up to 100%.

When users compare two items and judge them as different : i1 < i2 or i1 > i2,
the corresponding ratings have the same trend in respectively 74.1% and 71.3%
(on average 72.7%) of the cases. In the remaining 27.3%, 19.8% correspond to
equal ratings. This means that although users judge two items as being differ-
ent through a comparison, they assign them both the same rating. This can be
explained by the limited precision of ratings highlighted in Section 2. For this
reason, we believe that it is reasonable to consider these 19.8% as non contra-
dictory preferences. Consequently, we can say that when users judge two items
as different through comparisons, in 92.5% of the cases they assiged coherent
ratings: equal ratings or ratings with the same trend.

When users compare i1 and i2 and judge them as equivalent, they give them
the same ratings in only 42.7% of the cases. When focusing on the 57.3% of re-
maining cases, 42% correspond to pairs of adjacent ratings (that differ by only
1 point). This high value may be explained by the inconsistencies of users’ rat-
ings presented in Section 2, and by the fact that no precise meaning had been
associated to each rating value in the experiments. Thus, these 42% should be
considered as coherent with the comparisons. Consequently, we believe that when
users compare two items as being equivalent, the ratings are coherent with these
comparisons in 84.7% of the cases: they assign them similar or adjacent ratings.

As a conclusion, we feel that it is reasonable to say that, although there is no
direct mapping between ratings and comparisons, they are mainly coherent.

We conducted an additional evaluation, with the aim of studying the per-
tinence of exploiting comparisons in the frame of CF. We raise the following
question: are the respective top-n (preferred) items the same in RatDS and
CompDS? For each user u, we build the preference relation that corresponds to
his/her comparisons (as done in [3]). The number of ranks of these preference
relations varies according to the users, from 3 to 9 levels. We then ask if the items
on the top ranks in the preference relations are the preferred items in terms of
ratings? Figure 3 presents the distribution of the ratings according to the first
three top-rank values in the preference relation. We can see that the items on the
top of the preference relations (rank 1) are mainly items with rating values of 5
and 4 (average rating: 3.99). When the rank of the items increases, the average
rating value decreases. The average rating of items in rank 2 is 3.07 and the one
in rank 3 is 2.60. The graph supports that items highly ranked in the preference
relation extracted from comparisons, tend to be those that have been preferred
by users in the sense of ratings.
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Fig. 3. Repartition of ratings in function of top ranks in preference relations

5.3 How Accurate Are the Recommendations from Both
Modalities?

To obtain an initial impression of the potential of comparisons, we conducted
a small-scale experiment in the frame of CF. We asked users to evaluate the
quality of the recommendations generated with either of the two preference ex-
pression modalities. To build a recommendation list from ratings, we used a clas-
sical memory-based CF approach with the cosine measure as similarity between
users [4], computed on users’ preferences acquired from previous experiments.
To build a recommendation list from comparisons, we used the above memory-
based collaborative filtering, adapted to comparisons, as was already done in [3].
As we used the same recommendation algorithm in both cases, the quality of
the recommendation lists are directly comparable. We built a recommendation
list for only the 25 users from the second study; all the users from the first study
were used to compute users’ similarities.

First, we asked each user to rate the top 10 items from the recommendation
list, they could rate (whether they had seen them or not). To ensure that each
user can rate 10 items (and that the resulting rating lists are comparable) we
presented recommendation lists of 30 ordered movies (starting from the best).
Figure 4 presents, for each rating value, the average number of items that have
been rated with this value, in each rated list. We can see that the average number
of items which received a top rating value (5 and 4), is larger in the compar-
isons’ lists. The ratings’ lists contain more low rating values. The distribution of
comparisons is centered around higher grades than for ratings.

Second, we collected users’ global opinion on the recommendation lists by
asking them which one they preferred. 16 users preferred the recommendations
from comparisons against 9 for ratings. Without trying to read too far into
these results1, we can confidently say that our proof-of-concept worked: the

1 Due to the small number of users, statistical tests could not be computed.
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Fig. 4. Distribution of rating scores across the top-10 recommendations

comparisons appear to have generated recommendations at least as valuable to
users, as a rating based approach. This finding confirms our exploratory work [3].

6 Discussion

Our results show that when focusing on pairs of items, comparisons are mainly
coherent with ratings (in more than 85% of the comparisons). From a global point
of view, the analysis of the preference relation versus the set of ratings also shows
similar tendencies. Nevertheless, the two modalities are not equivalent and would
deserve a more refined analysis. When we constructed the preference relations,
we only made sure that all items were compared and connected in one single
graph. Unfortunately, some relations (comparisons) are of high importance to
build an accurate preference relation, whereas others can be useless. For instance,
supposing we know that i > j, finding out that k > j says little about the relation
between i and k, whereas knowing that k > i allows to propose that k > i > j
(in case we assume transitivity). Even though this issue has no consequence
on the analysis of pairs of items, it influences the global perspective. Thus we
believe that the comparative examination of both modalities could be refined by
controlling which comparisons are presented to users [10].

The findings also reveal that the comparison modality solves the problem for
choosing the optimal rating scale. Indeed, when asking users to compare items,
they unconsciously build their own scale, with the granularity that fits their
preferences. We observed that for some users, three levels are enough, whereas
others need up to nine levels of ranking (within the three-minute timeframe).
We are therefore confident that comparisons can be an excellent answer to the
problem of customizing rating scales, raised in [7].

In the case of inconsistencies in comparisons, the task of de-noising prefer-
ences is facilitated. Indeed, the relation between two items can be known or
deduced from several relations in the preference relation. Thus, in the case of
inconsistencies in preferences, the choice of the edges to be kept is facilitated
(for example by using a majority vote).

Our results showed that, although quite similar to ratings, comparisons seem
to allow users to express finer preferences, especially when users’ ratings were
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equal. However, reflecting on long-term perspectives, we do not yet envisage to
solely exploit preferences acquired through comparisons. Because of the qualita-
tive nature of comparisons, it is possible to have a preference relation, made up
of several levels, where the top item may still not be liked by the user. When
exploiting comparisons in CF, the knowledge of items that have actually been
liked is crucial so as to not recommend items that users would not like. At the
same time, as the number of levels in the preference relation grows, this quan-
titative problem disappears. Consequently, some absolute preferences (such as
ratings), might be useful to ensure the accuracy of recommendations at first,
and we envisage to hybridize both modalities in our future work.

We believe that we could exploit ratings to establish a first classification,
before refining the highly rated items by using comparisons. However, we cannot
envisage to ask users to express their preferences with both modalities. To solve
this problem, we could collect users’ implicit feedback from which we could
deduce ratings, viewed as an additional information to comparisons. We could
also use this deduced information to identify appreciated items and refine by
asking users to compare them.

7 Conclusion

The most popular modality for expressing one’s preferences is rating: on a pre-
defined multi-point scale, we choose the point that reflects best our preference.
However, although several studies have put forward drawbacks of ratings (incon-
sistency, limited precision, etc.), no other modality has yet supplanted ratings.
We have proposed an alternative: comparisons, that asks users to compare pairs
of items. To assess the pertinence of this modality, we performed two user-studies.
We show that users are in favor of comparisons as they find them easier, faster
and on the whole prefer them. Our results also reveal that comparisons express
preferences similar to those of ratings, as ranks in preference relations seem to be
coherent with ratings. To finish this inital work, we generate recommendations
based on either ratings or comparisons, and show that comparisons give very
promising results. Consequently, we are convinced that comparisons are a highly
promising new modality for preference expression, that could possibly improve
the user experience, especially in the frame of collaborative filtering.

These initial findings encourage us to explore comparisons in depth. We are
studying the stability of comparisons through time vs. that of ratings. To cope
with the problem of the large number of comparisons required, we focus on a
strategy about the sequences of comparisons to be asked to users, in order to
build a precise preference relation while minimizing the number of comparisons
asked to users.
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Abstract. Current research has shown the important role of explana-
tion facilities in recommender systems based on the observation that ex-
planations can significantly influence the user-perceived quality of such
a system. In this paper we present and evaluate explanation interfaces
in the form of tag clouds, which are a frequently used visualization and
interaction technique on the Web. We report the result of a user study
in which we compare the performance of two new explanation methods
based on personalized and non-personalized tag clouds with a previous
explanation approach. Overall, the results show that explanations based
on tag clouds are not only well-accepted by the users but can also help
to improve the efficiency and effectiveness of the explanation process.
Furthermore, we provide first insights on the value of personalizing ex-
planations based on the recently-proposed concept of item-specific tag
preferences.

Keywords: recommender systems, collaborative filtering, explanations,
tag clouds, tag preferences.

1 Introduction

The capability of a recommender system (RS) to explain the underlying reasons
for its proposals to the user has increasingly gained in importance over the
last years both in academia and industry. Amazon.com, for example, as one of
the world’s largest online retailers, allows their online users not only to view
the reasons for its recommendations but also to influence the recommendation
process and exclude individual past purchases from the recommendation process.

Already early research studies in the area – such as the one by Herlocker
et al. [1] – have shown that the provision of explanations and transparency
of the recommendation process can help to increase the user’s acceptance of
collaborative filtering RS. Later on, Tintarev and Masthoff [2] analyzed in greater
detail the various goals that one can try to achieve with the help of an explanation
facility. Among other aims, good explanations could help the user to make his
or her decision more quickly, convince a customer to buy something, or develop
trust in the system as a whole.

The question, however, is not only what makes a good explanation but also
how can we automatically construct explanations which are understandable for

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 196–208, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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the online user. With respect to the second aspect, Herlocker et al. for exam-
ple experimented with different visual representations such as histograms of the
user’s neighbors’ ratings. Later, Bilgic and Mooney [3] however observed that
such neighborhood-style explanations are good at promoting items but make
it harder for users to evaluate the true quality of a recommended item. Thus,
they introduced a different, text-based explanation style (“keyword-style expla-
nations”) in order to overcome this problem which can in the long term lead to
dissatisfaction with the system.

In this work we propose to use tag clouds as a means to explain the recom-
mendations made by an RS because tag clouds have become a popular means
in recent years to visualize and summarize the main contents, e.g., of a web
page or news article. Our hypothesis is that tag clouds are more suitable than
keyword-style explanations to achieve the following typical goals of an expla-
nation capability: user satisfaction, efficiency, and effectiveness. As a whole, by
achieving these goals, we aim to also increase the users’ overall trust in the RS.

The paper is organized as follows. In Section 2, we summarize previous works
in the area. Section 3 describes the different explanation interfaces, which we
evaluated in a user study. Details of the study as well as the discussion of the
results are finally presented in Sections 4 and 5 respectively.

2 Previous Works

The concept of explanation has been widely discussed in the research of intel-
ligent systems, especially in knowledge-based systems. An explanation facility
enables a system to provide understandable decision support and an account-
able problem solving strategy. Therefore explanation is considered as one of the
important and valuable features of knowledge-based systems [4]. In recent years,
the concept of explanations has also been studied and adopted in the area of rec-
ommender systems. An explanation can be considered as a piece of information
that is presented in a communication process to serve different goals, such as
exposing the reasoning behind a recommendation [1] or enabling more advanced
communication patterns between a selling agent and a buying agent [5].

To clarify the goals of providing explanations in recommender systems,
Tintarev and Masthoff [2] conduct a systematic review and identify seven goals:
transparency (explaining why a particular recommendation is made), scrutability
(allowing interaction between user and system), trust (increasing the user’s con-
fidence in the system), effectiveness (helping the users make better decisions),
persuasiveness (changing the user’s buying behavior), efficiency (reducing the
time used to complete a task) and satisfaction (increasing usability and enjoy-
ment). In this paper, we propose novel explanation methods and analyze them
in line with four of these goals: efficiency, effectiveness, satisfaction and trust.

Efficiency means the ability of an explanation to help decreasing the user’s
decision-making effort. One direct measurement is to compute the time difference
of completing the same task with and without an explanation facility or across
different explanation facilities. For example, in the user study of Pu and Chen [6],
the authors present two different explanation interfaces to users and compared
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the time needed to locate a desired item in each interface. Effectiveness relates to
whether an explanation helps users making high-quality decisions. One possible
approach to measure effectiveness is to examine if the user is satisfied with
his or her decision. Besides, persuasiveness can be inferred from the study of
effectiveness. Vig et al. [7] present four kinds of explanations to users and let
users rate how well different explanations help the users decide whether they like
a recommended item. An explanation which helps user make better decisions,
is considered effective. Compared with persuasiveness, Bilgic and Mooney [3]
argue that effectiveness is more important than persuasiveness in the long run
as greater effectiveness can help to establish trust and attract users. Satisfaction
refers to the extent of how useful and enjoyable an explanation helps the users to
assess the quality of a recommended item. In the context of recommender system,
trust can be seen as a user’s willingness to believe in the appropriateness of the
recommendations and making use of the recommender system’s capabilities [8].
Trust can thus be used to determine the extent of how credible and reliable the
system is. Tintarev and Masthoff [2] admit the difficulty of measuring trust and
suggest measuring it through user loyalty and increased sales. We believe that
it is also possible to implicitly examine trust by inferring it from the positive
effects of efficiency, effectiveness and satisfaction.

Additionally, note that developing high-quality explanations in recommender
systems can further profit from considering different views from related research
communities such as intelligent systems, human-computer interaction and infor-
mation systems. In this paper, we therefore extend the works of [9] and [10] and
study the state-of-the-art user interface of tag clouds. Using this interface, we
aim to provide an innovative and personalized user interface to achieve higher
recommender quality.

3 Explanation Interfaces

In this section we will provide an overview of the three different explanation in-
terfaces, which were evaluated in this work: keyword style explanations (KSE),
tag clouds (TC), and personalized tag clouds (PTC). KSE, which relies on au-
tomatically extracted keywords from item descriptions, is used as the baseline
method because this visualization approach has performed best according to ef-
fectiveness in previous work. The new methods TC and PTC, however, make
use of user-contributed tags, which are a highly popular means of organizing and
retrieving content in the Web 2.0.

Keyword-Style Explanations (KSE). The KSE interface as shown in Figure
1 has performed the best in the study by Bilgic and Mooney [3]. The interface
consists of a top-20 list of keywords, which are assumed to be the most important
ones for the user. Note that KSE – in contrast to the other interfaces – does not
make use of user-generated tags at all. Instead, it relies on keywords that are
automatically extracted from the content description of each item. Internally,
an item description has different “slots”. Each slot represents a “bag of words”,
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Fig. 1. Keyword style explanation (KSE)

that is, an unordered set of words together with their frequencies. Since we
are considering the movie domain in our study, we organize a movie’s content
description using the following five slots: director, actors, genre, description and
related-titles. We have collected relevant keywords about director, actors, genre
and related-titles from the IMDb website and the MovieLens data set1. The data
for the description slot was collected by crawling movie reviews in Amazon as
well as synopsis information collected from Amazon, Wikipedia and moviepilot2.

In the KSE-style approach, the importance of a keyword is calculated using
the following formula: strength(k) = t∗userStrength(k), where t stands for the
number of times the keyword k appears in slot s. The function userStrength(k)
expresses the target user’s affinity towards a given keyword. This aspect is esti-
mated by measuring the odd ratios for a given user, that is, how much more likely
a keyword will appear in a positively rated example than in a negatively rated
one. More formally: P (k|positive classification)/P (k|negative classification). A
näıve Bayesian text classifier is used for estimating the probabilities. More de-
tails about the KSE-style interface are given in [3].

Beside the list of important keywords, the KSE explanation interface provides
a link (“Explain”) for each keyword that opens a pop-up window containing all
the movies that the user has rated which contain the respective keyword. In this
pop-up window the user is provided with both the user’s past rating for the
movie and the number of times the keyword appears in the corresponding slot.

Note that in [3], the KSE approach performed best in the book domain with
respect to effectiveness. However, the evaluation of efficiency and satisfaction
was not part of their work but will be analyzed in our study.

Tag Clouds (TC). Tag clouds as shown in Figure 2 (a) have become a fre-
quently used visualization and interaction technique on the Web. They are often
incorporated in Social Web platforms such as Delicious and Flickr3 and are used
to visually present a set of words or user-generated tags. In such tag clouds,
attributes of tags such as font size, weight or color can be varied to represent

1 http://www.imdb.com, http://www.grouplens.org/node/73
2 http://www.amazon.com, http://www.wikipedia.org, http://www.moviepilot.de
3 http://www.del.icio.us, http://www.flickr.com
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relevant properties like relevancy or frequency of a keyword or tag. Additionally,
the position of the tags can be varied. Usually, however, the tags in a cloud are
sorted alphabetically from the upper left corner to the lower right corner.

In our basic approach of using tag clouds as a not-yet-explored means to
explain recommendations, we only varied the font size of the tags, i.e., the larger
the font size, the stronger the importance of the tag. We simply used the number
of times a tag was attached to a movie as a metric of its importance. The
underlying assumption is that a tag which is often used by the community is
well-suited to characterize its main aspects. For all other visual attributes we
used the standard settings (font sizes etc.). In our future work we also want to
analyze the influence of these attributes in explanation scenarios.

Figure 2 (a) shows an example for a movie explanation using the TC interface.
Tags such as “Quentin Tarantino” or “violence” have been used by many people
and are thus displayed in a larger font size.

(a) Tag cloud (TC) (b) Personalized tag cloud (PTC)

Fig. 2. Tag cloud explanation interfaces

Personalized Tag Clouds (PTC). Figure 2 (b) finally shows an interface called
personalized tag cloud (PTC), which unlike the TC interface is able to exploit
the concept of item-specific tag preferences [11,12]. The idea of tag preferences is
that users should be allowed to assign preferences to tags in order to express their
feelings about the recommendable items in more detail. Thus users are not limited
to the one single overall vote anymore. In the movie domain, tag preferences can
give us valuable information about what users particularly liked/disliked about
a certain movie, e.g., the actors or the plot. The PTC interface represents a first
attempt to exploit such tag preferences for explanation purposes.

In contrast to the TC interface, we vary the color of the tags according to
the user’s preference attached to the tag. Blue-colored tags are used to highlight
aspects of the movie toward which the user has a positive feeling, whereas tags
with a negative connotation are shown in red. Neutral tags, for which no par-
ticular preference is known, are shown in black. Again, the font size is used to
visualize the importance or quality of a tag. An example of the PTC interface for
a crime movie is shown in Figure 2 (b). According to the explanation, the user
is assumed to like this movie because of its director Quentin Tarantino, whereas
violence and brutality are reasons not to watch this movie.

As explanations are usually presented for items which the user does not know
yet, we have to first predict the user’s feeling about the tags attached to a movie.
For this purpose, we analyze the tag preference distribution of the target user’s
nearest neighbors and decide whether the target user will like, dislike or feel
neutral about the item features represented by these tags. In order to predict a
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preference for a particular tag, the neighbors preferences for this tag are summed
up and normalized to our preference scale for tags. Note that in our study users
were able to give preferences to tags on a 5-point scale with half-point increments
(0.5 to 5). If the normalized preference lies between [0.5, 2.0] or [3.5, 5.0], we will
assume negative or positive connotation respectively; otherwise we will assume
that the user feels neutral about the tag.

It is important to know that the interfaces KSE and PTC are personalized,
whereas TC represents a non-personalized explanation interface.

4 Experimental Setup

We have conducted a between-subjects user study in which each subject was
confronted with all explanation interfaces presented above. In this section, we
will shortly review the experimental setup which consisted of two phases.

Fig. 3. Rating (tags of) the movie Heat (1995) on a Likert scale of 0.5 to 5

Experiment - phase 1. In the first phase of the experiment, the participants
were asked to provide preference information about movies and tags to build
the user profiles. The users had to rate at least 15 out of 100 movies4. After
rating a movie, a screen was shown (Figure 3) in which users could rate up to
15 tags assigned to the movie5. On this screen, users could rate an arbitrary
number of tags; skip tags, in case they thought that they were not suitable for a
given movie; or explicitly mark tags as inappropriate for rating. Note that users
were not allowed to apply their own tags as we want to ensure that we have a
reasonable overlap in the used tags.
4 We have limited the number of movies to 100 in order to be able to find nearest

neighbors in the PTC approach.
5 The tags were taken from the “Movie-Lens 10M Ratings, 100k Tags” data set

(http://www.grouplens.org/node/73).
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Experiment - phase 2. In the second phase, which took place a few weeks
after the first session, the subjects used an RS6 which presented them movie
recommendations based on the user profile from the first phase. In addition, the
different explanation interfaces were shown to the user. In the following, we will
introduce our evaluation procedure which extends the procedure proposed by
Bilgic and Mooney [3]:

Procedure 1. User evaluation
1: R = Set of recommendations for the user.
2: E = Set of explanation interfaces KSE, TC, PTC.
3: for all randomly chosen (r, e) in R x E do
4: Present explanation using interface e for recommendation r to the user.
5: Ask the user to rate r and measure the time taken by the user.
6: end for
7: for all recommendation r in R do
8: Show detailed information about r to the user.
9: Ask the user to rate r again.

10: end for
11: Ask the user to rate the explanation interfaces.

The evaluation system randomly selected a tuple (r, e) of possible recommen-
dation and explanation pairs and presented the movie recommendation r using
explanation interface e to the end-user without showing the title of the movie.
The user was then expected to provide a rating for the movie by solely relying
on the information given in the explanation (lines 1-6). The selection order is
randomized to minimize the effects of seeing recommendations or interfaces in
a special order. If the users recognized a movie based on the information pre-
sented in an explanation, they could inform the system about that. No rating
for this movie/interface combination was taken into account in this case to avoid
biasing effects. We additionally measured the time needed by the users to sub-
mit a rating as to measure the efficiency of the user interface. These steps were
repeated for all movie/interface combinations. Afterwards, we again presented
the recommendations to the user, this time showing the complete movie title
and links to the corresponding movie information pages at Wikipedia, Amazon
and IMDb. We provided information about movies to reduce the time needed for
completing the experiment since watching the recommended movies would be
too time consuming. The users were instructed to read the detailed information
about the recommended movies and then asked to rate the movies again (lines
7-10). According to [3], from the point of view of an end-user, a good explana-
tion system can minimize the difference between ratings provided in the lines
5 (explanation rating) and 9 (actual rating). Thus we can also measure effec-
tiveness/persuasiveness by calculating the rating differences. At the end of the
experiment, the users were asked to give feedback on the different explanation
interfaces (as to measure satisfaction with the system) by rating the system as
6 We used a classical user-based collaborative filtering algorithm.
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a whole on a 0.5 (lowest) to 5 (highest) rating scale (line 11). Again, the order
was randomized to account for biasing effects.

5 Empirical Evaluation

5.1 Participants

We recruited 19 participants (four female) from five different countries. Most
of them were students at our institution with their age ranging from 22 to 37
(average age was 28 years). Ten participants declared high interest in movies,
whereas eight were only to a certain extent interested in movies. One person was
not interested in movies at all.

5.2 Collected Data

The participants provided a total of 353 overall movie ratings and 5,295 tag
preferences. On average, each user provided 19 movie ratings and 279 tag prefer-
ences and assigned 15 tag preferences to each rated movie. Because participants
were also allowed to repeat phase 2 of our user study, we collected a total of 848
explanation ratings (on average 45 ratings per user).

(a) (b) (c)

Fig. 4. Distribution of (a) movie ratings, (b) tag applications over movie ratings and
(c) negative, neutral and positive tags applied to movies with different ratings

Figure 4 (a) shows the distribution of the movie ratings collected in our study.
It can be seen that users preferred to rate movies they liked, i.e., a positivity bias
is present among the participants which is in line with the findings of other re-
searchers [13,12]. Vig et al. [12] showed that the positivity bias is also present
for the taggers, that is, taggers apply more tags to movies they liked compared
to movies they rated badly. This finding is also consistent with our results, as
shown in Figure 4 (b). Users applied four times more tags to movies they rated
with 4 or higher compared to movies to which they gave less than 4 points.
Figure 4 (b) shows another interesting effect, which is only partly visible in the
data of Vig et al. [12]. Users applied seven times more tags to movies rated
with 4 or 4.5 points compared to movies rated with 5 points – the highest rat-
ing value – although there are more movies rated with 5 points than with 4 or 4.5
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points, as shown in Figure 4 (a). We believe that this effect may be due to
users’ demand for justifying non-5-point ratings, i.e., users want to explain to
the community why, in their opinion, a particular movie does not deserve a 5
point rating.

Figure 4 (c) finally shows the distribution of negative, neutral and positive
tags applied to movies with different ratings7. As expected, a user’s movie rating
has a strong influence on the tag preferences assigned to a movie. The number of
positive (negative) tag preferences increases (decreases) with the overall movie
rating. Again, the results are comparable with those reported in [12].

5.3 Hypotheses, Results and Discussion

We tested three hypotheses. First, we hypothesized that the tag cloud interfaces
TC and PTC enable users to make decisions faster (H1:Efficiency). We believe
this as we think the visual nature of a tag cloud allows users to grasp the content
information inside a cloud faster compared to KSE, which are organized in a
more complex tabular structure. We also believe that users enjoy explanations
from TC and PTC more than in the KSE style as we assume that tag cloud
explanations are easier to interpret for the end user (H2:Satisfaction). We further
conjecture that users make better buying decisions when their decision is based
on TC or PTC rather than KSE (H3:Effectiveness). We believe this because we
think that compared to TC or PTC, there is a higher risk of misinterpreting KSE
because users always have to consider both the keyword and its corresponding
numerical importance value, whereas in TC and PTC the importance is encoded
in the font size of a tag.

In the following we will have a closer look at the results which are summarized
in Table 1. Note that throughout this work we have used the Friedman test with
the corresponding post-hoc Nemenyi test as suggested by Demšar [14] for a
comparison of more than two systems.

Table 1. (a) Mean time for submitting a rating. (b) Mean response of the users to each
explanation interface. (c) Mean difference of explanation ratings and actual ratings.
Bold figures indicate numbers that are significantly different from the base cases (N is
the sample size and α is the significance level).

KSE TC PTC N α

(a) Mean time [sec] 30.72 13.53 10.66 60 0.05
Standard deviation 19.72 8.52 5.44

(b) Mean interface rating 1.87 3.74 3.87 19 0.05
Standard deviation 0.90 0.65 0.62

(c) Mean difference -0.46 -0.13 -0.08 283 0.05
Standard deviation 1.00 1.01 1.03
Pearson correlation 0.54 0.79 0.83

7 For clarity reasons, we have classified the tag preferences into the tag preference
groups negative (< 2.5 points), neutral (2.5 − 3 points) and positive (> 3 points).
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Efficiency. To test our hypothesis of improved efficiency of tag clouds, we
analyzed the time measurement data which was automatically collected in our
study. Table 1 (a) shows the mean times (in seconds) for submitting a rating
after seeing the corresponding explanation interface. We can see that the time
needed when using the tag cloud approaches is significantly shorter than for
KSE. Thus, we can conclude that the data supports hypothesis H1. The data
also indicates that the PTC method helps users to make decisions slightly faster
than the TC approach, but the difference was not statistically significant.

Satisfaction. Table 1 (b) shows the mean response on overall satisfaction of
19 users to each explanation interface based on a Likert scale of 0.5 to 5. It can
be seen that users prefer the PTC approach over the TC presentation style and
the TC style over the KSE method, which supports hypothesis H2. Again, the
differences between the keyword-style explanations and the tag cloud interfaces
are significant but no significant difference among the tag cloud interfaces could
be found although the data indicates that users favor PTC-style explanations.
One possible reason is that tag clouds are in general capable of visualizing the
context in a concise manner and can thus help users reduce the time needed to
understand the context which in turn increases user satisfaction.

Effectiveness / Persuasiveness. Bilgic and Mooney [3] propose to measure
effectiveness by calculating the rating differences between explanation rating and
actual rating, as described in Section 4. If the difference is 0, the explanation
and the actual rating will match perfectly, i.e., the explanation helps the user to
accurately predict the quality of an item. Otherwise, if the difference is positive
(negative), users will overestimate (underestimate) the quality of an item. In this
context we talk about the persuasive power of an explanation system.

Table 1 (c) shows the mean difference of explanation ratings and actual rat-
ings. The histograms showing the mean differences are presented in Figure 5.

The mean differences of the tag cloud interfaces are close to 0 which is an
indication that the interfaces are valuable for users to accurately estimate the
quality of an item. Note that we have also considered the Pearson correlation
between explanation and actual ratings to account for averaging effects. From
the user’s point of view, a good explanation interface has a mean difference value
of 0, a low standard deviation, and a high correlation between both rating values.

(a) KSE (b) TC (c) PTC

Fig. 5. Histograms showing the differences between interface and actual ratings
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Users can estimate item quality most precisely with the help of the PTC
interface. TC explanations are also a good estimator for item quality. The KSE
interface has a significantly different value of −0.46 which means that KSE cause
the user to underestimate the actual rating on average by −0.46. On a 5-point
scale with half-point increments an underestimation of −0.46 on average can
be considered as important. Note that in [3], KSE reached a value of 0. We
think that the difference in the mean values comes from the different domains
considered in our studies (movie domain vs. book domain). Overall the results
support our last hypothesis H3.

Next we will discuss about the tradeoff between effectiveness and persuasive-
ness and the influence of persuasiveness on the user’s trust in an RS.

Trust. As mentioned above, effectiveness can be measured by the rating dif-
ference before and after the consumption or inspection of a recommended item.
Smaller differences are indicators of higher effectiveness. Therefore, if the rating
for an item based only on the explanation is the same as the rating after the
user has consumed the item, we can consider the explanation as highly effec-
tive. In the other case, the limited effectiveness will negatively impact on user
satisfaction and the trust in the RS.

Consider the following case. A user rates an item with 4 (good) based only on
the explanation. After consuming this item, however, the user rates the item with
2 (bad). This means that the user found this item is not as good as expected given
only the explanation. In this scenario the user may consider the explanation to be
not trustful. We call this effect positive persuasiveness, as the system successfully
persuades the user to consume/buy the item. Conversely, if the user initially rates
the item first with 2 and finally with 4, this means that the explanation does not
correctly reflect the truth. In this case, the user may find the explanation to be
inaccurate and lose the interest in using this system. We call this effect negative
persuasiveness. Both positive and negative persuasiveness can cause the loss of
trust to users.

The question remains, which form of persuasiveness is better. From a user’s
perspective, positive persuasiveness may leave the user with the impression that
the system is cheating because the system overstates the advantages of the item.
This may cause the user to completely abandon the system. However, from a
business perspective, if a firm intents to promote a new product or convince the
user to adapt a new version of a product, positive persuasiveness may help to
increase effects of advertisement and user’s familiarity to this product. Negative
persuasiveness, on the other hand, has a different effect and may cause the
user to suppose that the system does not really take his or her preferences
into account. However, we assume it to be a rather “safe” strategy, if we are
able to keep the negative persuasiveness level within a certain range. Overall, we
argue that it is important to choose the direction of the persuasiveness according
to different cases and goals. We can either align positive persuasiveness with
the business strategy or control the negative persuasiveness at an acceptable
level.
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6 Summary

In this work, we have presented the results of a user study in which three explana-
tion approaches were evaluated. We have compared keyword-style explanations,
which performed best according to effectiveness in previous work, with two new
explanation methods based on personalized and non-personalized tag clouds.
The personalized tag cloud interface additionally makes use of the recent idea of
item-specific tag preferences. We have evaluated the interfaces on the quality di-
mensions efficiency, satisfaction and effectiveness (persuasiveness) and discussed
their impact on the user’s trust in an RS.

The results show that users can make better decisions faster when using
the tag cloud interfaces rather than the keyword-style explanations. In addi-
tion, users generally favored the tag cloud interfaces over keyword-style expla-
nations. This is an interesting observation because users preferred even the non-
personalized explanation interface TC over the personalized KSE interface. We
assume that there are factors other than personalization such as the graphical
representation, which play a crucial role for effective explanation interfaces. The
results also indicate that users preferred PTC over TC. We believe that with
PTC users need less time to come to an even better conclusion because the font
color of a tag already visualizes a user’s feeling about the tag and reduces the risk
of misinterpreting a tag8. Although we view content and the visualization to be
tightly interrelated in explanations (as done in previous works), we plan to run
experiments in which we evaluate effects of content and visualization separately.

We believe that higher user satisfaction, efficiency, and effectiveness have pos-
itive impact on the users’ overall trust in the RS which ensures user loyalty and
long term wins. In future we want to show in a larger study that the differences
between the TC and PTC approaches are significant.

Our future work includes the evaluation of further quality dimensions such as
transparency; in addition, we plan to estimate a user’s tag ratings automatically
in order to reduce the time needed for completing the experiment. This way, we
hope to be able to conduct broader studies which involve more test persons.
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Abstract. Recommendation by example is common in contemporary Internet
applications providing resources similar to a user-selected example. In this paper
this task is considered as a function available within a social annotation system
offering new ways to model both users and resources. Using three real-world
datasets we motivate several conclusions. First, a personalized approach outper-
forms non-personalized approaches suggesting that users perceive the similar-
ity between resources differently. Second, the manner in which users interact
with social annotation systems vary producing datasets with variable characteris-
tics and requiring different recommendation strategies to best satisfy their needs.
Third, a hybrid recommender constructed from several component recommenders
can produce superior results by exploiting multiple dimensions of the data. The
hybrid remains powerful, flexible and extensible despite the underlying charac-
teristics of the data.

Keywords: Social Annotation Systems, Resource Recommendation, Recommen-
dation by Example, Personalization, Hybrid Recommendation.

1 Introduction

Recommendation by example is a ubiquitous function of modern Web applications.
Users select a resource and the system provides an ordered list of similar resources. In
the context of music a user may be listening to a song and ask the system to recommend
related music. The characteristics of that resource may represent the user’s intention
better than textual keywords ever could. Selecting a song from the recommendation list
will in turn produce a new recommendation. In this manner the user can seamlessly
navigate through the resource space.

This type of recommendation is commonplace but typically it is not personalized.
While recommendation by example must take into account the selected resource, we
believe that the recommender engine must also take advantage of the user preferences.
Two users, by way of example, may ask for more movies like the Maltese Falcon.
One user may mean, “give me more hard-boiled detective movies” regardless of actor
or year. Another may mean, “show me more Humphrey Bogart movies” and may not
necessarily be focused on mysteries. A third may be satisfied with popular movies from
the 1940s. Leveraging a user’s profile the system can personalize the results in order to
identify similar resources from the viewpoint of the user.

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 209–220, 2011.
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For our experimental study we restrict our analysis to a particular type of applica-
tion common in the Social Web, social annotation systems, in which users annotate
online resources with arbitrary labels often called tags. The user’s selection of which
tags to apply to a resource provides insights about which characteristic of the resource
are important to the user. Moreover if the user has applied identical tags to two differ-
ent resources we can assume that the two resources are similar from the viewpoint of
that user. Other users may describe those resources differently. Working under these as-
sumptions, social annotations systems permit an experimental methodology for study-
ing personalized recommendation by example.

In this paper several recommenders are evaluated. We use a recommender based
on cosine similarity as a starting point, a simple algorithm that one might expect in
a recommendation by example scenario. We further propose a linear weighted hybrid
which leverages several component recommenders. The hybrid permits the flexible in-
tegration of other recommenders with the cosine similarity model. These personalized
models based on collaborative filtering emphasize the user model rather than the model
of the example resource.

Our results conducted on three real world datasets reveal that 1) personalization im-
proves the performance of recommendation by example in social annotation systems,
2) the hybrid effectively exploits multiple components to produce superior results, 3)
differences in the datasets require an emphasis on different components and 4) the flex-
ibility of the proposed hybrid framework enables it to adapt to these differences.

The rest of the paper is organized as follows. In Section 2 we position our contri-
bution to the field with regard to similar efforts. In Section 3 we formalize the notion
of personalized resource recommendation by example and describe our linear-weighted
hybrid in addition to the components from which it is formed. Our experimental results
and evaluation follow in Section 4. Finally, we conclude the paper with a discussion of
our results.

2 Related Work

The recommendation by example paradigm has long been a core component of E-
commerce recommender and information retrieval systems [26,31]. Early important
approaches to the problem include association rule mining [1] and content-based clas-
sification [16]. Work by Salton and Buckley [23] demonstrated the importance of user
feedback in the retrieval process. Content-based filtering has been combined with col-
laborative filtering in several ways [2,3,20] in order to improve prediction effectiveness
for personalized retrieval. More generally, hybrid recommender systems [4] have been
shown to be an effective method of drawing out the best performance among several in-
dependent component algorithms. Our work here draws from this prior work in apply-
ing a hybrid recommender to the domain of social annotation systems and specifically
accommodating a recommendation by example query.

There has been considerable work on the general recommendation problem in social
annotation systems. Generalizable latent-variable retrieval model for annotation sys-
tems [30] can be used to determine resource relevance for queries of several forms.
Tagging data was combined with classic collaborative filtering in order to further filter
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a user’s domain of interest [27]. More recently, several techniques [12,13,17] have built
upon and refined this earlier work. None of these approaches, however, deal with the
possibility of resources themselves as queries.

Some work has been done in regards to resource-to-resource comparison in social
annotation, although little in the way of direct recommendation. Some have considered
the problem of measuring the similarity of resources (as well as tags) in a social an-
notation system by various means of aggregation [18]. An author-topic latent variable
model has been used in order to determine web resources with identical functional-
ity [21]. They do not, however, specifically seek to recommend resources to a particular
user, but rather simply enable resource discovery utilizing the annotation data.

Our own previous work regarding annotation systems has focused on the use of tag
clusters for personalized recommendation [11,29] and hybrid recommenders for both
tag [6] and resource [7,8,10] recommendation. Here we extend our examination of a
linear-weighted hybrid of simple algorithms for the specific problem of recommenda-
tion by example. This work further demonstrates the versatility and effective perfor-
mance of this framework.

3 Recommendation by Example in Social Annotation Systems

We define resource recommendation as the production of an ordered list of resources
likely to be of interest to a particular user. A special case of resource recommendation
is one in which the user supplies a resource as an example. The system is required to
recommend resources similar to the example. Taken as a sequence of recommendations
the user can navigate from resource to resource exploring the resource space. This type
of browsing is commonplace in applications recommending music, journal articles or
consumer products just to name a few.

A key conjecture in this work is that personalization can be used to improve the user
experience. Two users may perceive the similarity between resources differently. They
may, for example, like a particular song but for different reasons. One enjoys the guitar
solos. The other is influenced by the vocals. If these two users were to ask for similar
songs, the recommendation engine must accommodate the differences in their taste.

In this work we limit our investigation of recommendation by example to social
annotation systems, which enable users to annotate resources with tags. The collection
of users, resources and tags provide a rich environment for users to explore. We call this
space URT and view it as a three dimensional matrix in which an entry is 1 if u tagged
r with t and is 0 otherwise.

A recommendation by example algorithm in this domain takes the form φ(u, rq, r)
where u is the user, r is potential recommendation and rq is used by the recommender
engine as an example. This function assigns a real-valued score to each potential rec-
ommendation describing its relevance to the user and the query resource. A system
computing such a function can iterate over all possible resources and recommend the
resources with the highest scores. The final result relieves users from the burden of
information overload by providing a personalized view of the information space.

To tackle this problem we propose a linear-weighted hybrid algorithm constructed
from simple components. The components vary in the information they capture. The
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models based on cosine similarity, for example, ignore the user profile and focuses on
the example resource. The collaborative filtering algorithms focus more on the user
profile. The hybrid is able to aggregate these simply models into a cohesive whole.

In general terms the hybrid is composed of recommendation components κ1 through
κk, whose output is combined by computing a weighted sum [4]. We assume that each
component makes its own computation of the function φi(u, rq, r). The output is nor-
malized to be in the range [0..1]. Each component also has a weight αi in the same
range and we require that these values sum to 1. The hybrid is therefore defined as:

φ(u, rq, r) =
k∑

i=1

αiφi(u, rq, r) (1)

To ascertain the correct αi for each component we use a hill climbing technique,
which is both simple and efficient. A subset of the data is selected as a holdout set for
learning the algorithm parameters, including the α values. The α vector is initialized
with random positive numbers. The recommender then operates over the holdout set,
using the remaining data as training data. The accuracy of recommendations is calcu-
lated as described in Section 4.2. The vector is then randomly modified and tested again.
If the accuracy is improved, the change is accepted; otherwise it is most often rejected.
Occasionally a change to the α vector is accepted even when it does not improve the re-
sults in order to more fully explore the α space. Modifications continue until the vector
stabilizes. Then the α vector is randomly reset and learning proceeds again.

Now we turn to the components that make up our hybrid. Many of these components
rely on two-dimensional projections of the three dimensional annotation data [19]. Such
projections reduce the dimensionality of the data, but sacrifice some of its informa-
tional content. For example, the relation between resources and tags can be defined as
RT (r, t), the number of users that have applied t to r.

RT (r, t) =
∑
∀u∈U

URT (u, r, t) (2)

This notion strongly resembles the “bag-of-words” vector space model [24]. Similarly,
we can produce a projection UT in which a user is modeled as a vector over the set of
tags, where each weight, UT (u, t), measures how often a user applied a particular tag
across all resources. In all, there are six possible two-dimensional projections: UR, UT ,
RU , RT , TU , TR. In the case of UR, we have not found it useful to weight resources
by the number of tags a user applies, as this is not always indicative of the user interest.
Rather we define UR to be binary, indicating whether or not the user has annotated the
resource.

CSrt , CSru : Because users apply tags to resources, we can model resources as a
vector of tags as taken from RT . This allows us to measure the cosine similarity
between query resource and a potential recommendation. We call this technique
CSrt. However this approach is not personalized. Noticing that resources can also
be described as a vector of users described by RU we can again use cosine simi-
larity to judge the relevance of a resource to the example given by the user. We call
this technique CSru.
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KNNur , KNNut : These algorithms operate like the well-known user-based collab-
orative filtering algorithm [15,28]. We rely on a matrix of user profiles gathered
from UR or UT . Depending on which projection is used we describe the compo-
nent as either KNNur or KNNut. To make recommendations, we filter the poten-
tial neighbors to only those who have used the example resource rq . We perform
cosine similarity to find the k nearest neighbors and use these neighbors to recom-
mend resources using a weighted sum based on user-user similarity. Filtering users
by the query resource focuses the algorithm on the user’s query but still leaves a
great deal of room for resources dissimilar to the example. These approaches how-
ever are strongly personalized.

KNNru , KNNrt : These algorithms are analogous to item-based collaborative fil-
tering [5,25], which relies on discovering similarities among resources rather than
among users. The projections RU (resources as vectors of users) and RT (resources
as vectors of tags) are employed. This procedure ignores the query resource en-
tirely, instead focusing on the similarity of the potential recommendations to those
the user has already annotated. Again a weighted-sum is used as in common in
collaborative filtering.

Each of these algorithms exploits different dimensions of the data and each has their
own benefits and drawbacks. CSrt focuses on the similarity between two resources but
ignores the user preferences. KNNru and KNNrt disregard the query resource and
concentrates on the user history. Instead of attempting to integrate all dimensions of the
data into a single cumbersome algorithm we rely on the hybrid to leverage the benefits
of each of its component recommenders.

It should be noted that other integrative techniques have been proposed to leverage
multiple dimensions of the data. In particular graph based approaches such as Adapted
PageRank [14] and tensor factorization algorithms such as Pairwise Interaction Tensor
Factorization [22] (PITF ) have meet with great success in tag recommendation. How-
ever the computational requirements of Adapted Pagerank make it ill-suited for large
scale deployment; a Pagerank vector must be calculated for each recommendation.

PITF on the other hand offers a far better running time. Nevertheless adapting
the tag recommendation algorithm to resource recommendation is not straightforward.
First, PITF prioritizes tags from both a user and resource model in order to make rec-
ommendations thereby reusing tags. In resource recommendation the algorithm cannot
promote resources from the user profile as these are already known to the user. This
requirement conflicts with the assumptions of the prioritization model; all possible rec-
ommendation are in effect treated as negative examples.

Second, tensor factorization methods, PITF included, normally require an element
from two of the data spaces in order to produce elements from the third. For example
a user and resource can be used to produce tags. In recommendation by example the
input is a user and a resource while the expected output also comes from the resource
space. Furthermore in our investigation into tag-based resource recommendation [9], we
found that collaborative filtering algorithms often outperform PITF . A fundamental
advantage of the proposed linear weighted hybrid framework in comparison to other
integrative models is that it can be adapted to wide variety of recommendation tasks.
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4 Experimental Evaluation

In this section we describe the methods used to gather and pre-process our datasets.
Our evaluation metrics and methodology are described. We then examine the results for
each dataset, and finally draw some general conclusions.

4.1 Datasets

Our experiments were conducted using data from three large real-world social annota-
tion systems. On all datasets we generate p-cores [14]. When possible we constructed
20-cores from the datasets. If the dataset was not large enough to render a 20-core, we
instead constructed a 5-core.

Citeulike is a popular online tool used by researchers to manage and catalog journal
articles. The site owners make their dataset freely available to download. Once a 5-core
was computed, the remaining dataset contains 2,051 users, 5,376 resources, 3,343 tags
and 105,873 annotations.

Amazon is America’s largest online retailer. The site offers a myriad of ways for
users to express opinions of the products. Recently Amazon has added social annota-
tions to this list. After taking a 20-core of the data, it contained 498,217 annotations
with 8,802 users, 10,679 resource and 5,559 tags.

LastFM users upload their music profiles, create playlists and share their musical
tastes online. Users have the option to tag songs, artists or albums. The tagging data
here is limited to album annotations. A p-core of 20 was drawn from the data. It contains
2,368 users, 2,350 resources, 1,141 tags and 172,177 annotations.

4.2 Methodology

While recommendation by example is an important area of study there does not exist to
our knowledge social annotations datasets in which a user has explicitly stated he be-
lieves two items are similar. However in these systems a user applies tags to resources,
in effect describing it in a way that is important to the user. We work under the assump-
tion that if a user annotates two resources in the same way then these two resources
are from the viewpoint of the user similar. Segmenting the results into cases in which
one, two, three, four or five tags are in agreement allow us to analyze the results when
there is very high probability that two resources are similar (when a user applies several
similar tags to the resources) or when the probability is lower (when only a single tag
is applied to both resources).

For each data set, we evenly divide it into five equal partitions. Four partitions were
used as training data and the fifth was used for the learning of the parameters including
the number of neighbors for the collaborative filtering approaches and the α values
for the linear-weighted hybrid. That partition was then discarded and four-fold cross-
validation was performed using these remaining four partitions. One partition Ph was
selected as a holdout set and the remaining partitions served as training data for the
recommenders.

To evaluate the recommendation by example algorithms, we iterated over all anno-
tations in Ph. Each annotation contains a user, a resource and a set of tags applied by
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Table 1. The α values for the components of the linear-weighted hybrid

CSrt CSru KNNur KNNut KNNru KNNrt

Citeulike 0.332 0.014 0.145 0.037 0.046 0.426
LastFM 0.077 0.082 0.035 0.075 0.682 0.049
Amazon 0.129 0.004 0.402 0.085 0.088 0.291

the user to the resource. We compare these tags to the tags in the user’s annotations
from the training data. If there is a match we generate a test case consisting of the user,
the resource from the training data as the example resources and the resource from the
holdout data as the target resource. The example resource and target resource may have
one tag in common or several. We evaluate these cases separately looking at as many as
five matching tags.

We use recall to evaluate the recommenders. It measures the percentage of items in
the holdout set that appear in the recommendation set. Recall is a measure of complete-
ness and is defined as |Rh ∩ Rr|/|Rh| where Rh is a set containing the target resource
and Rr is the set containing the recommendations. We measure recall in the top 10 rec-
ommended items. Since each test case has only one target resource this measure is also
known as hit ratio. The results are averaged for each user, averaged over all users, and
finally averaged over all four folds.

4.3 Experimental Results

Figures 1 through 3 shows the results of our experiments. As per Section 4.2 we iden-
tify cases in which the user has annotated two resources with the same tags. Table 1
presents the learned α values of the component recommenders. The sum of these val-
ues is 1 and represents the relative contribution on the components. In the remainder of
this section we discuss each dataset individually before concluding our paper with the
general findings.

Citeulike. Citeulike users annotate journal articles. Its members are therefore mostly
comprised of researches using the system to organize their library of related work. They
often use tags drawn from their field and focus on articles within their area of expertise.
The result is relatively clean datasets with strong dimensions relating tags to users and
resources.

CSrt does very well as one might expect. The tags applied to resources are indicative
of their characteristics and using this data allows the algorithm to discover similar re-
sources. KNNrt is the second best performing component. This result is perhaps more
surprising since it completely ignores the example resource. However this result is ex-
plainable by the nature of the user interactions found in Citeulike; users are focused on
their area of expertise. Resources and tags in the user profile are strongly indicative of
the user’s interest making the user profile quite focused.

When performing item-based collaborative filtering in Citeulike it appears better
to model resources as tags rather than users as shown by the relative performance of
KNNru and KNNrt. Likewise the cosine similarity model which describes resources
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Fig. 1. Citeulike: The hit-ratio for six recommendation by examples algorithms for cases where
there is an agreement of one through five tags. The hybrid is composed of all six techniques.

as tags outperform the method which models them as users. These results underscore
the care which users exhibit when assigning keywords to resources, likely because they
employ Citeulike to organize resources for latter retrieval.

The hybrid outperforms its constituent parts by as much as 5 percent. The α values
shown in Table 1 reveal that the hybrid relies most strongly on CSrt and KNNrt

the two strongest individual components. Yet KNNur also makes a strong showing
accounting for almost 15% of the hybrid. This result shows that even though a technique
may perform poorly alone, it may contribute unique information to a hybrid.

LastFM. LastFM users share their musical tastes and discover new music online. The
site has evolved considerable overtime, but still allows its users to tag music (songs,
artists or albums). As opposed to Citeulike its users take considerably less care when
applying tags to resources. Generic tags such as ‘rock’ or non-descriptive tags such
as ‘album i own’ are common. More often however the users interact with one another
explicitly forming friendships, joining groups, comparing music tastes or browsing each
other’s profiles. This observation is confirmed in the relative performance of CSrt and
CSru as well as KNNru and KNNrt. The user space is far more developed and
modeling resources as users produces better results than modeling them as tags.

The collaborative approaches KNNru and KNNur which largely ignores the ex-
ample resource outperforms the cosine similarity models which focuses entirely on the
example. This result implies that in the music domain a user’s profile is more important
than the example he provides in a recommendation by example scenario.
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Fig. 2. LastFM: The hit-ratio for six recommendation by examples algorithms for cases where
there is an agreement of one through five tags. The hybrid is composed of all six techniques.

The hybrid again outperforms its individual components again by as much as 5 per-
cent. However, the contributions of the components differ. The hybrid is dominated by
KNNru and the remaining components offer single digit contributions. In contrast to
Citeulike which has several strong dimensions, LastFM’s data is narrowed to the user-
resource dimension. The remaining components play a small roll in the hybrid, but
their complimentary information provide enough additional information to improve the
performance of the hybrid.

Amazon. At the Amazon Web site customers are allowed to tag products. Often these
tags are drawn from the product description such as ‘HDTV’. Also the product space
is easily separable – clothes and books, or mysteries and romance. Customers often
focus on a few of these interests rather than annotating several disparate items. These
characteristics make the Amazon data an easier target permitting as much as 70 percent
hit ratio.

The simple components whether they draw on the relation between users and re-
sources or resources and tags all perform equally well. Their equivalent performance
might lead one to think that they are interchangeable. To the contrary when aggregated
into a hybrid the proposed framework is able to leverage the benefits offered from each
component. The individual components are exploiting different dimensions of the data.

While the hybrid outperforms its components once again we also see that it relies
on different algorithms to do so. KNNur is the dominate recommender followed by
KNNrt. This is suggested by an understanding of how users interact with the Web site.
They focus on particular domains forming a strong user-resource relation. Moreover
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Fig. 3. Amazon: The hit-ratio for six recommendation by examples algorithms for cases where
there is an agreement of one through five tags. The hybrid is composed of all six techniques.

they often use preconceived tags generated strong user-tag and resource-tag connec-
tions. These two component, leveraging different dimensions of the data, work together
in order to offer meaningful advantages to the hybrids.

5 Conclusion

In this work we have investigated recommendation by example for use in social an-
notation systems. This type of user interaction offers a great deal of utility to users as
they explore very large resource spaces. Our belief that personalization is important to
satisfying the user’s needs is confirmed with experimentation using three real world
datasets. In order to blend the benefits of personalization with techniques focused on
the example we proposed a linear-weighted hybrid. The hybrid was able to effectively
exploit multiple components to produce superior results even though differences in the
datasets required an emphasis on different components.

Our proposed linear-weighted hybrid offers additional advantages. It can exploit
multiple dimensions of the data, while maintaining the speed and simplicity of if its
parts. Second, it is extensible allowing additional components based on the underlying
data. For example, systems that include ratings or allow users to generate friendship
links can exploit this information by adding additional components to the hybrid. Fi-
nally, by analyzing the relative contributions of the components one can gain insights
into how the components interact and reveal interesting patterns of user behavior.
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Abstract. The community of multi-agent systems has been studying
ways to improve the selection of partner agents for joint action. One of
such approaches consists in estimating the trustworthiness of potential
partners in order to decrease the risk inherent to interacting with un-
known agents. In this paper, we study the effect of using trust in the
process of selecting partners in electronic business. We empirically eval-
uate and compare different trust-based selection methods, which either
use trust in a preselection phase previous to the negotiation, in the ne-
gotiation process, or in both of these stages. We here briefly introduce a
computational model of trust that uses a simple machine learning mech-
anism to dynamically derive the expected tendencies of behavior of po-
tential candidate partner agents. The results obtained in our comparison
study allow us to point to the best trust-based selecting methods to use
in specific situations.

Keywords: Computational trust, selection of partners, multi-agent sys-
tems.

1 Introduction

Trust is an important area of research in several disciplines, including sociology,
psychology, philosophy, economics, distributed systems and distributed artifi-
cial intelligence. In fact, some authors considers it a public good that enables
production and exchange and that is vital for the survival of the society [1].

The research area of multi-agent systems has been proposing computational
trust models that help recognizing the different social behaviors of the communi-
ties in artificial societies. These models are considered essential for making more
informed decisions in these societies of agents, reducing the risk associated to
the information asymmetry problem in open and dynamic environments.

Some of these models provide probabilistic or heuristic-based aggregation en-
gines that compute the trustworthiness of the agents in evaluation based on the
available evidences on these agents [2,3,4]. Other models are proposed with the
aim of being resistant to attacks, such as fraud, badmouthing, collusion, and
other forms of deceptive behavior [5]. Still other computational models propose
to incorporate in their trust reasoning important concepts imported from the
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social sciences area, such as forgiveness, prejudice, asymmetry, regret, erosion
and coherence (e.g. [6][7][8][9]).

Independently of the original purpose, the majority of these proposals is based
in the strong assumption that the use of computational trust mechanisms to
select partners enhances the decision process and gives higher values of utility to
the selecting agent. Moreover, these models are empirically evaluated in scenarios
where service customers seek the best provider of services, using, in their selection
process, no other differentiating factor than the estimated trustworthiness of the
candidate agents.

However, there may exist specific real-world situations where the most trust-
worthy agent is not the one that offers the best payoff to the selecting agent. Let
us consider two hypothetical examples. In the first example, firm A is a manufac-
turer of t-shirts and firms B and C are providers of fabric. Firm A knows, from
experience, that B rarely fails a contract. In the same way, it also knows that C
is less reliable, and sometimes it delays a delivery; however, firm C offers better
utility (possibly derived from better quality of the product or better shipment
and payment conditions) than firm B when it does not breach the contracts. In
this case, the fact that B is more trustworthy than C can mean that B is more
useful to A than firm C?

The second example depicts a recruitment scenario and is related to the use
of trust in the selection decision as a prefiltering activity. In the example, firm D
has one position open for Java programmers for which it has received more than
three hundred applications. The firm has the possibility of preselecting the best
candidates according to their trustworthiness, before pursuing to a deeper and
more expensive analysis of the candidates. In this case, how many candidates
shall be returned by the filtering process?

In this paper, we address the questions raised in the examples introduced
above. In particular, we study the effect of using different methods based on
trust for selecting partners. This study is enhanced by considering two distinct
situations: in the first one, the proposals received by a buyer in a negotiation
process are relatively similar and yield comparable utility to the buyer. In the
second situation, the proposals are more disparate.

The remainder of this paper is structured as follows. Section 2 introduces
related work. Section 3 presents the scenario and notation used in this paper
and Section 4 revisits the computational trust model that serves as basis to our
study. Section 5 presents the experiments and the main results of our study.
Finally, Section 6 concludes the paper and presents future work.

2 Related Work

The majority of the papers in the area of computational trust assumes that trust
is the only dimension to take into attention when selecting partners. Falcone and
Castelfranchi [10], Kerschbaum et al. [5] and Maximilien and Singh [11] refer that
trust must be used additionally to other relevant dimensions, but do not provide
a practical study on the complementary use of such dimensions.
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Gujral et al. [12] and Griffiths [13] propose models of partner selection based
on multi-dimensional trust but do not refer the preselection phase. The work
by Padovan et al. [14] develops a scenario that depicts a small value chain. The
selection of partners is performed by ranking the received offers by the assessed
offer price, which includes the expected value of loss based on a reputation
coefficient. This work does not consider preselection.

The work by Kerschbaum et al. [5] addresses the problem of member selection
in virtual organizations and considers the possibility of selection of candidate
partners based on the reputation of agents, prior to the negotiation phase. The
authors also consider the use of trust in the negotiation phase, both as another
negotiation dimension, such as price and delivery time, or as a factor in deciding
between equally well-suited candidates. However, the empirical evaluation of
their trust model is focused on testing its resistance to attacks, and they do not
model negotiation in their experiments.

Our work goes further than the related work in the sense that it provides
an empirical study on the effect of using different trust-based selection methods
– including preselection and the use of trust in the negotiation phase – on the
utility of the selecting agents.

3 Scenario and Notation

The scenario used in this paper simulates an Electronic Institution (EI) through
which buyer agents select the best suppliers of textile fabric using a simple
one round, multi-attribute negotiation protocol. In this section, we describe this
scenario and formalize its key concepts.

Every buyer registered in the EI has a business need, which is assigned ran-
domly at setup. This need is represented by a fabric and associated values of
quantity, price and delivery time.

The set of possible fabrics is given by F = {cotton, chiffon, voile}. The values
of quantity, price and delivery time are assigned randomly from sets Q = {q ∈
N : q ∈ [vquant,min, vquant,max]}, P = {p ∈ N : p ∈ [vprice,min, vprice,max]}
and D = {d ∈ N : d ∈ [vdtime,min, vdtime,max]}, respectively. The values vi,min

and vi,max define the minimum and maximum values allowed for attribute i,
respectively.

This way, buyers announce their needs in the form of a call for proposals (cfp),
as defined next.

Definition 1. Call for proposals cfp ∈ F × Q × P × D
A call for proposals cfp is an ordered tuple from the 4-ary Cartesian product
F × Q × P × D.

All suppliers registered in the EI are able to provide any type of fabric. When
a buyer sends a cfp to a defined set of suppliers, each one of these suppliers
generates a proposal with its own values for the quantity, price and delivery time
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attributes. These values are generated randomly following a uniform distribu-
tion in the range [vi,p,min, vi,p,max], where vi,p,min and vi,p,max are defined in
equations 1 and 2, respectively.

vi,p,min = max ((1 − δ) × vi,cfp, vi,min) . (1)

vi,p,max = min ((1 + δ) × vi,cfp, vi,max) . (2)

In Equation 1, vi,cfp is the value defined in the cfp for attribute i (quantity,
price or delivery time), and δ ∈ [0, 1] is a dispersion parameter that allows to
define how distant the generated proposal is from the preferences of the buyer,
as stated in the cfp.

After receiving the proposals from the suppliers, the buyer calculates the util-
ity of each one of them. The utility of a proposal, μp, is given by the complement
of the deviation between the client preferences specified in the cfp, for all the
negotiable items price, quantity and delivery time, and what is offered in the
received proposal (cf. Equation 3).

μp = 1 − 1
k
× (

k∑
i

|vi,cfp − vi,p|
vi,max − vi,min

) . (3)

In Equation 3, which is adapted from [15], vi,p is the value of the negotia-
tion attribute i of the current proposal in evaluation and k is the number of
negotiation attributes considered.

After calculating the utilities of all received proposals, the buyer makes a
decision concerning the selection of the best proposal. In this paper, we analyze
three different approaches for the selection of the best proposal: i) proposals are
sorted by their utility (as calculated in Equation 3), and the best proposal is the
one that has the highest utility; ii) proposals are sorted by the trustworthiness of
the proponent suppliers, and the best proposal is the one which corresponds to
the highest value of trustworthiness; and iii) proposals are sorted by the weighted
sum of their utility and the trustworthiness of the corresponding proponents, and
the best proposal is the one that presents the highest value for this weighted sum.
Methods ii) and iii) assume that, previous to the evaluation phase, the buyer
estimates the trustworthiness τ of all suppliers that presented a proposal, using
the computational trust algorithm presented in Section 4. In addition, method
iii) defines the weighting parameter ωτ ∈ [0, 1], which allows to configure the
importance assigned to the trustworthiness component in this selection method
(cf. Equation 4).

weighting sum : ωτ × τ + (1 − ωτ ) × μp . (4)

In addition to the process described above, we must refer that the buyers
have the possibility to preselect the supplier agents that will receive the cfp’s, by
filtering them by their trustworthiness. After this filtering is done, the selection
of the best proposal proceeds as described before.

Finally, after the selection of the best proposal, the buyer establishes a con-
tract with the selected supplier, stipulating that the latter must provide the
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Table 1. The set of all handicaps considered in our scenario

Handicap Description

HFab handicap in specific fabric
HQt handicap in high quantities
HDt handicap in low delivery times

HFabQt handicap in specific fabric and high quantities
HFabDt handicap in specific fabric and low delivery times
HQtDt handicap in high quantities and low delivery times

fabric at the conditions of quantity, price and delivery time described in its
proposal.1

Suppliers can either fulfill or violate the contracts associated to their business
interactions, according to their model of behavior. The sample space of outcomes
is thus given by O = {f, v}, where outcome o = f corresponds to a fulfillment
of the contract and outcome o = v corresponds to a contractual breach.

In this paper, we model the behavior of suppliers using probabilities. Every
supplier that is registered in the EI has an intrinsic degree of performance re-
flecting the fact that it has some handicap in providing specific components in
certain circumstances. Therefore, at setup, each supplier is randomly assigned a
handicap following a uniform distribution over all possible handicaps considered
in this paper, which are informally described in Table 1.

The outcome of the interaction between the buyer and the selected supplier
is further used to update the value of the trustworthiness of this supplier.

4 The Trust Model

In this section, we briefly describe the computational trust model that serves as
basis to our study. It consists of two main components. The first component is
Sinalpha ([7]), a general aggregator that we have developed that computes the
trustworthiness scores of the agents in evaluation based on the trust evidences
available on these agents.

The second component of the model is Contextual Fitness (CF ), a situation-
aware, machine learning-based component that we have developed [16] in order to
refine the trustworthiness scores computed by Sinalpha, taking into account the
current situation in assessment. Equation 5 shows the formula used to compute
the trustworthiness of agent ag in the specific situation s.

τ(ag, s) = τsinalpha(ag) ∗ τCF (ag, s) (5)

In the equation above, τsinalpha(ag) ∈ [0, 1] gives the trustworthiness score as
computed by Sinalpha, and τCF (ag, s) ∈ {0, 1} gives the value returned by the
situation-aware tuner.
1 The negotiation mechanism we present in this paper is deliberately simple, as it does

not constitute the focus of this work. We assume that the conclusions derived from
our study using this mechanism are still valid in the presence of other, more complex
negotiation protocols.
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The mode of operation of the situation-aware component is based on the
dynamic extraction of tendencies of failure from the past behavior of the agent in
evaluation. In order to extract these tendencies, we developed an algorithm that
uses the information gain metric [17]. This metric is used in the ID3 algorithm
[17] as a machine learning classification algorithm; however, we use it in an
incremental way, by generating a new tree every time a selecting agent needs to
assess the trustworthiness of agent ag in evaluation.

Before we proceed to the description of the CF algorithm, we first give the
formal notion of trust evidence.

Definition 2. Trust evidence evd ∈ Evd
A trust evidence evd ∈ Evd is an ordered tuple from the 6-ary Cartesian product
Evd = AG × AG × F × Q × D × O, where AG is the set of all agents registered
in the EI.

Using this definition, we can define Evdag ⊂ Evd as the subset of all trust
evidences that are available to the selecting agent about agent ag in evaluation,
such that Evdag = AG × AG∗ × F × Q × D × O, where AG∗ = {ag}.

The CF algorithm is illustrated in Algorithm 1.

Algorithm 1. The algorithm of the situation-aware component
1: function CF (s, Evdag) returns a value in {0, 1}
2: s: context of current situation
3: Evdag: set of trust evidences on agent ag
4: treeag ← generateTree (Evdag)
5: for each negative rule nri in treeag do
6: tneg ← extract negative tendency from rule nri

7: if there is a match between tneg and s then
8: return 0
9: return 1

Observing Algorithm 1, we verify that it first generates a classification tree
from the set of evidences Evdag , using the evidence outcome as class attribute
(line 4). This tree classifies the elements of Evdag in different classes, correspond-
ing to the elements of the set O of all possible evidence outcomes. Then, for each
branch in the tree corresponding to negative classes (line 5), a tendency of failure
tneg is extracted (line 6). If this tendency matches situation s in assessment (line
7), this means that the agent has a tendency to fail in situations similar to the
current one, and the algorithm returns the value 0 (line 8). Otherwise, it returns
the value 1 (line 9).

Being an incremental process, the algorithm allows for the extracted tenden-
cies of behavior of the evaluated target to change dynamically with the size of the
historical data on the agent, being, this way, very responsive to the changes of
behavior of the agents in assessment. Another good property of this algorithm is
that it is able to extract negative tendencies of behavior since the first evidences
available, achieving good performances with very small datasets.
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5 Experiments

We ran a set of experiments in order to analyze the effect of using trust on the
selection phase of automatic negotiation processes. Most of the papers on com-
putational trust show the benefits of using trust in the selection of partners, but
these are described exclusively in terms of the number of successful transactions.
In these experiments, we compared different selection methods, including those
that do not use trust, those that use trust in a preselection phase previous to
the negotiation, those that use trust in the negotiation process and, finally, those
that use trust in a preselection phase and in the negotiation process.

5.1 Testbed and Methodology

All experiments described in this paper were performed using the Repast simu-
lation tool [18] and the scenario described in Section 3.

We ran six different experiments, according to the selection methods in eval-
uation. Table 2 presents these experiments.

As can be observed in Table 2, we tested two different filtering approaches
(experiments 2, 3, 5 and 6): the first one preselected 10% of the most trustwor-
thy suppliers registered in the EI, and the second one preselected 50% of this
population. In experiments 1 and 4, no trust-based preselection was performed
and all suppliers were allowed to proceed to the negotiation phase.

In all experiments, we used 20 buyer agents and 50 supplier agents. Every
supplier had a 95% chance to succeed in case it did not present a handicap in
the situation embedded in the cfp. This probability dropped to 5% when its
handicap matched the cfp’s situation.

Each experiment was composed of 30 episodes, and at every episode each buyer
started a new negotiation cycle by issuing a new cfp. At the first episode of each
experiment, the repository of trust evidences was cleaned, which means that the
trustworthiness of all suppliers was set to zero. Finally, we ran every experiment
20 times. At every new run, the buyer agents changed their preferential values
regarding their business needs, by randomly picking up new values from sets F ,
Q, D and P .

In order to enhance our study on the effect of using trust in selection processes,
we considered two different values for the dispersion parameter δ: 0.2 and 1.0
(cf. equations 1 and 2). As mentioned in Section 3, parameter δ is used to

Table 2. Different types of experiments, based on the places where trust was used

# Selection Method Preselection Negotiation

1 No Trust — —
2 Trust in preselection (10%)

√
—

3 Trust in preselection (50%)
√

—
4 Trust in negotiation —

√
5 Trust in preselection (10%) and in negotiation

√ √
6 Trust in preselection (50%) and in negotiation

√ √



228 M.J. Urbano, A.P. Rocha, and E. Oliveira

configure how distant the proposals generated by the suppliers are from the
conditions specified in the received cfp. In these experiments, the value 0.2 was
used to configure small deviations, which means that all the proposals received
by the buyer agent were close to its preferential values for current interaction;
in opposition, the value of 1.0 allowed for a greater dispersion in the utility of
the proposals received by the buyer agent.

5.2 Evaluation Metrics

In order to evaluate and compare each one of the selection methods considered
in the experiments, we used six different performance metrics. The first metric
was the utility of the interaction (μt), given in Equation 6. We averaged this
utility over all buyers and all episodes.

μt =
{

μp, if o = f ,
0, if o = v .

(6)

The second metric was the number of positive outcomes (o+) obtained by all
buyer agents in an episode, averaged over all episodes. The third metric was
the number of different suppliers (Δsup) selected by all buyers in one episode,
averaged over all episodes. The fourth and the fifth metrics measured the trust-
worthiness of the supplier and the utility of the proposal selected by a buyer in
one episode (τs and μs, respectively), averaged over all buyers and all episodes.
Finally, the sixth metric was the number of unfitted choices (ζ) performed by
a buyer, averaged over all buyers and all episodes. This latter metric is related
to the CF component of our computational trust model. It concerns the choice
of a supplier that the buyer knows has an handicap in the current business
conditions.

5.3 Results

In this section, we start by presenting the results obtained for a dispersion value
(δ) of 0.2, and then we present the values obtained for δ = 1.0.

Experiments with δ = 0.2. The first part of the experiments was performed
using δ = 0.2. We first measured the average utility of the proposals received
by a buyer in one episode and averaged it over all buyers and all episodes. The
value we obtained for this average was 0.93, with a standard deviation of 0.03.
These values were obtained consistently for all the selection methods tested.
Their meaning is that the suppliers offered proposals with approximated utility
and close to the buyers’ preferences.

Table 3 presents the results obtained in this first set of experiments for the
metrics described in Section 5.2.

In experiments 4.x, 5.x and 6.x, the utility of the interaction (μt) is a weighted
sum of the trustworthiness of the supplier and the utility of its proposal. In the
experiments, we used two different values for the weight of the trust component,
ωτ = 0.1 and ωτ = 0.5 (cf. Equation 4).
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Table 3. Results obtained with δ = 0.2

# Selection Method μt o+ Δsup τs μs ζ

1 No Trust 0.69 0.70 0.84 0.17 0.98 0.21

2 Trust in preselection (10%) 0.82 0.85 0.35 0.80 0.96 0.00
3 Trust in preselection (50%) 0.79 0.81 0.75 0.41 0.98 0.01

4.1 Trust in negotiation (ωτ = 0.1) 0.82 0.87 0.23 0.83 0.95 0.00
4.2 Trust in negotiation (ωτ = 0.5) 0.79 0.85 0.11 0.90 0.93 0.00

5.1 Trust in presel. (10%) & in neg. (ωτ = 0.1) 0.83 0.88 0.18 0.88 0.95 0.00
5.2 Trust in presel. (10%) & in neg. (ωτ = 0.5) 0.82 0.88 0.11 0.90 0.93 0.00
6.1 Trust in presel. (50%) & in neg. (ωτ = 0.1) 0.83 0.87 0.22 0.85 0.95 0.00
6.2 Trust in presel. (50%) & in neg. (ωτ = 0.5) 0.83 0.89 0.11 0.91 0.93 0.00

From the results presented in Table 3, we verify that the selection method that
did not rely on trust got worse results for the metric utility of the interaction
(μt = 0.69), as it would be expected. This method selected the suppliers by the
utility of their proposals, which allowed for the selection of proposals with very
high values of utility (μs = 0.98) and for a high degree of exploration of new
partners (Δsup = 0.84). However, the trustworthiness of the selected suppliers
was in average very low (τs = 0.17), and a relevant number of unfitted choices
was done (ζ = 0.21). In consequence, the number of positive outcomes was
relatively low (o+ = 0.70).

The results presented in Table 3 also show that the mixed use of trust, both
in preselection and in the negotiation phase (experiments 5.x and 6.x), got the
best results in terms of the utility of interaction (μt ≈ 0.83), for all combinations
of the degree of filtering (10% and 50%) and ωτ . In this case, we verified that
although reinforcing the trust component in the negotiation phase (ωτ = 0.5)
allowed for higher values of the trustworthiness of the selected suppliers (τs),
relaxing this value (ωτ = 0.1) allowed for higher values of the utility of the
selected proposals (μs). Also, the difference between filtering the 10% or the
50% more trustworthy agents was not relevant for δ = 0.2.

Finally, we observed that both the use of standalone, stricter preselection
(10%) and the use of trust in negotiation with ω = 0.1 allowed for similar
good results of μt (0.82), and approximated values of o+, τs and μs. The use of
standalone, more relaxed preselection (50%) and the use of trust in negotiation
with ω = 0.5 got lower values of μt (0.79), with the first method exploring more
the utility of the proposals (μs = 0.98) in detriment to the trustworthiness of
suppliers (τs = 0.41), and the latter having an opposite behavior (μs = 0.93 and
τs = 0.90).

Experiments with δ = 1.0. In the second part of the experiments, we wanted
to evaluate the effect of each one of the selection methods when the dispersion in
the utilities provided by different suppliers was bigger. For that, we configured δ
to have value 1.0. In this case, the measured value for the average utility of the
received proposals was 0.73, with a standard deviation of 0.11, showing a higher
variance in the proposals made by the suppliers.
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Table 4. Results obtained with δ = 1.0

# Selection Method μt o+ Δsup τs μs ζ

1 No Trust 0.66 0.71 0.83 0.17 0.93 0.21

2 Trust in preselection (10%) 0.73 0.87 0.36 0.80 0.84 0.00
3 Trust in preselection (50%) 0.73 0.80 0.76 0.41 0.92 0.02

4.1 Trust in negotiation (ωτ = 0.1) 0.75 0.83 0.63 0.58 0.91 0.00
4.2 Trust in negotiation (ωτ = 0.5) 0.67 0.88 0.14 0.88 0.77 0.00

5.1 Trust in presel. (10%) & in neg (ωτ = 0.1) 0.73 0.87 0.32 0.83 0.85 0.00
5.2 Trust in presel. (10%) & in neg (ωτ = 0.5) 0.66 0.86 0.13 0.89 0.77 0.00
6.1 Trust in presel. (50%) & in neg (ωτ = 0.1) 0.77 0.85 0.59 0.64 0.90 0.00
6.2 Trust in presel. (50%) & in neg (ωτ = 0.5) 0.66 0.86 0.14 0.89 0.77 0.00

Table 4 presents the results obtained in this second set of experiments for the
metrics described before.

The results obtained and presented in Table 4 show relevant differences from
the results obtained with δ = 0.2. In fact, the combined use of trust in pres-
election and in negotiation did not achieve the same good performance as ob-
served with δ = 0.2, for ωτ = 0.5. As illustrated in Table 4, in experiments
5.2 and 6.2, the buyers kept selecting the same trustworthy agents again and
again (Δsup ≈ 0.14), showing a rather parochial behavior. This had the cost
of decreasing the utility of the selected proposals (μs = 0.77) in a significant
manner, with just a slight improvement in the trustworthiness of the selected
suppliers (τs = 0.89). In a general case, we can observe in Table 4 that all trust
methods that used trust in negotiation with a strong weight for the trust com-
ponent (ωτ = 0.5) got as little value for μt as the selection approach that did not
use trust at all. In the same way, approaches using more restricted preselection
(10%) exhibited significantly lower values of μt than their counterparts using
δ = 0.2.

The results obtained also show that the combined use of a more relaxed filter-
ing of suppliers (50%) and a lower weight of the trust component (ωτ = 0.1) had
again achieved the best result for the average utility of interaction (μt = 0.77).
This approach allowed for a better equilibrium between the trustworthiness of
the selected suppliers and the utility of the selected proposals.

5.4 Interpretation of Results

The results obtained and presented in the sections above allow us to conclude
that parochialism in partner selection is acceptable when the proposals in eval-
uation are not too disparate (δ = 0.2). In this case, selection methods strongly
supported on trust reveal to be good choices, as they are able to select more
reliable partners without the expense of loosing utility.

However, we have shown that when the standard deviation of the utility of
the received proposals is about 11% of the mean, the excessive use of trust is
not acceptable, as parochialism prevents buyers from exploring partners that
offer deals with higher utilities. In both the situations that we have studied, a
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method that preselects half of the population of candidate suppliers and then
moderately uses trust in negotiation revealed to be a better choice (experiments
6.1 in tables 3 and 4).

6 Conclusions

Recently, different agent-based trust models have been proposed as support
mechanisms to the selection of partners. These proposals are based on the hard
assumption that trust enhances the selection process, but no studies were pre-
sented on the role of trust in the presence of other selection differentiation factors.

In this paper, we empirically evaluated and compared different selection meth-
ods based on trust. We concluded that methods that strongly rely on trust are
not adequate when the proposals in evaluation are disparate. The best solution
seems to be the trust-based preselection of about half of the candidate partners,
followed by a selection process where the weight of the trust component must
be adjusted to the estimated dispersion of the proposals’ utilities.

As future work, we intend to explore other prefiltering options and different
other combinations of the parameters configured in the experiments. We also
intend to explore other computational trust models in our study.
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Abstract. Electronic commerce (eCommerce) environments have been
emerging together with the Internet for the last decades. This led to a
heterogeneous eCommerce landscape, resulting in interoperability prob-
lems between interacting agents. Interaction protocols like FIPA-ACL
support the definition of the exchanged messages format and therefore,
improve the interoperability. However, they do not support the specifica-
tion of the exchanged data format, or how this data shall be processed.
This leads to further interoperability problems. We propose the use of
an interaction ontology — the Communication Ontology — as an agent
interaction protocol. A Communication Ontology combines a domain on-
tology, a discourse ontology and an action ontology to specify the flow
of interaction as well as the exchanged data format and messages and
how they shall be processed. The combination of these three ontologies
into one ontology improves the interoperability between the interacting
agents and supports quick adaptations that become necessary, due to
quickly evolving markets and rapid technological advances.

Keywords: Communication Ontology, Agent Interaction Protocol, Mes-
sage Processing.

1 Introduction

Rapid technological advances and quickly evolving markets led to a heteroge-
neous eCommerce environment in the Internet. Therefore, the interoperability
between agents that interact in such an environment is still an issue [1,2,3].

Interaction protocols (e.g., Agent Communication Languages [4]) provide the
basis for interoperability, as they support the format definition of the exchanged
messages. Further interoperability problems occur however, if the agents use dif-
ferent domain ontologies. Approaches to solve this problem are either the use
of a common domain ontology [5] or a defined mapping between different do-
main ontologies [6]. Domain ontologies however, do not specify which operations
shall be performed on the exchanged data. This complicates agent interaction,
because there is no way for an agent to request the performance of a certain
operation on the exchanged data from its interaction partner. This may lead

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 233–245, 2011.
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to interoperability problems as an agent cannot know if its interaction partner
processes the exchanged data as expected. Such operations may even require
the completion of other operations upfront. Therefore, such operation must be
executed in a predefined order. This order defines the expected behavior of the
agent. To prevent agents from deviating from their expected behavior it is im-
portant to provide a means to specify the flow of interaction on a higher level
than the request-response pairs supported by interaction protocols like FIPA-
ACL1. Such high-level specifications precisely define the interaction between two
agents and therefore, avoid the related interoperability problems.

We propose an interaction ontology to solve the interoperability problems pre-
sented above. This interaction ontology is called Communication Ontology and
supports the specification of operations and the flow of interaction additionally
to the exchanged messages and their content (i.e., exchanged data).

The Communication Ontology combines three ontologies, the Discourse On-
tology, the Domain Ontology and the Action Notification Ontology. The Dis-
course Ontology is based on human speech theories, namely Speech Act Theory
[7], Rhetorical Structural Theory (RST) [8] and Conversation Analyses [9], and
captures the interaction between two agents. While Speech Act Theory and
Conversation Analyses can be seen as a common basis for many agent commu-
nication languages, the use of RST is new in this area. We adapt concepts from
RST to capture the flow interaction between two agents. The Domain Ontology
captures the application domain and the Action Notification Ontology specifies
the semantics of the content of the messages (i.e., Communicative Acts) that
are exchanged. The content of a Communicative Act consists of domain objects
and operations that shall be performed on them.

We use our Communication Ontology to capture discourses. A discourse de-
fines the interaction between two agents that is required to reach a specific goal.
An agent can support from 1 to n discourses, which it uses to meet its design
objectives. Using discourses makes building agents with complex design objec-
tives more affordable, because the agent’s designer does not have to deal with
preconditions of operations in the agent itself. Instead, the designer can select
discourses (e.g., from a Communication Ontology repository) according to their
goals and use them to meet the given design objective for the agent.

Compared to standard Agent Communication Languages like FIPA-ACL,
Communication Ontologies provide more elaborate means to specify discourses.
Furthermore, a discourse does not only specify the exchanged messages but also
their semantics (i.e., how they shall be processed by the interacting agents). This
means that the Communication Ontology provides a precise functional interface
definition for the interacting agents and therefore, improves their interoperabil-
ity. While interacting, the agents use the same Communication Ontology and
thus the same Domain Ontology.

The reminder of this paper is organized in the following manner. First we pro-
vide an overview of state-of-the-art approaches for agent interaction protocols

1 At the time of the writing the FIPA-ACL definition can be found at:
http://www.fipa.org/repository/aclspecs.html

http://www.fipa.org/repository/aclspecs.html
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and improved agent interoperability. Subsequently we present background in-
formation on the previously published Discourse Ontology in order to make
this paper self contained. In the next chapter we present the Domain and the
Action Notification Ontology, followed by the Communication Ontology, which
links these ontologies. We show that the Communication Ontology specifies the
functional interface of the agents involved in the interaction before we draw the
conclusions from our research.

2 State of the Art and Related Work

Most agent interaction protocols are based on the Knowledge Query and Manip-
ulation Language (KQML) or FIPA-ACL [4]. KQML is a language and protocol
for communication among software agents and knowledge-based systems. FIPA-
ACL is an agent communication language based on Speech Act Theory. KQML
and FIPA-ACL focus on the messages that are exchanged between two agents
and not on their interaction on a higher level than request-response or question-
answer. Compared to KQML we do not only support the manipulation and query
of data, but provide more elaborate means to model the interaction between two
agents. Just like FIPA-ACL, we use Speech Act Theory to define the exchanged
messages, but we additionally adapt concepts from Rhetorical Structure Theory
(RST) to define the flow of the messages. In particular, we use relations derived
form RST to relate typical interaction patterns like request-response. These re-
lations allow to model the interactive aspects of the discourse (i.e., the flow of
Communicative Acts) between two agents.

Moore proposes an approach for flexible automated electronic communica-
tion [10], based on Speech Act Theory. This approach however, rather defines a
set of common actions that can be interpreted by the agents than a complete
interaction ontology.

Wang and Hongshuai propose an OWL based Communication Ontology in
Distributed Multi-Agent Systems (MAS) to facilitate agent communication in
[11]. Their approach aims at integrating semantic web standards such as OWL in
MAS. Singh introduces Social Semantics for Agent Communication Languages
to improve agent interoperability in MAS [12]. In contrast to these approaches
we do not aim for MAS. Our Communication Ontology supports the interaction
definition between exactly two agents. However, each agent may use more than
one Communication Ontology at one point in time and may thus interact with
more than one agent concurrently.

Bermúdez introduces Communicative Acts and the need for an action and a
domain ontology [13]. With respect to this approach we provide the same kind
of ontologies, but we additionally provide an upper ontology in order to make it
easily adaptable for new domains and the corresponding applications.

The Universal Business Language (UBL) [5] specifies a scheme to unify domain
ontologies for business documents. A similar approach for a unified B2B e-trading
construction marketplace is presented in [14]. An XML-Framework for agent-
based e-Commerce, which aims to support the data interchange between several
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companies, is introduced in [15]. An ontology that maps data between different
ontologies to improve agent interoperability is used in [6]. In contrast to these
approaches we have a different scope. The focus of our approach is to improve
agent interoperability through a common high-level interaction protocol, our
Communication Ontology, rather than unifying the ontology that represents the
application domain.

3 Background

We developed our Discourse Ontology for automated UI generation [16,17,18]. In
the context of automated UI generation we call it Discourse Model, because we
apply concepts from model-driven software development. This section provides
information on the Discourse Ontology in order ease the understanding of the
Communication Ontology and to make this paper self-contained.

Our Discourse Ontology is based on three human language theories. We use
Communicative Acts, derived from Speech Act Theory [7], to model the basic
units of communication (i.e., the messages that are exchanged by the agents).
Conversation Analysis [9] describes the relationship between such Commu-
nicative Acts and offers two concepts that we adopted for our approach. The first
concept are Adjacency Pairs. An Adjacency Pair models typical turn-takings
during a conversation (e.g., request-response or question-answer). This means
that it links an opening Communicative Act (e.g., a Question or Request) and
one or more closing Communicative Acts (e.g., the Answer to a Question or the
Accept/Reject to a Request). The second concept that we adopted from Con-
versation Analysis is Inserted Sequences. An Inserted Sequence is an additional
discourse, which an agent can start in case it does not have enough information
to respond to a request. Such Inserted Sequences are embedded in Adjacency
Pairs and model the interaction that is needed to get the required information.
Rhetorical Structure Theory (RST) [8] focuses on the function of text and is
widely used for automated generation of natural language. We use RST relations
to relate Adjacency Pairs or sub-discourses. A sub-discourse in this context is a
sub-part of a discourse that contains itself relations and Adjacency Pairs. The
relations are used to model the flow of interaction and lead to a tree structure of
the discourse. Examples for such relations are an Alternative or Joint relation,
which can both have 1 to n children. A Joint means that all its child branches
need to be finished before the relation itself is finished, whereas an Alternative
means that only 1 child branch needs to be finished. In our approach we enriched
the relations adopted from RST with relations that simply specify the flow of
events and have no additional semantics in the sense of RST. An example for
such a relation is the IfUntil relation. An IfUntil relation supports the specifi-
cation of conditions, which are used to decide whether the corresponding sub
branch is finished or not. The formal definition of the procedural semantics of
each relation is given as a statechart (see [17] for further details).

Figure 1 introduces the discourse for a simple Flight Booking scenario between
a Customer agent and an Airline agent. The black framed discourse in the
upper left edge shows the Adjacency Pair that models the request from the
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Customer agent to buy a ticket. The yellow and green rounded boxes represent
the exchanged Communicative Acts. Their fill color represents the associated
agent that utters the Communicative Act, green for Customer agent and yellow
for the Airline agent. The Adjacency Pair that relates the opening (i.e., the
Request sent by the Customer agent) and closing (i.e., the Accept and Reject
sent by the Airline agent) Communicative Acts is represented as a diamond. In
the course of interaction an Inserted Sequence is started by the Airline agent to
collect the data needed to book a flight. The symbol for an Inserted Sequence is
the small icon that consists of three cubes and three dots. The Inserted Sequence
in Figure 1 starts the discourse shown in the same figure.

The left side of Figure 1 shows the questions for the departure and the desti-
nation airport and the flight date. The Adjacency Pairs of the departure and the
destination airport are connected with a Joint relation. This indicates that they
are available at the same point in time and can be answered in an arbitrary or-
der. A further Joint relation is used to connect this Joint with the OpenQuestion
Adjacency Pair for the flight date. It would be possible to add a third nucleus
branch to the airport Joint relation, but the relation between destination and
departure airport is stronger than to the date. We use the hierarchy to express
the strength of the relation. This information provides rendering hints for the
automated UI generation from a discourse [16]. The Tree branch of an IfUntil
relation is executed until the corresponding condition is fulfilled. In our running
example this condition checks if the Airline agent is able to provide a flight with
the given departure and destination airport at the given date. If the condition
is true the Then branch of the IfUntil relation is executed. The Then branch in
Figure 1 allows the Customer agent to select one of the flights provided by the
Airline agent. After the Customer agent has selected a flight the first branch of
the Sequence relation is finished and the second branch is executed. This branch
contains the questions for the credit card and the passenger data. The root node
of this discourse is an Alternative relation, that relates the discourse subtree for
the data collection described so far with an Informing Communicative Act of the
Customer agent. This allows the Customer agent to cancel the buying process
at any point in time during the execution of the discourse.

4 High-Level Agent Interaction Protocol

The core idea of this work is to use the presented Discourse Ontology as interac-
tion protocol between two agents. In order to solve the interoperability problems
presented in Section 1, we additionally introduce a Domain Ontology and an
Action Notification Ontology. We combine these three ontologies into our Com-
munication Ontology to support the precise definition of the interaction between
two agents.

Using our Communication Ontology as communication protocol has two strong
points that improve agent interoperability compared to other communication
protocols based on Communicative Acts. The first strong point is that our Com-
munication Ontology does not only define the messages that are exchanged (i.e.,
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the Communicative Acts), but also the relations between the Adjacency Pairs
that relate them. These relations are a formal definition of the sequence of the
messages and therefore, support an unambiguous definition of the interaction
itself. A second strong point of our approach is the possibility to precisely de-
fine the content of each Communicative Act using the Domain and the Action
Notification Ontology. The Domain Ontology captures the application domain
and defines the structure of the content objects of the Communicative Acts. The
Action Notification Ontology captures the operations that can be performed on
the domain objects. Both strong points prevent unexpected agent behavior.

The remainder of this section describes the Domain, the Action Notification
and the Discourse in detail, before we present the Communication Ontology that
combines them.

4.1 Domain Ontology

The Domain Ontology defines all objects that are relevant in the interaction be-
tween the two communicating agents. The agents exchange and store individuals
of Domain Ontology concepts during runtime.

Figure 2 shows an excerpt of the Flight Booking Domain Ontology. This ex-
cerpt defines the concept Airport with the properties name and airportcode and
the concept Flight with the properties number and date. The relations between
the concepts specify that each Flight has 1 departure and 1 destination airport.
The Customer and the Airline agents exchange and process individuals of these
concepts during runtime.

4.2 Action Notification Ontology

The Action Notification Ontology specifies which operations can be performed
on domain objects during the course of interaction. Operations can either be
Actions or Notifications. Actions specify requests to an agent (e.g., get or set of
a variable), whereas Notifications are used to inform an agent (e.g., presenting
information). An example for a simple action is the select Action. A select sig-
nifies that an agent shall select one or more objects out of a list of objects. As
a basis for most applications we defined a set of common Actions and Notifica-
tions like get, set, select and presenting, in a basic Action Notification Ontology.
Figure 3 shows an excerpt of this basic ontology.

Most probably this basic set of Actions and Notifications needs to be extended
for different application domains. For example, we added the buy action for our
Flight Booking example.

Fig. 2. Excerpt of the Flight Booking Domain of Discourse Ontology
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Fig. 3. Excerpt of the Basic Action Notification Ontology

To support quick and easy adaptability of the Action Notification Ontology
we provide an upper ontology with the concepts shown in Figure 4. The Element
concept is a common superclass for the Action and the Notification concepts,
because both can have Attributes and Parameters. Attributes and Parameters
can be used to parametrize Actions and Notifications. The difference between
Attributes and Parameters is that Attributes specify variables only, and Pa-
rameters specify a variable and the corresponding value. This difference can be
illustrated with two Actions from our basic Action Notification Ontology. The
get Action requires the specification of two Attributes. The first Attribute is
called variable and specifies the variable that shall be fetched. The additionally
required for Attribute specifies the Action or Notification that shall be per-
formed on the variable. A set Action in contrast requires the specification of
a Parameter, because it needs to specify which variable should be set and the
corresponding value. An example for a Notification with a Parameter is the pre-
senting Notification. We use the presenting Notification in our Flight Booking
example to inform the Customer agent about the purchased ticket.

Fig. 4. The Action Notification Ontology
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4.3 Discourse Ontology

The Discourse Ontology specifies the flow of events (i.e., Communicative Acts)
during the interaction (for details see Section 3). However, there is one character-
istic that needs to be considered if discourses (i.e., individuals of the Discourse
Ontology) are applied in the domain of eCommerce. It is necessary that the
Agent A (i.e., the service requester) starts the conversation, so that Agent B
(i.e., the service provider) knows the requester. Therefore, the main part of run-
ning example is embedded as Inserted Sequence in the black framed Adjacency
Pair shown in the upper left edge of Figure 1.

4.4 Communication Ontology

The Communication Ontology combines the Discourse, the Domain and the
Action Notification Ontology, and supports the explicit definition of a proposi-
tional content for each Communicative Act. The propositional content refers to
objects defined in the Domain Ontology and operations defined in the Action
Notification Ontology. In case of Communicative Acts that represent requests
for information (e.g., OpenQuestions or ClosedQuestions), however, the content
of the Answer does not have to be specified explicitly, because it is implicitly
defined through the content of the question.

Individuals of the Action Notification Ontology represent the abstract syntax
specification for the propositional content. Let us illustrate the corresponding
concrete syntax and the implicit definition of the Answer with the ClosedQues-
tion Communicative Act i1 (i.e., the question for selecting a departure airport) in
our Flight Booking example. The Communicative Act type ClosedQuestion im-
plies that the corresponding agent needs to provide a list of values from which the
interaction partner can select one or more entries as answer. The propositional
content of Communicative Act i1 is specified as SELECT one FROM all
FlightBookingContent::Airport FOR basic::set one FlightBookingCon-
tent::Airport::departure. The first part of this specification, the SELECT one
refers to the SelectOne action defined in the basic Action Notification Ontology
(see Figure 3). The SelectOne Action requires the specification of a from Param-
eter and a for Attribute. The second part of the content specification starts with
FROM, which indicates that this part specifies the from Parameter. The from
Parameter is specified as all FlightBookingContent::Airport. This means that all
individuals of the class Airport, specified in the FlightBookingContent Domain
Ontology, shall be provided. Subsequently the for attribute of the SelectOne Ac-
tion is specified as indicated by the key word FOR. This for Attribute is specified
as basic::set one FlightBookingContenet::Airport::departure. Its first part refers
to the set Action of the basic Action Notification Ontology. This set Action has
one Parameter, variable, which is specified as a variable of the type Airport with
the name departure from the FlightBookingContent Domain Ontology. We did
not specify the content of the Answer Communicative Act i2 explicitly, because
it is implicitly specified by the from Parameter of the corresponding ClosedQues-
tion’s select Action.
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Fig. 5. The Communication Ontology as Interaction Protocol

Apart from the propositional content specification of Communicative Acts,
the Action Notification Ontology supports the definition of actions that evaluate
conditions specified in a discourse. An example for such a condition is the repeat
condition of the IfUntil relation in Figure 1. This condition specifies that the
then branch can only be executed after a departure and a destination airport
have been selected. The Action evaluate in Figure 3 defines such an Action with
one Attribute, the logical expression that shall be evaluated.

So far we presented how the Communication Ontology is used to define the
interaction between two agents at design time. This interaction specification to-
gether with the precise definition of the propositional content supports runtime
interpretation and thus the use of Communication Ontologies as interaction pro-
tocol (see Figure 5). The upper part of the Figure 5 depicts that the designer
creates a Communication Ontology through the combination of the Discourse,
the Domain and the Action Notification Ontology. The Communication Ontology
does not only specify the Communicative Acts, but also the interaction between
Agent A and Agent B. This interaction is performed through the exchange of
Communicative Acts between the two agents via the Internet at runtime. We
provide a platform, the Unified Communication Platform, which each agent uses
to interpret its Communication Ontologies during runtime. The Unified Com-
munication Platform assures that each agent interprets the Communication On-
tologies in the same way. Thus, it improves the agent interoperability by assuring
that the interaction follows the defined discourses.

5 Functional Interface Definition

The propositional content of a Communicative Act refers to the Action Noti-
fication and the Domain Ontology. The Actions and Notifications specify how
the messages have to be processed by the corresponding agent. This definition of
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Airline Message Transport Customer

Airline Agent Customer Agent

ClosedQuestion: SELECT one FROM all 

FlightBookingContent::Airport FOR basic::set one
FlightBookingContent::Airport::departure

get list of all 
airports

select one airport of list, 
which should be set as 
depature airport

Answer

set depature 
airport

Fig. 6. The Use of the Functional Interface during Runtime

tasks that have to be performed by an agent are, de facto, a functional interface
definition. The propositional content is part of a Communicative Act, which is
directly assigned to an agent. Thus, the functional interface of each agent is
defined through the propositional content of the assigned Communicative Acts.

Let us illustrate this functional interface definition using the leftmost Ad-
jacency Pair in our Flight Booking example once more. This Adjacency Pair
models the selection of the departure airport and relates the ClosedQuestion
i1 and the corresponding Answer i2. Figure 6 shows in detail which functional
requirements are specified through the propositional content of ClosedQuestion
i1. A UML Sequence Diagram is used to illustrate their sequence. This sequence
corresponds to the runtime interpretation of the Adjacency Pair that models the
selection of the departure airport. Before the Airline agent is able the send the
ClosedQuestion i1 it needs to acquire a list of all available airports. Subsequently,
it sends Communicative Act i1 over the Internet to the Customer agent. Now
the Customer agent has to select the departure airport out of the received list.
Consequently, the Customer agent sends the selected airport back to the Airline
agent, using the Answer Communicative Act i2. The content of the Answer does
not have to be specified explicitly, because it is already specified by the content of
the ClosedQuestion. After the Airline agent received the answer, it has to set the
departure airport variable. All these requests to the functionality of the agents
are defined through the Action Notification Ontology and are part of the agents’
functional interface definition. The Unified Communication Platform does not
consider the semantics for the definition of the agents’ functional interface. It
evaluates only the Parameters and Attributes of the elements and is therefore
able to handle all Action Notification Ontologies.
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6 Conclusion

In this paper we introduced a Communication Ontology that supports the precise
definition of more complex interaction between two agents on a higher level than
the typical request-response pair. Our Communication Ontology does not only
support the definition of the exchanged messages, but also the specification of the
operations that an agent shall perform. Both characteristics prevent unexpected
agent behavior and improve their interoperability.

We used our Communication Ontology to realize a shopping scenario that
involved robot trolleys, a cash desk and human users [19]. All actors in this
shopping scenario can be interpreted as agents interacting in a supermarket
environment. The application that we created to implement this scenario used
discourses (i.e., individuals of the Communication Ontology) to specify the inter-
action between the user and the trolley or the cash desk, as well as the interaction
between two trolleys or a trolley and the cash desk. These discourses were suc-
cessfully used as interaction protocol for the communication between the trolley
agents, the cash desk agent and the user agent (via a multi modal user inter-
face). This scenario proofs that our Communication ontology can be used as a
Communication Protocol between different actors or agents.

Though more research will be necessary we claim that our Communication
Ontology is a first step towards better interoperability between agents in het-
erogeneous environments like the current eCommerce landscape.
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Abstract. The degree of trust that an agent has for another is the strength of
the agent’s belief that the other will enact its commitments without variation.
A strong sense of trust may be sufficient justification for one agent to sign a
contract with another when all that matters is the possibility of variation between
commitment and enactment. In non-trivial contracts the agents’ information is
typically asymmetric with each agent knowing more about its ability to vary its
actions within its contractual constraints than the other. To enable an agent to deal
with the asymmetry of information we propose two models. First, a relationship
model that describes what one agent knows about another, including the belief
that it has in the reliability of that information. Second an integrity model where
integrity is the strength of an agent’s belief that the other will not take advantage
of its information asymmetries when enacting its commitments.

1 Introduction

The term trust is used in the sense of “certainty based on past experience”, and is com-
monly used particularly as the strength of belief that an agent has in another’s desire
to enact its commitments without variation. The literature on trust is enormous. The
seminal paper [1] describes two approaches to trust: first, as a belief that another agent
will do what it says it will, or will reciprocate for common good, and second, as con-
straints on the behaviour of agents to conform to trustworthy behaviour. Trust is used
here in line with the first approach where trust is something that is learned and evolves,
although this does not mean that we view the second as less important [2]. Reputation
is the opinion (more technically, a social evaluation) of a group about something —
in a social environment. Reputation [3] feeds into trust. [4] presents a comprehensive
categorisation of trust research: policy-based, reputation-based, and trust in information
resources. [5] presents an interesting taxonomy of trust models in terms of nine types of
trust models. [6] describes a powerful model that integrates interaction and role-based
trust with witness and certified reputation.

Information asymmetry between contractually-bound agents has been studied exten-
sively, and reached prominence with the award of the 2001 Nobel Prize in Economics
to George Akerlof, Michael Spence, and Joseph E. Stiglitz “for their analyses of mar-
kets with asymmetric information.” Contract theory tackles information asymmetry by

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 246–257, 2011.
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invoking the unrealistic concept of a complete contract that specifies the consequences
of every possible state of the world [7]. In real situations, agents accept that contracts
are incomplete and rely on their contractual partner to ‘do the right thing’. In other
words, an agent relies on them to act with integrity, where integrity is the strength of
belief that the other will not take advantage of its information asymmetries when enact-
ing his commitments. An agent will be (economically) motivated to act with integrity
when it prefers to develop an on-going (business) relationship with another agent rather
than taking full advantage of each opportunity as it occurs. An agent who exhibits this
latter behaviour may need to continually seek new trading partners if past partners are
not motivated to trade again. It is proposed that the development of a sense of integrity
comes hand-in-hand with the development of (business) relationships. In particular, the
estimation of integrity is predicated on the existence of a model of relationships.

This paper is concerned with tools to manage variations in agent behaviour that may
take advantage of information asymmetries whilst being trustworthy, i.e. within its con-
tractual commitments. Two tools are proposed. First, relationships described in Sec-
tion 2, and an associated relationship model described in Section 3. Second, an integrity
model described in Section 4. Section 5 concludes.

2 ‘Relationships’ between Agents

There is evidence from psychological studies that humans seek a balance in their ne-
gotiation relationships. The classical view [8] is that people perceive resource alloca-
tions as being distributively fair (i.e. well balanced) if they are proportional to inputs
or contributions (i.e. equitable). However, more recent studies [9,10] show that humans
follow a richer set of norms of distributive justice depending on their intimacy level:
equity, equality, and need. Equity being the allocation proportional to the effort (e.g. the
profit of a company goes to the stock holders proportional to their investment), equality
being the allocation in equal amounts (e.g. two friends eat the same amount of a cake
cooked by one of them), and need being the allocation proportional to the need for the
resource (e.g. in case of food scarcity, a mother gives all food to her baby).

We believe that the perception of balance in dialogues (in negotiation or otherwise)
is grounded on social relationships, and that every dimension of an interaction between
humans can be correlated to the social closeness, or intimacy, between the parties in-
volved. The more intimacy the more the need norm is used, and the less intimacy the
more the equity norm is used. This might be part of our social evolution. There is am-
ple evidence that when human societies evolved from a hunter-gatherer structure1 to a
shelter-based one2 the probability of survival increased when food was scarce.

In this context, we can clearly see that, for instance, families exchange not only
goods but also information and knowledge based on need, and that few families would
consider their relationships as being unbalanced, and thus unfair, when there is a strong

1 In its purest form, individuals in these societies collect food and consume it when and where
it is found. This is a pure equity sharing of the resources, the gain is proportional to the effort.

2 In these societies there are family units, around a shelter, that represent the basic food sharing
structure. Usually, food is accumulated at the shelter for future use. Then the food intake
depends more on the need of the members.
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asymmetry in the exchanges (a mother explaining everything to her children, or buying
toys, and then does not expect reciprocity). In the case of partners there is some evidence
[11] that the allocations of goods and burdens (i.e. positive and negative utilities) are
perceived as fair, or in balance, based on equity for burdens and equality for goods.

The perceived balance in a negotiation dialogue allows negotiators to infer infor-
mation about their opponent, about its stance, and to compare their relationships with
all negotiators. For instance, if we perceive that every time we request information it
is provided, and that no significant questions are returned, or no complaints about not
receiving information are given, then that probably means that our opponent perceives
our social relationship to be very close. Alternatively, we can detect what issues are
causing a burden to our opponent by observing an imbalance in their information or
utilitarian utterances on that issue.

A relationship between two agents is somehow encapsulated in their history that is
a complete record of their interactions. This potentially large amount of information is
usually summarised by agents into various models. For example, the majority of agents
construct a world model and a trust model. This paper is concerned with two models that
are designed to assist an agent to deal with pervasive information asymmetry founded
on the observation that each agent knows more about its own commitments and its
intended enactments than any other agent. These two models are a relationship model
described in Section 3 and an integrity model described in Section 4.

This Section describes the LOGIC illocutionary framework for classifying argumen-
tative interactions. This framework was first described in [12] where it was used to help
agents to prepare for a negotiation in the prelude stage of an interaction3. This paper
generalises that framework and uses it to define one of the two dimensions of the rela-
tionship model described in Section 3, the second dimension is provided by the structure
of the ontology4. The five LOGIC categories for information are quite general:

– Legitimacy contains information that may be part of, relevant to or in justification
of contracts that have been signed.

– Options contains information about contracts that an agent may be prepared to sign.
– Goals contains information about the objectives of the agents.
– Independence contains information about the agent’s outside options — i.e. the set

of agents that are capable of satisfying each of the agent’s needs.
– Commitments contains information about the commitments that an agent has.

and are used here to categorise all incoming communication that feeds into the agent’s
relationship model. As we will see this categorisation is not a one-to-one mapping and
some illocutions fall into multiple categories. These categories are designed to pro-
vide a model of the agents’ information that is relevant to their relationships, and are

3 The five stages of an interaction dialogue are described in Section 4.
4 All that we require of the ontology is that it has a partial order ≤ defined by the is-a hierarchy,

and a distance measure between concepts such as: δ(c1, c2) = e−κ1l · eκ2h−e−κ2h

eκ2h+e−κ2h which is
described in [13] where l is the shortest path between the concepts, h is the depth of the deepest
concept subsuming both concepts, and κ1 and κ2 are parameters scaling the contribution of
shortest path length and depth respectively.
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not intended to be a universal categorising framework for all utterances. The LOGIC
framework for managing communication is illustrated in Figure 1. A simplified formal
model relates the LOGIC framework to the BDI model:

– L = {B(α, ϕ)}, that is a set of beliefs.
– O = {Plan(〈α1, Do(p1)〉, . . . , 〈αn, Do(pn)〉}, that is a set of joint plans.
– G = {D(α, ϕ)}, that is a set of desires.
– I = {Can(α, Do(p))}, that is a set of capabilities.
– C = {I(α, Do(p))} ∪ {Commit(α, Do(p))}, that is a set of commitments and

intentions.

This paper is written from the point of view of an agent α is in a multiagent sys-
tem with a finite number of other agents B = {β1, β2, . . . }, and a finite number of
information providing agents Θ = {θ1, θ2, . . . } that provide the context for all events
in the system — Θt denotes the state of these agents at time t. α observes the actions
of another agent β in the context Θt. The only thing that α ‘knows for certain’ is its
history of past communication that is retains in the repository Ht

α. Each utterance in
the history contains: an illocutionary statement, the sending agent, the receiving agent,
the time that the utterance was sent or received.

Observations are of little value unless they can be verified. α may not posses a com-
prehensive range of reliable sensory input devices. Sensory inadequacy is dealt with
invoking an institution agent, ξ, that truthfully, accurately and promptly reports what
it sees. So if β commits to delivering twelve sardines at 6:00pm, or states that “it will
rain tomorrow” and is committed to the truth of that prediction, then α will eventually
be in a position to verify those commitments when ξ advises what actually occurs. ξ is
simply a convenient abstraction to deal with the problem of sensory inadequacy of soft-
ware agents. As we will see below, agent α qualifies all utterances received, including
offers, information, arguments, with an epistemic probability representing α’s belief in
their veracity. ξ is the only agent that α believes is always truthful.

All communication is recorded in α’s history Ht
α that in time may contain a large

amount of data. The majority of agent architectures include models that summarise the
contents of Ht; for example, a world model and a trust model. In this paper we describe
two models, a relationship model and an integrity model that are specifically designed
to assist an agent to manage information asymmetries. To build the relationship model
we will use the LOGIC framework to categorise the information in utterances received.
That is, α requires a categorising function v : U → P({L,O,G,I,C}) where U is the set
of utterances. The power set, P({L,O,G,I,C}, is required as some utterances belong to
multiple categories. For example, “I will not pay more for wine than the price that John
charges” is categorised as both Option and Independence.

3 The Relationship Model Rt
αβ

All of α’s models are summaries of its history Ht
α. The relationship model that α has

of β consists of four component models. First, α’s intimacy model of β’s private infor-
mation describes how much α knows about β, It

αβ . Second, α’s reliability model of how
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reliable is the information summarised in It
αβ , Rt

αβ . Third, α’s reflection model of β’s
model of α’s private information, J t

αβ . Fourth, a balance model, Bt
αβ , that measures

the difference in the rate of growth of It
αβ and J t

αβ .
The remainder of this section details how these four models are calculated. This is

achieved by extracting data from the process used to update the agent’s world model
Mt — if an agent maintains the currency of their world model then the marginal cost
of building these four models is low. The description given employs the machinery to
update the world model in our information-based agents [14]. However it can be adapted
to the machinery used by any agent that represents uncertainty in its world model using
probability distributions, in which case Mt = {Xi}i where Xi are random variables.
In addition to the world model and the models described in this paper an agent may
construct other models such as a trust model and an honour model [15].

The idea of intimacy and balance is that intimacy summarises the degree of close-
ness, and balance is degree of fairness. Informally, intimacy measures how much one
agent knows about another agent’s private information, and balance measures the extent
to which information revelation between the agents is ‘fair’. The intimacy and balance
models are structured using the LOGIC illocutionary framework and the ontology O5.
For example, the communication Accept(β, α, δ) meaning that agent β accepts agent
α’s previously offered deal δ is classified as an Option, and Inform(β, α, info) meaning
that agent β informs α about info and commits to the truth of it is classified as Legit-
imacy. The balance model of α’s relationship with β, Bt

αβ , is the element by element

numeric difference of d
dtI

t
αβ and d

dtJ
t
αβ across the structure {L,O,G,I,C} × O.

3.1 The Components It
αβ , Rt

αβ and Jt
αβ

The intimacy of α’s relationship with β, It
αβ , is the amount that α knows about β’s

private information and is represented as real numeric values over {L,O,G,I,C} × O.
Suppose α receives utterance u from β and that the LOGIC category f ∈ v(u), where v
is the categorising function described above. For any concept c ∈ O, define Δ(u, c) =
maxc′∈u δ(c′, c) where δ is a semantic distance function such as that described in Foot-
note 4. Denote the value of It

αβ in position (f, c) ∈ {L,O,G,I,C}×O by It
αβ(f,c) then:

It
αβ(f,c) = ρ × It−1

αβ(f,c) + (1 − ρ) × I
t(u) × Δ(u, c) (1)

for any c, where ρ is the discount rate, and I
t(u) is Shannon information gain as given

by Equation 7. α’s estimate of β’s intimacy on α, J t
αβ , is constructed similarly by

assuming that β’s reasoning apparatus mirrors α’s.
The reliability model for utterance u is updated subsequent to the receipt of u when

the institution agent ξ advises α that u′ was observed instead of u that was expected.
Denote the value of Rt

αβ in position (f, c) by Rt
αβ(f,c) then:

Rt
αβ(f,c) = ρ × Rt−1

αβ(f,c) + (1 − ρ) × R
t(u)|u′ × Δ(u, c) (2)

for any c, where ρ is the discount rate, and Rt(u)|u′ is given by Equation 9.
5 Only a subset of the ontology is required. The idea is simply to capture “How much has Carles

told me about wine”, or “how much do it know about his commitments (possibly with other
agents) concerning cheese”.
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Fig. 1. The LOGIC framework for categorising information in an agent’s relationship model

Utterances are represented in the world model Mt
α as probability distributions, (Xi),

in first-order probabilistic logic L. For example, in a simple multi-issue contract nego-
tiation α may estimate Pt(acc(β, α, δ)), the probability that β would accept contract
δ, by observing β’s responses. The distribution P

t(acc(β, α, δ)) ∈ Mt
α is classified as

an Option in LOGIC. Using shorthand notation, if β sends the message Offer(δ1) then
α may derive the constraint: Kacc(β,α,δ)(Offer(δ1)) = {Pt(acc(β, α, δ1)) = 1}, and
if this is a counter offer to a former offer of α’s, δ0, then: Kacc(β,α,δ)(Offer(δ1)) =
{Pt(acc(β, α, δ0)) = 0}. In the not-atypical special case of multi-issue bargaining
where the agents’ preferences over the individual issues only are known and are com-
plementary to each other’s, maximum entropy reasoning can be applied to estimate the
probability that any multi-issue δ will be acceptable to β by enumerating the possible
worlds that represent β’s “limit of acceptability” [14]. As another example, the predicate
canDo(α, β, ν) meaning β is able to satisfy α’s need ν — this predicate is classified as
Independence in LOGIC.

UpdatingMt
α is complicated the need to take the integrity of utterances received into

account — it would certainly be foolish for α to believe that every utterance received
from β was correct — whereas all utterances received from the institution agent ξ are
assumed to be correct. The procedure for doing this, and for attaching an a priori belief
to utterances (see Equation 10), is summarised in Section 3.3.
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3.2 Estimating the information in an utterance: It(u)

Mt
α is a set of random variables, Mt = {Xi, . . . , Xn} each representing an aspect

of the world that α is interested in. In the absence of in-coming messages the integrity
of Mt decays. α may have background knowledge concerning the expected integrity
as t → ∞. Such background knowledge is represented as a decay limit distribution.
One possibility is to assume that the decay limit distribution has maximum entropy
whilst being consistent with observations. Given a distribution, P(Xi), and a decay
limit distribution D(Xi), P(Xi) decays by:

P
t+1(Xi) = Δi(D(Xi), Pt(Xi)) (3)

where Δi is the decay function for the Xi satisfying the property that limt→∞ Pt(Xi) =
D(Xi). For example, Δi could be linear: Pt+1(Xi) = (1− νi)×D(Xi)+ νi ×Pt(Xi),
where νi < 1 is the decay rate for the i’th distribution. Either the decay function or the
decay limit distribution could also be a function of time: Δt

i and Dt(Xi).
The following procedure updates Mt for all utterances u ∈ U . Suppose that α re-

ceives a message u from agent β at time t. Suppose that this message states “If I were
you then something is so” with probability z, and suppose that α attaches an epis-
temic belief Rt

αβ(u) to u — a method for estimating Rt(u) is given below. Each of
α’s active plans, s, contains constructors for a set of distributions {Xi} ∈ Mt to-
gether with associated update functions6, Ks(·), such that KXi

s (u) is a set of linear
constraints on the posterior distribution for Xi. Denote the prior distribution Pt(Xi) by
p, and let p(u) be the distribution with minimum relative entropy7 with respect to p:
p(u) = argminr

∑
j rj log rj

pj
that satisfies the constraints KXi

s (u). Then let q(u) be
the distribution:

q(u) = R
t
αβ(u) × p(u) + (1 − R

t
αβ(u)) × p (4)

and then let:

P
t(Xi(u)) =

{
q(u) if q(u) is “more interesting” than p

p otherwise
(5)

A general measure of whether q(u) is more interesting than p is: K(q(u)‖D(Xi)) >
K(p‖D(Xi)), where K(x‖y) =

∑
j xj ln xj

yj
is the Kullback-Leibler distance between

two probability distributions x and y.
Finally merging Equation 5 and Equation 3 we obtain the method for updating a

distribution Xi on receipt of a message u:

P
t+1(Xi) = Δi(D(Xi), Pt(Xi(u))) (6)

6 A sample update function for the distribution P
t(acc(β, α, δ)) is given above.

7 Given a probability distribution q, the minimum relative entropy distribution p = (p1, . . . , pI)
subject to a set of n linear constraints g = {gj(p) = aj ·p−cj = 0}, j = 1, . . . , n (that must
include the constraint

∑
i pi −1 = 0) is: p = arg minr

∑
j rj log

rj

qj
. This may be calculated

by introducing Lagrange multipliers λ: L(p, λ) =
∑

j pj log
pj

qj
+ λ · g. Minimising L,

{ ∂L
∂λj

= gj(p) = 0}, j = 1, . . . , n is the set of given constraints g, and a solution to ∂L
∂pi

=

0, i = 1, . . . , I leads eventually to p. Entropy-based inference is a form of Bayesian inference
that is convenient when the data is sparse [16] and encapsulates common-sense reasoning [17].
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This procedure deals with integrity decay, and with two probabilities: first, the probabil-
ity z in the utterance u, and second the belief Rt

αβ(u) that α attached to u. the Shannon
information gain in Xi is:

I
tXi = H

t(Xi) − H
t−1(Xi)

and if the distributions in Mt are independent then the Shannon information gain for
Mt following the receipt of utterance u is:

I
t(u) =

∑
Xi

I
tXi (7)

3.3 Estimating the Reliability of an Utterance: Rt(u)

Rt
αβ(u) is an epistemic probability that takes account of α’s personal caution. An em-

pirical estimate of Rt
αβ(u) may be obtained by measuring the ‘difference’ between

commitment and observation. Suppose that u is received from agent β at time t and is
verified by the institution agent, ξ, as u′ at some later time t′. Denote the prior P

t(Xi)
by p. Let p(u) be the posterior minimum relative entropy distribution subject to the con-
straints KXi

s (u), and let p(u′) be that distribution subject to KXi
s (u′). We now estimate

what Rt
αβ(u) should have been in the light of knowing now, at time t′, that u should

have been u′.
The idea of Equation 4, is that Rt

αβ(u) should be such that, on average across Mt,
q(u) will predict p(u′) — no matter whether or not u was used to update the distribution
for Xi, as determined by the condition in Equation 5 at time u. The observed reliability
for u and distribution Xi, RXi

t(u)|u′, on the basis of the verification of u with u′, is
the value of k that minimises:

RXi
t(u)|u′ = argmin

k
K(k · p(u) + (1 − k) · p ‖ p(u′))

where K is the Kullback-Leibler distance. The predicted information in u with respect
to Xi is:

IXi
t(u) = H

t(Xi) − H
t(Xi(u)) (8)

that is the reduction in uncertainty in Xi where H(·) is Shannon entropy. Equation 8
takes account of the value of RXi

t(u).
If X(u) is the set of distributions in Mt that u affects, then the observed reliability

of β on the basis of the verification of u with u′ is:

R
t(u)|u′ =

1
|X(u)|

∑
i

RXi
t(u)|u′ (9)

For any concept c ∈ O, Rt(c) is α’s estimate of the reliability of information from β
concerning c. In the absence of incoming communications the integrity of this estimate
will decay in time by: Rt(c) = χ × Rt−1(c) for decay constant χ < 1 and close to 1.
On receipt of communication u concerning c that is subsequently verified as u′:

R
t(c) = μ × R

t−1(c) + (1 − μ) × R
t(u)|u′ (10)

where μ is the learning rate, that estimates the reliability of β’s advice on any concept
c. This completes the estimation of I

t(u) and R
t(u).
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4 The Integrity Model It
αβ

Agents interact through various forms of dialogues. This paper is concerned with com-
mitment dialogues that contain at least one commitment, where a commitment may be
to the truth of a statement or may be a contractual commitment. We assume that all
commitment dialogues take place in some or all of the following five stages:

1. the prelude during which agents prepare for the interaction
2. the negotiation that may lead to
3. signing a contract
4. the enactment of the commitments in the contract
5. the appraisal of the complete interaction process that is made when the goods or

services acquired by enactment of the contract have been consumed

The term trust is commonly used to refer to the enactment of commitments [4], and is
evaluated at the completion of the enactment step in a commitment dialogue. ‘Integrity’
is distinct from trust, and is concerned with the appraisal of the dialogue including
the behaviour of partner agents in commitment dialogues. For example, when ordering
a bottle of wine, the merchant is trustworthy if the bottle is delivered as contractually
specified, and the merchant will have acted with integrity if the wine is in good condition
when it is consumed — possibly at a considerably later time.

The integrity of agent β is the strength of α’s belief that β will enact its contractual
commitments so as to take account of α’s interests rather than executing the contract
selfishly ‘to the letter’. For example, “I haven’t got the strawberries you ordered because
yesterday’s hail storm is likely to have bruised the fruit”. Integrity is measured on a
finite, fuzzy scale containing values such as ‘perfect’ and ‘terrible’. For some dialogues
the appraisal stage may take place a considerable time after the enactment stage; for
example, “Carles advised me to buy the Mercedes and I after three years I am still
delighted with it” that implicitly rates the quality of Carles’ advice. This time delay is
the reason that some business relationships necessarily take time to develop.

The integrity model is required to do the following. Given a particular need ν and
the prevailing contextual information Θt, It

αβ aims to estimate the integrity of each
agent in satisfying ν on the basis of the past commitment dialogues recorded in Ht

α.
From the set of commitment dialogues in Ht

α with agent β, we first form Ct
αβ that

contains: an abstraction of the need that triggered the dialogue, the prevailing contextual
information and the resulting evaluation of the dialogue. The abstraction of the need ν
is to a chosen level using the ≤ relation in the ontology — see Footnote 4. For example,
Ht

α may contain a dialogue involving buying potatoes from β in which case Ct
αβ could

contain a record involving ‘root vegetables’ together with the contextual information
that prevailed at that time, and the evaluation.

It
αβ aims to form beliefs on the evaluation of future commitment dialogues with

agent β based on Ct
αβ by treating the evaluations as values of the dependent variable.

This can be interpreted as a pattern mining exercise from the information in Ct
αβ to find

the ‘best’ hypothesis that describes Ct
αβ . One neat way to perform this induction is the
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minimum description length principle [18] that is founded on the minimisation of the
cost of communicating a body of knowledge from one agent to another that thus has a
fundamental affinity with distributed autonomous systems:

It
αβ � arg min

M
(L(M) + L(Ct

αβ | M)) (11)

where L(M) is the length of the shortest encoding of M , and L(Ct
αβ | M) is the length

of the shortest encoding of Ct
αβ given M . This definition is as neat as it is computation-

ally expensive — it divides Ct
αβ into that which may be generalised and that which may

not.
The definition of It

αβ in Equation 11 appears problematic for three reasons. First,
if M can be any Turing computable model the definition is not computable, second
there should be a language for representing M , and third the meaning of ‘the length
of the shortest encoding’ is not clear. The second and third reason have been resolved
[18]. The first, computability problem can be solved by restricting the models to some
specific class. If the models are restricted to Bayesian decision graphs over finite spaces
then Equation 11 is computable [19].

The model does not take time into account. In some applications old observations
may be poorer indicators that recent ones, but this is not always so. To allow for varying
strength of observations with time we construct instead C∗t

αβ that is the same as Ct
αβ

except each appraisal, x, is replaced by a random variable X over appraisal space.
These probability distributions are constructed by: λ × X + (1 − λ) × DX where DX

is the decay limit distribution8 for X — and X is a distribution with a ‘1’ indicating
the position of the appraisal and 0’s elsewhere. This fine-grained approach gives control
over the integrity decay of each observation.

Despite its elegance, Equation 11 is computationally expensive and we now describe
methods for evaluating integrity for given ν and Θt for various β’s. We represent the
relationship between need ν, context Θt and appraisal a using conditional probabili-
ties, Pt′

αβ(a|ν, Θt). If ν is a need, Θt the context that prevailed at the time t commit-
ments were made, and a the resulting subsequent appraisal performed at time t′ then
Pt′

αβ(a|ν, Θt) is the probability that a will be observed at time t′ given that β had been
selected to service need ν in context Θt at time t.

Any attempt to estimate Pt′
αβ(a|ν, Θt) has to deal with the unbounded variation in

context Θt. We assume that there is a finite set of ‘essentially different’ contexts Γ
and then estimate Pt

αβ(a|ν, γ) for γ ∈ Γ . Suppose that Pt
αβ(ai|ν, γ) is observed where

ai ∈ A the finite appraisal space. Then α attaches an epistemic strength d ∈ [0, 1]
to this observation that is the probability that the same appraisal would be observed if
the process was repeated for the same ν and γ. Then P

t+1
αβ (a|ν, γ) is the distribution

with minimum relative entropy to the prior Pt
αβ(a|ν, γ) subject to the constraint that

P
t+1
αβ (ai|ν, γ) = d.

In general it is desirable that observations should effect integrity estimates that are
semantically close. This is achieved by appealing to a semantic similarity function, δ,
such as that described in Footnote 4, if observation Pt

αβ(ai|ν′, γ′) is made with strength

8 If the decay limit distribution is unknown we use a maximum entropy distribution.
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d′ then the posterior for P
t+1
αβ (a|ν, γ) is the distribution with minimum relative entropy

to the prior Pt
αβ(a|ν, γ) subject to the constraint that:

P
t+1
αβ (ai|ν, γ) =

bi × d′′

((1 − bi) × (1 − d′′)) + (bi × d′′)
, only if d′′ > 0.5

where d′′ = d′× δ(ν, ν′)× δ(γ, γ′) discounts the effect of d′ using δ, and the condition
d′′ > 0.5 limits the update region to ν and γ that are semantically close to ν′ and γ′ —
this method assumes that the observations are independent. Then in the absence of new
observations Pt

αβ(a|ν, γ) decays by Equation 3.
The estimate for Pt

αβ(a|ν, γ) in the previous paragraph enables α to predict, or guess,
the appraisal that will be observed if α selects β to satisfy need ν in context γ. It may
be convenient to have a numeric score for β’s expected integrity given particular cir-
cumstances. One way to do this is to construct an ‘ideal’ distribution Pt

I(a|ν, γ) and to
define integrity as the relative entropy between this ideal distribution and the estimated
distribution:

G(α, β, ν, γ) = 1 −
∑

a

P
t
I(a|ν, γ) log

Pt
I(a|ν, γ)

Pt
αβ(a|ν, γ)

A simpler way is to used a metricated, totally ordered appraisal space and to define
integrity as expectation: G(α, β, ν, γ) =

∑
i ai × P

t
αβ(ai|ν, γ).

5 Discussion

This paper addresses the problem of dealing with information asymmetry that includes
the observation that each agent knows more about its own commitments, and its in-
tended enactments, than any other agent. Further agents may, and often do, deliberately
conceal information to take strategic advantage. An agent can act in a perfectly trust-
worthy way, in the sense described above, whilst taking full advantage of the asymmetry
of its information: “Well I did precisely what you asked me to do”.

We have proposed two approaches to deal with information asymmetry. The first
builds on the observation that in complex situations human agents prefer to interact
with those with whom there is some depth of relationship to dealing with strangers. A
relationship model has been described that measures the amount of private information
that one agent knows about another, the reliability of that information and the balance in
their information exchanges. Calculating these models is not simple, but substantially
reuses those that update the agent’s world model, and so the marginal cost of building
the relationship model is small. The second approach models integrity that measures
overall satisfaction with an interaction; it is updated at the appraisal stage that may be a
considerable time after contract enactment.

Future work will focus on trialling the relationship model and the integrity model in
a simulated marketplace. There can be no guarantee that an agent will act with integrity
no matter how strong its relationships. So our goal will be to develop institutional in-
centives for agents to act with integrity based on published reputation measures, and
then to show that the models described in this paper may be used to protect against
unscrupulous exploitation of asymmetric information.
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Abstract. On many modern Web platforms users can annotate the
available online resources with freely-chosen tags. This Social Tagging
data can then be used for information organization or retrieval purposes.
Tag recommenders in that context are designed to help the online user
in the tagging process and suggest appropriate tags for resources with
the purpose to increase the tagging quality. In recent years, different
algorithms have been proposed to generate tag recommendations given
the ternary relationships between users, resources, and tags. Many of
these algorithms however suffer from scalability and performance prob-
lems, including the popular FolkRank algorithm. In this work, we propose
a neighborhood-based tag recommendation algorithm called LocalRank,
which in contrast to previous graph-based algorithms only considers a
small part of the user-resource-tag graph. An analysis of the algorithm
on a popular social bookmarking data set reveals that the recommenda-
tion accuracy is on a par with or slightly better than FolkRank while at
the same time recommendations can be generated instantaneously using
a compact in-memory representation.

Keywords: recommender systems, collaborative filtering, social tag-
ging.

1 Introduction

More and more Social Web platforms such as Delicious or Flickr but also e-
commerce sites such as Amazon allow their users to annotate the online resources
with freely-chosen tags1. In recent years, these community-created folksonomies
have emerged as a valuable tool for content organization or retrieval in the
participatory web. In contrast, for example, to formal Semantic Web ontologies,
Social Tagging represents a more light-weight approach, which does not rely on
a pre-defined set of concepts and terms that can be used for annotation. The
advantage of Social Tagging lies in the fact that no special knowledge is required
by the users. On the other hand, the value of the community-provided tags can
be limited because no consistent vocabulary may exist as users have their own
� Contact author.
1 http://delicious.org, http://flickr.com, http://www.amazon.com
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style and preferences which tags they use and which aspects of the resource they
annotate. A picture of a car could for instance be annotated with tags such
diverse as “red”, “cool”, or “mine”[1]. In [2], for example, Sen et al. reported
that only 21% of the tags in the MovieLens system2 had adequate quality to be
displayed to the user.

One way to counteract this effect is to provide the user with a list of tag
recommendations to choose from. When the users are provided with a set of tag
suggestions, the goal is that the annotation vocabulary as a whole becomes more
homogenous across users and that in addition the tagging volume increases, see
[3]. In recent years, several approaches to building such tag recommenders have
been proposed. The state-of-the-art FolkRank algorithm [4], for example, rep-
resents one early graph-based recommendation approach which was inspired by
Google’s PageRank [5] and which is still used as a baseline for comparison in the
development of new tag recommender approaches today. Later on, different other
tag recommendation algorithms have been proposed that rely on techniques such
as tensor factorization and latent semantic analysis [6,7], follow a probabilistic
approach [8,9,10] or use hybridization strategies [11]. Some approaches also even
go beyond recommendation, and try to automatically generate and attach per-
sonalized tags for Web pages [12].

Beside improving the predictive accuracy, the question of scalability and the
time needed for computing the recommendations is a major issue for the different
approaches. Rendle et al. [6,7] for example conclude that FolkRank does not scale
to larger problem sizes and report much shorter running time figures for their
own tensor factorization approach. A clustering approach is developed in [13] to
allow for “real-time” recommendation.

In this work, we also focus on the issue of scalability of tag recommendation
to larger data sets. We therefore propose a graph- and neighborhood-based tag
recommendation approach, which is not only capable of generating tag recom-
mendations very quickly also for larger data sets, but which can also be efficiently
updated when new data arrives. At the same time, we show that despite its sim-
plicity, the accuracy of our method is comparable to that of FolkRank on the
commonly-used Delicious data set.

2 FolkRank and LocalRank

2.1 Folksonomies and FolkRank

The LocalRank algorithm proposed in this paper is based on the ideas of
FolkRank, which we will shortly discuss in the following section. Hotho et al. [4]
define a folksonomy as a tuple F := (U, T, R, Y,≺) where

– U, T , and R are finite sets, whose elements are called users, tags, and
resources,

– Y is a ternary relation between them, i. e., Y ⊆ U × T × R, called tag
assignments, and

2 http://www.movielens.org

http://www.movielens.org
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– ≺ is a user-specific subtag/supertag-relation, i.e., ≺⊆ U × T × T , called
subtag/ supertag relation. Note that in our work ≺ is an empty set3.

The main idea of Google’s PageRank algorithm is that pages are important
when linked by other important pages. Therefore, PageRank views the web as
a graph and uses a weight spreading algorithm to calculate the importance of
the pages. FolkRank adopts this idea and assumes that a resource is important
if it is tagged with important tags from important users. As a first step, a given
folksonomy F = (U, T, R, Y ) is converted into an undirected tripartite graph GF,
where the set of nodes V = U ∪̇ T ∪̇ R and the set of edges E and their weights
is determined by the elements of Y .

Note that GF is different from the directed unipartite web graph. Hotho
et al. therefore propose the Folksonomy-Adapted PageRank (FA-PR) algorithm
to compute a ranking of the elements and which also takes the weights of the
edges into account4. Since GF is undirected, a part of the weight spread over an
edge will flow back in each iteration.

Formally, the weight spreading function is −→w = dA−→w + (1 − d)−→p , where A
is the row-stochastic version of the adjacency matrix of GF, −→w is the vector
containing the rank values for the elements of V , −→p a preference vector whose
elements sum up to 1 and d a factor determining the influence of −→p . When a
non-personalized ranking of the elements of GF is to be computed, d can be
set to 1. When the goal is to personalize the ranking (or support topic-specific
rankings), more weight can be given to elements in −→p which correspond to the
user preferences or a given topic. Similar to PageRank, Folksonomy-Adapted
PageRank works by iteratively computing −→w until convergence is achieved.

The FolkRank algorithm finally computes −→w two times – one time including
the user preferences and one time without them – and compares the differences
between the rankings of the two −→w vectors. The “winners” of the inclusion of
the preference vector therefore get higher rank values. Recommending tags for
a given resource or user can be accomplished by taking the n elements with the
highest rank values.

Overall, FolkRank has shown to lead to highly accurate results and even
the more recent algorithms mentioned above are only slightly more accurate
than FolkRank on some evaluation data sets. However, one of the major issues
of FolkRank are the steep computational costs involved in the computation of
recommendations. Note that while the non-personalized ranks can be computed
in an offline phase, this is not manageable for the personalized ranking. For
analysis purposes, we use the original Java implementation provided by the
developers of FolkRank5 and evaluated it on three Delicious data sets at different
density. Computing a single recommendation list for this data set consisting
of about 36,000 thousand users, 70,000 bookmarks, 21,000 tags, and 7,000,000
assignments required about 20 seconds on a typical desktop PC (AMD Athlon
3 For this reason we will simply denote a folksonomy as a quadruple F := (U, T, R, Y ).
4 Note that FolkRank is not limited to the calculation of weights for the tags but can

also be used to compute weights of users and resources.
5 http://www.kde.cs.uni-kassel.de/code

http://www.kde.cs.uni-kassel.de/code
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II Dual Core, 2.9Ghz, 8GB Ram) when the maximal number of iterations is set
to 10. When pre-computing the unbiased ranks, the running time is reduced to
about 10 seconds on average. Note that, given that FolkRank always propagates
the weights through the whole network, the non-personalized weights have to be
re-computed (or at least updated on a regular basis) when new tag assignments
are added to the system.

2.2 LocalRank

In order to address the issues of scalability and updates, we propose LocalRank, a
new tag recommendation algorithm which in contrast to FolkRank computes the
rank weights only based on the local “neighborhood” of a given user and resource.
Instead of considering all elements in the folksonomy, LocalRank focuses on the
relevant ones only. Given a folksonomy F = (U, T, R, Y ), its representation as
GF, a user u ∈ U and a resource r ∈ R, we first compute the following sets of
relevant elements.

– Yu ⊆ Y is the set of all (u, t, r)-assignments of Y where u is the given user.
– Analogously, Yr ⊆ Y is the set of all (u, t, r)-assignments of Y where r is the

given resource.
– The set of user-relevant tags Tu is defined to be the set of all tags appearing

in the (u, t, r)-assignments of Yu.
– The resource-relevant tags Tr are analogously defined as the set of tags from

the assignments in Yr.
– The overall set of relevant tags to be ranked by the algorithm is Tu ∪ Tr.

Figure 1 visualizes the local neighborhood of a user and a resource as two
subgraphs of GF, constructed using the sets Yu and Yr. The side aspect is that
the sets can be represented efficiently as a compact data structure in memory.
Note that the two subgraphs can also be connected in Tu ∩ Tr.

The rank computation in LocalRank takes into account how often a certain
tag was used by a user and how often a tag was attached to a resource. A similar
approach was presented as most popular tags by user and most popular tags by
resource in [14]. Although the efficiency of the combination of these approaches
– known as most popular ρ-mix – is comparable to our approach, the accuracy

Tu ∪ Tr

u rRu Ur

Tu Tr

Yu Yr

Fig. 1. Neighborhood of relevant tags for a given user-resource query
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results, however, are worse than those of FolkRank. Note that in our approach,
the popularity information is used as a factor in the rank computation of each
tag in Tu ∪ Tr. The (non-local) information how often other users have tagged
other resources with these tags, however, is not exploited in LocalRank.

Rank computation and weight propagation in LocalRank is done similar to
FolkRank but without iterations. The arrows in Figure 1 indicate the direction
of the propagation of user and resource weights (see below) towards the tags.

In the FolkRank implementation the weight of a node v depends on the total
number of nodes |V | in the folksonomy and is set to w = 1/|V |. The frequency
of the node’s occurrence in Y is denoted as |Yv| and is defined as the number of
(u, t, r)-assignments in Y , in which v appears. Overall, in FolkRank, the amount
of weight spread by a node v to all its adjacent nodes is w/|Yv|.

LocalRank, in contrast, approximates the weights for a given u and r with
w = 1/N , where N is the total number of their neighbors in GF. The amount
of weight that is spread by the user and resource is calculated as w/|Yu| and
w/|Yr| respectively.

In GF, both algorithms calculate the weight gained by a node x by multiplying
the spread weight w/|Yv| with the weight of the edge (v, x) which is equal to
|Yv,x|. While FolkRank repeatedly computes the weight gained by x for each
(v, x) pair of nodes, LocalRank computes it once for each tag t in Tu ∪ Tr.

The rank of each t ∈ Tu is calculated as follows:

rank(t) = |Yu,t| × 1/N

|Yu| (1)

The rank of tags in Tr is calculated similarly:

rank(t) = |Yr,t| × 1/N

|Yr| (2)

Intuitively, we finally assume that tags that appear in both sets (t ∈ Tu ∩ Tr)
are on principle more important than the others and should receive a higher
weight. Therefore we sum up the individual rank weights obtained from the two
calculations.

LocalRank propagates the weight of the given user and resource nodes to
all their adjacent tags. Therefore, it computes rankings for user and resource
relevant tags and returns a list of tags and their ranks. The recommendation
of tags can then be done by picking the top n elements with the highest rank
values.

Note that in our evaluation we also experimented with a variation of the
calculation scheme in which we introduced a weight factor to balance the impor-
tance of the different tag sets. The intuition behind this idea was that tags in
Tr are generally more important than those in Tu because they already describe
the resource. Elements of Tu capture the popularity of a tag with the particular
user and should have less importance as they are not necessarily meaningful to
the resource. A similar approach to balancing the influence of user and resource
related tags was presented in [14]. The experiments however showed that the
introduction of such a weight factor did not help to further improve the results.
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Table 1. Data sets used in experiments

p-core 1 p-core 5 p-core 10

Users 71,756 48,471 36,486
Tags 454,587 47,984 21,930
Resources 3,322,519 169,960 70,412
Y-assign. 17,802,069 8,963,895 7,157,654

3 Evaluation

3.1 Data Sets

In order to evaluate our approach both with respect to accuracy and run-time
behavior, we ran tests on different versions of the Delicious data set, which is
also used by many other researchers in the area of data mining and tag recom-
mendation.

Delicious is a “social bookmarking tool”, where users can manage collections
of their personal web bookmarks, describe them using keywords (tags) and share
them with other users. For our experiments, we used a data set of users, book-
marks and tags provided on courtesy of the DAI-Labor6, which in its raw version
contains more then 400 million tags applied to over 130 million bookmarks by
nearly 1 million users.

In order to compare our work with previous work, we first extracted a smaller
subset of manageable size from the large data set which included only the tag
assignments posted between July 27 and July 30, 2005. By recursively adding
tag assignments posted prior to July 27 for all users and resources present in the
subset, a “core folksonomy” was constructed (as was also done in [15]). After this
initial extraction step, we also applied p-core preprocessing to the data set. This
preprocessing step guarantees that each user, resource, and tag occurs in at least
k posts. That way, infrequent elements are removed from the folksonomy, thus
reducing potential sources of noise in the data. At the same time, the density
of the data is increased. Varying the p-core level therefore helps us to analyze
the predictive accuracy of our methods at different density levels. In summary,
experiments have been run on the three p-core levels 1, 5, and 10. As suggested
in literature we removed for the p-core 5 and p-core 10 data sets all posts that
had more than 30 tags, as they usually are spam.

3.2 Evaluation Procedure

We use the LeavePostOut evaluation procedure described in [15], a variant of
leave-one-out hold-out estimation.

For all preprocessed folksonomies, we first created a subset Ũ consisting of
10% randomly chosen users from U (the test set). For each user in Ũ , we pick
one of the user’s posts randomly. A post p is a tuple (u, r, tags(u, r)), where

6 http://www.dai-labor.de/en/irml/datasets/delicious

http://www.dai-labor.de/en/irml/datasets/delicious
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tags(u, r) := {t ∈ T | (u, t, r) ∈ Y } is the set of tags associated with the post.
The task of the tag recommender consists of predicting a set of tags T̃ (u, r) for
p based on the folksonomy F \ {p}.

The predictive accuracy is determined using the usual information retrieval
metrics precision and recall :

precision(T̃ (u, r)) =
|tags(u, r) ∩ T̃ (u, r)|

|T̃ (u, r)| (3)

recall(T̃ (u, r)) =
|tags(u, r) ∩ T̃ (u, r)|

|tags(u, r)| (4)

The F1 metric, finally, is computed as the harmonic mean of precision and
recall. The size of T̃ (u, r), that is, the length of the recommendation list, influ-
ences precision and recall. Longer recommendation lists naturally lead to higher
recall values and lower precision. In the experiments, we therefore varied the
length of the recommendation lists n from 1 to 207.

We used the following other parameters in our experiments. For FolkRank,
we used the parameters suggested in [15] and set the weight parameter d to 0.7.
The parameter ε is used in FolkRank as an indicator of reaching convergence.
This means that no further iterations were made and the results were returned
when the sum of all weight changes was less than 10−6. As suggested in [15] we
set the maximum number of iterations to 10 as an alternative stop condition.

3.3 Accuracy Results

Figures 2 to 4 show the accuracy results for the different p-core levels. On the
left hand side of the figures, we plot precision and recall values for the different
recommendation list lengths. At the right hand side, the values of the F1 measure
are shown for recommendation lists of varying length.

Regarding the F1 measure, no strong differences between FolkRank and our
LocalRank metric can be observed for all data sets. On the p-core 1 data set,
LocalRank is slightly better on the overall F1 measure. A closer look reveals
that LocalRank achieves higher precision and recall values for list lengths of
n > 11. LocalRank also leads to slightly better values than FolkRank with
respect to both measures for the p-core 5 data set (Figure 3) and for list lengths
n < 8. The results for the p-core 10 data set are nearly identical for all evaluated
recommendation list lengths, see Figure 4.

We conducted a sign test to analyze whether the observed differences are sta-
tistically significant [16]. For the p-core 5 and p-core 10 data sets, no significant
differences regarding the obtained F1 measure for the two algorithms could be
observed for all list lengths. For the largest and most realistic p-core 1 data set,
however, LocalRank’s F1 values are significantly higher (p < .05) for list lengths

7 Note that for the p-core level 1 folksonomy and also for the p-core level 5 folksonomy,
the average number of tags per resource is below 20 (3 for p-core 1, 17 for p-core 5),
which means that a precision of 100% cannot be achieved.
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Fig. 2. Results for the p-core level 1 data set

900 10 20 30 40 50 60 70 80

60

0
5

10

15
20
25
30
35

40
45
50
55

% Recall

% 
Pr

ec
isi

on

LocalRank
FolkRank

200 2 4 6 8 10 12 14 16 18

50

0

5

10

15

20

25

30

35

40

45

# of recommended tags

F1
 m

ea
su

re

LocalRank
FolkRank

Fig. 3. Results for the p-core level 5 data set

greater than 11. Overall, we therefore conclude that LocalRank is mostly on a
par with FolkRank with respect to predictive accuracy on the Delicious data
set at the examined p-core levels and even outperforms FolkRank in certain
situations on low-density data sets.

We are aware that in very recent works new algorithms have been proposed
which outperform FolkRank’s predictive accuracy on certain data sets, collected
for example from BibSonomy8. Gemmel et al. in [11] for example evaluate their
hybrid approach on a p-core 20 data set collected from Delicious and observed
an improvement over FolkRank. This more recent and very dense data set (p-
core 20), which also involved manual selection of users and tags was however not
available to us, so that a direct comparison was not possible. Rendle et al. in
[17] compare their tensor factorization approach with FolkRank on a very small
BibSonomy data set and could show that for longer top-n recommendation lists,
their approach is slightly better on the F1 measure. Overall, we view FolkRank
therefore still as one of the state-of-the-art techniques for tag recommendation

8 http://www.bibsonomy.org

http://www.bibsonomy.org
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Fig. 4. Results for the p-core level 10 data set

and use it as a baseline for comparison because most current literature refers
to it as a baseline. The availability of the source code is also a reason to chose
FolkRank in order to ensure a fair comparison between algorithms.

3.4 Run-Time Efficiency Results

As mentioned above, because of FolkRank’s approach to propagate weights over
the full folksonomy for each query, the algorithm suffers from scalability problems
which are mentioned also in [6] and [11].

Time measurements. Table 2 shows the average time needed for generating one
recommendation list for the different p-core levels of the Delicious data sets.
Note that with the Java-based version of the original FolkRank implementation
from [4], more than 20 seconds are required for generating one single recom-
mendation list using the above-described hardware configuration. As described
in Section 2.1, FolkRank computes the rank vector −→w using the Folksonomy-
Adapted PageRank (FA-PR) two times: with and without the preference vector.
The first two columns of Table 2 show the computation time needed for these
two phases. When we assume that the folksonomy does not change, the non-
biased preference weights can be computed in advance and do not have to be
re-computed for each recommendation. When relying on this re-use the compu-
tation time for FolkRank can be cut by about 50%.

Implementation and memory requirements. Similar to the implementation of
FolkRank, our implementation of LocalRank is memory-based, that is, all the

Table 2. Running times for recommendations in milliseconds

FA-PR w. preferences FA-PR w/o preferences FolkRank total LocalRank

p-core 1 18,774 20,336 39,110 < 1
p-core 5 15,320 16,959 32,279 < 1
p-core 10 9,390 10,466 19,856 < 1
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required data is kept in memory. Actually, the time needed for the calculation
of a recommendation list is on average constantly below one millisecond and
does not increase when the size of the folksonomy increases. Beside the lower
computational complexity of the neighborhood-based LocalRank algorithm it-
self, the more or less constant access time is made possible through a compact
in-memory representation of the data and a pre-processing step at startup. In
the pre-processing step, simple statistics such as |Yu|, |Yr| and the number of
neighbors for each user and resource are pre-computed. In addition, two adja-
cency lists are constructed that represent the graph structure and are required
for the weight propagation step: one stores the information which user posted
which tags, the other one contains information about the tags attached to each
resource. Once the pre-processing step is performed, the generation of recom-
mendation lists at run-time is based on simple arithmetical operations based on
the data which are organized in lookup tables. Note that when new data comes
in, the lookup tables can be very quickly updated because only local changes in
the “neighborhood” of the newly added elements have to be made.

The required overhead in terms of additionally required memory is limited.
For the simple counting statistics (e.g., number of assignments per tag) 4 integer
arrays with a total size of 2∗|U |+2∗|R| are required. Two further hash maps are
used to store the weights |Yu,t| and |Yr,t| of existing user/tag and resource/tag
combinations in |Y |. Finally, the two adjacency lists are of length |U | and |R|,
where each list entry points to its assigned tags, the total number of which is
|T |. Overall this means that |Y | pointers to elements of T are required.

Comparison with other approaches. Based on our compact in-memory represen-
tation, even the p-core 1 data set can be kept in memory. Note that for example
in the work by Gemmel et al. [11] “due to memory and time constraints” only
a 10% fraction of a given Delicious data set was used. This data set was by the
way the largest one in their evaluation and with 700,000 tag assignments, which
is more than twenty times smaller than the p-core 1 data set used in our experi-
ments. Note that for even larger data sets, one additional implementation option
for LocalRank would be to store the most memory-intensive adjacency lists on
disk in a (NoSQL) database. Typical database lookups with the given hardware
configuration and data volumes usually take a few milliseconds per query. A
prototypical implementation of a disk-based recommender for very large folk-
sonomies is part of our current work.

Another work which reports prediction run times is [6]. Here, Rendle et al.
compare the run times of their tensor factorization approach with FolkRank.
After a linear time learning phase, their algorithm makes predictions only based
on the learned model. The needed prediction time depends only on the relatively
small number of factorization dimensions for users, resources, and tags as well
as the number of tags |T |. A characteristic of their method is that it achieves
better accuracy results when the model contains more dimensions (64 and 128)
but is not accurate as FolkRank when the number of dimensions is lower (e.g.,
8 or 16). In their paper, a graphical illustration with no exact number of running
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times is given. Running times range from nearly zero for the low-dimensional
case up to about 10 or 15 milliseconds for the 64-factor model. Unfortunately,
no numbers are given for the most accurate 128-dimensional model. While their
implementation based on Object-Pascal very clearly outperforms their C++
implementation of FolkRank, the data sets taken from BibSonomy and last.fm9

used in their evaluation are comparably small (2,500 and 75,000 assignments).
The number of assignments in |Y | used in their experiments is less than a 1%
of our data sets. Unfortunately, also no information about the time needed to
train the model (in particular for the higher-dimensional case) is given. Overall,
while some accuracy improvements over our LocalRank method can be achieved
using the approach described in [6] when a high-dimensional model is learned, it
remains partially unclear how their approach scales to larger problem sizes both
with respect to training time and prediction time.

In [13], a clustering-based, probabilistic approach for “real-time tag recom-
mendation” is proposed and evaluated on data sets derived from Delicious and
CiteULike10. The approach is based on a two-stage framework consisting of a
learning phase and an online tag recommendation phase. The authors report
running times of about a bit more than 1 second that are required to determine
suitable tags for a given document on a server machine with 3GHz. Compared
to our evaluation, their data set obtained from Delicious is very small (218,088
tags) when compared to the 17 million tags used in our p-core 1 data set. Un-
fortunately, the authors of [13] do not compare the accuracy of their approach
with the one of FolkRank but with a relatively simple method based on vector
similarity.

4 Summary and Outlook

In this paper we proposed LocalRank, a runtime-efficient tag recommendation
algorithm, which despite its simplicity is capable of generating highly-accurate
tag recommendations in real-time and even slightly outperforms FolkRank on
the Delicious p-core level 1 data set. Compared to other approaches, LocalRank
is not only quicker but also allows us to process larger data sets. Finally, from a
practical perspective, our algorithm is also very easy to implement.

Our future work includes the analysis of the algorithm on further data sets
in order to determine whether it is sufficient also for other Social Tagging plat-
forms to consider only the neighborhood of a given user-resource recommenda-
tion query. From an algorithmic perspective, we are currently working on an
algorithm variant in which the “depth” of the weight-spreading process can be
increased, for example to the second or third level, without increasing the pre-
diction times too much.

Beyond that, we plan to develop a disk-based implementation of the algorithm,
e.g., based on a database system, in order to analyze how massive tagging data
can be processed in an efficient and scalable manner.
9 http://www.last.fm

10 http://www.citeulike.org

http://www.last.fm
http://www.citeulike.org
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R., Matwin, S., Mladenič, D., Skowron, A. (eds.) PKDD 2007. LNCS (LNAI),
vol. 4702, pp. 506–514. Springer, Heidelberg (2007)
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Abstract. The vector space model (VSM) emerged for almost three
decades as one of the most effective approaches in the area of Informa-
tion Retrieval (IR), thanks to its good compromise between expressivity,
effectiveness and simplicity. Although Information Retrieval and Infor-
mation Filtering (IF) undoubtedly represent two related research areas,
the use of VSM in Information Filtering is much less analyzed, especially
for content-based recommender systems.

The goal of this work is twofold: first, we investigate the impact of
VSM in the area of content-based recommender systems; second, since
VSM suffer from well-known problems, such as its high dimensionality
and the inability to manage information coming from negative user pref-
erences, we propose techniques able to effectively tackle these drawbacks.
Specifically we exploited Random Indexing for dimensionality reduction
and the negation operator implemented in the Semantic Vectors open
source package to model negative user preferences. Results of an exper-
imental evaluation performed on these enhanced vector space models
(eVSM) and the potential applications of these approaches confirm the
effectiveness of the model and lead us to further investigate these tech-
niques.

Keywords: Content-based Recommender Systems, Dimensionality
Reduction, Personalization, Vector Space Models.

1 Introduction

The recent phenomenon of Web 2.0 and the consequent explosion of Social Web
platforms contributed to the enormous growth of the available information and
underlined the need for systems able to effectively manage this surplus of data.
In this scenario, tools helping users in finding what they really need, such as
Information Filtering systems [1], are rapidly emerging. These systems usually
work in three steps:
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1. Training Step: the system acquires information about a target user (what
she knows, what she likes, the task to be accomplished, demographical or
contextual informations and so on). This step could be accomplished in an
explicit or implicit way, that is to say, by asking users to explicitly express
her preferences or by analyzing her behavior.

2. User Modeling: the information previously extracted are modeled and stored,
according to the filtering model implemented in the system.

3. Filtering: finally, the system filters the information flow by exploiting the
user profile. The goal of this step is to find the most relevant items for a
target user, usually ranked according to a relevance criterion.

In recent years IR and IF followed two separated research paths, although
the strong analogies between them have already been underlined by Belkin and
Croft in 1992 [2]. Indeed, even if the goal is slightly different, both content-based
recommendation and retrieval processes are carried out by processing a set of
items represented as textual documents. In the first case the system performs a
progressive filtering of the information not relevant for a target user in a space
of items, while in the second one the system tries to retrieve the most relevant
documents from the entire corpus w.r.t. the user informative need. Furthermore,
the concept of ’query’ (describing short-term user needs) is replaced in IF by the
concept of ’user profile’, that describes long-term user preferences and represents
the input that triggers the whole recommendation process. Finally, typical IR-
based weighting techniques (such as TF/IDF [3]) and measures (such as the
Cosine Similarity [4]) can be easily applied in IF, for example to assign weights
to the terms stored in a content-based user profile and to perform similarity
calculations between items and a user profile. Anyway, despite these analogies,
the impact of IR-based models in the area of IF has not yet been properly
investigated.

In the area of Information Retrieval the Vector Space Model (VSM) emerged
as one of the most effective state-of-the-art approaches, thanks to its good com-
promise between expressivity, effectiveness and simplicity. However, VSM suffers
from at least three important problems: first, the approach is not incremental.
This means that even the addition of a new item to the corpus requires that the
whole vector space has to be generated again from scratch. This is a problem es-
pecially felt for real-world data, because the generation of high-dimensional vec-
tor spaces is a very complex and computationally expensive task. Furthermore,
VSM cannot manage the information coming from negative user preferences.
This is a well-known drawback, that can be ignored for IR systems (because
the query usually contains only information about user informative needs), but
not for the IF ones because as proved by many contributions in the area of text
categorization (e.g., naive Bayes [5], SVM [6], etc.), both positive and negative
preferences have to be modeled. Finally, VSM is not able to manage neither the
latent semantics of each document nor the position of the terms that occur in it.
For example, given a document and a permutation of its terms, their representa-
tion in the VSM is absolutely the same, although the conveyed information could
be different. The main contribution of this work is to exploit the overlapping
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between IR and IF research areas to evaluate the impact of IR-based models in
the area of IF by comparing their performance with respect to other content-
based filtering models. Furthermore, we introduced two ’enhanced vectors space
models’ (eVSM) that exploit techniques able to overcome classical VSM prob-
lems by ensuring good efficiency, scalability and the ability of managing both
latent semantics of documents and negative user preferences in a more effective
way. Specifically, in this work we have used Random Indexing, an incremental
technique for dimensionality reduction, and a negation operator based on quan-
tum mechanics implemented in the Semantic Vectors [7] open source package to
model negative user preferences.

The paper is organized as follows: related work are described in Section 2.
Section 3 introduces the techniques we exploited in this work, such as Random
Indexing, while in section 4 we focus the attention on the description of both
filtering models. Results emerged from the experimental evaluation are described
in Section 5. Finally, future directions are sketched in Section 6.

2 Related Work

Vector Space Model, introduced by Salton et al. [8] in 1975, is considered as one
of the most effective retrieval models in the IR research community. Raghavan
[9] gives a good overview of Vector Space model issues in the area of IR. The use
of VSM as content-based filtering model [10] has been previously investigated
by Cohen and Hirsh [11]and Nouali and Blache [12]. Berry et al. [13] pointed
out the need for dimensionality reduction techniques as a mean to improve the
effectiveness and the scalability of VSMs. LSA [14] and PLSI [15] are two of
the most well-known techniques that perform this step, but their computational
complexity is of hindrance to implement these approaches in real-world applica-
tions. In these scenarios effective techniques for dimensionality reduction such as
Random Indexing [16], emerged. The effectiveness of this approach has already
been demonstrated in [17] with an application for image and text data. Recently
the research about semantic vector space models gained more and more atten-
tion: the survey by Turney and Pantel [18] about the use of VSM for semantic
processing of text analyzed the main issues and the first packages developed
in this area, such as S-Space1 and Semantic Vectors (SV)2. The SV package
was implemented by Widdows [7]: it implements a Random Indexing algorithm
and defines a negation operator based on quantum mechanics [19]. Some initial
investigations about the effectiveness of the Semantic Vectors for retrieval and
filtering tasks are reported in [20] and [21].

3 eVSM for Content-Based Recommender Systems

In this section we will describe the techniques exploited for building enhanced
vector space models. In our opinion, a VSM can be defined enhanced if:
1 http://code.google.com/p/airhead-research/
2 http://code.google.com/p/semanticvectors/

http://code.google.com/p/airhead-research/
http://code.google.com/p/semanticvectors/
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1. The whole vector space is built in an incremental way;
2. The model is able to catch the semantics of documents;
3. The model is able to manage the information coming from negative evidences.

In our approach we tackled the first two issues through the introduction of
Random Indexing, while the last one is managed by exploiting Semantic Vectors.
In this section we will give a complete overview of both the theoretical basis of the
Random Indexing approach and the main features implemented in the Semantic
Vectors open source package.

Hereafter we could refer to the items to be filtered and to the user profiles as
documents. Indeed, in a content-based filtering model the terms are considered
synonyms because we assume that items to be filtered are described by means of
some textual content. For example, in a movie recommendation scenario we can
assume that an item (movie) will be represented by its title, cast, plot and so on.

3.1 Random Indexing

Random Indexing is an efficient, scalable and incremental technique for dimen-
sionality reduction. Following this approach, we can represent terms and docu-
ments as points in a vector space with a considerable reduction of the features
that describe them. To sum up, through this model we can obtain results com-
parable to other well-known methods (such as Singular Value Decomposition),
but with a tremendous savings of computational resources.

This approach belongs to the class of the so-called distributional models. These
models state that the meaning of a word can be inferred by analyzing its use
(that is to say, its distribution) within a corpus of textual data. According to the
distributional hypothesis “words that occur in the same contexts tend to have
similar meanings”. For example, we can state that the terms wine and beer have
similar meanings because they often co-occurs with the same words (e.g. drink)
The goal of Random Indexing is to shift the classical VSM representation based
on a n-dimensional term-document matrix towards a more compact and flexible
k -dimensional term-context matrix (see figure 1).

This dimensionality reduction is obtained by multiplying the original term-
document matrix with a matrix R built in a random way. Formally, given a
corpus of n terms and m documents represented in the original matrix A, the
reduced k -dimensional matrix B is obtained as follows:

An,m ∗ Rm,k = Bn,k (1)

Fig. 1. Dimensionality reduction process through Random Indexing
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So, the key concept behind the building of the random matrix is the definition
of the concept of “context”. Given a word, we could think at the context as a
piece of text, variable in size, which surrounds that word. Following the famous
Wittgenstein sentence “meaning is its use”, in Random Indexing the context is
exploited to infer the meaning of the word by analyzing the meaning of the other
words that more often co-occur within its own context.

In general, the “meaning” of a term (its position in the Vector Space) is
obtained by following these steps:

1. A context vector is assigned to each term. This vector has a fixed dimension
(k) and it can contain only values in {−1, 0, 1}. Values are distributed in a
random way, but the number of non-zero elements is much smaller.

2. The Vector Space representation of a term (denoted by t) is obtained by
summing the context vectors of all the terms it co-occurs with.

3. The Vector Space representation of a document (denoted by d) is obtained
by summing the context vectors of all its terms.

4. The Vector Space representation of a user profile for a user u (denoted by
pu) is obtained by combining the context vectors of all the terms that occur
in the documents liked in the past by the user u. The unique difference
between the filtering models proposed in this work is the way previously
liked documents are combined.

Given a set of documents, by following this approach we can build a low-
dimensional Vector Space that guarantees scalability, effectiveness and a better
semantic modeling of the documents since each term is no longer represented in
an atomic way, as in the classical keyword-based methods, but its position in
the space depends on the terms it co-occurs with. The main advantage behind
Random Indexing (whose theoretical reliability has been proved by the studies
about near-orthogonality by Hecht-Nilsen [22]) is that in this low-dimensional
space, as stated by Johnson and Lindestrauss in their lemma [23], the distance
between points is preserved (Figure 2) so it is possible to perform calculations
and compute similarity between items represented in the vector space with a
minimum loss of accuracy balanced by the enormous gain in efficiency.

3.2 Semantic Vectors

Through Random Indexing we can build low-dimensional vector spaces that
maintain the original expressivity of the model. However, they still inherit a
classic problem of VSM: the information coming from negative evidences is not
managed in any way and does not contribute to the position that the item as-
sumes in the vector space. In content-based recommender systems, especially for
building user profiles, this is an important aspect because negative user prefer-
ences have to be modeled, too. In order to tackle this problem we exploited the
Semantic Vectors (SV) open-source package, a set of libraries that implements a
Random Indexing approach and extends it by introducing a negation operator
based on quantum mechanics. In SV the negation operator is used mainly to
define queries that contain negative terms, such as A not B, for retrieval tasks.
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Fig. 2. A visual explanation of the Johnson-Linderstrauss lemma

From a theoretical point of view, this kind of query represents the projection
of the vector A on the subspace orthogonal to those generated by the vector B.
Intuitively, in our recommendation models we will define two vectors: the first
for modeling positive preferences and the second modeling negative ones. The
negation operator will be used to identify the subspace that will contain the
items as close as possible to the positive preference vector and as far as possible
to negative one. In the next section we will analyze thoroughly this aspect.

4 Recommendation Models

The recommendation approaches proposed in this work try to prove that the
exploitation of the classical IR-based measures can be useful for filtering items
represented as points in an enhanced vector space. The main idea behind our
models is to build a vector space for each user, where both user profile and
items to be filtered are represented through the techniques described in the
previous section. Next, by exploiting the classical similarity measures between
vectors (such as the classical cosine similarity) it is possible to efficiently obtain
the set of the most relevant items for the target user, that is to say, the points
in the space that are nearest to her profile.

In this work we proposed four different recommendation models, all based
on Random Indexing and Semantic Vectors. The main difference between the
approaches lies in the way the evidences about both positive and negative user
preferences are combined in order to model the user profile in the vector space.

4.1 Random Indexing-Based Model

This approach is based on the assumption that the information coming from the
items a user liked in the past can be a reliable source of information to build
accurate user profiles. Therefore, let d1..dn ∈ D be a set of already rated items,
and r(u, di) (i = 1..n) the rating given by the user u to the item di. We can
describe the set of positive items for user u, denoted by Iu, as follows:

Iu = {d ∈ D|r(u, d) ≥ β} (2)

Thus, given a threshold β, the profile of a user consists of the set of the terms
occurring in the documents she liked in the past. As stated above, the Random
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Indexing is exploited to build the user profile in an incremental way, that is to
say by simply summing all the document vectors for each document in Iu. Let
|Iu| be the cardinality of the set Iu and let di be the vector space representation
of the document di, we can define the user profile pu as follows:

pu =
|Iu|∑
i=1

di (3)

That is undoubtedly the simplest Random Indexing-based filtering model that
could be defined. In the experimental evaluation we will refer to this model as
RI.

4.2 Weighted Random Indexing-Based Model

The main drawback of the RI method is that the user profile pu is built without
taking into account the ratings provided by the target user for the items she
liked. In other terms, it is independent from the rates provided by the target
user (provided that they are above or below the threshold β). The second model,
called Weighted Random Indexing-based (W-RI), enriches the previous one by
simply associating to each document vector, before combining it, a weight equal
to the rating provided by the user for it. More formally:

pu =
|Iu|∑
i=1

di ∗ r(u, di) (4)

In this way the model will increase the weight of the items liked by the user.

4.3 Semantic Vectors-Based Model

The main idea behind Semantic Vectors-based model (SV) is to exploit the
negation operator to represent in the user profile both positive and negative
preferences, as in the classical text classification approaches (e.g. Näıve Bayes,
Support Vector Machines and so on). We can think at this model as an extension
of the previously described RI model. Unlike RI, in which a single user profile pu

is built, in SV filtering model two user profile vectors, one for positive preferences
and one for negative ones, are inferred. The set of positive items I+

u and the
positive user profile vector p+u are identical to the set of positive items Iu and
the user profile pu in RI, while the set of negative items, denoted by I−u , is
defined as follows:

I−u = {d ∈ D|r(u, di) < β} (5)

The negative user profile vector, denoted by p−u, is built by summing the
vector space representations of the items in I−u . Formally:

p−u =
|I−

u |∑
i=1

di (6)
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Thus, given the profile vectors p+u and p−u we can use Semantic Vectors
to instantiate the vector p+u NOT p−u, that is exploited to find the items
represented in the vector space that contain as much as possible features that
occur in the documents in I+

u and as less as possible features from I−u .

4.4 Weighted Semantic Vectors-Based Model

As RI, the SV model has its weighted counterpart, called W-SV. This model
shares the same idea of the W-RI model and the same weighting schema de-
scribed in 4.2, with the unique difference that in the negative profile I−u the
items with a lower rate are given higher weights in order to exclude as much as
possible the features disliked by the target user. More formally, the set I+

u and
I−u are built by following the same formula introduced in the previous section,
while the vectors p+u and p−u are inferred in this way:

p+u =
|I+

u |∑
i=1

di ∗ r(u, di) (7)

p−u =
|I−

u |∑
i=1

di ∗ (MAX − r(u, di)) (8)

where MAX is the highest rating that can be assigned to a document.

5 Experimental Evaluation

The goal of the experimental evaluation was to measure the effectiveness of RI
and SV models, as well as of their weighted variants W-RI and W-SV, in term
of predictive accuracy and goodness of the proposed ranking. The experimen-
tal session has been carried out on a subset of the 100k MovieLens dataset3,
containing 40,717 ratings provided by 613 different users on 520 movies. Since
content-based information were crawled from the English version of Wikipedia,
we excluded from the original MovieLens dataset the movies without a Wikipedia
entry. In Table 1 contains some statistics about the dataset: the original term-
document matrix contained 7.351 rows (features) and 520 columns (items) on
average. Since the dimension of each context vectors was set to 200, after Random
Indexing the size of the matrix was reduced by 62% (from 520 to 200 columns).

User profiles were learned by analyzing the ratings stored in the MovieLens
dataset. Each rating was expressed as a numerical vote on a 5-point Likert scale,
ranging from 1=strongly dislike to 5=strongly like. All the ratings above 2 were
considered as positive, while the ratings under this threshold were considered
as negative. The session was organized through a 5-fold cross validation: for
each fold and for each user we built a vector space for the user profile and the
items to be filtered. By exploiting a simple cosine similarity measure we ranked
3 http://www.grouplens.org/node/73

http://www.grouplens.org/node/73
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Table 1. Content-based MovieLens dataset statistics. The average number of features
was calculated by counting the features occurring on average in the documents rated
by each user.

Items 520 Ratings 40,717

Ratings (avg. per user) 66.44 Positive ratings 83.8%

Features 24,975 Features (avg. per user) 7,351

the items, assuming the nearest ones as the most relevant. The metric used to
evaluate the effectiveness of the approaches was the Average Precision@n, where
n was set to 1, 3, 5 and 10. We preferred the Average Precision@n instead of
the simple Precision@n because it takes into account also the position of the
correctly classified items.

Specifically, in our experimental evaluation we tried to give an answer to three
questions:

1. Does the weighting scheme improve the predictive accuracy of the recom-
mendation models?

2. Does the negation operator improve the predictive accuracy of the recom-
mendation models?

3. How do the recommendation models perform w.r.t. other content-based fil-
tering approaches?

As shown in Figure 3 the weighting scheme, even in this naive form, improves
the predictive accuracy of the system for all the metrics. The improvement is
greater for the AV-P@1 and AV-P@3. This is a good outcome because in this
kind of task it is crucial to put good items at the top of the recommendation
list.

Figure 4 shows that also the introduction of the negation operator is able to
improve the predictive accuracy of the system in all metrics. In this case we can
note a lower improvement for the W-SV model. This could suggest to introduce
different weighting techniques for the negative component of the user profile.

Fig. 3. Analysis of the impact of the weighting schema by comparing RI vs. W-RI and
SV vs. W-SV
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Fig. 4. Analysis of the impact of the negation operator by comparing RI vs. SV and
W-RI vs. W-SV

Table 2. Average Precision

Metric RI W-RI SV W-SV TF/IDF Bayes

AV-P @1 85,93 86,33 85,97 86,78 86,27 86,39

AV-P @3 85,78 85,97 86,19 86,33 85,85 85,97

AV-P @5 85,75 86,10 85,99 86,16 86,70 85,83

AV-P @10 85,45 85,76 85,76 85,85 85,58 85,75

Finally, in Table 2 the results obtained by our recommendation models are
compared w.r.t. a naive Bayes filtering algorithm (described in [24]) and a classi-
cal VSM based on the complete term/document matrix without any dimension-
ality reduction. As shown in Table 2, the W-SV model gained the best results,
with an increase of the Average Precision between 0.1% and 0.4% w.r.t. the
bayesian classifier and around 0.5% w.r.t. the original VSM. Finally, none of the
experiments obtained a statistically significant difference between the values of
Average Precision. This outcome has been certainly influenced by the extreme
imbalance of the dataset (over 80% of positive ratings) and should be verified
again through deeper experimental evaluations.

6 Conclusions and Future Directions

In this work we introduced the first results emerged from an initial investigation
on the impact of enhanced VSM, such as Random Indexing-based and Semantic
Vectors-based ones, on Content-based Recommender Systems. The main out-
come of the experimental evaluation is that, even in this first prototype and
even with a naive weighting scheme, the filtering model shows an accuracy com-
parable to that obtained by other content-based filtering techniques such as
the Bayesian classifier. Furthermore, the introduction of a negation operator, a
totally novel aspect for VSM, lets us manage also the information about the
disliked items and their features. The results obtained with the W-SV model
represents a promising starting point for further investigations in this area. In
the future we will introduce other weighting schemas and we will compare the
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results with those obtained by other algorithms capable of managing negative
user feedbacks (e.g. Rocchio). Another important aspect to be investigated is the
impact of Natural Language Processing techniques on the model. We will try to
analyze the impact of single lexical categories on the accuracy of filtering tools.
This task will be accomplished by comparing the effectiveness of the system
with user profiles built by exploiting only a single category (for example, only
names, only verbs or only entities). Finally, a promising future direction could
be represented by the exploitation of Linked Data in order to shift the classical
keyword-based profiles towards a more complex structure in which relationships
are explicitly coded and can be used for recommendation tasks.
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Abstract. A key feature in developing an effective web personalization system 
is to build and model a dynamic user profiles. In this paper, we propose a novel 
method to construct user personalized ontological profiles based on each user’s 
interests and view. We also propose an Enhanced Spreading Activation 
Technique (ESAT) to infer and recommend new items to a user based on each 
user’s personalized ontological profile. Using the MovieLens dataset, we show 
that our approach achieves the highest prediction accuracy, and outperforms 
other recommendation approaches that were proposed in the literature. 

Keywords: recommender system, ontological user profile, user modeling, 
spreading activation. 

1   Introduction 

Since the information volume in the Internet is growing drastically, there is a more 
need for personalization and recommender systems. The main aim of such systems is 
to provide users with tailored contents based on each user needs and preferences. 
Many recommender systems have been proposed in the literature to recommend 
contents based on each user’s interests [1, 2, 3, 4, 5]. However, during the last few 
years, ontology has been widely used with recommender systems. Many studies in the 
literature proposed using a domain or reference ontology to model user profiles and 
hence provide more effective personalization and recommendation [6, 7, 8]. 
Typically, most of these studies create an instance of a domain ontology and assign it 
to each user (i.e. called ontological user profiles). However, this technique of 
constructing ontological user profiles has many limitations. The first limitation is that 
the ontological profiles are constructed as instances of a reference ontology. 
Therefore, all users would have the same profile ontology but with different interest 
weights associated to the interested concepts. The main problem of such profile 
construction is that any reference ontology is usually designed by ontology engineers 
based on their understanding of the ontology’s domain. Such representation of a 
reference ontology does not necessarily reflects each user’s view on the domain. 
Moreover, each user may have different view of how a number of concepts might be 
related and linked to each other. This view is typically formed based on each user’s 
personal experience and preferences. Therefore, it would be infeasible to assign the 
same instance of ontology to all users.  
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Another important limitation of current approaches in personalization is that most 
of the users profiling approaches rely just on the structure and relations of a reference 
ontology which are explicitly identified to provide personalization. These approaches 
are incapable to infer and exploit hidden semantic relations between interested 
concepts in user profiles. This lack of inference would defiantly impact on the 
recommendation that is provided to users, and hence the overall performance.  

Therefore, in this paper, we propose a new mechanism to construct a Personalized 
Ontological Profile (POP) which is formed based on each user’s interests and view. 
In this personalized ontological profile, the hidden knowledge and relationships 
between concepts is exploited. The discovered knowledge is then utilized to provide a 
personalized ontological representation that is capable to automatically reason and 
adapt itself to the changes in a user’s behaviour implicitly without the need of any 
intervention from the user. Based on the constructed POP, a novel mechanism that is 
called an Enhanced Spreading Activation Technique (ESAT) to infer and recommend 
new items to a user is proposed. In this mechanism some of the limitations of current 
Spreading Activation techniques are addressed and overcome. Finally, we validate 
our approaches on using a Movie dataset. 

2   Previous Work 

Many studies in the field of personalization have suggested diverse tools and 
techniques to infer, extend and recommend new items and services that users might be 
interested in. Collaborative and content-based filtering are two widely developed and 
applied techniques to provide recommendation to users in the literature [1,2,3,4,5]. In 
collaborative filtering, the main assumption is that similar users are likely to be 
interested in similar items. The main mechanism in this approach is to compare each 
user’s interests with other users’ interest histories to find the most similar users (i.e. 
neighbours). These historical interests of neighbours are then used to provide 
recommendation to a user. Many studies have applied this approach to provide 
personalized experience. Mobasher, Jin and Zhou [1] for example, have investigated 
utilizing item semantic information for computing similarities in order to provide more 
accurate recommendation. However, collaborative filtering has been argued to have 
some limitation when handling for example cold-start and first-start situations [1]. 

On the other hand, content-based filtering provides recommendations based on a 
user’s previous interactions and interests. The main goal of this approach is to capture 
user interests (implicitly or explicitly) and provide more items or services similar to the 
captured interests. One popular technique that is used in content-based filtering is the 
Spreading Activation mechanism. Many studies have employed this mechanism to 
explore user ontological profiles in order to infer and recommend items and services 
that a user might be interested in [2, 3, 5]. Blanco-Fernández et al. [2] for instance, 
suggested exploiting the semantic information of user interests and applying spreading 
activation mechanism in order to overcome the overspecialization problem in 
recommendation. A semantic reasoning mechanism over ontologies was proposed to 
find semantically related items to users’ actual interests. Liang et al. [3] also proposed 
a semantic-expansion approach based on the spreading activation. User interests, which 
are extracted from a user reading history, are presented in this study as keyword vectors. 
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Liang et al. suggested using a semantic-expansion method based on the spreading 
activation technique to construct a semantic-expansion network. This network contains 
all the new extended concepts which would be recommended to a user. 

3   Personalized Ontological Profile (POP) 

In this section we propose a new approach to construct a personalized ontological 
profile (hereinafter POP) for each user. This approach includes three phases: (1) 
capturing user interests, (2) building the POP, (3) grouping related concepts together. 

Capturing users’ interests and preferences in the first phase is the key element in 
any personalization system. These interests and preferences could be collected 
explicitly by asking each user about what preference they like [9], or implicitly from 
click-history data [10], semantic web browsing [8, 11] or log files [12]. In both ways, 
a list of interests with weights would be available which represents each user’s 
interests and preferences. In this paper, we assume that the interests and their weights 
are already available. However, we make no assumption about how these interests are 
collected as our approach is fixable to model and adapt to any type. 

Once user interests are available, the second phase which is building the POP is 
initialized. The main goal of this phase is to first exploit the hidden semantic 
relationships between all the user interests and then to combine all related interests 
into groups. For the first point, we borrow the method of the lowest common ancestor 
that was proposed by Aho et al. [13]. The main idea behind this method is to link 
interested concepts under the lowest common ancestor. However, one limitation of 
this method is relying on just hierarchal concepts. As we use ontology in this paper, 
we extend this approach to include any hierarchal and non-hierarchal concepts. 
Moreover, we consider more complex ontologies where concepts might have more 
than one hierarchal parent. In order to deal with each of these challenges, we 
introduce six semantic relations which might occur between any two concepts: 

• Direct Parent-Child relation (Direct P-C): when one concept is a direct hierarchal 
parent of the other concept (e.g. Romance  Titanic in Fig. 1). 

• Indirect Parent-Child relation (Indirect P-C): two concepts are Indirect P-C related 
when these two concepts are not Direct P-C related and one of them is a super-
concept of the other. (e.g. Romance  James Cameron in Fig. 1).  

• Direct Shared-Parent relation (Direct S-P): two concepts are Direct S-P when these 
two concepts share the same direct parent (e.g. adventure and action in Fig. 1 share 
the same parent Movie Genre). 

• Indirect Shared-Parent relation (Indirect S-P): two concepts are Indirect S-P when 
these two concepts share the same parent in any level, but not the direct parent (e.g. 
The Da Vinci Code and Avatar are Indirect S-P in Movie Genre in Fig. 1). 

• Direct Shared-Child relation (Direct S-C): two concepts are Direct S-C when these 
two concepts share the same direct sub-concept or property (e.g. Cast away and 
Forrest Gump both played by Tom Hanks in Fig. 1).  

• Indirect Shared-Child relation (Indirect S-C): when two concepts share the same 
sub-concept or property in any level but not the direct sub-concept or property (e.g. 
Mystery and Forrest Gump in Tom Hanks in Fig. 1). 
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All of the above relation types are important when building user POP and grouping 
related concepts together. In order to group two or more concepts together, it is 
important to explore whether these concepts share at least one common characteristic 
or not. Generally, the philosophy of this idea is to reason users’ interests and try to 
find hidden semantic relations among them. In general, people in real life for 
example, can classify any related person to them based on this person’s situation and 
characteristic. For example, if two people are brothers, then their relationship can be 
described as a family. If two people are students in the same classroom, then we can 
address them as classmates. However, in some cases people might share more than 
one characteristic. For example two students might be brothers and at the same time 
attend the same classroom. In this case, these two people would be both family and 
classmates, and hence their relations would be stronger than if they share just one 
characteristic. In this paper, we attempt to apply this concept when constructing user 
ontological profile. When a user shows some interest in some concepts, we firstly 
process each concept and try to see how this concept can be added to the user 
ontology with regards to the relations with other existed concepts. For each new 
concept, two different scenarios are proposed. 

 

Fig. 1. A fragment of a movie ontology 

General group (G-Group): A general group is basically created to group a set of 
concepts that do not share a specific characteristic (i.e. two people being brother) but 
rather share a general characteristic (i.e. two people are human being). With respect to 
ontological user profiles a general group is created when the lowest common ancestor 
of a new concept and other concepts in the profile is Indirect S-P. As a result we 
group such concepts and create a general group. For example, if a user profile 
contains two interesting movies The Da Vinci Code and Avatar, then these two 
movies would be in a general group as there is no common specific characteristics 
other than that both concepts are movies (see figure 2.1). 

Specific group (S-Group): A specific group is created when two or more concepts 
share the same direct related parents (Direct S-P), or if the new concept is a Direct or 
Indirect P-C related to an existed concept. However, if one of the existed concepts is 
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already in a general group, then this concept would be disjoined and a new S-group 
that contains both this concept and the new one would be created. To illustrate, in 
figure 2.2 a user shows an interest in a new movie Titanic. As the movie Titanic and 
Forrest Gump have the same lowest common ancestor Romance, the Forrest Gum is 
disjoined from the G-Group (see figure 2.1) and a new S-Group is created which 
includes Titanic and Forrest Gump. However, S-group can also be created if two or 
more concepts are Direct or Indirect S-C related. Furthermore, a concept might be a 
member of more than one S-Group as for example two movies might be in one S-
group if they were played by the same actor, or directed by the same director. For 
illustration, in figure 2.3 a new movie Cast Away is added to the user profile. As we 
firstly search for other concepts with respect to the lowest common ancestor, we found 
that a movie Forrest Gump and Cast Away have two characteristics in common. The 
first is that both movies are under the Drama Genre, and at the same time they both 
played by Tom Hanks. As a result, two S-groups are created a group that includes all 
Drama Movies, and a group that includes all movies that were played by Tom Hanks. 

 

Fig. 2. General and specific groups 

The above proposed approach allows us to explore and infer more relationships 
between concepts and interests. For example, from figure 2.3, our approach can infer 
that a user might be a fan of Tom Hanks based on his interest on Cast Away and 
Forest Gump movies even if this user did not explicitly provide this information. 
Moreover, the way of structuring and constructing ontological user profiles provides 
two significant features. The first feature is to personalize a user ontological profile 
based on each user’s perspective and preferences. This particular feature would be 
very important in large ontologies that contain complex and rich relations and where 
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concepts might be classified under more than one super-concept. The second feature 
of the proposed approach is grouping concepts that share the same characteristic 
together. This feature allows us to understand not just what a user is interested in, but 
also why he might be interested in such concepts. Furthermore, when a set of related 
concepts appeared together at the same time in a user profile, they should be 
considered as more significant than if they appeared isolated. For example if a user is 
interested in The Da Vinci Code, Cast away and Forrest Gump movies, then we can 
infer that a user might have a stronger interest in movies played by Tom Hanks than 
other actors. So it would be feasible to recommend more movies played by Tom 
Hanks to this particular user. In the next section, this particular issue is addressed by 
firstly compute the strength of each group. Then for each group, we enhance the 
importance of all the concepts in this group based on its strength. 

4   Computing the Group Strength 

In this section we introduce a novel approach to compute a group strength based on 
the assumption that a set of related concepts appeared together at the same time would 
be more important than if they appeared isolated. However in order to address this 
assumption, different aspects should be considered. As a group in a user profile 
contains a set of concepts, the first and the most important aspect is to measure how 
these concepts are related to each other with respect to the reference ontology. 
Because ontologies provide highly expressive ground for describing concepts and a 
rich variety of interrelations among them, it is important to utilize a mechanism that is 
able to deal with such complicity. Therefore, in the next section we propose a new 
method to measure the semantic relatedness between two concepts in an ontology. 

4.1   Computing Semantic Relatedness between Two Concepts 

The main goal of this method is to find semantic relatedness between concepts taking 
into the consideration (1) the ontology’s unique structure, (2) different types of 
relations including hierarchal and non-hierarchal (semantic) relations between 
concepts and (3) different properties that are tied to both the structure of an ontology 
and its relations. The first property that we consider is the depth of a concept. In this 
property, we assume that concepts deep in an ontology are more closely related than 
concepts higher in the ontology. The second property is the distance between two 
concepts. In this property, we assume that closer concepts are more related than far 
ones. The third property is the maximum depth of a concept. In addition, the 
concept’s maximum depth is basically the maximum depth of its most specific leaf 
concept (sub-concept). For example, in figure 1, the maximum depth of a concept 
Drama is 4, because the most specific sub-concept under Drama is Tom Hanks (i.e. 
the root concept is considered as in depth 1).  

Taking all the above aspects into the consideration, we propose a novel Semantic 
Relatedness Measure (SRM) that measures the relatedness between any two concepts 
in an ontology. In this method, the relation between two concepts which corresponds 
to any of the proposed relations in section 3 is measured as follows:  
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Stage 1: as each relation type in an ontology has different meaning, we assign a 
different weight to each relation. This weight w should reflect the membership degree 
between two direct concepts ࢝൫࢏ࢉ,  ࢐൯. For example, in figure 1, there are four differentࢉ
relations namely: Has a genre, Has a movie, Has an actor and Has a director. All of 
these types should be assigned weights that reflect their importance which not 
necessarily be the same. 
 

Stage 2: computing semantic relatedness for Direct Parent-Child relation (Direct 
P-C). For any two concepts that share the same direct super-concept, we compute the 
semantic relatedness as follows:  ܴ݈݁஽௜௥௘௖௧ ௉ି஼ (ܿ௜, ௝ܿ)= ࢝൫࢐ࢉ,࢏ࢉ൯ ൈ ࢞ࢇ࢓_࢐ࢉ࢒ࢋ࢜ࢋ࢒_࢐ࢉ ࢎ࢚࢖ࢋࢊ  (1)

Where: ࢏ࢉ is the super-concept of cj and cj is a sub-concept of ࢏ࢉ. ࢝ሺ࢏ࢉ,  ࢐ሻ is theࢉ
weight of the relation between ࢏ࢉ and cj and it is identified using stage one. ࢒ࢋ࢜ࢋ࢒_࢐ࢉ is 
the hierarchal level of cj. ࢎ࢚࢖ࢋࢊ ࢞ࢇ࢓ ࢐ࢉ is the maximum depth of the concept cj. 

Stage 3: computing semantic relatedness for Indirect Parent-Child relation 
(Indirect P-C). The semantic relatedness for Indirect P-C related concepts is computed 
as follows: ୍ܴ݈݁୬ୢ୧୰ୣୡ୲ ௉ି஼  (ܿ௜, ௝ܿ)= 

∑ ୈୖ ൫௖೔ ՜௖ೕ൯ൈ ௖೔_೗೐ೡ೐೗௖ೕ_೗೐ೡ೐೗ ൈ ∑ห൫௖೔ ՜௖ೕ൯ห  (2)

Where ∑ ࢏ࢉ൫ ܀۲  ՜  ࢏ࢉ ࢐൯ is the sum of the semantic relatedness weights betweenࢉ
and ࢐ࢉ. If a ࢏ࢉ is not directly related to ࢐ࢉ e.g. ࢏ࢉ  ՜ ࢞ࢉ ՜ ∑ then the ࢐ࢉ ࢏ࢉ൫ ܀۲  ՜  ࢐൯ࢉ

= DR(࢏ࢉ , , ࢞ࢉ) DR + (࢞ࢉ ห൫c୧∑ .(࢐ࢉ ՜ c୨൯ห is the number of relations between ࢏ࢉ and ࢐ࢉ 
 and it is ,࢏ࢉ is the total number of concepts between the root and concept ࢒ࢋ࢜ࢋ࢒_࢏܋ ,
given as follows: ࢒ࢋ࢜ࢋ࢒_࢏܋ = ෍|ሺ࢚࢘࢕࢕ ՜  ࢏ࢉ is the total number of concepts between the root and the super-concept ࢒ࢋ࢜ࢋ࢒_࢐ࢉሻ| (3)࢏ࢉ
and the number of concepts between ࢏ࢉ and ࢐ࢉ, and it is computed as follows:  ࢒ࢋ࢜ࢋ࢒_࢐܋ =  ෍|ሺ࢚࢘࢕࢕ ՜ |ሻ࢏ࢉ ൅ ห൫࢏ࢉ ՜ ࢐൯ห (4)ࢉ

Stage 4: computing semantic relatedness for Direct Shared-Parent relation (Direct 
S-P), Indirect Shared-Parent relation (Indirect S-P), Direct Shared-Child relation 
(Direct S-C) and Indirect Shared-Child relation (Indirect S-C). In order to compute 
the relatedness between concepts belong to any of these relations, we first compute 
the relatedness between each concept ܿ௜ and ௝ܿ and the common concept ܿ௖௢௠௠௢௡  
using formula (1) or (2). Formula (1) is used when a concept and the common concept 
are Direct P-C, while the formula (2) is used when these concepts are Indirect P-C 
related. Then, we use the formula (5) to find the semantic relatedness of any Direct or 
Indirect S-P or S-C relations: ܴ݈݁ (ܿ௜, ௝ܿ)= ܴ݈݁ሺܿ௖௢௠௠௢௡, ܿ௜ሻ כ ܴ݈݁൫ܿ௖௢௠௠௢௡, ௝ܿ൯ (5)
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Where ܿ௖௢௠௠௢௡ is the direct common concept that is shared by two concepts ܿ௜ 
and ௝ܿ. The final semantic relatedness between two concepts is a positive weight 
between [0,1]. After measuring the semantic relatedness for concepts in an ontology, 
we move to the second important aspect which is computing the strength of a group. 

4.2   Computing the Group Strength 

After measuring the semantic relatedness between concepts, we move to the second 
important aspect which should be considered when computing the strength of a group. 
As a group contains a set of members, the strength of this group should be based on 
the strength of the relations between its members. In other words, a group gains its 
strength from the relations among its members. Furthermore, not only the relation 
weights impact on the group strength, but also the number of members in such a 
group. That is, the more number of members in a group, the stronger the group gets. 
In order to address all of these assumptions; we first compute the semantic relatedness 
for all concepts in a group as we stated earlier, and then compute the average of all 
relation weights in a group using the next formula: ܴܵ. ݁݃ܽݎ݁ݒܽ =  ∑ ሺܿ݅ݐ݊ܽ݉݁ݏ ݏݏ݁݊݀݁ݐ݈ܽ݁ݎ ൫ܿ௜, ௝ܿ൯ሻ௡௖ீא ݈ܽݐ݋ݐ| ݎܾ݁݉ݑ݊ |ݏ݊݋݅ݐ݈ܽ݁ݎ  (6)

It should be noticed that all the relations including those between each two 
concepts and between concepts and the shared characteristic are considered when 
computing the average. For example, if we want to compute the average weight of the 
S-group (romance) in figure 2.3, we sum the semantic relatedness weights for 
(Romance, Titanic), (Romance, Forest Gump), (Titanic, Forest Gump) and then 
divide the total by the total number of relations which is three. Once the average is 
computed, we propose the next formula to compute the group strength taking into the 
account all the assumptions presented earlier. 

݌ݑ݋ݎܩ ݄ݐ݃݊݁ݎݐݏ = .ߙ  ቌ1 െ ቆ 1 െ ܴܵ. |ඥ2ሺሺଵିௌோ.௔௩௘௥௔௚௘ሻሻା݁݃ܽݎ݁ݒܽ ௥௘௟௔௧௜௢௡௦|ቇቍ (7)

Once we computed the strength of a group, the significance of its members can 
then be enhanced based on the computed group strength. The weight for each relation 
between two concepts in a group is adjusted based on the group strength. As each 
relation might have different weight, we propose the next formula to compute the new 
weight for each relation based on both the actual relation’s weight and the group 
strength. ܰ݁ݓ_ ܴܹሺܿ௜, ௝ܿሻ = ቀܱ݈݀ோௐ൫௖೔,௖ೕ൯ ൅ ݌ݑ݋ݎܩ ቁݐ݄݃݊݁ݎݐݏ െ ቀܱ݈݀ோௐ൫௖೔,௖ೕ൯ כ ݌ݑ݋ݎܩ ቁ (8)ݐ݄݃݊݁ݎݐݏ

Where ܰ݁ݓ_ ܴܹ is the new adjusted relation’s weight, ܱ݈݀ோௐ൫௖೔,௖ೕ൯ is the old relation’s 

weight and Group strength is the strength of the group that include both ci and cj . 
Finally, by applying this formula to adjust all the relation weights between 

members in a group two advantageous are observed. The first is that we addressed the 
assumption that if a set of related concepts appeared together at the same time would 
be more important than if they appeared isolated. The next advantage is to adapt the 
relations’ weights based on user interests and the relations between these interests. 
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Once the personalized ontological profile (POP) which might contains a number of 
groups is constructed, we can then extend user interests by inferring more concepts 
that a user might be interested in. In the next section, the widely used Spreading 
Activation technique is introduced to exploit personalized ontological profiles and 
infer more concepts to a user. 

5   Enhanced Spreading Activation Technique (ESAT) 

Spreading Activation (SA) technique is a computational mechanism to explore 
information in a network and then infer useful knowledge. SA technique consists of 
two components a semantic network and a SA mechanism. The semantic network 
contains nodes and relations between these nodes. Each node in the network has a 
weight and called an activation value which represents its importance. Similarly, the 
relations that link two nodes in the network also have weights that represent how 
nodes are related to each other. The second component of the SA technique is the SA 
mechanism which works as follows: (1) initial set of activation nodes are identified. 
(2) The activation value for each node is spread to all nodes that are linked to it. (3) 
The activation value of each new direct-related node is computed based on the input 
value from the referred node and the weight of the relation joining the two nodes. 
Therefore, the stronger the relation between the referred node and direct-related node, 
the larger activation value is assigned to the related node. (4) The SA process is 
repeated until a termination condition is met. The termination condition could be 
either reaching the end of the network, or reaching pre-defined maximum activated or 
processed nodes. (5) Finally, nodes with the highest activation values are selected. 

However, this typical SA mechanism suffers from three essential limitations that 
restrain the process of inferring and extending user interests. These problems are (1) 
SA technique considers just the main structure of a network (in our case a reference 
ontology), but not the structure of user ontological profiles. (2) SA technique 
considers just direct relations between nodes, but not the semantic relations that might 
not be identified explicitly. As a result the SA technique is incapable to infer and 
exploit the hidden knowledge in a complex ontolgoies. (3) Typical SA technique use 
just pre-defined weights for relations between nodes. However, these weights which 
represent how two nodes are related to each other are usually static and might not 
represent users’ preferences. In other words, a user might see that two particular 
nodes are closely related, while another user might consider the same two concepts as 
not related at all. In order to address all of these problems, we propose a novel SA 
mechanism called Enhanced Spreading Activation Technique (ESAT). As in the 
previous section we introduced a new approach to construct a personalized 
ontological profile based on each user’s preferences and interests, we utilize users’ 
personalized profiles and a reference ontology to provide more effective SA 
mechanism. In addition, by using users’ personalized ontological profile we overcome 
the first limitation as a user ontological profile is basically constructed and formed 
with respect to each user’s interests and preferences. The second limitation is also 
overcome as our proposed reasoning mechanism is able to infer and exploit hidden 
knowledge in the user profile. Finally, the third limitation is also addressed as we 
firstly used the Semantic Relatedness approach in section 4.1 that measures the 
relatedness between any two concepts based on the ontology’s unique structure and 
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the hidden semantic knowledge. Secondly, taking advantage of the grouping 
mechanism that was introduced in section 4.2 which is used to adapt and adjust the 
relation weights between concepts in a group. Therefore, the limitation three is 
addressed as relation weights are adaptable based on users’ preferences. Finally, we 
introduce our ESAT algorithm which explains how the ESAT works as follows:  
 
Algorithm 1. Enhanced Spreading Activation Technique (ESAT)      POP={ICଵ, … , IC୧} interested concept in personalized ontological user profile with interest score. ܹܫሺܥܫ௜ሻ, interest weight (the activation value). ܴܩ௜ ,  group in POP. ܵܩ(ܴܩ௜), group strength of a group i.  
AC = activator concept;  
AV=0; 
Initialize activatorQueue; 
Initialize inferredConceptsQueue;  
foreach ܥܫ௜ א  ܱܲܲ do 
           activatorQueue.Clear; 
.௜ܥܫ            ܸܣ =  ;௜ሻܥܫሺܹܫ 
           activatorQueue.Add (ܥܫ௜); 
           While activatorQueue.Count > 0 do 
 ;௦= activatorQueue[0]ܥܣ     
     activatorQueue.Remove (ܥܣ௦); 
     if PassRestrictions ሺܥܣ௦ሻ do  
               DirectRelatedConcepts = GetDirectRelatedConceptsሺܥܣ௦ሻ; 

              foreach  ܥ௜ ݅݊ DirectRelatedConcepts do  
                       if ܥܫ௜ and  ܥ௜ in one GR do //if both these concepts in one group in POP 

                            ܴܹሺܥܫ௜, ௜ሻܥ  = ൫ܴܹሺܥܫ௜, ௜ሻܥ ൅ ሺܴܩ. ሻ൯ݐ݄݃݊݁ݎݐݏ െ  ൫ܴܹሺܥܫ௜, ௜ሻܥ כ ሺܴܩ.  ሻ൯ݐ݄݃݊݁ݎݐݏ

                           end 
.௜ܥ                                            , ݏܥܣሺܹܴ )) = ܸܣ ሻ݅ܥ כ . ݏܥܣ   ,௜ܥܫሺܹܴ) + ( ܸܣ ௜ሻܥ כ  ;௜ሻ)) / 2ܥܫሺܹܫ

                                     activatorQueue.Add ሺܥ௜ሻ; 

                                                                     if inferredConceptsQueue.Contains (ܥ௜) do 

.௜ܥ                .௜ܥ =+ ܸܣ  ;ܸܣ
                  inferredConceptsQueue.Update  (ܥ௜); 
                         else 
                                 inferredConceptsQueue.Add (ܥ௜); 
                         end 
                                  end 
                        end 
            end 
end 
Suggest top N items from the  inferredConceptsQueue. 

6   Experiment 

In this section we look at whether our proposed approach of constructing the 
personalized ontological profiles (POP) and the ESAT are effective to firstly learn 
and adapt to users’ interests and then to infer more concepts that might be of interest 
to them. In order to evaluate our system it is important to have two components: a 
reference ontology and a set of user interests. For this purpose, we use the data 
provided by the MovieLens data set1 which consists of ratings of 940 real users on 
                                                           
1 http://www.grouplens.org/node/73 
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1682 movies on a 1-5 rating scale. These movies are categorized based on the Internet 
Movie Database (IMDb2) which contains a total of 25 different categories. As there is 
no standard or common movie ontology, we first create a movie reference ontology 
based on the data extracted from the MovieLens dataset and the IMDb. This ontology 
contains two main classes: movie’s genre and movie’s name. For each movie, four 
properties are provided: actors, directors, country and year of release. Movies’ names 
were extracted from the MovieLens dataset that contains 1682 movies, while other 
information was extracted from the IMDb by using a wrapper.  

Users’ personalized ontological profiles are then built from the MovieLens ratings. 
We firstly, select users with more than 60 ratings. For each user, 50 ratings are stored 
in a learning dataset, while the remaining ratings are stored in a test dataset. Then a 
number of ratings from the learning dataset are randomly selected and processed by 
our system in order to create a personalized ontological profile for each user. The 
spreading activation mechanism then processes the interests in each user profile and 
suggests 10 movies with the highest activation values. Finally, we compare the 
activation value for each suggested movie against the user’s actual rating for the same 
movie in the test dataset. This experiment is repeated 6 times to test how our system 
would perform when our system constructs and learns a user profile using different N 
movie ratings (5, 10, 20, 30, 40 and 50) from the learning dataset. Finally, in order to 
measure the accuracy of the recommendations, the Mean Absolute Error (MAE) is 
used to compute the deviation between the predictions and actual user ratings. That is, 
having a set of actual user ratings a and predicted value p for n number of movies, the 
MAE is measured as: 

MAE =  
∑ |௔ି௣|೙೔సభ௡  (9)

However, as the user ratings is between 1 and 5, and the predications made by our 
system are from 0 and above, we normalized all values to be from 0 to 1, and hence 
the MAE would be from 0 to 1. 

6.1   Experiment1: Identifying ࢻ Value 

In the first experiment we examined the impact of the parameter ߙ in equation (7) on 
the performance of our approach by repeating the experiment when ߙ ,0.1}א 0.2 … 1}. Next table demonstrates the average MAE for each ߙ value. 

Table 1. Average MAE of our approach using different α values 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 ߙ 

Average 
MAE 

0.1556 0.1542 0.1525 0.1515 0.1523 0.1541 0.1565 0.1594 0.1625 0.1648 

The optimal MAE is achieved when ߙ = 0.4. In the next experiment, we use this ߙ 
value to recommend new movies to users and estimate the prediction ratings made by 
our approach.  
                                                           
2 http://www.imdb.com/ 
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6.2   Experiment 2: Prediction Accuracy  

In this experiment, our proposed approach is used to recommend top 10 movies and 
predict their ratings. In order to evaluate our approach, we compare the performance 
of our approach against four different recommendation approaches. The first approach 
is using the ESAT without constructing personalize ontological profiles (POP), but 
with simple profiles construction. The second approach is popularity approach where 
recommendation is provided based on the popularity of each movie. This popularity is 
computed from all the users’ ratings in the learning dataset. The third approach is a 
content-based recommendation approach. For this type we select the approach that 
was suggested by Liang et al. [3] which uses Spreading Activation technique to 
provide recommendations. We select this particular study as it is the most similar 
study to our work. The final approach is the item-based collaborative filtering 
recommendation approach as in [1]. Next figure shows the MAE which was 
computed across all these five approaches when using 5, 10, 20, 30 ,40 and 50 movie 
ratings in the user profile learning. 

 

Fig. 3. MAE for five approaches using different N ratings 

Figure 3 clearly shows the weakness of both CF and popularity approaches when a 
few number of ratings are available in the learning dataset. However, when 50 movie 
ratings are available for each user profile in the CF to learn from, the prediction 
accuracy improved substantially. However, with regards to our approach, figure 3 
clearly demonstrates that using both POP and ESAT outperformed all other 
approaches. Moreover, as more number of ratings is available in the learning dataset, 
the better performance is achieved. However, when user profiles have just 5 or 10 
movies, the results show that grouping related concepts together is not important as 
applying the ESAT with and without POP achieved similar results. However, when 
user profiles have more than 10 movies, our approach of using POP and ESAT started 
to provide better predictions. This shows that our approach is able to find hidden 
semantic knowledge and provide more accurate recommendations.  
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7   Conclusion and Future Work 

In this paper, we presented an approach for constructing user personalized ontological 
profile (POP). The main feature of this approach is the ability to exploit the hidden 
semantic relations between user interests and to combine the related interest into 
groups (general or specific). A novel method was also proposed to compute the 
semantic relatedness between two concepts in an ontology. The weights of semantic 
relatedness between concepts in each group in the POP were then used to compute the 
strength of each group and adjust the relation weights between interested concepts in 
this group accordingly. In order to recommend new items to a user, an Enhanced 
Spreading Activation Technique was proposed (ESAT) that uses the semantic 
relatedness approach to build a semantic network. In this technique, we addressed and 
overcome different limitations that usually appear in spreading activation techniques. 
Our experiments showed that our approach achieved higher performance than other 
recommendation approaches. In the future work, we plan to investigate how the 
negative feedback might be considered to improve the overall performance of our 
approach. 

References 

1. Mobasher, B., Jin, X., Zhou, Y.: Semantically Enhanced Collaborative Filtering on the 
Web. In: Berendt, B., Hotho, A., Mladenič, D., van Someren, M., Spiliopoulou, M., 
Stumme, G. (eds.) EWMF 2003. LNCS (LNAI), vol. 3209, pp. 57–76. Springer, 
Heidelberg (2004) 

2. Blanco-Fernández, Y., López-Nores, M., Pazos-Arias, J.: Adapting Spreading Activation 
Techniques towards a New Approach to Content-Based Recommender Systems. IIMSS 6, 
1–11 (2010) 

3. Liang, T.P., Yang, Y., Chen, D., Ku, Y.C.: A semantic-expansion approach to personalized 
knowledge recommendation. Decision Support Systems 45, 401–412 (2007) 

4. Sieg, A., Mobasher, B., Burke, R.: Improving the effectiveness of collaborative 
recommendation with ontology-based user profiles. In: Proc. of Intl. WIHFR, pp. 39–46 
(2010) 

5. Gao, Q., Yan, J., Liu, M.: A Semantic Approach to Recommendation System Based on 
User Ontology and Spreading Activation Model. In: IFIP, pp. 488–492 (2008) 

6. Challam, V., Gauch, S., Chandramouli, A.: Contextual Search Using Ontology-Based User 
Profiles. In: Proceedings of RIAO 2007, Pittsburgh, USA (2007) 

7. Jiang, X., Tan, A.: Learning and inferencing in user ontology for personalized Semantic 
Web search. Information Sciences: an International Journal 179 (2009) 

8. Liang, T.P., Lai, H.-J.: Discovering user interests from Web browsing behavior. In: 
International Conference on Systems Sciences, pp. 203–212 (2002) 

9. Paramythis, A., König, F., Schwendtner, C., van Velsen, L.: Using Thematic Ontologies 
for User- and Group-Based Adaptive Personalization in Web Searching. In: Detyniecki, 
M., Leiner, U., Nürnberger, A. (eds.) AMR 2008. LNCS, vol. 5811, pp. 18–27. Springer, 
Heidelberg (2010) 

10. Li, L., Yang, Z., Wang, B., Kitsuregawa, M.: Dynamic Adaptation Strategies for Long-
Term and Short-Term User Profile to Personalize Search. In: APWeb, pp. 228–240 (2007) 



 Using User Personalized Ontological Profile to Infer Semantic Knowledge 295 

11. Sumalatha, M.R., Vaidehi, V., Kannan, A., Anandhi, S.: Information Retrieval using 
Semantic Web Browser-Personalized and Categorical Web Search. In: ICSCN 2007, pp. 
238–243 (2007) 

12. Mohammed, N.U., Duong, T.H., Jo, G.S.: Contextual Information Search Based on 
Ontological User Profile. In: Pan, J.-S., Chen, S.-M., Nguyen, N.T. (eds.) ICCCI 2010. 
LNCS, vol. 6422, pp. 490–500. Springer, Heidelberg (2010) 

13. Aho, A., Hopcroft, J., Ullman, J.: On Finding Lowest Common Ancestors in Trees. SIAM 
J. Comput., 115–132 (1976) 



Beyond Similarity-Based Recommenders:

Preference Relaxation and Product Awareness

Maciej Dabrowski1 and Thomas Acton2

1 Digital Enterprise Research Institute Galway
National University of Ireland Galway, Ireland

maciej.dabrowski@deri.org
2 Business Information Systems Group

J.E. Cairnes School of Business & Economics
National University of Ireland Galway, Ireland

thomas.acton@nuigalway.ie

Abstract. Product awareness is an important aspect of online shopping
decisions. Contemporary product catalogs aim at improving customers’
decisions through products search and filtration. Form-based tools that
are offered filter out products that do not fully match stated require-
ments, leading to lower product awareness and thus affecting overall
decision quality. This research proposes preference relaxation as an alter-
native to existing similarity-based product recommendation agents used
in such context. Building on previous work, we discuss two variants of a
novel method for preference relaxation, so called Soft-Boundary Prefer-
ence Relaxation with Addition and with Replacement, and evaluate their
effect on product awareness in a user experiment with 87 participants.
Our results indicate that the preference relaxation methods, in partic-
ular the Soft-Boundary Preference Relaxation with Replacement, can
be successfully used to improve customers’ product awareness in online
catalogues.

Keywords: Recommender Systems, Preference Relaxation, eCommerce,
Decision Making.

1 Introduction

Consumers seeking a suitable product online, such as a car to buy or an apart-
ment to rent , often need to choose from a considerable number of options. To
address this issue e-commerce sites offer functionality to search or filter products,
usually by asking a user to fill a form to provide preferences for a desired prod-
uct. The process of searching online product catalogues to locate the product(s)
that best match consumers product needs is often referred to as preference-based
search [1], and often demands iterative refinement of consumers preferences to
arrive to product lists of a manageable size. Product search requires effort and
can be very frustrating [2], and so aiding consumers in preference formation is
one of the key concerns in online shops.

C. Huemer and T. Setzer (Eds.): EC-Web 2011, LNBIP 85, pp. 296–307, 2011.
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Numerous studies propose the use of recommendations or suggestions to im-
prove consumer decision-making [3,4]. The preference-based search tools referred
to as recommendation agents (RAs) [5] are organized using the following cate-
gories: content and/or collaborative recommender systems, utility-based tools,
and preference relaxation methods. The great majority of existing preference
relaxation techniques are applied to avoid cases where no products match spec-
ified requirements (so called failing queries [6]). The existing tools supporting
customers in online product search fail to fulfill the five objectives for preference-
based search tools that impact overall performance of recommendation agents:
(a) maximization of choice quality, (b) minimization of choice effort, (c) maxi-
mization of product awareness, (d) compensatory processing to enable identifi-
cation of best offers that do not fully fit stated requirements, (e) relaxation of
over-specified preferences - to avoid empty product search result lists (i.e. failing
queries).

This paper discusses the limitations of existing recommendation agents and
argues that the use of preference relaxation in product search, not only in cases of
failing queries, is a valuable approach for the identification of product suggestions
from the perspective of the five requirements mentioned above. In particular,
the classical approach to preference relaxation [7], referred here as the Standard
Preference Relaxation (see Section 3.2) may increase consumers decision-making
performance when applied to all, not only failing, product search queries. Never-
theless, the major disadvantage of the Standard Preference Relaxation method
is related to possible negative effect on decision effort. In order to address this
drawback, this research proposes a novel Soft-Boundary Preference Relaxation
method in two variants (with Addition and with Replacement) and examines its
impact on consumers decision-making performance in a user experiment focused
on the effects of the methods on product awareness.

The contributions of this work include the evaluation of the use of prefer-
ence relaxation in product search in a comparative study of Logical Filtering,
Standard Preference Relaxation, and Soft-Boundary Preference Relaxation. The
experiments described in this paper extend the previous studies of the prefer-
ence relaxation methods presented here, which involved a series of simulations
based on a leave-one-out approach [8]. In this work we focus on the impact of the
discussed methods on product awareness indicated by diversity of consideration
sets (i.e. items seriously considered for purchase) formed by customers shopping
for products, and by the share of accepted suggestions they seriously consider for
purchase. We report the results of a between-subjects experiment that involved
87 participants and show that the Soft-Boundary Preference Relaxation method
outperforms Logical Filtering and Standard Preference Relaxation.

The remainder of the paper is structured as follows. First, we give an overview
of the problem under study. Further, we define the preference relaxation methods
studied in this work in Section 3 and define a set of research hypotheses in Section
4. The evaluation methodology, the experimental results, and the discussion of
findings are detailed in the Section 5. Finally, we conclude the paper with an
overview of the contributions in Section 6.
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2 Background

A number of studies studies propose the use recommendations to improve con-
sumer decision-making performance [1,4]. Among many approaches (see [9] for
a detailed review), similarity-based recommenders are one of the most popular
methods for identification of product suggestions. On the other hand, recent
studies [10] indicate that recommendation agents (RA) [5] should provide a con-
sumer with a set of product choices that contains offers not only similar to their
stated preferences (i.e. relevant) but also diverse, to improve product awareness.
Indeed, according to the Look-ahead principle [1],”suggestions should not be op-
timal under the current preference model, but should provide high likelihood of
optimality when an additional preference is stated”. Diverse sets of suggested
products aid customers in formation of more accurate preference models [1] and
cater for dynamism in user preferences - a problem recognized in recommender
systems research [11].

Many existing shopping websites offer product search mechanisms, typically
based on a form-filling approach [1] where customers state their desired product
characteristics or preferred ranges of attribute values (e.g. acceptable price). The
assumption that the decision maker can accurately state which levels within an
attribute are acceptable versus unacceptable is a fundamental to a self-explicated
approach [12]. Further, product search and filtering mechanism offered online ad-
here to a conjunctive approach in which all the alternatives that possess at least
one attribute with unacceptable values are rejected from further consideration.
However, Klein [13] found that decision makers often fail to reject alternatives
with attribute levels which they themselves had previously described as un-
acceptable, and found that significant numbers of participants can choose an
alternative described with at least one attribute level they initially indicated
as “completely unacceptable”, which indicates that the conjunctive approach
is not suitable for shopping scenarios. Indeed, the rigidity of typical preference
elicitation (filtering) mechanisms is a well established problem [14] that can not
only affect decision quality but also lead to elimination of all available products
from consideration. In such cases, preference relaxation [7], often implemented
based on similarity [6], is used to identify product suggestions that do not fully
fit the requirements stated by a customer. However, if such suggestions are iden-
tified solely based on similarity and/or diversity, they may not be valuable to
customers and thus impact quality of their decisions. Preference relaxation mech-
anisms may assist in alleviating such problems. Further, a decision aid support-
ing preference relaxation can be seamlessly integrated with the existing online
shopping websites to improve consumer decisions.

Our research differs from these approaches in a number of ways. First, we
primarily focus on reduction of type I error by extending the preferences pro-
vided by a consumer (which, however, can lead to discovering alternatives that
may lead to providing preference on additional attributes). Second, we propose
the Soft-Boundary Preference Relaxation method (see the next section) that
augments the similarity-based approaches to product recommendations with the



Preference Relaxation in Online Shopping 299

Fig. 1. Summary of preference relaxation methods

focus on higher quality of suggestions. We argue that the preference relaxation
methods discussed here can positively impact product awareness and lead to
improvement in decision-making performance of online store customers.

3 Preference Relaxation Methods

Consider a customer who intends to buy a used car priced between 7000 and
8000 with reasonable mileage (25k to 75k km). Would he or she be willing to
pay slightly more (8100) for a car with mileage lower than expected (11000
km)? The ability to locate offers with such characteristics which, albeit require
compromise, may provide consumers with a better awareness of possible choices
they find valuable.

This section provides a comprehensive overview of the preference relaxation
methods (see Figure 1) evaluated in this paper.

3.1 Logical Product Filtering

To avoid information overload, common techniques such as filtration are used to
limit the number of products presented to customers to only those items that
fully match the criteria they stated. In the above example, a customer using such
a product search tool, and who provided preferences on price (7000 to 8000) and
mileage (25k to 75k km) would be presented with only those offers that fully
satisfy all the stated criteria, that is, are both within the price and mileage range.
This approach is often referred to as product filtration using hard-constraints or
logical filtering [7] and has a number of limitations acknowledge in the literature.

3.2 Standard Preference Relaxation

When no products that fully satisfy stated customers requirements are avail-
able in a store, preference relaxation mechanism can be employed to relax over-
specified product requirements and inform customers about available options
that partially fit their needs. For example, it there are no offers in the 7000 to
8000 price range, the preference can be relaxed to retrieve product suggestions
that satisfy a less strict requirement (e.g. 6750 to 8250). However, the extent
of relaxation is not a trivial task. In contrast to other studies [6,7], this work
investigates the application of the Standard Preference Relaxation (SR) to all
product search queries
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Fig. 2. Summary of preference relaxation methods

3.3 Soft-Boundary Preference Relaxation

The number of product suggestions identified by the standard method (SR) can
be very high. Therefore, in contrast to common similarity-based approaches [7],
the methods proposed in this article suggest the use of concepts from the Decision
Theory (e.g. Pareto-optimality and utility [15]) to identify a small number of op-
timal product suggestions that are not necessarily the most similar to customers
requirements. Thus, the Soft-Boundary Preference Relaxation (SBR) methods
minimize the additional effort related to the inclusion of additional, suggested
offers in the result set, maximize the quality and diversity of the recommenda-
tions while taking into account the degree to which they satisfy customers needs
through similarity. In the SBR with Addition variant, the identified suggestions
are added to the result set. To further minimize additional decision effort, we
propose the SBR with Replacement, where the products of low value to customer
(identified with an algorithm that uses the concept of Edge Sets [8] to soften the
preference bounds) are replaced with the high quality suggestions. Please refer
to [8] for details on the methods and algorithms described in this section.

4 Hypotheses

Commensurate with the results of the previous studies [8] that employed sim-
ulations based on a Leave-one-out [16] method to provide initial comparison
the preference relaxation methods discussed here, we expected both Standard
Preference Relaxation (SR) and Soft-Boundary Preference Relaxation (SBR)
methods to positively influence customers product awareness. Vahidov and Ji
argued that customers make more satisfactory decisions when provided with
product suggestions that educate them about available product options and
that positively influence their product awareness [17]. Tools that support online
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product search should therefore increase product awareness through recommen-
dation of quality offers that may not fully satisfy stated pro-duct requirements.
Such tools, also referred to as compensatory recommendation agents [18], mini-
mize elimination of valuable alternatives and increase the diversity of products
considered by customers. Indeed, many studies highlight that recommendation
agents should allow consideration of a diverse set of products. Therefore, the use
of preference relaxation should allow customers to evaluate valuable alternatives
that would have been filtered out otherwise and lead to more diverse consid-
eration sets. On the other hand, product suggestions should be acceptable to
customers. Viappiani and Falting [19] proposed the look-ahead principle and ar-
gued that product suggestions should be optimal after probable adjustments of
customers preferences, not according to the current preference model. Although
some methods [20,7] produce very diverse sets of recommendations, customers
are very likely to reject suggestions that are too dissimilar to their current prod-
uct requirements [6]. Therefore, a recommendation agent should seek to provide
customers with product suggestions that they are willing to accept. We expected
that the preference relaxation methods examined in this study provide quality
suggestions that would be accepted by customers. This expectation regarding the
Standard Preference Relaxation and the Soft-Boundary Preference Relaxation
methods was formalized with the following hypotheses:

H1: Standard Preference Relaxation (SR) increases product awareness.
H2: Soft-Boundary Preference Relaxation (SBR) with Addition increases prod-

uct awareness.
H3: Soft-Boundary Preference Relaxation (SBR) with Replacement increases

product awareness.

5 Evaluation

5.1 Datasets

Two datasets described in detail in this section were used in the user study.

Digital cameras. Following existing research in Recommender Systems [9,5], the
first dataset used in our experiment consisted of 1813 digital cameras extracted
from Amazon.com1 web store available in the ”Point & Shoot Digital Cameras”
category. The products were extracted using Java software and Web Services
API provided by Amazon . Information on a number of attributes was collected
for each product: brand, model, price, zoom, screen size, resolution, and weight.
Furthermore, customer rating on each product was also extracted. The above
attributes were manually classified into cost-type and benefit-type categories.

Used car advertisements. The second dataset consisted of 2650 used car advertise-
ments collected from the most popular website in Ireland (http://carzone.ie/,

1 http://amazon.com/

http://carzone.ie/
http://amazon.com/
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a member of Autotrader media group). Additional attributes for used cars in the
set not present in advertisements, such as reliability, were automatically generated
using standard information retrieval methods based on product reviews collected
from car review websites (e.g. whatcar.com). Generated attributes were classified
as benefit-type and given scores ranging from 0 to 5 to resemble star ratings (e.g.
5 points for maintenanceCost describes the relatively lowest maintenance cost).

5.2 Method

Our experiment involved three steps: a tutorial that demonstrated the use of
shopping website used in the experiments, a practice task that allowed partici-
pants to familiarize themselves with the system, and a main task. This section
describes the steps of the user experiment in detail.

First, the system explained the purpose of the study and the experimental
procedure to participants. Next, the pre-task questionnaire was deployed to as-
sess participants familiarity with the task used in the experiment. Further the
demonstration of software used in the shopping task was given, followed by the
practice task which followed the same procedure as the main task and with sim-
ilar complexity, however in a different domain (digital camera selection). Upon
completion of the practice task subjects were asked to complete the main task
that involved used car selection, following suggestion by Pereira [21]. The exper-
imental procedure was evaluated with think aloud sessions.

5.3 Indicators

In our study a number of indicators were used to evaluate the four methods: non-
relaxing (NR), standard relaxation (SR), Soft Boundary Preference Relaxation
with addition (SBRADD), and with replacement (SBRREP ). In this work, we
focus on the indicators of product awareness outlined below.

Product awareness is considered an important aspect of preference-based
product search. Recommendation agents that provide customers with a diverse
set of product suggestions educate them about available alternatives and allow
adjustments of product requirements used in filtration, to find products that bet-
ter satisfy customers needs [17,22]. The research on recommender systems [10,17]
provides evidence that increased diversity of considered products leads to higher
customer decision satisfaction [23]. On the other hand, product suggestions pro-
vided by recommendation agents satisfy only some requirements stated by a
customer, therefore increase product awareness [24,25]. Many recommendation
methods provide customers with products that educate them about available
alternatives, thus help in improving the accuracy of their stated preferences (i.e.
better fit to actual product needs) and assist in selection of more satisfactory
products [19]. Therefore, this study employs the diversity of products seriously
considered for purchase, and the share of recommended product suggestions in
the final consideration set as indicators of consumers product awareness:

(a) Diversity of products in the consideration set
(b) Share of product suggestions in the final consideration set
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Table 1. Mean diversity of consideration sets

Group N Mean SD Shapiro-WIlk’s p

NR 22 .081 .035 .548
SR 20 .073 .042 .512

SBRADD 24 .082 .037 .262
SBRREP 22 .115 .047 .830

5.4 Results

This section presents the experimental results for both objective performance in-
dicators outlined in Section 5.3. Each subsection presents the relevant statistical
analysis and describes the impact of the results on the research hypotheses.

Diversity of Products in Consideration Set. A one-way between the groups
analysis of variance test was conducted to explore the effects of preference re-
laxation on the diversity of consideration sets. Analyses were performed for sets
containing at least two alternatives.

First, the Shapiro-Wilk’s test was conducted to assure the normality assump-
tion. The results (see Table 1) indicate that mean values for diversity of final
consideration sets followed a normal distribution (p = .548, p = .512, p = .262,
and p = .830 respectively). Furthermore, Levene’s test indicated no significant
differences in variances among the groups (F = 1.216, p = .309).

The results of one-way ANOVA (see Table 2) show statistically significant
differences [F(3, 84) = 4.627, p = .005] in diversity among the groups (see Ta-
ble 2). The effect size measured with Eta Squared was large (Eta Squared =
.142). Post-hoc analysis using Tukey’s HSD test indicated that the mean di-
versity of the final consideration set of the SBRREP group was significant in
comparison to NR (p = .030), SR (p = .006), and SBRADD (p = .032). As no
other differences were statistically significant, the results indicate rejection of
hypothesis H1 for the this factor. On the other hand, Soft-Boundary Relaxation
with Replacement led to higher diversity in consideration sets, thus providing
support for the hypothesis H3 and rejection of the hypothesis H2 for this factor.

Share of Accepted Suggestions in Final Consideration Set. Non-parame-
tric tests were conducted to evaluate differences among those groups that pre-
sented product suggestions together with search results. Thus three groups

Table 2. Results of one-way ANOVA for diversity

Sum of Squares df Mean Square F Sig. Eta Squared

Between Groups .022 3 .007 4.627 .005 .142
Within Groups .135 84 .002

Total .157 87
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Table 3. Average share of suggestions (non-dominated) in final consideration set

Group Mean Median Shapiro-WIlk’s p

SR 43.2% 46.4% .013
SBRADD 47.7% 49.2% .002
SBRREP 51.9% 60.0% .006

(Standard Relaxation, Soft-Boundary Relaxation with Addition, and Soft-Boun-
dary Relaxation with Replacement) were compared based on the share of
high-quality (non-dominated) suggestions in final consideration sets. First, the
Shapiro-Wilk’s test was performed to check the normality of distribution assump-
tion. The results (see Table 3) indicated that share of non-dominated suggestions
in the final consideration set did not follow a normal distribution (p = .013,
p = .002, and p = .006 respectively).

Analysis using a Kruskal-Wallis test revealed that there was no significant
difference (χ2(2,74) = .768, p = .692) between the Standard Relaxation and
both Soft-Boundary Relaxation methods. Although the median share for the
Soft-Boundary Preference Relaxation with Addition (Median = .492) and Soft-
Boundary Relaxation with replacement (Median = .600) were higher than in
case of Standard Relaxation, the differences were not statistically significant.
The total share of suggestions in the final consideration set was also examined.

First, the Shapiro-Wilk’s test was performed to check the normality assump-
tion. The results (see Table 4) indicated that the total share of suggestions in
the final consideration set did not follow a normal distribution (p = .000, p
= .002, and p = .006 respec-tively). Analysis using a Kruskal-Wallis test re-
vealed that there was a significant difference (χ2(2,73) = 11.041, p = .004)
between the Standard Relaxation and both Soft-Boundary Relaxation methods.
The median share for the Soft-Boundary Preference Relaxation with Addition
(Median = .492) and Soft-Boundary Relaxation with replacement (Median =
.600) were significantly lower than in case of the Standard Relaxation method
(Median = 1.000). Participants using preference relaxation methods were likely
to accept the suggestions proposed by the recommendation agent. Although the
Standard Relaxation method resulted in a higher share of accepted suggestions
in the consideration set only a subset of these suggestions (50%) were of high
quality. Overall, Soft-Boundary Preference Relaxation led to higher share of
non-dominated suggestions in final consideration sets. The results suggest that
preference relaxation methods provide customers with high quality suggestions
that are acceptable by customers and increase their product awareness, thus
providing support for hypotheses H2 and H3.

5.5 Discussion

Our study highlights the benefits of applying preference relaxation approaches to
product search to improve customers’ product awareness. First, we showed that
preference relaxation may improve the all described preference relaxation meth-
ods lead to higher product awareness through products suggestions accepted by



Preference Relaxation in Online Shopping 305

Table 4. Share of accepted suggestions in final consideration sets

Group Mean Median Shapiro-WIlk’s p

SR 81.2% 100.0% .000
SBRADD 47.7% 49.2% .002
SBRREP 51.9% 60.0% .006

Table 5. Summary of hypotheses

Hypothesis Diversity Share of sug-
gestions

Overall

H1: Standard Preference Relaxation (SR)
positively impacts product awareness

Rejected Supported Partially
Supported

H2: Soft-Boundary Preference Relaxation
with Addition increases product awareness

Rejected Supported Partially
Supported

H3: Soft-Boundary Preference Relax-
ation with Replacement increases product
awareness

Supported Supported Supported

customers. Indeed, our study showed that median share of high quality sugges-
tions in final consideration sets was high. Roughly every second product con-
sidered by subjects for purchase was suggested by the relaxation mechanism.
In particular, 46.6% for Standard Preference Relaxation, 49.2% and 60.0% for
Soft-Boundary Preference Relaxation with Addition and with Replacement re-
spectively. Consideration of there (recommended) products, which would have
otherwise been not viewed by customers, demonstrates that preference relaxation
methods successfully increased product awareness.

On the other hand, the second indicator of product awareness, that is, di-
versity of products in the final consideration set produced mixed results. For
the Standard Preference Relaxation and the Soft-Boundary Preference Relax-
ation with Addition the results indicated no statistically significant differences
between the diversity of consideration sets. Nevertheless, the results indicated
significantly higher (with p < .01) diversity of considered products. This results
may be attributed to the fact that subjects using the SR method dealt with much
larger result sets (due to inclusion of many product suggestions) what caused
information overload and led to application of choice heuristics. The analysis
of overall share of accepted recommendations in final consideration sets seems
to confirm this hypothesis as in case of SR method about 81% of products se-
lected for detailed consideration were suggestions identified by the method (see
Table 4).

6 Conclusions

This paper investigated the impact of preference relaxation on decision perfor-
mance with focus on product awareness. We argued that during the process of
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filtering of the initial, very large set of products, consumers eliminate alternatives
they could later consider, by providing inaccurate preferences for attributes and
attribute values. In this paper we introduced and evaluated a model for a deci-
sion support tool based on preference relaxation that can limit the effects of the
dynamic preferences of consumers addressing the limitations of existing meth-
ods. Moreover, we discussed the results of our experiments that show positive
effects of Soft-Boundary Preference Relaxation on consumers’ product awareness
(see Table 5). The e-commerce application of our method to the existing form-
based interfaces is straightforward and highly beneficial to providers of online
shopping services as diverse result sets that lead to more consumer satisfaction
and potentially higher customer retention [17].
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Parkin, Michael 64
Pernul, Günther 13
Perrussel, Laurent 124
Pichler, Christian 77
Pitassi, Emanuela 172
Popp, Roman 233
Prabhakar, T.V. 25

Raneburger, David 233
Repsys, Valdemaras 160
Ricci, Francesco 89, 160
Richardson, Ita 64
Rocha, Ana Paula 221
Ruffo, Giancarlo 148

Schimoler, Thomas 209
Schumm, David 52
Schwaiger, Roland 89
Semeraro, Giovanni 270
Sierra, Carles 136, 246
Sodhi, Balwinder 25



310 Author Index

Taher, Yehia 64
Tata, Samir 39

Urbano, Maria Joana 221

van den Heuvel, Willem-Jan 64
van der Aalst, Wil M.P. 77

Weidmann, Monika 52
Werthner, Hannes 77
Whelan, Eoin 64

Zapletal, Marco 77
Zhang, Dongmo 124
Zhao, Dengji 124


	Title

	Organization

	Table of Contents

	Semantic Services

	A Conversational Approach to Semantic Web Service Selection

	Introduction
	Basic Idea
	Diane Service Description
	Incremental and Interactive Service Selection
	Evaluation
	Related Approaches and Conclusion
	References


	DS3I - A Dynamic Semantically Enhanced 
Service Selection Infrastructure
	
Introduction and Motivation
	
Related Work
	
Degrees of Freedom
	
Dynamic Service Selection
	
Semantic Technologies

	
Conceptual Model
	
Architecture
	
ESB - A Means to an End
	
Components and Capabilities

	
Implementation
	
Implementation Considerations
	
Semantic Resolving and Mediation

	
Conclusions and Future Work
	References

	A Design Pattern to Decouple Data from Markup

	Introduction
	Investigation Methodology and Results Analysis
	Selection of Web Applications
	Data Collection
	Results Analysis 

	Web Application Frameworks - A Literature Review
	Frameworks Requiring a Plug-in and/or Scripting Engine in Browser
	Frameworks Based on Server-side Tag Libraries and Scripting
	Framework Using Component Based User Interface

	Exploiting Web 2.0 Technologies | A Hybrid Approach
	Use a Compact Data Interchange Format
	Use Static Template Based Views to Construct UI
	Experimentation Details and Results

	Conclusions
	References



	Business Processes and Services

	Context-Based Service Recommendation for Assisting Business Process Design

	Introduction
	Graph-Based Modeling of Service Composition Context
	Graph-Based Service Composition Model
	Service Neighborhood
	Service Composition Context Graph

	Service Recommendation Based on Composition Context Matching
	Direct Link Pattern Matching
	Composition Context Matching

	Implementation and Experiments
	Related Work
	Conclusion and Future Work
	References


	Composite Process View Transformation

	Introduction
	Architecture for a Process View Management Framework
	Key Realization Aspects
	Development of Process View Services
	Creation of View Definitions
	Generation of Executable Process View Service Compositions


	Advanced Aspects and Challenges
	Expressiveness of Involved Languages
	Security and Privacy


	Related Work
	Conclusion
	References


	A Multi-layer Approach for Customizing Business Services

	Introduction
	Motivating Example
	Multi-layer Approach for Customization
	Service-View Segmentation Layer (SSL)
	Service Customization Layer (SCL)
	Exemplification of Service Customization


	Related Works
	Conclusion
	References


	Process Mining for Electronic Data Interchange

	Introduction
	Process Mining
	Challenges and Research Questions
	Deriving Process Choreographies
	Identifying Redundancies in Business Documents
	Analyzing Business Performance

	Architecture
	Preprocessing Stage
	Analysis Stage

	Related Work
	Conclusion
	References



	Context-Aware Recommender Systems

	InCarMusic: Context-Aware Music Recommendations in a Car

	Introduction
	Related Work
	InCarMusic Mobile Application
	Rating Acquisition
	Context Model and Music Track Corpus
	Relevance of the Contextual Factors
	The Impact of Contextual Conditions on Ratings

	Prediction Model
	Conclusions
	References


	Semantic Contextualisation of Social Tag-Based Profiles and Item Recommendations

	Introduction
	Related Work
	Semantic Contexts of Social Tags
	Tag Similarities
	Tag Clustering


	Tag-Based Profiles
	Tag-Powered Item Recommenders
	Experiments
	Evaluating Tag Contextualisation
	Evaluating Contextualised Tag-Powered Item Recommendations


	Conclusions
	References


	Intelligent Agents and E-Negotiation Systems

	Multi-agent Negotiation in Electricity Markets

	Introduction
	Multi-agent Electricity Market
	Multi-agent Negotiation
	Pre-negotiation
	Actual Negotiation

	Case Study: Multi-agent Retail Market
	Related Work
	Conclusion
	References


	How to Make Specialists NOT Specialised in TAC Market Design Competition? Behaviour-
Based Mechanism Design
	Introduction
	Preliminary
	Behaviour-Based Trader Classification
	Data Acquisition
	Defining Categories of Trader
	Category Recognition from Behaviour

	Behaviour-Based Policy Design
	A Search Space of Behaviour-Based Policies
	Searching Adaptive Mechanisms
	Experiments

	A Framework for Behaviour-Based Mechanism Design
	Conclusion
	References


	Argumentation with Advice

	Introduction
	Communication Framework
	Argumentation Agent Architecture
	Updating Mt

	Advice Interaction
	Discussion
	References



	Collaborative Filtering and Preference Learning

	On Collaborative Filtering Techniques for Live TV and Radio Discovery and 
Recommendation
	DMR Context, Motivations and Related Work
	Discussion on Data Collection
	Data Processing and Discovery of Events
	Recommendation
	Experimental Results
	Evaluation

	Conclusion and Future Work
	References


	Rating Elicitation Strategies for Collaborative Filtering

	Introduction
	Elicitation Strategies
	Evaluation Approach
	Experimental Results
	Mean Absolute Error
	Number of Acquired Ratings
	Normalized Discounted Cumulative Gain

	Related Work
	Conclusions and Future Work
	References


	Information Retrieval and Folksonomies together for Recommender Systems

	Introduction
	Basics of RS
	IR and RS
	Social Web and Its Impact on IR and RS
	RS and Social Web
	IR and Social Web

	Current and New Perspectives
	Contribution of IR for RS
	Possible Contribution of IR for RS
	Possible Evolution of RS for E-Commerce

	Conclusion
	References


	An Exploratory Work in Using Comparisons 
Instead of Ratings
	Introduction
	Related Work
	Expressing Preferences with Ratings
	Expressing Preferences with Comparisons

	Motivation for Comparing Items
	Advantages of Comparing
	Algorithmic Predisposition of Comparisons

	Experiments
	Experiment Framework
	Evaluation Setup

	Results
	Are Users in Favor of Comparisons?
	Do Users Express the Same When Comparing and Rating?
	How Accurate Are the Recommendations from Both Modalities?

	Discussion
	Conclusion
	References



	Social Recommender Systems

	Understanding Recommendations by Reading 
the Clouds
	Introduction
	Previous Works
	Explanation Interfaces
	Experimental Setup
	Empirical Evaluation
	Participants
	Collected Data
	Hypotheses, Results and Discussion

	Summary
	References


	Recommendation by Example in Social 
Annotation Systems
	Introduction
	Related Work
	Recommendation by Example in Social Annotation Systems
	Experimental Evaluation
	Datasets
	Methodology
	Experimental Results

	Conclusion
	References



	Agent Interaction and Trust Management

	Trust-Based Selection of Partners

	Introduction
	Related Work
	Scenario and Notation
	The Trust Model
	Experiments
	Testbed and Methodology
	Evaluation Metrics
	Results
	Interpretation of Results

	Conclusions
	References


	A High-Level Agent Interaction Protocol Based on a Communication Ontology

	Introduction
	State of the Art and Related Work
	Background
	High-Level Agent Interaction Protocol
	Domain Ontology
	Action Notification Ontology
	Discourse Ontology
	Communication Ontology

	Functional Interface Definition
	Conclusion
	References


	When Trust Is Not Enough

	Introduction
	`Relationships' between Agents
	The Relationship Model Rt
	The Components It, Rt and Jt
	Estimating the information in an utterance: It(u)
	Estimating the Reliability of an Utterance: Rt(u)

	The Integrity Model It
	Discussion
	References



	Innovative Strategies for Preference Elicitation and Profiling

	LocalRank - Neighborhood-Based, Fast Computation of Tag Recommendations

	Introduction
	FolkRank and LocalRank
	Folksonomies and FolkRank
	LocalRank

	Evaluation
	Data Sets
	Evaluation Procedure
	Accuracy Results
	Run-Time Efficiency Results

	Summary and Outlook
	References


	Random Indexing and Negative User Preferences for Enhancing Content-Based 
Recommender Systems
	Introduction
	Related Work
	eVSM for Content-Based Recommender Systems
	Random Indexing
	Semantic Vectors

	Recommendation Models
	Random Indexing-Based Model
	Weighted Random Indexing-Based Model
	Semantic Vectors-Based Model
	Weighted Semantic Vectors-Based Model

	Experimental Evaluation
	Conclusions and Future Directions
	References


	Using User Personalized Ontological Profile to Infer Semantic Knowledge for Personalized 
Recommendation
	Introduction
	Previous Work
	Personalized Ontological Profile (POP)
	Computing the Group Strength
	Computing Semantic Relatedness between Two Concepts
	Computing the Group Strength


	Enhanced Spreading Activation Technique (ESAT)
	Experiment
	Experiment1: Identifying 
 Value
	Experiment 2: Prediction Accuracy

	Conclusion and Future Work
	References

	Beyond Similarity-Based Recommenders: Preference Relaxation and Product 
Awareness
	Introduction
	Background
	Preference Relaxation Methods
	Logical Product Filtering
	Standard Preference Relaxation
	Soft-Boundary Preference Relaxation

	Hypotheses
	Evaluation
	Datasets
	Method
	Indicators
	Results
	Discussion

	Conclusions
	References



	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




