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Abstract. Microarray technology provides an opportunity for scientists to analyze 
thousands of gene expression profiles simultaneously. Due to the widely use of 
microarray technology, several research issues are discussed and analyzed such as 
missing value imputation or gene-gene regulation prediction. Microarray gene ex-
pression data often contain multiple missing expression values due to many rea-
sons. Effective methods for missing value imputation in gene expression data are 
needed since many algorithms for gene analysis require a complete matrix of gene 
array values. In addition, selecting informative genes from microarray gene ex-
pression data is essential while performing data analysis on the large amount of 
data. To fit this need, a number of methods were proposed from various points of 
view. However, most existing methods have their limitations and disadvantages. 

To estimate similarity between gene pairs effectively, we propose a novel  
distance measurement based on the well-defined ontology structure for genes or 
proteins: the gene ontology (GO). GO is a definition and annotation for genes that 
describe the biological meanings of them. The structure of GO can be described as 
a directed acyclic graph (DAG), where each GO term is a node, and the relation-
ships between each term pair are arcs. With GO annotations, we can hence acquire 
the relations for the genes involved in the experiment. The semantic similarity of 
two genes within biological aspect can be identified if we perform some quantita-
tive assessments on the gene pairs with their GO annotations. 

In this chapter, we first provide the reader with fundamental knowledge about 
microarray technology in Section 1. A brief introduction for microarray experi-
ments will be given. We then discuss and analyze essential research issues about 
microarray in Section 2. We also present a novel method based on k-nearest 
neighbor (KNN), dynamic time warping (DTW) and gene ontology (GO) for the 
analysis of microarray time series data in Section 3. With our approach, missing 
value imputation and gene regulation prediction can be achieved efficiently. Sec-
tion 4 introduces a real microarray time-series dataset. Effectiveness of our 
method is shown with various experimental results in Section 5. A brief conclu-
sion is made in Section 6. 

                                                           
Andy C. Yang · Hui-Huang Hsu  
Department of Computer Science & Information Engineering,  
Tamkang University, Taipei, 25137, Taiwan R.O.C. 
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1   Introduction 

Content of this section tends to bring essential knowledge for the reader to under-
stand the process of microarray technology. The importance of this technology is 
also mentioned. This section ends with the description of microarray data process-
ing and its relation to the ontology structure: the gene ontology (GO). 

1.1   What Is Microarray? 

Microarray is a widely-used biological experimental approach in this decade. It 
makes it possible to perform large amounts of gene or protein data experimental  
operations at the same time. The concept of microarray is based on the differential 
reactions acted by each sample on the microarray gene chip relative to the experi-
mental conditions. Generally, microarray technology is divided into two aspects: 
cDNA microarray and Affymetrix microarray. In cDNA microarray, controlled and 
experimental samples are dyed with two different colors and then hybridized to gen-
erate various experimental results.  Affymetrix microarray is chosen while biologists 
or associations need to perform tests on huge amounts of data that are previously 
cloned and manufactured by Affymetrix microarray producers. Applications of 
cDNA microarray are more common in several biological research laboratories be-
cause one can produce cDNA microarray chips with data of interest more easily. On 
the other hand, costs of Affymetrix microarray are much more expensive than 
cDNA microarray. Therefore, we focus on cDNA microarray in this chapter. 

1.2   Importance of Microarray Technology 

Traditionally, biologists need to perform the same operation for biological ex-
periments due to the limitation of instruments. For example, if we want to experi-
ment on one gene sample and observe its reactions, we have to prepare the sample 
for several copies. This pre-processing task is critically time-consuming, not to 
mention much more time needed during the process of molecular or biological  
experiments. With the development of microarray technology, performing ex-
periments on genes of interest becomes much easier because biologists can now  
retrieve enough amounts of data they need with little time required. Due to this 
high throughput biological technology, numerous gene expression data are gener-
ated simultaneously. In the meanwhile, the large amounts of data provide us great 
challenges of analysis. Retrieving meaningful information hidden in these data is 
essential to facilitate the development of drugs, or the discovery of diseases. 

1.3   Microarray Data Processing 

Procedures of microarray experiments can be described as following steps: 
 
– Prepare cDNA data for a certain gene which is going to be experimented. 
– Print the cDNA data of interest onto microarray chips.  
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– Design the suitable probes consisting of two cDNA or mRNA samples: 
One controlled sample  and one experimented sample. 

– Label the two different probe samples with red (experimented sample) and 
green (controlled sample) fluorescent dyes. 

– Hybridize probes to the microarray chip, and clean up the chip. 
– Scan the hybridized microarray chip with computer instruments and save 

the quantified data for subsequent analyses. 

As listed above, quantified data are generated after scanning the hybridized mi-
croarray chip. These data represent different degrees of reactions for each gene 
sample. In other words, we can identify whether a gene tends to act as controlled 
or treated samples by calculating the ratio of red and green colors in the quantified 
data for this gene. For example, if the quantified data of two genes are with four 
and two for their red-green ratio respectively, it means the gene with larger red-
green ratio acts like the treated sample than the other gene. For observation con-
venience, these data are usually transformed into the logarithm format with base 
two. These logarithmic data for genes on a gene chip are called microarray gene 
expression data. 

Microarray time series data are matrix-like collections of gene expression val-
ues that represent reactions for each gene at different time slots as shown in Table 
1. Each row in the microarray time-series data stands for a gene ORF profile, 
while each column in the matrix represents the specific time point. Different kinds 
of microarray time series data are with different time slots due to distinct gene 
sampling time and frequency. Gene expression values in the microarray time-
series data may be positive or negative numbers. Positive gene expression values 
of some gene samples on the chip show that these genes are induced with treated 
sample, and negative values mean repressed reactions. The task is to analyze these 
gene expression values in different time slots and find the correlations between 
genes for the inferring of gene-gene interactions. 

Table 1 Microarray time series data  

Gene Time Slot 1 Time Slot 2 … Time Slot n 

Gene #1 0.56 0.80  0.90 

Gene #2 -0.24 -0.1  0.60 

Gene #3 0.12 0.24  0.50 

… … …  … 

Gene #n 0.78 -0.14  -0.56 

1.4   Microarray and Gene Ontology 

Gene ontology (GO) is a biological definition and annotation for genes that de-
scribes the biological meanings of each gene. Generally, most known genes have 
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specific annotations (terms) in GO structure within three independent domains: 
molecular function (MF), biological process (BP), and cellular component (CC). 
Terms within three above domains record and represent various molecular or bio-
logical meanings for each annotated gene from different aspects respectively. Mo-
lecular function considers the biological or biochemical activity at the molecular 
level. Biological process consists of many molecular functions that are involved in 
a related biological activity or reaction. It denotes a biological objective which 
genes contribute to. Cellular component records the place in cells where a gene 
product is active. One gene may have more than one annotation in each domain. 
These annotations provide hidden information for corresponding genes from the 
biological aspect. 

The main task in microarray gene expression data analysis is to identify the 
gene pairs or groups that are highly co-expressed under individual experimental 
conditions. Usually, various distance measurements or classification / clustering 
operations are performed on gene expression values in microarray data. However, 
these kinds of procedures only take gene expression values into consideration so 
that they lack biological explanations and are not effective, either. With proper us-
age of gene ontology, this task can be done more efficiently and accurately. Detail 
descriptions about gene ontology and its importance in microarray data analysis 
are shown in Section 3.2. 

2   Research Issues in Microarray Time-Series Data 

Microarray technology is getting more and more popular due to its high through-
put for biological data. Research on microarray technology or relative data analy-
sis can be categorized into various aspects. In this section, we discuss three major 
research issues about microarray including missing value imputation, gene regula-
tion prediction, and gene clustering or statistical operations. Brief descriptions and 
literature review are presented for these three issues. 

2.1   Missing Value Imputation 

Before further analysis of microarray data, one critical issue must be addressed: 
missing value imputation. Microarray time series data usually consist of multiple 
missing values. Certain portions of gene expression values that do not exist in mi-
croarray gene expression raw data are called missing values. It is necessary to  
effectively estimate and impute these missing values for subsequent analysis of 
microarray gene expression data. Acuna and Rodriguez discuss the reason why 
missing values occur in [1]. These values possibly resulted from inaccuracy of ex-
perimental operations, or unobvious reaction at several time slot points of certain 
genes. Fig. 1 illustrates the missing value problem in microarray time series data. 
If there is a particular gene I with one missing value at time slot J, then YIJ is used 
to represent the target missing value. For example, G3,3 in Fig. 1 stands for a miss-
ing value of gene 3 at the third time point of that gene. 
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Ouyang et al. find that there are about 5% to 90% missing values existing in 
various available microarray gene expression time series datasets respectively [2]. 
Studies also argue that simply ignoring or removing missing values from the raw 
data could lose meaningful information of these genes [3][4]. For these large 
amounts of data, it is required to first impute these missing values with effective 
methods. Without imputation for missing values, further analysis cannot be per-
formed. To date, many imputation methods for handling missing values in mi-
croarray time series data have been developed. Troyanskaya et al. summarize and 
implement three methods: singular value decomposition based method (SVD-
impute), weighted k-nearest neighbor (KNN-impute), and row average imputation 
[5]. The results in the paper show that the KNN imputation outperforms SVD-
impute and naive methods such as zero or row average imputation. The most suit-
able number of parameter k in KNN method is also proved to be set between 10 
and 20 in the paper. Afterward, several imputation methods are proposed based on 
KNN. For example, Kim et al. develop a new cluster-based imputation method 
called sequential k-nearest neighbor (SKNN) method [6]. The method imputes the 
missing values sequentially from the gene having least missing values, and uses 
the imputed values for the later imputation. The study is typically an example 
showing the effectiveness of KNN with some improvements on it. 

 
 

 

Fig. 1 Missing values in microarray time series data 

In addition to KNN or KNN-based imputation methods, there are still other  
imputation methods proposed from different standpoints. Oba et al. propose an es-
timation method for missing values based on Bayesian principal component analy-
sis (BPCA) [7]. The method combines mathematical theorems with parameters 
that need not to be complicated. The results of BPCA outperform the KNN and 
SVD imputations according to the authors’ evaluations. Moreover, an imputation 
method based on the local least squares (LLS-impute) formulation is proposed to 
estimate missing values in the gene expression data [8]. Both KNN and LLS im-
putations need to find similar genes for a target gene while imputing gene missing 
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values. Other proposed methods take various points of view into consideration. 
Regression modeling approaches are also used to solve the missing value imputa-
tion problem despite it is difficult to determine the parameters used for regression 
models [9-11].  

For existing imputation methods, BPCA is shown to outperform others. But it 
is not easy to determine the number of principal axes, either [12][13]. Among all 
related works and published research, existing methods for microarray missing 
value imputation mainly utilize k-nearest neighbor (KNN) or KNN-like  
approaches to estimate the missing values. When applying KNN to impute miss-
ing values, we have to choose k similar genes without missing entries at the time  
slot point as the target missing value. This issue is discussed in the following  
subsection. 

2.2   Gene Regulation Prediction 

In the gene cell cycle or in a biological process, the expression level of one gene is 
usually regulated by other genes. There might be one-to-one or many-to-one regu-
latory relations. If one gene regulates other genes, it is called an input gene. On the 
contrary, if one gene is a regulated target, it is called an output gene [14]. For tran-
scriptional regulations among all genes, there are two sorts of situations, activation 
and inhibition. In activation regulations, the expression of the output gene is in-
creased with the presence of the input gene, and vice versa. In other words, an ac-
tivator gene regulates the activatee gene in the biological process so that the gene 
expression level of the two genes forms the trend of positive correlations. On the 
contrary, a trend of negative correlations results from the inhibition regulations. 

Typically, microarray time series data analysis aims to observe and find out 
pairs of genes with highly-correlated relations as above-mentioned. This kind of 
issue is called gene regulation prediction. Research on this issue has been per-
formed for these years, and a variety of approaches have been proposed. The most 
commonly-used distance measurement is Euclidean distance or statistical calcula-
tions such as Pearson correlation coefficient (PCC). However, these kinds of dis-
tance measurements have many disadvantages. For example, Euclidean distance 
of two sequences is very sensitive to the points on the sequences that are far away 
from other points or the mean. These points are so-called outliers and they often 
occur in many domains. The existence of outliers influences a lot while measuring 
the similarity of genes [15]. PCC is a statistical measurement to identify whether 
two sequences are relative to each other or not. But PCC is not suitable here be-
cause for microarray time series data we have to focus on the local similarity but 
not the global correlation of two genes. The reason is that even genes with known 
regulations may have reaction time delay and offsets on the time axis [16]. As a 
result, comparing local similarity is more important than comparing the distance 
of whole time slot points while identifying similarity of two genes. Moreover, 
gene pairs in microarray data are often of different length. This reduces the practi-
cability of gene regulation prediction methods requiring time sequences of the 
same length in real microarray datasets. 
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Other commonly proposed solutions include similarity analysis [17][18] or 
Bayesian networks [6][19]. Yeung et al. aim to find potential regulatory gene pairs 
by finding dominant spectral component of gene pairs [20]. Results of our ap-
proach for regulatory gene prediction are compared with Yeung’s work because 
datasets and effectiveness assessment we use are the same. Among above regula-
tory genes prediction methods, some of them may have success for the analysis of 
microarray time series data, but their effectiveness is very limited. The most  
important reason is that these methods take only gene expression values into con-
sideration and they lack external or biological information of genes. External  
information such as gene ontology for genes themselves is regarded as a hint to 
increase the accuracy of distance measurements between gene pairs [21][22]. This 
kind of external information for genes is proved to be helpful. As a result, it is 
necessary to apply a distance measurement that not only has the capability of 
pointing out local similarity but is also effective even with certain existing outliers 
in microarray time-series data. Furthermore, gene ontology information for genes 
should also be taken into consideration. 

2.3   Gene Clustering and Statistical Operations 

Clustering analysis and statistical operations are also used while dealing with mi-
croarray time series data [23][24]. Clustering is grouping similar genes into a fi-
nite set of separate clusters. This concept aims to group genes into several sets so 
that genes falling in the same group tend to have similar reactions to experimental 
conditions or genes themselves. Hierarchical clustering is the most commonly 
used clustering approach for microarray time series data. Genes with similar bio-
logical functions or reactions are found and collected step by step. Eventually, 
gene groups are constructed that provide some information for biologist to per-
form further analysis. However, clustering analysis can be taken as the extension 
of gene-gene regulation prediction. This is because we still need to identify the 
distance of gene pairs when we are going to build clusters for genes. 

Statistical analysis for microarray time series data is performed from different 
standpoints. Several techniques such as t-test, p-test, or some hypotheses are used 
to predict whether genes have similar reactions or not. Nevertheless, statistical 
analysis usually requires large amounts of data sets and time-consuming calcula-
tions. Accordingly, we do not leave space for this issue. We mainly focus on mi-
croarray data analysis for gene-gene regulation prediction in this chapter. 

3   DTW-GO Based Microarray Data Analysis 

In order to find the distance between gene pairs for missing value imputation and 
further gene regulation prediction, we propose a novel and effective approach. Our 
approach takes both gene expression values and external biological information for 
genes into account. Dynamic time warping (DTW) algorithm is used in our ap-
proach as the substitution for commonly-used Euclidean distance while estimating  
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distance between gene pairs. This is because the importance of finding whether 
there exist subsequences with highly similar relations is emphasized while analyz-
ing whole microarray time series data [8][16]. We then try our method with several 
variants of DTW to further improve its efficiency and accuracy. 

Moreover, we also add gene ontology (GO) information for genes themselves 
into our approach to make the distance measurement more accurate. GO is a defi-
nition and annotation for genes that describe the biological meanings of them. 
Each known gene has a specific annotation (term) in GO structure within three in-
dependent domains: molecular function (MF), biological process (BP), and cellu-
lar component (CC). Terms within three above domains consider different aspects 
respectively. One gene may have more than one annotation in each domain. These 
GO terms are quite informative because they provide biological meanings for 
genes. In our approach, GO terms are taken as the external information for genes 
while estimating the distance between gene pairs.  

Finally, we combine our approach with the k-nearest neighbor (KNN) method 
to first impute missing values. After missing values are estimated, the prediction 
of regulatory gene pairs can be done with our approach as the distance measure-
ment. This section briefly describes the DTW algorithm and the GO structure, fol-
lowed by defining our approach that combines the above algorithm and informa-
tion for genes with the KNN method for missing value imputation and the 
eventual prediction of regulatory gene pairs. 

3.1   Dynamic Time Warping 

It has been shown in many domains that dynamic time warping (DTW) algorithm 
works well on finding the similarity for a pair of time series data [25][26]. In gen-
eral, DTW is widely-used in voice and pattern recognition because it obtains a 
precise matching along the temporal axis, and it maximizes the number of point-
wise matches between two curves [27][28]. If two series with time slot points are 
given as input, the DTW algorithm can discover the best possible alignment be-
tween them by calculating the minimum sum of whole matched points on the two 
time series. 

DTW is a recursive algorithm that starts with matching each point-to-point pair 
from the first element to the last element on the two input sequences. In Fig. 2, if 
we are going to align two sequences that are similar with observation, the applica-
tion of Euclidean distance or Pearson correlation coefficient on these two se-
quences may be ineffective because of shifts on time axis. With DTW mapping 
method, local similarity can be found as the best mapping path within the two se-
quences to be aligned. As a result, if two genes with similar gene expression val-
ues at certain time slot points in microarray time series data are analyzed by DTW, 
it is more precise to determine the similarity between these two genes. This is be-
cause DTW can discover their similarity that cannot be identified with other  
distance measurements. 
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Fig. 2 Time series sequence similarity measurement 

Equations of DTW algorithm are as follows: 
 

Distance of two time slot points: 

The distance between the elements of the two time series is computed as: 
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where Wv, WD, and WH denote the weighted value for the paths in the vertical, di-
agonal, and horizontal directions respectively. 

 
Output: DTW distance for two sequences X and Y: 
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where length of X and Y are n and m respectively. 
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3.1.1   Refinement of the DTW Algorithm 

To further increase the efficiency and accuracy of our approach, we survey and 
analyze some variants of DTW and try to add them in our approach. Variants of 
DTW are usually divided into two aspects: speeding up and accuracy increasing. 
In the following subsections, we describe these two sorts of refinements for our 
approach. 

3.1.1.1   Computational efficiency of DTW 

DTW has a critical disadvantage: high computational cost. Typically, time com-
plexity of the traditional DTW algorithm is O(n*m) for two input sequences with 
length n and m respectively. As we will show in Section 4, we use the Spellman’s 
dataset to perform missing value imputation with totally 6178 genes in the dataset. 
If we naively use original DTW algorithm to calculate DTW distance of the whole 
6178 genes, the computational time cost is awfully amazing that reduces the prac-
ticability of the algorithm. To solve this problem, several methods are proposed to 
speed up the calculation of DTW. Among all existing methods, we find the most 
useful one called FastDTW algorithm proposed by Salvador & Chan [29]. The au-
thors propose their algorithm that has only linear time and space complexity. 
FastDTW uses a multilevel approach with three following operations: 

 
(1)Coarsening: Coarsening means that FastDTW shrinks a time series into a 

smaller one which represents the same curve as accurately as possible with 
fewer data points. 

 
(2)Projection: After FastDTW performs the coarsening step, it will find a 

minimum-distance warping path at a lower resolution, and use the path to 
guess another minimum-distance warping path in a higher resolution. 

 
(3)Refinement: Finally, FastDTW refines each warping path in every resolu-

tion projected from a lower resolution with local adjustments. 
 
If there are 32 points in an original time series, FastDTW cuts the data of points 

needed from 32 with two-times reducing rate (32->16->8->4->2). However, ac-
cording to our experiment, we find that coarsening with three-times reducing rate 
performs better than coarsening with two-times reducing rate in terms of the data-
set involved. This is because the datasets we use contain only 18 or 17 time points 
and need not too many coarsening operations. As a result, we modify the 
FastDTW algorithm and set the coarsening rate as three-times. 

3.1.1.2   Accuracy of DTW 

Except computational cost, there’s the other attractive issue for the original DTW 
algorithm called the singularity problem [30]. In some cases, DTW generates un-
intuitive alignments where a single point on one time series is mapped onto a large 
subsection of the other time series. This kind of unexpected alignment is the  
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singularity problem. When the two sequences to be aligned are basically similar 
but with only slightly different amplitude at the peaks or valleys mapped on the 
two sequences, DTW will perform a one-to-many mapping for the time points. 
This kind of mapping will easily fail to find obvious and intuitive alignments for 
sequences. Therefore, it is essential to mitigate the singularity problem of DTW.  

We survey and analyze several adjustments aiming to reduce the singularity 
problem of DTW and choose four of them to implement in our approach. In the 
following paragraph, we give a brief description about the four adjustments. 

 
(1)Windowing: Berndt and Clifford  proposed a restricted version of DTW so 

that the allowable paths for the DTW algorithm are limited with a warping 
window : |i-j| ≦ w, where w is a positive value [31]. This constraint may 
mitigate the seriousness of singularity problem but it is not able to prevent it. 

 
(2)Slope weighting: Kruskall and Liberman proposed a modification of DTW 

so that the recursive equation in original DTW algorithm is replaced by r(i,j) 
= d(i,j) +min{r(i-1,j-1) , X*r(i-1, j), X*r(i, j-1)}, where X is a positive real 
number [32]. With this constraint, the warping path is increasingly biased 
toward the diagonal if the weighted value X gets larger. This modification of 
DTW takes the weighted value into consideration and it tries to slightly en-
courage the warping path to go in the diagonal direction to reduce singular-
ity. 

(3)Step patterns (Slope constraint): Itakura proposed a permissible step for 
the warping path with r(i,j) = d(i,j) +min{r(i-1,j-1) , r(i-1, j-2), r(i-2, j-1)} 
[33]. With this constraint, the warping path is forced to move one diagonal 
step if the previous step goes in the parallel direction to an axis.  

 
(4)Derivative Dynamic Time Warping: Keogh and Pazzani introduced a 

modification of DTW called Derivative Dynamic Time Warping (DDTW) 
[34]. The authors consider only the estimated local derivatives of gene ex-
pression values in sequences instead of using the whole gene expression val-
ues themselves. The estimation equation is as follows: 

 Distance for two time points in two sequences: 
 dis(i, j) = | E(Xi) – E(Yi)|

2  
 where E(Xi) ={ (Xi – Xi-1) + [(Xi+1 – Xi-1) / 2] } / 2 ,  
 and E(Yi) ={ (Yi – Yi-1) + [(Yi+1 – Yi-1) / 2] } / 2   (5) 
 DDTW takes moving trends of certain subsequences into account in order to 

identify the distance of the two sequences. 
 
These methods tend to form some constraints to force the warping path not to 

go along the horizontal or vertical direction too much. For the four variants of 
DTW, we consider slope weighting should bring the best results for imputation 
because it is more flexible and slightly encourages the warping path to go to the 
diagonal. Forcing the warping path to go to the diagonal too much may mitigate 
the singularity problem, but it is also at the risk of filtering the most suitable 
alignment of two genes.  
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We aim to retrieve suitable modifications of DTW to make our approach the 
best distance measurement. To fit this need, we implement the four above modifi-
cations for DTW in our approach. We also compare the imputation effectiveness 
resulted from of these modifications of DTW in order to improve the accuracy of 
our approach while applied in missing value imputation. Experimental results 
show that performing slope weighting brings the best result. The detail is dis-
cussed in Section 5. 

3.2   Gene Ontology 

The structure of GO can be viewed as a directed acyclic graph (DAG), where each 
GO term is a node, and the relationships between each term pair are arcs. Nodes 
with parent-children relations imply they are similarly defined within biological 
functions or reactions, while the children nodes are more specific. In other words, 
GO is a hierarchical structure, where child terms are more specialized and parent 
terms are less specialized. Each node in GO can have several parent nodes and 
several children nodes just in case that relations between each node do not form a 
cycle. The most commonly-used relations in GO are “is-a” relations and “part of” 
relations. For example, if the relation “term A is a term B” exists in GO, it means 
term A is a subtype of term B. By contrast, if the relation “term A is part of term 
B” stands, it means all children terms of term A with term A itself belong to term 
B. Each term in GO has one unique GO id for it, but the number of GO id does not 
represent the similarity between terms. These terms are used to annotate (describe) 
each gene to identify possible biological functions of it. 

Fig. 3 illustrates an example of GO.  For instance, GO id 0015749 shown in 
Fig. 3 denotes a term “monosaccharide transport”, which has the relation “is-a” 
with its parent term (GO id 0008643). Equally, the parent-children relation be-
tween terms at consequent levels starting from one specific node can be traced 
level by level to the root node. If we start from the term GO: 0015749, we can 
trace the path from the selected node to the root as “GO: 0015749->GO: 0008643-
>GO: 0006810->GO: 0051234->GO: 0008150”. With this directed acyclic graph 
structure, we can easily query the GO annotation terms of each gene in microarray 
gene expression time series data to give a general view of the biological activities 
of the genes involved. 

Since each gene may have totally different terms in the three independent do-
mains, deciding which domain we are focusing on is hence very important. Be-
sides, one gene may be annotated by more than one term even in the same domain. 
Moreover, each term can have more than “one-to-one” relation with its parent 
term or children term. This forms various complicated reticular relations for anno-
tated genes. Typically, a completed tracing path of GO annotation terms for one 
gene from the root to the leaf nodes is complex. Therefore, the way how we can 
use gene ontology differs from the involved data themselves and the algorithm we 
are applying. Sometimes it can also depend on which kind of analysis we are per-
forming. With GO tern annotation, each gene can have a uniform representation 
across biological databases. As a result, GO annotations for genes can be taken as 
their external information while determining distance among them. For more  
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information about gene ontology, please refer to the Gene Ontology website. With 
GO annotations, we can hence acquire the relations for the genes involved in the 
experiment. The distance of two genes within biological aspect can be identified  
if we perform some quantitative assessments on the gene pair with their GO  
annotations. 

 

 

Fig. 3 Example of gene ontology 

3.2.1   Application of Gene Ontology 

The main task in microarray gene expression data analysis is to identify the gene 
pairs or groups that are highly co-expressed under individual experimental condi-
tions. The most common procedure is performing distance measurement or classifi-
cation and clustering on gene expression values. Nevertheless, with the usage of 
gene ontology, this task can be done more efficiently and accurately. Lord et al. in-
vestigate the validity of using GO information as semantic distance for gens com-
pared with using traditional distance measurement [35]. Effectiveness of taking GO 
annotations as external information for genes is proved in the work. The authors also 
recommend choosing the “is_a” relation between gene pairs when determining dis-
tance for genes because “is_a” relation occupies almost 90% of all relations  
recorded. Consequently, we take the “is_a” relation into account in our approach be-
cause it is the most used relation in GO structure. Another example of using gene 
ontology is in [36]. In the study, GO terms are used as the information content.  
Semantic closeness is defined if the most immediate parent node is shared by two 
annotation terms. The authors also merge various GO-based distance measurement 
algorithms that consider intra and inter ontological relations by translating each rela-
tive term into a hierarchical relation within a smaller sub-ontology.  

To our best knowledge, Tuikkala et al. propose the first method that uses gene 
ontology [37]. Operations of the algorithm proposed by the authors can be briefly 
descried as follows: 

 
– First find the sets of GO ids for each pair of genes being identified. 
– Create a table recording the tracing path of all terms annotated for both 

genes. 
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– Calculate the probability of the occurrence of each term in the table. 
– Estimate all the parent-children relations of each term in the path-tracing 

table to determine whether the two genes have common ancestors. 
– For genes that have shared parent nodes in the GO tracing path, calculate the 

mean probability of occurrence of all their matched GO term combinations. 
– The mean probability of occurrence is taken as the distance between gene 

pairs. 
 

This study proposes a typical approach that combines GO with gene expression 
values into processing to retrieve better missing value imputation results. The 
method proposed by the authors utilizes the information content for each annota-
tion term in GO structure. According to the authors, probability of occurrence of 
each node has to be first calculated. This numeric value of each GO term is called 
the p value and it represents how informative this term is. If a term has a larger p 
value, it is often visited by most tracing paths in GO structure. As a result, the in-
formative degree of this term is hence reduced. If the p values of GO terms that 
annotate one gene pair are large, these two genes tend to be less related. 

Our approach takes the concept in Tuikkala et al.’s work into account. How-
ever, the authors in the work only find the minimum p value of shared ancestors of 
GO terms for two genes. This operation is insufficient because in GO structure 
two GO terms that are used to annotate different genes may have several relations. 
Having ancestors in common is only one of the relations for these two GO terms. 
We have to consider whether GO term pairs that annotate gene pairs form the par-
ent-children relation, or they are even the same one. Theoretically, two genes with 
GO terms in common tend to be more relative than two genes having GO terms 
that only have shared ancestors. As a result, our approach gives different weighted 
values while calculating p values for the three term-term relations: the same terms, 
parent-children relation, and ancestor- sharing relation. The three relations are 
marked as case1, case2, and case3 in order as shown in Fig. 4. The star symbol in 
Fig. 4 illustrates the closest shared ancestors or two GO terms A and B. To find 
the best weighted values for these three relations, we implement several parame-
ters and the results will be discussed in Section 5. Finally, the mean p value of all 
GO term pair combinations for two genes is used to the further semantic distance 
measurement of these two genes. 

 

 

Fig. 4 Three relations between GO terms 



DTW-GO Based Microarray Time Series Data Analysis 261
 

3.3   DTW-GO Based Microarray Data Analysis 

Our approach aims to provide an accurate distance measurement that takes both 
gene expression values and external information for genes into account. To fit this 
need, we survey and analyze existing assessments that provide distance measure-
ments for gene pairs. Tuikkala et al. propose a distance measurement combining 
both distance for gene expression values and GO information for these genes as 
the semantic distance. Accuracy for the method is validated in the paper. The 
equation of the distance measurement for two genes (gx, gy) in Tuikkala et al.’s 
work is as follows: 

             
),(*),(),( yx
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yx
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yx ggDggDggDIS α=     (6) 

where DGO is the average p value of all GO term pairs used to annotate gx and gy, 
α is a positive weighted parameter that controls how much the semantic dissimi-
larity value contributes to the combined distance. DEXP is Euclidean distance of 
(gx, gy).  

 
We then modify equation (6) as follows: 
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where DGO_NEW is our estimation of p values of all GO term pairs used to annotate 
gx and gy as mentioned in Section 3.2.1,αis the positive weighted parameter as 
shown in equation (6). DDTW is the DTW distance of (gx, gy). In equation (7), we 
replace Euclidean distance with DTW distance, and replace original p value esti-
mation with our approach. This is because we consider that DTW is more suitable 
than Euclidean distance while calculating distance between gene expression val-
ues. Equally, we use our new estimation for semantic distance between gene pairs 
to retrieve higher accuracy. After defining our distance measurement for gene 
pairs, the way we apply our distance measurement in missing value imputation 
and gene regulation prediction are described in coming subsections. 

3.3.1   Missing Value Imputation 

In this subsection, we propose a novel missing value imputation approach combin-
ing our distance measurement with the k-nearest neighbor (KNN) method. The 
KNN method selects genes with expression values similar to those genes of inter-
est to impute missing values. For example, if we consider gene G that has one 
missing values at experiment time slot T, KNN would find K other genes that 
have a value at experiment time slot T, but with expression values most similar to 
Gene G in experiments time slot points except for T. A weighted average of val-
ues at experiment time slot T from the chosen K closest genes is then used as the 
estimation for the missing value in gene G. The weighted value of each gene in the 
K closest similar genes is given by the distance of its expression to that of gene G. 
Euclidean distance is commonly used to determine the k closet genes which are 
similar to the target gene G with missing values to impute. Here we use our  
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distance measurement as the estimation to determine the closeness of gene pairs. 
The steps of our approach for missing value imputation are as follows: 

1. In order to impute the missing value GIJ for gene I at time slot J, the KNN-
impute algorithm chooses k genes that are most similar to the gene I and with 
the values in position k not missing. 

2. The missing value is estimated as the weighted average of the corresponding 
entries in the selected k expression vectors:  

                                                 GIJ = iJ
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and g* denotes the set of k genes closest to gi, DIS(g*, gi) is our distance meas-
urement as shown in equation (7). Missing values for the target gene are hence 
imputed with our approach. 

When applying the KNN-based method for the imputation of missing values, 
there are no constant criteria for selecting the best k-value. Choosing a small k 
value produces poorer performance after imputation. On the contrary, choosing a 
large neighborhood may include instances that are significantly different from 
those containing missing values. However, one study shows that setting k-value 
between 10 and 20 brings the best results for KNN imputation [5]. KNN can be an 
effective and intuitive imputation method if it works with a proper distance meas-
urement for genes such as our approach. 

3.3.2   Gene Regulation Prediction 

After missing values are imputed with our imputation approach, we will then per-
form gene regulation prediction. Our approach first calculates and records the dis-
tance for all gene pairs with equation (7). The mean of numeric distance for all 
gene pairs is then calculated, assume DISmean. Gene pairs with distance less then 
DISmean are retained and recorded as potential regulatory gene pairs. These re-
corded gene pairs are subsequently compared with the known regulatory gene 
pairs called Filkov’s datasets for validation. Detailed information for Filkov’s 
datasets will be given in Section 4. Afterward, the number of mapping gene pairs 
between the validation datasets and gene pairs found based on our distance meas-
urement is gathered. Theoretically, potential regulatory gene pairs should have 
shorter distance compared with the others in all gene pair combinations. The detail 
algorithm of our approach for gene regulation prediction is described as follows: 
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Algorithm for the proposed approach to identify regulatory gene pairs: 

1. For all gene pair combinations, calculate the distance of each gene pair with 
equation (7). 

2. Calculate the mean distance of all gene pair combinations, assume DISmean. 
3. Record gene pairs with distance less than DISmean, assume SSIM. 
4. Compare SSIM with Filkov’s datasets. Count the number of matched gene pairs. 

4   Datasets and Performance Assessment 

In order to evaluate the effectiveness of our approach for missing value imputation 
and gene regulation prediction, we evaluate it on a real microarray dataset. In this 
section, we first give a brief description about the dataset used in our experiments. 
Subsequently, we introduce general performance assessment for missing value 
imputation and gene regulation prediction respectively. 

4.1   Real Microarray Dataset 

In this chapter, the microarray dataset we used is proposed by Spellman et al. and 
Cho et al. [38][39]. The data were obtained for genes of Yeast Saccharomyces cer-
evisiae cells with four synchronization methods: alpha-factor, cdc15, cdc28, and 
elutriation. Spellman’s dataset is widely used as the real dataset in microarray re-
search [5][7][8]. These four subsets of the dataset contain totally 6178 gene ORF 
profiles with their expression values across various amounts of time slots. In the 
dataset, the alpha sub-dataset contains 18 time points with seven minutes as the 
time interval, while the cdc28 sub-dataset contains 17 time points with ten minutes 
as the time interval. Here we choose alpha and cdc28 sub-datasets in Spellman’s 
microarray datasets as the testing data because these two sub-datasets contain 
more non-missing gene expression values. Alpha sub-dataset contains missing 
values with nearly uniform distribution, while cdc28 sub-dataset contains a great 
portion of missing values occurring almost at some time points. These four kinds 
 
 

 

Fig. 5 Spellman's yeast dataset 
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of sub-datasets record the gene expression reactions during different phases in cell 
cycle. With in these sub-datasets, empty values at certain time slot points are the 
missing values that we are going to impute and estimate. Fig. 5 illustrates the for-
mat of Spellman’s dataset. 

4.2   Assessment of Imputation Accuracy 

For assessment of imputation accuracy, genes with missing values in microarray 
gene expression data are first filtered to generate a complete matrix. There are 
3422 and 835 genes in the complete matrix for alpha and cdc28 sub-datasets, re-
spectively. Missing values with different missing rates ranging from 1%, 5%, 
10%, 15% and 20% in the complete matrix are deleted at random to create testing 
datasets. Afterward, we impute missing values in the generated testing datasets 
with our approach and other methods to recover the deleted missing values for 
each data set. The estimated values are compared to the original values in the 
complete matrix. For numeric accuracy assessment of missing value imputation, 
the commonest way is to calculate the Normalized Root Mean Square (NRMS) er-
ror. Equation for NRMS error is as follows: 

                 NRMS = 
][])[( 2

knownknownpredict ystdyymean −
  (11) 

where predicty and knowny  are estimated values and known values in 

the complete matrix respectively, and ][ knownystd is the standard deviation of 

known values. An imputation method is said to outperform others if the NRMS er-
ror of it is less than that of other imputation methods. 

4.3   Accuracy of Gene Regulation Prediction 

Filkov et al. review related literature and collect all known gene regulations of al-
pha and cdc28 subsets in Spellman’s yeast cell dataset [40]. They also build a da-
tabase to record all known gene regulations. In our evaluation, the known gene 
regulations recorded in Filkov’s database are taken as the validation datasets. In 
the database, the number of recorded gene activations and inhibitions for alpha 
subset is 343 and 96 respectively, while for cdc28 subset is 469 and 155 accord-
ingly. All these regulations are in the format of A (+) B that denotes gene A is an 
activator that activates gene B. Similarly, C (-) D represents an inhibitor gene C 
which inhibits gene D. Among these regulations recorded in Filkov’s database, 
one gene could be the activator or inhibitor for more than two other genes. For ex-
ample, gene ABF1 stands for the activator for totally eight different genes in 
cdc28 subset. Nevertheless, gene names in Filkov’s database are denoted as the 
gene standard name, while the gene systematic names are used in Spellman’s 
dataset. The systematic and standard names of a gene are like two kinds of aliases 
for this gene. As a result, a mapping procedure between gene standard name and 
systematic name is required. For this purpose, we designed a program to perform 
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this operation. The reference database for this phase is the Saccharomyces Ge-
nome Database (http://www.yeastgenome.org/) database. The SGD database acts 
as a platform for biologists to refer and query yeast gene information including the 
gene standard name and systematic name. During the process of gene name map-
ping, we find that some of the gene standard name in Filkov’s database cannot be 
found in Spellman’s dataset due to the different naming conventions. For example, 
the mapping systematic name for gene with standard name STA1 cannot be found 
in the SGD database. Consequently, regulations with gene STA1 are filtered that 
causes the decrease of gene activations in cdc28 subset from 469 to 466. There-
fore, the pre-processing of the raw data is necessary. First, we parse all regulations 
of alpha and cdc28 sub-datasets in Filkov’s database and retrieve unrepeatable in-
volved genes. The parsing result is shown in Table 2. Involved genes in alpha and 
cdc28 sub-datasets are 295 and 357 respectively. 

Table 2 Parsing result for Gene Regulations 

Content 
Dataset No. of 

Genes 
No. of Acti-

vations 
No. of Inhi-

bitions Total 

alpha 295 343 96 439 

cdc28 357 466 155 621 

 Theoretically, the number of pairwise gene combinations for alpha subset is 
C(295,2) which equals to 43365, and the number of pairwise gene combinations 
for cdc28 subset is C(357,2) which equals to 63546. Known regulations in 
Filkov’s database are marked as the validation measurement to estimate the accu-
racy of the gene regulation prediction methods. Finally, we apply our approach on 
these gene pairwise combinations and count the number of potential regulatory 
gene pairs found by our approach that are also listed in Filkov’s database. Regula-
tions of activations and inhibitions are summed up separately. The results are 
shown and discussed in Section 5. 

5   Experimental Results and Discussion 

This section presents the way we design our experiments for missing value impu-
tation and gene regulation prediction, following by results of our experiments and 
discussions about them. 

5.1   Design of Experiments 

To apply our approach, we need to determine several conditions and parameters 
used in the equations of our approach. These include which DTW adjustment and 
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corresponding parameters that can produce the best results, the weighted value α 
in equation (7) that controls how much the semantic distance contributes to the 
combined distance, the selection of the proper GO domain, and the decision of 
weighted values of the three relations for GO terms. First, we set the weighted 
value α of our distance measurement as zero to focus on expression values them-
selves to test the effect of imputation performed by the four adjustments for DTW. 
We combine KNN method and DTW algorithm modified with FastDTW, along 
with four adjustments on DTW to impute missing values in alpha and cdc28 test-
ing datasets. NRMS errors are then calculated as the assessment to determine 
whether an imputation method is effective or not. We choose the adjustment 
method for DTW that generates the best results as the distance measurement for 
gene expression values used in our approach. Subsequently, we try different com-
binations of parameters for weighted value α, GO terms used within the three GO 
domains, and various weighted values for three relational cases. The parameter set 
which brings the best results for our distance measurement is chosen. The com-
parison for NRMS errors of our approach and other methods is made. Due to 
space limitations, parts of experimental data are not listed. The number of K for 
KNN is set from 10, 15, 20, 50, and 100. DTW with weighting value ranges from 
1.2 to 1.8 because we find that the effectiveness is reduced if the weighting value 
is larger than 1.8. DTW with windowing parameter ranges from 2 to 5 for the 
same reason. For each experiment, we run 10 times and calculate the average 
value to reduce the randomness. Finally, we apply our approach to predict poten-
tial regulatory gene pairs and count the number of matched pairs with Filkov’s 
data set as the validation of our prediction approach. 

5.2   Results and Discussion 

In this subsection, we present our experimental results and discussions on the ef-
fect of DTW adjustments, effect of parameters used in GO, accuracy of missing 
value imputation, and practicability of gene regulation prediction in order. 

5.2.1   Effect of DTW Adjustments 

We find that the best result is achieved when we apply our proposed method with 
FastDTW-based modification and slope weighting with weighted value between 
1.5 and 1.8. This indicates that DTW works well with slightly weighted values 
that force the warping path not to form the “one-to-many” mappings. Only with 
proper variants of DTW such as slope weighting can the imputation results be fur-
ther improved. Therefore, we use slope weighting with weight value 1.8 as the ad-
justment for our approach.  

5.2.2   Effect of Parameters Used in GO Similarity for Our Approach 

After choosing slope weighting with weighted value 1.8 as the adjustment of 
DTW for our approach, we have to discover the best parameters for conditions and  
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parameters used for the GO part of our approach. For the three GO term-term rela-
tions, we try several combinations of the parameters and find that the best parame-
ter for case2 is near the double as the parameter for case1. Similarly, parameter for 
case3 should be slightly less than the double of parameter for case2. The arrange-
ment for these parameters conforms to the concept that if two GO terms are close 
or even the same in GO structure, the similarity for these terms is higher. For the 
validation of choosing the best parameters, we experiment different parameter 
values.  Due to the space limitation, here we only propose the best parameter for 
the three GO term relations: the same terms, parent-children relation, and ances-
tor- sharing relation as case1 = 1, case2 = 2.4 and case3 = 4.5. 

Table 3 NRMS values for different parameters of GO similarity in alpha and cdc28 dataset 

GO domain 
 

Value of α 

Molecular 
Function 

Biological 
Process 

ALL 

alpha 0.74894 0.93786 0.63011 
0.25 

cdc28 0.82003 1.00207 0.71102 
alpha 0.73745 0.92661 0.62369 

0.50 
cdc28 0.81060 0.99125 0.70331 
alpha 0.74048 0.94236 0.66014 

0.75 
cdc28 0.82358 1.10559 0.74224 
alpha 0.75984 0.94713 0.69971 

1.00 
cdc28 0.82276 1.13171 0.77186 
alpha 0.76688 0.95967 0.73014 

1.25 
cdc28 0.82053 1.13705 0.81677 
alpha 0.78104 0.95140 0.74144 

1.50 
cdc28 0.82201 1.14055 0.82746 
alpha 0.79860 0.96237 0.75324 

1.75 
cdc28 0.82555 1.14442 0.82738 
alpha 0.79925 0.97145 0.75984 

2.00 
cdc28 0.83850 1.15595 0.81154 
alpha 0.80934 0.98366 0.76658 

2.25 
cdc28 0.83339 1.15542 0.81108 
alpha 0.81479 0.99147 0.77897 

2.50 
cdc28 0.86462 1.16412 0.81766 
alpha 0.82369 1.00647 0.79471 

2.75 
cdc28 0.86146 1.16831 0.82707 
alpha 0.83471 1.02169 0.80036 

3.00 
cdc28 0.88596 1.17059 0.82822 
alpha 0.85901 1.03004 0.80996 

3.25 
cdc28 0.90022 1.18341 0.83748 
alpha 0.86971 1.05526 0.82748 

3.50 
cdc28 0.91826 1.18641 0.84589 
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Another task is to determine which GO domain produces the best results. For 
this experiment, we separate the GO terms for genes within the three domains: 
biological process (BP), molecular function (MF), and cellular component (CC). 
We then experiment the imputation results with GO terms within these three do-
mains respectively, compared with the imputation results with the combinations of 
them. The result of CC is simply removed because the number of GO terms in CC 
is much less than terms in BP and MF so that it provides very little information for 
genes. Experimental results show that using all GO terms in the three domains 
produces the best results. This makes sense because GO information for genes is 
not sufficient without enough GO terms provided.  

Besides, the weighted value αin equation (7) is also needed to be determined. 
Largerαvalues mean that the semantic distance is strongly emphasized to our dis-
tance measurement. We also try various values set between 0.25 to 3.5 as litera-
tures suggest and record the corresponding imputation results. For experimental 
convenience, we focus on the testing data set with missing rate = 20% because 
missing rate of the involved real microarray data is close to the rate. Experimental 
results for determining these parameters are listed in Table 3. The results show 
that setting αas 0.5 brings the best imputation result. 

5.2.3   Accuracy of Missing Value Imputation 

After all parameters for our approach are determined, we then perform missing 
value imputation on alpha and cdc28 sub-datasets with our approach. We also im-
plement several existing methods such as the KNN method, BPCA, and LLS for 
comparison. Experimental results are shown in Fig. 6 and Fig. 7 for alpha and 
cdc28 sub-datasets respectively. We observe and compare the results above and 
hence make some summaries. As shown in Fig. 6, the imputation method that only 
utilizes KNN with FastDTW achieves better results than using KNN. This proves 
that taking DTW distance as the distance measurement is more suitable than tak-
ing Euclidean distance while handling microarray time series data. BPCA and  
 

 

Fig. 6 Imputation results of alpha dataset 
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Fig. 7 Imputation results of cdc28 dataset 

LLS seem to outperform KNN. Our approach is the most effective method when 
using FastDTW with slope weighting and proper parameters for GO distance 
measurement. Sequences of effectiveness of these imputation methods may 
change a little in certain percentage of missed data. This may result from the ran-
domness while deciding which values to be removed in the complete matrix. We 
also experiment on the effectiveness of our semantic distance measurement based 
on GO with that of Tuikkala et al.’s work. Experimental results show that the 
NRMS error of our approach is about 0.4 less than that of Tuikkala et al.’s work. 
We do not list the whole experimental results due to space limitation. 

Fig. 7 illustrates almost the same situation as Fig. 6. Basically results of all im-
putation methods are worse than results in alpha sub-dataset. This is because the 
cdc28 sub-dataset contains more missing values than the alpha sub-dataset. Theo-
retically, NRMS error increases when there are many missing values in the data-
set. Furthermore, even using FastDTW brings better results than BPCA when the 
missing rate is larger than 15%. This shows the weakness of BPCA while dealing 
with microarray time series dataset with a large portion of missing values. To 
summarize, using our approach with suitable parameters can retrieve the best im-
putation results. Besides, we find that methods relative to KNN including KNN, 
FastDTW, and FastDTW with adjustments retrieve the best results when the num-
ber of K is set between K =10 and K = 20. This stands for Troyanskaya’s research 
in 2001. As a result, while applying KNN or KNN-liked methods to impute miss-
ing values in microarray time series data, setting the number of K between 10 and 
20 generates the best result empirically. Assigning the value of K less than 10 or 
more than 20 will not bring a better result. 

5.2.4   Practicability of Gene Regulation Prediction 

After missing values are imputed with our approach, we then perform gene regula-
tion prediction. Yeung et al. propose their work for similar aim of regulatory gene 
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prediction [20]. Table 4 shows the experimental results of our approach and Ye-
ung et al.’s method. 

Table 4  Number of identified regulatory gene pairs 

Method Dataset / 
# of Known 
gene pairs PCC 

Yeung’s 
method 

DTW 
Our  

approach 

alpha(+)/ 343 36 223 215 297 

alpha(-)/ 96 5 55 56 66 

cdc28(+)/ 469 66 N/A 287 380 

cdc28(-)/ 155 14 N/A 87 101 

 
In Table 4, activation regulations and inhibition regulations from Filkov’s data-

base are separated. The four numbers lying in the first column denote the known 
gene regulations from Filkov’s database for alpha and cdc28 sub-datasets. The 
numbers of mapping gene pairs found by the four methods, including Pearson cor-
relation coefficient (PCC), Yeung et al.’s method, distance measurement with only 
DTW, and our approach are listed in the corresponding grids of the table. Gene 
pairs are said to be similar if their PCC values are larger than 0.5 according to Ye-
ung et al.’s work. We can see that PCC can only find very few mapping known 
regulatory gene pairs, while Yeung et al.’s method than PCC. However, Yeung et 
al. only experiment alpha sub-dataset. Therefore we mark the result of cdc28 sub-
dataset of Yeung et al.’s method with N/A. Obviously, with our method we can 
find much more known regulatory gene pairs compared with other methods. In al-
pha activation regulations, we can even find almost 297/343 = 86% of known 
regulatory gene pairs and 380/469 = 81% of known regulatory gene pairs in cdc28 
activation regulations. The results show that our approach is not only accurate for 
missing value imputation but also effective for regulatory gene prediction. 

6   Conclusions 

In this chapter, we introduce a novel approach that provides an effective distance 
measurement for genes based on gene ontology (GO) annotations. GO is the struc-
tural definition for genes that provides biological information about genes or pro-
teins. With the application of GO terms, external information such as biological 
functions for genes can be exploited so that the effectiveness of microarray data 
analysis is improved. We then perform missing value imputation by taking our 
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approach as the distance measurement for gene pairs combined with the KNN 
method. We also analyze and implement modifications of DTW both for effi-
ciency increasing and accuracy improvement to achieve better imputation results. 
After missing values are imputed, our approach is then used to predict potential 
regulatory gene pairs. Experimental results show that our approach with specific 
adjustments outperforms other methods not only for missing value imputation, but 
also for gene regulation prediction. Our approach facilitates analysis for microar-
ray time series data.  
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