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Abstract. With the continuous growing amount of digital documents in many dif-
ferent formats and with the increasing possibility to access these through internet-
based technologies in distributed environments, there is strong motivation to de-
velop robust methods to organize documents in large and repositories. In particular,
the extremely large volume of document collections makes it unfeasible to man-
ually handle such documents. In addition, most of the documents exist in an un-
structured form and do not follow any schemas. Therefore, research efforts in this
direction are being dedicated to automatically infer structure and schemas. This is
essential in order to properly organize huge collections as well as to effectively and
efficiently retrieve documents in in . This chapter presents a survey of the state-of-
the-art methods for inferring structure from documents and schemas in networked
environments. The survey is organized around important application domains such
as bio-informatics, sensor networks, social networks, P2P systems, automation and
control, transportation and privacy-preserving for which we analyze the recent de-
velopments on dealing with unstructured data in such domains.

1 Introduction

For a long time, , and research areas have focused mainly on structured domains.
Structured information is usually easier to process by machines, however, there are
still many research issues [14]. Some research works are concerned with the visual
representation of documents, while improvements are being made in the area of
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pattern recognition and to classify documents according to structure found in their
layout [31]. On the other side, research works in the field of machine learning try
to exploit attributes of documents and relationships among different documents to
infer structures in large collections of documents taking into consideration also the
uncertainty that may be present in the application domain [18].

Most of the information sources on the web contain information in the form of
free text or heterogeneous documents distributed among different domains in net-
worked environments. Recently, a growing body of research work is addressing the
problem of recognizing structure and schemas in documents of various formats from
heterogeneous domains. As in the case of structured information, machine learning,
pattern recognition and data mining methods have the potential to uncover relevant
hidden structures in heterogeneous data. However, most of the methods and tech-
niques developed so far have focused only on the classical problem of discovering
structures in documents and data, and should now re-consider their setting (and
maybe their theoretical framework) in order to deal with unstructured information
in heterogeneous domains. In particular new features, typical of heterogeneous dis-
tributed data, such as noise, incomplete data, missing attributes, stream data, private
data, social data, etc., pose new challenges to the community of machine learning
and data mining. In fact, dealing with heterogeneous data is a challenge per se even
in non networked systems.

In this chapter we present some recent approaches in the literature that deal with
inferring structure in heterogeneous collections of documents and data which are
distributed in networked systems. The goal is to present the state-of-the-art in the
area in order to emphasize some lessons learned, identify new research issues and
challenges as well as opportunities for further developments. The growing body
of research work dedicated to the problem of dealing with different types of data
in heterogeneous domains is found across several application domains such as bio-
informatics, sensor networks, social networks, P2P systems, automation and control,
transportation and privacy-preserving. We dedicate a section to each of these areas
considering recent developments and describing each of the approaches in order to
outline opportunities for new research.

2 Learning Patterns in Sensor Networks

present large amounts of data spread over many physically distributed nodes. Ma-
chine learning and data mining techniques have the potential to deal with these
kind of data. Due to the complexity of heterogeneous networked data, important
challenges have arisen such as the need for run-time data aggregation, parallel com-
puting, and distributed hypothesis formation [8]. One of the existing approaches in
sensor networks is presented in [53] where the authors present an algorithm for find-
ing distributed icebergs-elements that may have low frequency at individual nodes
but high aggregate frequency (this is a problem that arises commonly in practice).
The work in [7] addresses a major challenge in data mining applications where the
full information about the underlying processes, such as sensor networks or large
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online databases, cannot be practically obtained due to physical limitations such as
low bandwidth or memory, storage, or computing power. They propose a framework
for detecting anomalies from these large-scale data mining applications where the
full information is not practically possible to obtain.

In [43] it is presented another approach for network management in large-scale
randomly-deployed sensor networks, called Energy Map, which explores the in-
herent relationships between the energy consumption and the sensor operation.
Through nonlinear manifold learning algorithms the approach visualizes the resid-
ual energy level of each sensor in a large scale network, infers the sensor locations
and the current network topology through mining the collected residual energy data
in a randomly-deployed sensor network, and explores the inherent relation between
sensor operation and energy consumption to find the dynamic patterns from large
volumes of sensor network data for network design.

In [39] and [40] the author proposes a declarative query language and data min-
ing techniques to discover frequent event patterns and their spatial and temporal
properties. In these works, raw streams of sensor readings are collected for later of-
fline processing and analysis and in-network data mining techniques are explored to
discover frequent event patterns and their spatial and temporal properties.

The authors of [29] propose and evaluate distributed algorithms for data clus-
tering in self-organizing ad-hoc sensor networks with computational, connectivity,
and power constraints. One of the benefits of in-network data clustering algorithms
is the capability of the network to transmit only relevant, high level information,
namely models, instead of large amounts of raw data, also reducing drastically en-
ergy consumption. Finally, the work in [38] presents an exploration of different
characteristics of sensor networks which define new requirements for knowledge
discovery, with the common goal of extracting some kind of comprehension about
sensor data and sensor networks, focusing on clustering techniques which provide
useful information about sensor networks as it represents the interactions between
sensors.

In [34] the authors propose a combination of a neural network based offline learn-
ing approach and online repuation update schemes to identify nodes reporting in-
consistent data. The authors experimentally evaluate their scheme for two different
network sizes and two different data patterns over the sensor field and the results
show that their approach is successful in identifying multiple colluding malicious
nodes without any false positives and false negatives.

3 Learning Structures in Biological Domains

Recent advances in computing, digital storage technologies and high throughput
data acquisition technologies have led to a growing capability to gather and store
huge volumes of data. For example, advances in high throughput sequencing and
other data acquisition have resulted in gigabytes of DNA, protein sequence data,
and gene expression data being gathered continuously. On the other side, the neces-
sity for methods to automatically analyze large volumes of data has led to a growing
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effort in machine learning and data mining communities to develop robust meth-
ods that work effectively on heterogeneous domains. For example, in [20], it was
presented a mixture model associative artificial neural network that integrates two
heterogeneous domain knowledge (Gene Ontology (GO) annotation and gene ex-
pression profiling) for discovery of genome-wide functional patterns. The presented
experiments showed that association of these domains reduces analytical noises and
produces a more meaningful functional grouping. In the same direction goes also
another approach presented in [49]. Since in many biomedical modeling tasks a
number of different types of data may influence predictions made by the model, an
established approach to pursuing supervised learning with multiple types of data is
to encode these different types of data into separate kernels and use multiple kernel
learning. In [49] the authors present a simple iterative approach to multiple kernel
learning (MKL), focusing on multi-class classification and show that the proposed
method outperforms state-of-the-art results on an important protein fold prediction
dataset and gives competitive performance on a protein subcellular localization task.

Another interesting approach is presented in [47], where the authors introduced
a multi-label large-margin classifier that automatically learns the underlying inter-
code structure and allows the controlled incorporation of prior knowledge about
medical code relationships. In addition to refining and learning the code relation-
ships, their classifier can also use this shared information to improve its perfor-
mance. Experiments on a publicly available dataset containing clinical free text and
their associated medical codes showed that the proposed multi-label classifier out-
performs related multi-label models in this problem.

Another line of research has been that of monitoring the occurrence of topics in a
stream of events, such as a stream of news articles. This has led to several models of
bursts in these streams, i.e., periods of elevated occurrence of events and there are
several burst definitions and detection algorithms. The authors in [21] present a topic
dynamics model for the large PubMed/MEDLINE database of biomedical publica-
tions, using the MeSH (Medical Subject Heading) topic hierarchy. They show that
their model is able to detect bursts for MeSH terms accurately as well as efficiently.

Another challenge in bioinformatics is that of selecting genes that are differen-
tially expressed and critical to a particular biological process. Important develop-
ments in data gathering technologies have made various data sources available such
as mRNA and miRNA expression profiles, biological pathway and gene annotation,
etc. Recent works have also shown that integration of multiple data sources helps
enrich knowledge for selecting genes bearing significant biological relevance. One
approach is the one proposed in [52], where multiple data sources are extracted
into an intrinsic global geometric pattern which is used in covariance analysis for
gene selection. Another approach is presented in [36] where the authors propose a
machine learning technique to identify essential genes using the experimental data
of genome-wide knock-out screens from one bacterial organism to infer essential
genes of another related bacterial organism. They use a broad variety of topological
features, sequence characteristics and co-expression properties potentially associ-
ated with essentiality, such as flux deviations, centrality, codon frequencies of the
sequences, coregulation and phyletic retention.
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The analysis of trends and topics in the biomedical literature is yet another hot re-
search direction nowadays. Often the goal in bio-informatics is to identify potential
diagnostic and therapeutic bio-markers for specific diseases. In [33] the presented
approach integrates several data sources to provide the user with up-to-date infor-
mation on current research in the field. The BioJournalMonitor is a decision support
system that deploys state-of-the-art text mining technologies to provide added value
on top of the original content, including named entity detection, relation extraction,
classification, clustering, ranking, summarization, and visualization. The presented
results suggest that early prediction of emerging trends is possible through a proba-
bilistic topic models that can be used to annotate recent articles with the most likely
MeSH terms.

4 Learning in Distributed Automation and Control Systems

Machine learning and data mining provide excellent methods and techniques for
dealing with automation and control in a distributed setting. Here we explore some
approaches that have proven successful in important areas such as transportation,
fleets and automation control.

In [22] it is presented a distributed vehicle performance data mining system
designed for commercial fleets. The MineFleet system analyzes high throughput
data streams onboard the vehicle, generates the analytics, sends those to the remote
server over the wide-area wireless networks and offers them to the fleet managers
using stand-alone and web-based user-interface. MineFleet is probably one of the
first commercially successful distributed data stream mining systems. Another ap-
proach was proposed in [27] called mobility-based clustering that deals with prac-
tical research on hot spots in smart city taking into consideration unique features,
such as highly mobile environments, supremely limited size of sample objects, and
the non-uniform, biased samples. The authors report performance of mobility-based
clustering based on real traffic situations.

The authors in [54] deal with the critical problem in a crisis situation of how
to efficiently discover, collect, organize, search and disseminate real-time disaster
information. The proposed system exploits the latest advances in data mining tech-
nologies to analyze the integrated input data from different sources. Another inter-
esting approach is that in [17] where a massive quantity of complex, dynamic, and
distributed location traces is handled and mined to provide effective mobile sequen-
tial recommendation.

In another recent work, a novel approach was presented based on the theory
of multiple kernel learning to detect potential safety anomalies in very large data
bases of discrete and continuous data from world-wide operations of commercial
fleets [11]. Their results show that the proposed algorithm uncovers operationally
significant events in high dimensional data streams in the aviation industry which
are not detectable using state of the art methods. Another interesting approach is
that of [23] where it is presented a system based on Ubiquitous Data Mining (UDM)
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concepts. It merges and analyses different types of information from crash data and
physiological sensors to diagnose driving risks in real time.

An important feature of networked data is their uncertainty since sensors are
typically expected to have considerable noise in their readings because of inaccura-
cies in data retrieval, transmission, and power failures. In [2] the authors propose a
method for clustering uncertain data streams.

Another interesting approach is presented in [6] where the authors show that
shortcomings of automating datacenters using closed-loop control can be addressed
by replacing simple techniques of modeling and model management with more so-
phisticated techniques imported from statistical machine learning. An interesing ap-
proach is also presented in [45] where the authors present a novel framework that
combines queueing networks and graphical models, allowing Markov chain Monte
Carlo to be applied. The authors demonstrate the effectiveness on real-world data
from a benchmark Web application.

Another challenging task has always been collective decision making. In partic-
ular, collective recognition is the problem of jointly applying multiple classifiers.
The decisions are made about the class of an entity, situation, image, etc, and the
joint decision is used to improve quality of the final decision by aggregation and
coordination of different classifier decisions using a metalevel algorithm [19].

5 Learning Structures in Social Networks

Social networks have inspired a lot research in the machine learning and data min-
ing community. This is due to the growing amount of available data that have to
be analyzed. Moreover, most social networks have an outstanding marketing value
and developing methods for viral marketing is a hot topic in the research commu-
nity [13].

Mobile devices and wireless technologies have led to mobile social network sys-
tems which are increasingly becoming popular. In a mobile social network the
spread of information and influence is in the form of word-of-mouth, therefore it
is important to find a subset of influential individuals in a mobile social network
such that targeting them initially (e.g. for marketing campaigns) will maximize the
spread of the influence. Unfortunately, it has been shown that the problem of find-
ing the most influential nodes is NP-hard. It has also been shown that a Greedy
algorithm with provable approximation guarantees can give good approximation.
However, it is computationally expensive, if not prohibitive, to run the greedy algo-
rithm on a large mobile network. In [56] the authors propose a new algorithm called
Community-based Greedy algorithm for mining top-K influential nodes. The pro-
posed algorithm encompasses two components: 1) an algorithm for detecting com-
munities in a social network; and 2) a dynamic programming algorithm for selecting
communities to find influential nodes. Empirical experiments on a large real-world
mobile social network show that their algorithm is more than an order of magnitudes
faster than the state-of-the-art Greedy algorithm for finding top-K influential nodes
and the error of their approximate algorithm is small.
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Another line of research is the analysis of blog data. In [1] the authors present an
approach that uses innovative ways to employ contextual information and collective
wisdom to aggregate similar bloggers.

Social interactions that occur regularly typically correspond to significant yet
often infrequent and hard to detect interaction patterns. To identify such regular be-
havior, the authors in [24] propose a new mining problem of finding periodic or near
periodic subgraphs in dynamic social networks. They propose a practical, efficient
and scalable algorithm to find such subgraphs that takes imperfect periodicity into
account and demonstrate the applicability of their approach on several real-world
networks and extract meaningful and interesting periodic interaction patterns.

Some recent developments regard the application of the concept of organizational
structure to social network analysis which may well represent the power of members
and the scope of their power in a social network. In [37], the authors propose a
data structure, called Community Tree, to represent the organizational structure in
the social network. They combine the PageRank algorithm and random walks on
graph to derive the community tree from the social network. Experiments conducted
on real data show that the methods are effective at discovering the organizational
structure and representing the evolution of organizational structure in a dynamic
social network.

Social networks often involve multiple relations simultaneously. People usually
construct an explicit social network by adding each other as friends, but they can
also build implicit social networks through daily actions like commenting on posts,
or tagging photos. The authors in [15] address this problem: given a real social net-
working system which changes over time, do daily interactions follow any pattern?
They model the formation and co-evolution of multi-modal networks proposing an
approach that discovers temporal patterns in peoples social interactions. They show
the effectiveness of the approach on two real datasets (Nokia FriendView and Flickr)
with 100,000 and 50,000,000 records respectively, each of which corresponds to a
different social service, and spans up to two years of activity.

The formation of implicit groups is an interesting related problem here. Although
users of online communication tools do not usually categorize their contacts into
groups such as ”family”, ”co-workers”, or ”jogging buddies”, they implicitly cluster
contacts through their interactions with them, forming implicit groups. The authors
in [41] describe the implicit social graph which is formed by users’ interactions with
contacts and groups of contacts, and which is distinct from explicit social graphs in
which users explicitly add other individuals as their ”friends”. They introduce an
interaction-based metric for estimating a user’s affinity to his contacts and groups
and propose a novel friend suggestion algorithm that exploits a user’s implicit social
graph to generate a friend group, given a small seed set of contacts which the user
has already labeled as friends. Their experimental results prove the importance of
both implicit group relationships and interaction-based affinity ranking in suggest-
ing friends.

Also, the study of critical nodes appears to be an interesting problem related to in-
hibiting diffusion of complex contagions such as rumors, undesirable fads and mob
behavior in social networks by removing a small number of nodes (called critical
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nodes). The authors in [42] develop efficient heuristics for these problems and per-
form empirical studies of their performance on three well known social networks,
namely epinions, wikipedia and slashdot.

Another important task in an online community is to observe and track the pop-
ular events, or topics that evolve over time in the community. Existing approaches
have usually focused on either the burstiness of topics or the evolution of networks,
but have usually ignored the interplay between textual topics and network structures.
In [25] the authors formally define the problem of popular event tracking in online
communities (PET), focusing on the interplay between texts and networks. They
propose a novel statistical method that models the popularity of events over time,
taking into consideration the burstiness of user interest, information diffusion on
the network structure, and the evolution of textual topics. The approach models the
influence of historic status and the dependency relationships in the graph through
a Gibbs Random Field. Empirical experiments with two different communities and
datasets (i.e., Twitter and DBLP) show that their approach is effective.

Current social networks are continuously growing. This makes them hard to an-
alyze and in some cases intractable. One solution to this is compressing social net-
works so that we can substantially facilitate mining and advanced analysis of large
social networks. The optimal solution would be to compress social networks in a
way that they still can be queried efficiently without decompression. For example,
we should still be able to perform neighbor queries efficiently (which search for all
neighbors of a query vertex), as these are the most essential operations on social
networks. The problems has been addressed in [32] where the authors propose an
social network compression approach based on a novel Eulerian data structure us-
ing multi-position linearizations of directed graphs. Their approach seems to be the
first that can answer both out-neighbor and in-neighbor queries in sublinear time
and they verfiy their design with an extensive empirical study on more than a dozen
benchmark real data sets.

Finally, an important task often essential in some social networks is the discov-
ery of communities. Usually, the given scenario is the one where communities need
to be discovered with only reference to the input graph. However, for many inter-
esting applications one is interested in finding the community formed by a given
set of nodes. In [44] the authors study a query-dependent variant of the community-
detection problem, which they call the community-search problem: given a graph G,
and a set of query nodes in the graph, the goal is to find a subgraph of G that contains
the query nodes and it is densely connected. A measure of density is proposed based
on minimum degree and distance constraints, and an optimum greedy algorithm is
developed for this measure. The authors characterize a class of monotone constraints
and they generalize the algorithm to compute optimum solutions satisfying any set
of monotone constraints. Finally they modify the greedy algorithm and present two
heuristic algorithms that find communities of size no greater than a specified upper
bound. The experimental evaluation on real datasets demonstrates the efficiency of
the proposed algorithms and the quality of the solutions they obtain.
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6 Learning Structures in Peer-to-Peer Networks

There research in machine learning and data mining on analyzing data in Peer-to-
Peer (P2P) networks is attracting a lot of attention of researchers. We will briefly
describe here some recent developments in this exciting area.

In [3] the authors proposed a novel P2P learning framework for concept drift
classification, which includes both reactive and proactive approaches to classify the
drifting concepts in a distributed manner. Their empirical study shows that the pro-
posed technique is able to effectively detect the drifting concepts and improve the
classification performance.

The authors of [5] presented an algorithm for learning parameters of Gaussian
mixture models (GMM) in large P2P environments that can be used for a variety
of well-known data mining tasks in distributed environments such as clustering,
anomaly detection, target tracking, and density estimation, which are necessary for
many emerging P2P applications in bio-informatics, web-mining and sensor net-
works.

Tagging information is often an important feature to exploit in analyzing test
documents. In many application areas involving classification of text documents,
web users participate in the tagging process and the collaborative tagging results in
the formation of large scale P2P systems which can function, scale and self-organize
in the presence of highly transient population of nodes and do not need a central
server for co-ordination. In [16] it is presented a P2P classifier learning system for
extracting patterns from text data where the end users can participate both in the task
of labeling the data and building a distributed classifier on it. The approach is based
on a novel distributed linear programming based classification algorithm which is
asynchronous in nature. The authors provide extensive empirical results on text data
obtained from the online repository of NSF Abstracts Data.

Another important challenge in data mining over P2P networks is the right data
representation. In [58] the authors describe an approach to collaborative feature ex-
traction, selection and aggregation in distributed, loosely coupled domains. The au-
thors focus on scenarios in which a large number of loosely coupled nodes apply
data mining to different, usually very small and overlapping, subsets of the entire
data space. The goal is to learn a set of local concepts and not to find a global con-
cept. The paper proposes two models for collaborative feature extraction, selection
and aggregation for supervised data mining. One is based on a centralized P2P ar-
chitecture, and the other on a fully distributed P2P architecture. The comparison of
both models is performed on a real word data set.

An important direction for research is the self-reorganization in P2P networks.
In [4] the authors employ machine learning feature selection in a novel manner:
to reduce communication cost thereby providing the basis of an efficient neighbor
selection scheme for P2P overlays. In addition, their method enables nodes to locate
and attach to peers that are likely to answer future queries with no a priori knowledge
of the queries.

Finally, an important challenge is that fully distributed data mining algorithms
build global models over large amounts of data distributed over a large number
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of peers in a network, without moving the data itself. The difficulty of the prob-
lem stands in implementing good quality models with an affordable communication
complexity, while assuming as little as possible about the communication model.
In [35] the authors describe a conceptually simple, yet powerful generic approach
for designing efficient, fully distributed, asynchronous, local algorithms for learn-
ing models of fully distributed data. The key idea proposed in the paper is that many
models perform a random walk over the network while being gradually adjusted
to fit the data they encounter, using stochastic gradient descent search. The authors
demonstrate their approach by implementing the support vector machine method
and by experimentally evaluating its performance in various failure scenarios over
different benchmark datasets.

7 Learning and Privacy-Preserving in Distributed
Environments

Privacy is a major issue in data mining applications and very often privacy consid-
erations often constrain data mining projects. For this reason, a growing amount of
research is being dedicated to the problem of analyzing data from distributed en-
vironments under privacy requirements. Most distributed data mining applications,
such as those dealing with health care, finance, counter-terrorism and homeland se-
curity, use sensitive data from distributed databases held by different parties.

One of the recent approaches proposes mining of association rules where trans-
actions are distributed across sources [46]. In this scenario each site holds some
attributes of each transaction, and the sites wish to collaborate to identify globally
valid association rules. The sites must not reveal individual transaction data. The
authors present a two-party algorithm for efficiently discovering frequent patterns,
without either site revealing individual transaction values.

Some research work has considered the possibility of using multiplicative ran-
dom projection matrices for privacy preserving distributed data mining. The work
in [26] considers the problem of computing statistical aggregates like the inner
product matrix, correlation coefficient matrix, and Euclidean distance matrix from
distributed privacy sensitive data possibly owned by multiple parties. The authors
propose an approximate random projection-based technique to improve the level of
privacy protection while still preserving certain statistical characteristics of the data.

An interesting scenario arises when different parties like businesses, govern-
ments, and others, may wish to benefit from cooperative use of their data, but pri-
vacy regulations and other privacy concerns may prevent them from sharing the
data. Privacy-preserving data mining provides solutions through distributed data
mining algorithms in which the underlying data is not revealed. An interesting
approach is presented in [57] where a Bayesian network structure is learned for
distributed heterogeneous data. In the proposed setting, two parties owning confi-
dential databases wish to learn the structure of Bayesian network on the combina-
tion of their databases without revealing anything about their data to each other.
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The authors give an efficient and privacy-preserving version of the K2 algorithm to
construct the structure of a Bayesian network for the parties’ joint data.

One of the approaches towards privacy-preserving data mining is to adapt exist-
ing successful knowledge discovery algorithms so that they can deal with privacy
issues. One of the most widely used classification methodologies in data mining
and machine learning is support vector machine classification. The work in [50]
proposes privacy-preserving solution for support vector machine classification. The
solution constructs the global classification model from the data distributed at mul-
tiple parties, without disclosing the data of each party to others. It is assumed that
data is horizontally partitioned: each party collects the same features of information
for different data objects.

Traditional research on preserving privacy in data mining focuses on time-
invariant privacy issues. However with time series data mining, snapshot-based pri-
vacy solutions should take into consideration the addition of the time dimension.
The work in [55] shows that current techniques to preserve privacy in data mining
are not effective in preserving time-domain privacy. They show with real data, that
the data flow separation attack on privacy in time series data mining, which is based
on blind source separation techniques from statistical signal processing, is effective.
The authors propose possible countermeasures to the data flow separation attack in
the paper.

Sharing data among multiple parties, without disclosing the data, is an important
issue. In [51] it is presented an approach for sharing private or confidential data
where multiple parties, each with a private data set, want to collaboratively con-
duct association rule mining without disclosing their private data. The approach is
based on homomorphic encryption techniques to exchange the data while keeping
it private. The proposed solution is distributed, i.e., there is no central, trusted party
accessing all the data. Another similar problem regarding distributed association
rule mining is presented in [48] where the authors come up with a protocol based
on a new semi-trusted mixer model. Their protocol can protect the privacy of each
distributed database against the coalition up to n-2 other data sites or even the mixer
if the mixer does not collude with any data site.

It should be noted that many of the existing techniques have strict assumptions
on the involved parties which need to be relaxed in order to reflect the real-world
requirements. In [12] the authors present a distributed scenario where the data is
partitioned vertically over multiple sites and the involved sites would like to perform
clustering without revealing their local databases. They propose a new protocol for
privacy preserving k-means clustering based on additive secret sharing and show
that the new protocol is more secure than the state of the art.

Interesting research has been dedicated to distributed environments where the
participants in the system may also be mutually mistrustful. The work in [30] dis-
cusses the design and security requirements for large-scale privacy-preserving data
mining (PPDM) systems in a fully distributed setting, where each client possesses its
own records of private data. The authors argue in favor of using some well-known
cryptographic primitives, borrowed from the literature on Internet elections. They
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also show how their approach can be used as a building block to obtain Random
Forests classification with enhanced prediction performance.

A powerful approach is extending the privacy preservation notion to original
learning algorithms. An interesting effort that addresses this problem is presented
in [9] where the authors focus on preserving the privacy in an important learning
model, multilayer neural networks. They present a privacy-preserving two-party dis-
tributed algorithm of backpropagation which allows a neural network to be trained
without requiring either party to reveal her data to the other.

Finally, a large body of research has been devoted to address corporate-scale
privacy concerns related to social networks. The main concern has been on how
to share social networks without revealing the identities or sensitive relationships
of users. An interesting work is proposed in [28] that addresses privacy concerns
arising in online social networks from the individual users viewpoint. The authors
propose a framework to compute the privacy score of a user, which indicates the
potential privacy risk caused by his participation in the network. The definition of
privacy score satisfies the following: the more sensitive the information revealed by
a user, the higher his privacy risk. Also, the more visible the disclosed information
becomes in the network, the higher the privacy risk. The authors develop mathemat-
ical models to estimate both sensitivity and visibility of the information.

8 Conclusion

In this chapter we presented a survey of the current state-of-the-art methods for
inferring structure and schemas from documents in heterogeneous networked en-
vironments. The rapidly growing volume of available digital documents of vari-
ous formats and the possibility to access these through internet-based technologies
in distributed environments, have led to the necessity to develop solid methods to
properly organize and structure documents in large digital libraries and repositories.
Specifically, since the extremely large volumes make it impossible to manually or-
ganize such documents and since most of the documents exist in an unstructured
form and do not follow any schemas, most of the efforts in this direction are dedi-
cated to automatically infer structure and schemas that can help to better organize
huge collections. This is essential in order for these documents to be effectively and
efficiently retrieved in heterogeneous domains in networked system.
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