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Foreword 

It was not long ago that database systems were revolutionized through the birth of 
the relational concepts and theory, which are now materialized in most commer-
cial database management systems. It was then thought that data should be struc-
tured in a rather simple way to support the day-to-day business operations. This 
has certainly been made possible and supported by the mature transaction man-
agement concepts, and mathematically based query language and processes. 
Whilst this has been the backbone of businesses today, it cannot be ignored that 
most data in the world is not structured, or at least, easily and conveniently struc-
tured in a relational way. 

The rise of an Internet world has undeniably contributed to the explosion of 
data in the digital universe. It has been reported not so long ago that there were 
over 1 trillion web pages – this roughly equals to almost 150 web pages per man, 
woman, and child on Earth, and the number of web pages increases billions per 
day. Another good example to illustrate data explosion in the digital universe is 
facebook. Also, it has been reported that the number of facebook users has sur-
passed the 500-million mark and is still growing strongly. If facebook users were 
citizen of a country called facebook, this country would have been the third largest 
country in the world, after China and India. And the kind of data is not easily 
categorized as structured data, since mostly, they are free from rigidly and con-
straining structures. 

It was estimated slightly more than a couple years ago in 2008 that our digital 
universe grew by almost by half zettabytes – this is more than the data collected in 
the previous 5,000 years.  To give readers perspective on this size, imagine giga-
bytes, terabytes, and then petabytes. It doesn’t stop there; it continues to exabytes, 
and now zettabytes. It will not be surprising that in the near future, it will even 
surpass zettabytes to reach yottabytes. Next year in 2012, it is predicted that the 
annual growth rate of data will be 5 times that of 2008 – so, yottabytes, literally, 
are not far away. Of this data, it is estimated that 95% of them is unstructured. 

Now how about the database market? It is not surprising to know that large enter-
prises have almost 10 thousand databases with 30-50 major data warehouses – many 
in tera-peta-exa byte range and double in size every 18 months. The database market 
is almost $30billion a couple of years ago with 4 major vendors growing at 7%. The 
database infrastructure is the largest, fastest growing and highest priority software 
category. Hence, the structured concept still governs. It is still expected that the 
structures and schemas still exist in the so-called unstructured world of data. It is 
undeniably that structures and schemas play an important role in any aspect of data – 
either it is in data processing, data management, data manipulation, data analysis and 
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knowledge discovery, or even simple data or information retrieval. Every organiza-
tion depends critically on the notion of structures and schemas of data.  

This book addresses an important issue – that is finding, discovering, learning 
structures and schemas from documents and unstructured data. There is nothing 
more critical in the data explosion age in our digital universe than knowing that 
data have some degree of structures and schemas, as this is the foundation in many 
important applications, such as digital libraries, imaging, biomedical, medicine, 
and bioinformatics. This book covers the most comprehensive range of topics re-
lated to the importance of learning structures and schemas from documents – from 
basic techniques to advanced applications. I believe readers, from different sort of 
fields and background; from data oriented researchers to application practitioners, 
will benefits from reading a fine collection of articles compiled in this book. 

Melbourne, June 2011 David Taniar 
Editor-in-Chief International Journal of 
Data Warehousing and Mining (SCI-E) 
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The rapidly growing volume of available digital documents of various formats and 
the possibility to access these through internet-based technologies, have led to the 
necessity to develop solid methods to properly organize and structure documents 
in large digital libraries and repositories. Specifically, since the extremely large 
volumes make it impossible to manually organize such documents and since most 
of the documents exist in an unstructured form and do not follow any schemas, 
most of the efforts in this direction are dedicated to automatically infer structure 
and schemas that can help to better organize hue collections. This is essential in 
order for these documents to be effectively and efficiently retrieved. 

Dealing with unstructured information is currently a hot research topic. A grow-
ing body of work is addressing the problem of recognizing structure and schemas in 
documents of various types. Some areas are mainly concerned about the visual rep-
resentation of documents and increasing improvements are being made in the area 
of pattern recognition and document layout analysis to classify documents accord-
ing to structure found in their layout. On the other side, extensive research is being 
done in the field of machine learning to exploit attributes of documents and rela-
tionships among different documents to infer structures in large collections of 
documents. Important work is also being performed in the data mining and knowl-
edge discovery community which has traditionally dealt with raw data but recently 
is dedicating attention to learning structure from unstructured information. In addi-
tion, Semantic Web researchers are dedicating important efforts to the problem of 
identifying structure and schemas in order for them to achieve ontology matching 
or alignment. Another related area regards the database community that has long 
worked with integration problems but only recently this community has started 
considering automatic structure and schema learning as a potential approach for 
schema and database integration. Finally information retrieval and extraction seek 
to infer structure and schemas from free text in order to build efficient information 
seeking models from large corpora. 

Main Contributions of This Book  

This book covers the latest advances in structure inference in heterogeneous col-
lections of documents and data. The goal is to present the state-of-the-art in the 
area in order to describe some lessons learned, identify new research issues and 
challenges as well as opportunities for further developments.  
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Overall, the book contributes with the following: 

• Presenting state-of-the-art approaches to learning and inferring structure and 
schemas from documents 

• Assessing whether methods and techniques of one approach can be ex-
tended or exploited by the other approaches in a multi-strategic effort to the 
problem 

• Assisting in the identification of new and future challenges and opportuni-
ties that will raise the bar in the state-of-the-art of several research areas at-
tacking the same problem. 

• Case studies and best practices from real large scale digital libraries, reposi-
tories and corpora. 

Organization of the Book 

The book consists of 19 chapters, organized as follows: 

Chapter 1: Learning Structure and Schemas from Heterogeneous Domains in 
Networked Systems Surveyed 

Marenglen Biba and Fatos Xhafa

This chapter presents a survey of the state-of-the-art methods for inferring struc-
ture from documents and schemas in networked environments. The survey is  
organized around the most important application domains, namely, bio-informatics, 
sensor networks, social networks, P2P systems, automation and control, transporta-
tion and privacy-preserving. 

Chapter 2: Handling Hierarchically Structured Resources Addressing Interoperability 
Issues in Digital Libraries

Maristella Agosti, Nicola Ferro, and Gianmaria Silvello

This chapter presents the NEsted SeTs for Object hieRarchies (NESTOR) Frame-
work that allows to model, manage, access and exchange hierarchically structured 
resources. The authors envision the framework in the context of Digital Libraries as 
a mean to address the complex and multiform concept of interoperability when deal-
ing with hierarchical structures. 

Chapter 3: Administrative Document Analysis and Structure 

Abdel Belaïd, Vincent Poulain D’Andecy, Hatem Hamza, and Yolande Belaid 

This chapter presents a novel technique about the analysis and recognition of 
scanned administrative documents. This technique is related to the case-based rea-
soning already used in data mining and various problems of machine learning. 
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Chapter 4: Automatic Document Layout Analysis through Relational Machine 
Learning 

Stefano Ferilli, Teresa M.A. Basile, Nicola Di Mauro, and Floriana Esposito 

This chapter presents a prototypical version of the document processing system 
DOMINUS, using the incremental first-order logic learner INTHELEX. The au-
thors propose the application of supervised Machine Learning techniques to infer 
correction rules to be applied to forthcoming documents. 

Chapter 5: Dataspaces: where structure and schema meet 

Maurizio Atzori and Nicoletta Dessì 

This chapter investigates the crucial problem that poses the bases to the concept 
of dataspaces: the need for human interaction/intervention in the process of orga-
nizing (getting the structure of) unstructured data. The authors survey the existing 
techniques behind dataspaces to overcome that need 

Chapter 6: Transductive Learning of Logical Structures from Document Images

Michelangelo Ceci, Corrado Loglisci, and Donato Malerba 

This chapter investigates the induction of a classifier for the automated recogni-
tion of semantically relevant layout components. In particular, it investigates the 
combination of transductive inference with principled relational classification. 

Chapter 7: Progressive Filtering on the Web: the Press Reviews Case Study 

Andrea Addis, Giuliano Armano and Eloisa Vargiu 

This chapter presents NEWS.MAS, a multiagent system aimed at: (i) extracting 
information from online newspapers by using suitable wrapper agents, each asso-
ciated with a specific information source, (ii) categorizing news articles according 
to a given taxonomy, and (iii) providing user feedback to improve the perform-
ance of the system depending on user needs and preferences. 

Chapter 8: A Hybrid Binarization Technique for Document Images 

Vavilis Sokratis, Ergina Kavallieratou, Roberto Paredes, and Kostas Sotiropoulos 

This chapter presents a binarization technique specifically designed for histori-
cal document images. The technique is based on a hybrid approach that first ap-
plies a global thresholding technique and, then, identifies the image areas that are 
more likely to still contain noise. 
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Chapter 9: Digital Libraries and Document Image Retrieval Techniques:  
a Survey 

Simone Marinai, Beatrice Miotti, and Giovanni Soda 

This chapter presents a survey about the more recent techniques applied in the 
field of recognition and retrieval of text and graphical documents is presented. In 
particular it describes techniques related to recognition-free approaches. 

Chapter 10: Mining Biomedical Text Towards Building a Quantitative  
Food-disease-gene Network

Hui Yang, Rajesh Swaminathan, Abhishek Sharma, Vilas Ketkar, and  
Jason D‘Silva 

This chapter presents an information extraction system that analyzes publica-
tions in the emerging discipline of Nutritional Genomics. The system is used to 
systematically extract relationships among bio-entities from biomedical articles. 

Chapter 11: Mining Tinnitus Data based on Clustering and new Temporal  
Features 

Xin Zhang, Pamela Thompson, Zbigniew W. Ra , and Pawel Jastreboff 

This chapter presents an initial research on data mining of medical data about 
Tinnitus Retraining Therapy. The authors present Interesting rules about the rela-
tionship recovery against symptoms, audiological therapy parameters, and other 
factors revealed during the experiments. 

Chapter 12: DTW-GO Based Microarray Time Series Data Analysis for  
Gene-Gene Regulation Prediction 

Andy C. Yang and Hui-Huang Hsu 

This chapter introduces a novel approach that provides an effective distance 
measurement for genes based on gene ontology annotations. The authors show 
that the proposed approach facilitates analysis for microar-ray time series data.

Chapter 13: Integrating Content and Structure into a Comprehensive Framework 
for XML Document Similarity Represented in 3D Space 

Eric Draken, Tamer N. Jarada, Keivan Kianmehr, and Reda Alhajj 

In this chapter the authors have presented a novel way to represent XML 
document similarity in 3D space. Their approach benefits from the characteristics 
of the XML documents to produce a measure to be used in clustering and classifi-
cation techniques, information retrieval and searching methods for the case of 
XML documents. 
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Chapter 14: Modelling User Behaviour on Page Content and Layout in  
Recommender Systems 

Kin Fun Li and Kosuke Takano 

This chapter presents a literature survey on Web browsing behaviour, a re-
commender system based on user browsing behaviour, and the representation and 
manipulation of attributes associated with the design and layout of Web pages. A
proof-of-concept  system is designed with the objective to study whether there is a 
correlation between all these factors. 

Chapter 15: MANENT: An Infrastructure for Integrating, Structuring and Searching 
Digital Libraries 

Angela Locoro, Daniele Grignani, and Viviana Mascardi 

This chapter describes MANENT, an infrastructure for integrating, structuring 
and searching Digital Libraries. The technologies and standards enabling the reali-
sation of infrastructures of this kind have been reviewed, as well as the related 
work. 

Chapter 16: Low-Level Document Image Analysis and Description: From  
Appearance to Structure. 

Emanuele Salerno, Pasquale Savino, and Anna Tonazzini 

This chapter deals with the problem of processing and analyzing digital images 
of ancient or degraded documents to increase the possibilities of inferring their 
structures. 

Chapter 17: Model Learning from Published Aggregated Data 

Janusz Wojtusiak and Ancha Baranova 

This chapter describes the problem of machine learning of models from aggre-
gated data as compared to traditional learning from individual examples.  It pre-
sents a method of rule induction from such data as well as an application of this 
method.

Chapter 18: Data De-duplication: A Review 

Gianni Costa, Alfredo Cuzzocrea, Giuseppe Manco, and Riccardo Ortale 

This chapter presents an overview of research on data de-duplication, with the 
goal of providing a general understanding and useful references to fundamental 
concepts concerning the recognition of similarities in very large data collections. 
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Chapter 19: A Survey on Integrating Data in Bioinformatics 

Andrea Manconi and Patricia Rodriguez-Tomé 

This chapter discusses the current approaches, methods, systems, and open is-
sues of integrating biological data. 

Targeted Audience and Last Words  

The audiences of this book are those working in or interested in joining interdiscipli-
nary and trans-disciplinary works in the areas of data mining, machine learning,  
pattern recognition, document analysis and understanding, semantic web, databases, 
artificial intelligence and digital libraries, whose main focus is that of learning struc-
ture and schemas from unstructured information. The book also brings contributions 
from application areas such as from bioinformatics, web mining, text mining, infor-
mation retrieval, real-world digital libraries, data warehouses and ontology building. 
Specifically, audiences who are broadly involved in the domains of computer science, 
web technologies, applied informatics, business or management information systems 
are: (1) researchers or senior graduates working in academia; (2) academics, instruc-
tors and senior students in colleges and universities, and (3) business analysts from 
industries interested in data integration, information retrieval and enterprise search. 

Finally, academic researchers, professionals and practitioners in the field can 
also be inspired and put in practice the ideas and experiences proposed in the book 
in order to evaluate them for their specific research and work.  

We hope that the readers will find this book useful in their academic and  
professional activities! 
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Learning Structure and Schemas from
Heterogeneous Domains in Networked
Systems Surveyed

Marenglen Biba and Fatos Xhafa

Abstract. With the continuous growing amount of digital documents in many dif-
ferent formats and with the increasing possibility to access these through internet-
based technologies in distributed environments, there is strong motivation to de-
velop robust methods to organize documents in large and repositories. In particular,
the extremely large volume of document collections makes it unfeasible to man-
ually handle such documents. In addition, most of the documents exist in an un-
structured form and do not follow any schemas. Therefore, research efforts in this
direction are being dedicated to automatically infer structure and schemas. This is
essential in order to properly organize huge collections as well as to effectively and
efficiently retrieve documents in in . This chapter presents a survey of the state-of-
the-art methods for inferring structure from documents and schemas in networked
environments. The survey is organized around important application domains such
as bio-informatics, sensor networks, social networks, P2P systems, automation and
control, transportation and privacy-preserving for which we analyze the recent de-
velopments on dealing with unstructured data in such domains.

1 Introduction

For a long time, , and research areas have focused mainly on structured domains.
Structured information is usually easier to process by machines, however, there are
still many research issues [14]. Some research works are concerned with the visual
representation of documents, while improvements are being made in the area of
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pattern recognition and to classify documents according to structure found in their
layout [31]. On the other side, research works in the field of machine learning try
to exploit attributes of documents and relationships among different documents to
infer structures in large collections of documents taking into consideration also the
uncertainty that may be present in the application domain [18].

Most of the information sources on the web contain information in the form of
free text or heterogeneous documents distributed among different domains in net-
worked environments. Recently, a growing body of research work is addressing the
problem of recognizing structure and schemas in documents of various formats from
heterogeneous domains. As in the case of structured information, machine learning,
pattern recognition and data mining methods have the potential to uncover relevant
hidden structures in heterogeneous data. However, most of the methods and tech-
niques developed so far have focused only on the classical problem of discovering
structures in documents and data, and should now re-consider their setting (and
maybe their theoretical framework) in order to deal with unstructured information
in heterogeneous domains. In particular new features, typical of heterogeneous dis-
tributed data, such as noise, incomplete data, missing attributes, stream data, private
data, social data, etc., pose new challenges to the community of machine learning
and data mining. In fact, dealing with heterogeneous data is a challenge per se even
in non networked systems.

In this chapter we present some recent approaches in the literature that deal with
inferring structure in heterogeneous collections of documents and data which are
distributed in networked systems. The goal is to present the state-of-the-art in the
area in order to emphasize some lessons learned, identify new research issues and
challenges as well as opportunities for further developments. The growing body
of research work dedicated to the problem of dealing with different types of data
in heterogeneous domains is found across several application domains such as bio-
informatics, sensor networks, social networks, P2P systems, automation and control,
transportation and privacy-preserving. We dedicate a section to each of these areas
considering recent developments and describing each of the approaches in order to
outline opportunities for new research.

2 Learning Patterns in Sensor Networks

present large amounts of data spread over many physically distributed nodes. Ma-
chine learning and data mining techniques have the potential to deal with these
kind of data. Due to the complexity of heterogeneous networked data, important
challenges have arisen such as the need for run-time data aggregation, parallel com-
puting, and distributed hypothesis formation [8]. One of the existing approaches in
sensor networks is presented in [53] where the authors present an algorithm for find-
ing distributed icebergs-elements that may have low frequency at individual nodes
but high aggregate frequency (this is a problem that arises commonly in practice).
The work in [7] addresses a major challenge in data mining applications where the
full information about the underlying processes, such as sensor networks or large
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online databases, cannot be practically obtained due to physical limitations such as
low bandwidth or memory, storage, or computing power. They propose a framework
for detecting anomalies from these large-scale data mining applications where the
full information is not practically possible to obtain.

In [43] it is presented another approach for network management in large-scale
randomly-deployed sensor networks, called Energy Map, which explores the in-
herent relationships between the energy consumption and the sensor operation.
Through nonlinear manifold learning algorithms the approach visualizes the resid-
ual energy level of each sensor in a large scale network, infers the sensor locations
and the current network topology through mining the collected residual energy data
in a randomly-deployed sensor network, and explores the inherent relation between
sensor operation and energy consumption to find the dynamic patterns from large
volumes of sensor network data for network design.

In [39] and [40] the author proposes a declarative query language and data min-
ing techniques to discover frequent event patterns and their spatial and temporal
properties. In these works, raw streams of sensor readings are collected for later of-
fline processing and analysis and in-network data mining techniques are explored to
discover frequent event patterns and their spatial and temporal properties.

The authors of [29] propose and evaluate distributed algorithms for data clus-
tering in self-organizing ad-hoc sensor networks with computational, connectivity,
and power constraints. One of the benefits of in-network data clustering algorithms
is the capability of the network to transmit only relevant, high level information,
namely models, instead of large amounts of raw data, also reducing drastically en-
ergy consumption. Finally, the work in [38] presents an exploration of different
characteristics of sensor networks which define new requirements for knowledge
discovery, with the common goal of extracting some kind of comprehension about
sensor data and sensor networks, focusing on clustering techniques which provide
useful information about sensor networks as it represents the interactions between
sensors.

In [34] the authors propose a combination of a neural network based offline learn-
ing approach and online repuation update schemes to identify nodes reporting in-
consistent data. The authors experimentally evaluate their scheme for two different
network sizes and two different data patterns over the sensor field and the results
show that their approach is successful in identifying multiple colluding malicious
nodes without any false positives and false negatives.

3 Learning Structures in Biological Domains

Recent advances in computing, digital storage technologies and high throughput
data acquisition technologies have led to a growing capability to gather and store
huge volumes of data. For example, advances in high throughput sequencing and
other data acquisition have resulted in gigabytes of DNA, protein sequence data,
and gene expression data being gathered continuously. On the other side, the neces-
sity for methods to automatically analyze large volumes of data has led to a growing
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effort in machine learning and data mining communities to develop robust meth-
ods that work effectively on heterogeneous domains. For example, in [20], it was
presented a mixture model associative artificial neural network that integrates two
heterogeneous domain knowledge (Gene Ontology (GO) annotation and gene ex-
pression profiling) for discovery of genome-wide functional patterns. The presented
experiments showed that association of these domains reduces analytical noises and
produces a more meaningful functional grouping. In the same direction goes also
another approach presented in [49]. Since in many biomedical modeling tasks a
number of different types of data may influence predictions made by the model, an
established approach to pursuing supervised learning with multiple types of data is
to encode these different types of data into separate kernels and use multiple kernel
learning. In [49] the authors present a simple iterative approach to multiple kernel
learning (MKL), focusing on multi-class classification and show that the proposed
method outperforms state-of-the-art results on an important protein fold prediction
dataset and gives competitive performance on a protein subcellular localization task.

Another interesting approach is presented in [47], where the authors introduced
a multi-label large-margin classifier that automatically learns the underlying inter-
code structure and allows the controlled incorporation of prior knowledge about
medical code relationships. In addition to refining and learning the code relation-
ships, their classifier can also use this shared information to improve its perfor-
mance. Experiments on a publicly available dataset containing clinical free text and
their associated medical codes showed that the proposed multi-label classifier out-
performs related multi-label models in this problem.

Another line of research has been that of monitoring the occurrence of topics in a
stream of events, such as a stream of news articles. This has led to several models of
bursts in these streams, i.e., periods of elevated occurrence of events and there are
several burst definitions and detection algorithms. The authors in [21] present a topic
dynamics model for the large PubMed/MEDLINE database of biomedical publica-
tions, using the MeSH (Medical Subject Heading) topic hierarchy. They show that
their model is able to detect bursts for MeSH terms accurately as well as efficiently.

Another challenge in bioinformatics is that of selecting genes that are differen-
tially expressed and critical to a particular biological process. Important develop-
ments in data gathering technologies have made various data sources available such
as mRNA and miRNA expression profiles, biological pathway and gene annotation,
etc. Recent works have also shown that integration of multiple data sources helps
enrich knowledge for selecting genes bearing significant biological relevance. One
approach is the one proposed in [52], where multiple data sources are extracted
into an intrinsic global geometric pattern which is used in covariance analysis for
gene selection. Another approach is presented in [36] where the authors propose a
machine learning technique to identify essential genes using the experimental data
of genome-wide knock-out screens from one bacterial organism to infer essential
genes of another related bacterial organism. They use a broad variety of topological
features, sequence characteristics and co-expression properties potentially associ-
ated with essentiality, such as flux deviations, centrality, codon frequencies of the
sequences, coregulation and phyletic retention.
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The analysis of trends and topics in the biomedical literature is yet another hot re-
search direction nowadays. Often the goal in bio-informatics is to identify potential
diagnostic and therapeutic bio-markers for specific diseases. In [33] the presented
approach integrates several data sources to provide the user with up-to-date infor-
mation on current research in the field. The BioJournalMonitor is a decision support
system that deploys state-of-the-art text mining technologies to provide added value
on top of the original content, including named entity detection, relation extraction,
classification, clustering, ranking, summarization, and visualization. The presented
results suggest that early prediction of emerging trends is possible through a proba-
bilistic topic models that can be used to annotate recent articles with the most likely
MeSH terms.

4 Learning in Distributed Automation and Control Systems

Machine learning and data mining provide excellent methods and techniques for
dealing with automation and control in a distributed setting. Here we explore some
approaches that have proven successful in important areas such as transportation,
fleets and automation control.

In [22] it is presented a distributed vehicle performance data mining system
designed for commercial fleets. The MineFleet system analyzes high throughput
data streams onboard the vehicle, generates the analytics, sends those to the remote
server over the wide-area wireless networks and offers them to the fleet managers
using stand-alone and web-based user-interface. MineFleet is probably one of the
first commercially successful distributed data stream mining systems. Another ap-
proach was proposed in [27] called mobility-based clustering that deals with prac-
tical research on hot spots in smart city taking into consideration unique features,
such as highly mobile environments, supremely limited size of sample objects, and
the non-uniform, biased samples. The authors report performance of mobility-based
clustering based on real traffic situations.

The authors in [54] deal with the critical problem in a crisis situation of how
to efficiently discover, collect, organize, search and disseminate real-time disaster
information. The proposed system exploits the latest advances in data mining tech-
nologies to analyze the integrated input data from different sources. Another inter-
esting approach is that in [17] where a massive quantity of complex, dynamic, and
distributed location traces is handled and mined to provide effective mobile sequen-
tial recommendation.

In another recent work, a novel approach was presented based on the theory
of multiple kernel learning to detect potential safety anomalies in very large data
bases of discrete and continuous data from world-wide operations of commercial
fleets [11]. Their results show that the proposed algorithm uncovers operationally
significant events in high dimensional data streams in the aviation industry which
are not detectable using state of the art methods. Another interesting approach is
that of [23] where it is presented a system based on Ubiquitous Data Mining (UDM)
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concepts. It merges and analyses different types of information from crash data and
physiological sensors to diagnose driving risks in real time.

An important feature of networked data is their uncertainty since sensors are
typically expected to have considerable noise in their readings because of inaccura-
cies in data retrieval, transmission, and power failures. In [2] the authors propose a
method for clustering uncertain data streams.

Another interesting approach is presented in [6] where the authors show that
shortcomings of automating datacenters using closed-loop control can be addressed
by replacing simple techniques of modeling and model management with more so-
phisticated techniques imported from statistical machine learning. An interesing ap-
proach is also presented in [45] where the authors present a novel framework that
combines queueing networks and graphical models, allowing Markov chain Monte
Carlo to be applied. The authors demonstrate the effectiveness on real-world data
from a benchmark Web application.

Another challenging task has always been collective decision making. In partic-
ular, collective recognition is the problem of jointly applying multiple classifiers.
The decisions are made about the class of an entity, situation, image, etc, and the
joint decision is used to improve quality of the final decision by aggregation and
coordination of different classifier decisions using a metalevel algorithm [19].

5 Learning Structures in Social Networks

Social networks have inspired a lot research in the machine learning and data min-
ing community. This is due to the growing amount of available data that have to
be analyzed. Moreover, most social networks have an outstanding marketing value
and developing methods for viral marketing is a hot topic in the research commu-
nity [13].

Mobile devices and wireless technologies have led to mobile social network sys-
tems which are increasingly becoming popular. In a mobile social network the
spread of information and influence is in the form of word-of-mouth, therefore it
is important to find a subset of influential individuals in a mobile social network
such that targeting them initially (e.g. for marketing campaigns) will maximize the
spread of the influence. Unfortunately, it has been shown that the problem of find-
ing the most influential nodes is NP-hard. It has also been shown that a Greedy
algorithm with provable approximation guarantees can give good approximation.
However, it is computationally expensive, if not prohibitive, to run the greedy algo-
rithm on a large mobile network. In [56] the authors propose a new algorithm called
Community-based Greedy algorithm for mining top-K influential nodes. The pro-
posed algorithm encompasses two components: 1) an algorithm for detecting com-
munities in a social network; and 2) a dynamic programming algorithm for selecting
communities to find influential nodes. Empirical experiments on a large real-world
mobile social network show that their algorithm is more than an order of magnitudes
faster than the state-of-the-art Greedy algorithm for finding top-K influential nodes
and the error of their approximate algorithm is small.
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Another line of research is the analysis of blog data. In [1] the authors present an
approach that uses innovative ways to employ contextual information and collective
wisdom to aggregate similar bloggers.

Social interactions that occur regularly typically correspond to significant yet
often infrequent and hard to detect interaction patterns. To identify such regular be-
havior, the authors in [24] propose a new mining problem of finding periodic or near
periodic subgraphs in dynamic social networks. They propose a practical, efficient
and scalable algorithm to find such subgraphs that takes imperfect periodicity into
account and demonstrate the applicability of their approach on several real-world
networks and extract meaningful and interesting periodic interaction patterns.

Some recent developments regard the application of the concept of organizational
structure to social network analysis which may well represent the power of members
and the scope of their power in a social network. In [37], the authors propose a
data structure, called Community Tree, to represent the organizational structure in
the social network. They combine the PageRank algorithm and random walks on
graph to derive the community tree from the social network. Experiments conducted
on real data show that the methods are effective at discovering the organizational
structure and representing the evolution of organizational structure in a dynamic
social network.

Social networks often involve multiple relations simultaneously. People usually
construct an explicit social network by adding each other as friends, but they can
also build implicit social networks through daily actions like commenting on posts,
or tagging photos. The authors in [15] address this problem: given a real social net-
working system which changes over time, do daily interactions follow any pattern?
They model the formation and co-evolution of multi-modal networks proposing an
approach that discovers temporal patterns in peoples social interactions. They show
the effectiveness of the approach on two real datasets (Nokia FriendView and Flickr)
with 100,000 and 50,000,000 records respectively, each of which corresponds to a
different social service, and spans up to two years of activity.

The formation of implicit groups is an interesting related problem here. Although
users of online communication tools do not usually categorize their contacts into
groups such as ”family”, ”co-workers”, or ”jogging buddies”, they implicitly cluster
contacts through their interactions with them, forming implicit groups. The authors
in [41] describe the implicit social graph which is formed by users’ interactions with
contacts and groups of contacts, and which is distinct from explicit social graphs in
which users explicitly add other individuals as their ”friends”. They introduce an
interaction-based metric for estimating a user’s affinity to his contacts and groups
and propose a novel friend suggestion algorithm that exploits a user’s implicit social
graph to generate a friend group, given a small seed set of contacts which the user
has already labeled as friends. Their experimental results prove the importance of
both implicit group relationships and interaction-based affinity ranking in suggest-
ing friends.

Also, the study of critical nodes appears to be an interesting problem related to in-
hibiting diffusion of complex contagions such as rumors, undesirable fads and mob
behavior in social networks by removing a small number of nodes (called critical
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nodes). The authors in [42] develop efficient heuristics for these problems and per-
form empirical studies of their performance on three well known social networks,
namely epinions, wikipedia and slashdot.

Another important task in an online community is to observe and track the pop-
ular events, or topics that evolve over time in the community. Existing approaches
have usually focused on either the burstiness of topics or the evolution of networks,
but have usually ignored the interplay between textual topics and network structures.
In [25] the authors formally define the problem of popular event tracking in online
communities (PET), focusing on the interplay between texts and networks. They
propose a novel statistical method that models the popularity of events over time,
taking into consideration the burstiness of user interest, information diffusion on
the network structure, and the evolution of textual topics. The approach models the
influence of historic status and the dependency relationships in the graph through
a Gibbs Random Field. Empirical experiments with two different communities and
datasets (i.e., Twitter and DBLP) show that their approach is effective.

Current social networks are continuously growing. This makes them hard to an-
alyze and in some cases intractable. One solution to this is compressing social net-
works so that we can substantially facilitate mining and advanced analysis of large
social networks. The optimal solution would be to compress social networks in a
way that they still can be queried efficiently without decompression. For example,
we should still be able to perform neighbor queries efficiently (which search for all
neighbors of a query vertex), as these are the most essential operations on social
networks. The problems has been addressed in [32] where the authors propose an
social network compression approach based on a novel Eulerian data structure us-
ing multi-position linearizations of directed graphs. Their approach seems to be the
first that can answer both out-neighbor and in-neighbor queries in sublinear time
and they verfiy their design with an extensive empirical study on more than a dozen
benchmark real data sets.

Finally, an important task often essential in some social networks is the discov-
ery of communities. Usually, the given scenario is the one where communities need
to be discovered with only reference to the input graph. However, for many inter-
esting applications one is interested in finding the community formed by a given
set of nodes. In [44] the authors study a query-dependent variant of the community-
detection problem, which they call the community-search problem: given a graph G,
and a set of query nodes in the graph, the goal is to find a subgraph of G that contains
the query nodes and it is densely connected. A measure of density is proposed based
on minimum degree and distance constraints, and an optimum greedy algorithm is
developed for this measure. The authors characterize a class of monotone constraints
and they generalize the algorithm to compute optimum solutions satisfying any set
of monotone constraints. Finally they modify the greedy algorithm and present two
heuristic algorithms that find communities of size no greater than a specified upper
bound. The experimental evaluation on real datasets demonstrates the efficiency of
the proposed algorithms and the quality of the solutions they obtain.
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6 Learning Structures in Peer-to-Peer Networks

There research in machine learning and data mining on analyzing data in Peer-to-
Peer (P2P) networks is attracting a lot of attention of researchers. We will briefly
describe here some recent developments in this exciting area.

In [3] the authors proposed a novel P2P learning framework for concept drift
classification, which includes both reactive and proactive approaches to classify the
drifting concepts in a distributed manner. Their empirical study shows that the pro-
posed technique is able to effectively detect the drifting concepts and improve the
classification performance.

The authors of [5] presented an algorithm for learning parameters of Gaussian
mixture models (GMM) in large P2P environments that can be used for a variety
of well-known data mining tasks in distributed environments such as clustering,
anomaly detection, target tracking, and density estimation, which are necessary for
many emerging P2P applications in bio-informatics, web-mining and sensor net-
works.

Tagging information is often an important feature to exploit in analyzing test
documents. In many application areas involving classification of text documents,
web users participate in the tagging process and the collaborative tagging results in
the formation of large scale P2P systems which can function, scale and self-organize
in the presence of highly transient population of nodes and do not need a central
server for co-ordination. In [16] it is presented a P2P classifier learning system for
extracting patterns from text data where the end users can participate both in the task
of labeling the data and building a distributed classifier on it. The approach is based
on a novel distributed linear programming based classification algorithm which is
asynchronous in nature. The authors provide extensive empirical results on text data
obtained from the online repository of NSF Abstracts Data.

Another important challenge in data mining over P2P networks is the right data
representation. In [58] the authors describe an approach to collaborative feature ex-
traction, selection and aggregation in distributed, loosely coupled domains. The au-
thors focus on scenarios in which a large number of loosely coupled nodes apply
data mining to different, usually very small and overlapping, subsets of the entire
data space. The goal is to learn a set of local concepts and not to find a global con-
cept. The paper proposes two models for collaborative feature extraction, selection
and aggregation for supervised data mining. One is based on a centralized P2P ar-
chitecture, and the other on a fully distributed P2P architecture. The comparison of
both models is performed on a real word data set.

An important direction for research is the self-reorganization in P2P networks.
In [4] the authors employ machine learning feature selection in a novel manner:
to reduce communication cost thereby providing the basis of an efficient neighbor
selection scheme for P2P overlays. In addition, their method enables nodes to locate
and attach to peers that are likely to answer future queries with no a priori knowledge
of the queries.

Finally, an important challenge is that fully distributed data mining algorithms
build global models over large amounts of data distributed over a large number
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of peers in a network, without moving the data itself. The difficulty of the prob-
lem stands in implementing good quality models with an affordable communication
complexity, while assuming as little as possible about the communication model.
In [35] the authors describe a conceptually simple, yet powerful generic approach
for designing efficient, fully distributed, asynchronous, local algorithms for learn-
ing models of fully distributed data. The key idea proposed in the paper is that many
models perform a random walk over the network while being gradually adjusted
to fit the data they encounter, using stochastic gradient descent search. The authors
demonstrate their approach by implementing the support vector machine method
and by experimentally evaluating its performance in various failure scenarios over
different benchmark datasets.

7 Learning and Privacy-Preserving in Distributed
Environments

Privacy is a major issue in data mining applications and very often privacy consid-
erations often constrain data mining projects. For this reason, a growing amount of
research is being dedicated to the problem of analyzing data from distributed en-
vironments under privacy requirements. Most distributed data mining applications,
such as those dealing with health care, finance, counter-terrorism and homeland se-
curity, use sensitive data from distributed databases held by different parties.

One of the recent approaches proposes mining of association rules where trans-
actions are distributed across sources [46]. In this scenario each site holds some
attributes of each transaction, and the sites wish to collaborate to identify globally
valid association rules. The sites must not reveal individual transaction data. The
authors present a two-party algorithm for efficiently discovering frequent patterns,
without either site revealing individual transaction values.

Some research work has considered the possibility of using multiplicative ran-
dom projection matrices for privacy preserving distributed data mining. The work
in [26] considers the problem of computing statistical aggregates like the inner
product matrix, correlation coefficient matrix, and Euclidean distance matrix from
distributed privacy sensitive data possibly owned by multiple parties. The authors
propose an approximate random projection-based technique to improve the level of
privacy protection while still preserving certain statistical characteristics of the data.

An interesting scenario arises when different parties like businesses, govern-
ments, and others, may wish to benefit from cooperative use of their data, but pri-
vacy regulations and other privacy concerns may prevent them from sharing the
data. Privacy-preserving data mining provides solutions through distributed data
mining algorithms in which the underlying data is not revealed. An interesting
approach is presented in [57] where a Bayesian network structure is learned for
distributed heterogeneous data. In the proposed setting, two parties owning confi-
dential databases wish to learn the structure of Bayesian network on the combina-
tion of their databases without revealing anything about their data to each other.
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The authors give an efficient and privacy-preserving version of the K2 algorithm to
construct the structure of a Bayesian network for the parties’ joint data.

One of the approaches towards privacy-preserving data mining is to adapt exist-
ing successful knowledge discovery algorithms so that they can deal with privacy
issues. One of the most widely used classification methodologies in data mining
and machine learning is support vector machine classification. The work in [50]
proposes privacy-preserving solution for support vector machine classification. The
solution constructs the global classification model from the data distributed at mul-
tiple parties, without disclosing the data of each party to others. It is assumed that
data is horizontally partitioned: each party collects the same features of information
for different data objects.

Traditional research on preserving privacy in data mining focuses on time-
invariant privacy issues. However with time series data mining, snapshot-based pri-
vacy solutions should take into consideration the addition of the time dimension.
The work in [55] shows that current techniques to preserve privacy in data mining
are not effective in preserving time-domain privacy. They show with real data, that
the data flow separation attack on privacy in time series data mining, which is based
on blind source separation techniques from statistical signal processing, is effective.
The authors propose possible countermeasures to the data flow separation attack in
the paper.

Sharing data among multiple parties, without disclosing the data, is an important
issue. In [51] it is presented an approach for sharing private or confidential data
where multiple parties, each with a private data set, want to collaboratively con-
duct association rule mining without disclosing their private data. The approach is
based on homomorphic encryption techniques to exchange the data while keeping
it private. The proposed solution is distributed, i.e., there is no central, trusted party
accessing all the data. Another similar problem regarding distributed association
rule mining is presented in [48] where the authors come up with a protocol based
on a new semi-trusted mixer model. Their protocol can protect the privacy of each
distributed database against the coalition up to n-2 other data sites or even the mixer
if the mixer does not collude with any data site.

It should be noted that many of the existing techniques have strict assumptions
on the involved parties which need to be relaxed in order to reflect the real-world
requirements. In [12] the authors present a distributed scenario where the data is
partitioned vertically over multiple sites and the involved sites would like to perform
clustering without revealing their local databases. They propose a new protocol for
privacy preserving k-means clustering based on additive secret sharing and show
that the new protocol is more secure than the state of the art.

Interesting research has been dedicated to distributed environments where the
participants in the system may also be mutually mistrustful. The work in [30] dis-
cusses the design and security requirements for large-scale privacy-preserving data
mining (PPDM) systems in a fully distributed setting, where each client possesses its
own records of private data. The authors argue in favor of using some well-known
cryptographic primitives, borrowed from the literature on Internet elections. They
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also show how their approach can be used as a building block to obtain Random
Forests classification with enhanced prediction performance.

A powerful approach is extending the privacy preservation notion to original
learning algorithms. An interesting effort that addresses this problem is presented
in [9] where the authors focus on preserving the privacy in an important learning
model, multilayer neural networks. They present a privacy-preserving two-party dis-
tributed algorithm of backpropagation which allows a neural network to be trained
without requiring either party to reveal her data to the other.

Finally, a large body of research has been devoted to address corporate-scale
privacy concerns related to social networks. The main concern has been on how
to share social networks without revealing the identities or sensitive relationships
of users. An interesting work is proposed in [28] that addresses privacy concerns
arising in online social networks from the individual users viewpoint. The authors
propose a framework to compute the privacy score of a user, which indicates the
potential privacy risk caused by his participation in the network. The definition of
privacy score satisfies the following: the more sensitive the information revealed by
a user, the higher his privacy risk. Also, the more visible the disclosed information
becomes in the network, the higher the privacy risk. The authors develop mathemat-
ical models to estimate both sensitivity and visibility of the information.

8 Conclusion

In this chapter we presented a survey of the current state-of-the-art methods for
inferring structure and schemas from documents in heterogeneous networked en-
vironments. The rapidly growing volume of available digital documents of vari-
ous formats and the possibility to access these through internet-based technologies
in distributed environments, have led to the necessity to develop solid methods to
properly organize and structure documents in large digital libraries and repositories.
Specifically, since the extremely large volumes make it impossible to manually or-
ganize such documents and since most of the documents exist in an unstructured
form and do not follow any schemas, most of the efforts in this direction are dedi-
cated to automatically infer structure and schemas that can help to better organize
huge collections. This is essential in order for these documents to be effectively and
efficiently retrieved in heterogeneous domains in networked system.
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Handling Hierarchically Structured Resources
Addressing Interoperability Issues in Digital
Libraries

Maristella Agosti, Nicola Ferro, and Gianmaria Silvello

Abstract. We present and describe the NEsted SeTs for Object hieRarchies
(NESTOR) Framework that allows us to model, manage, access and exchange hier-
archically structured resources. We envision this framework in the context of Digital
Libraries and using it as a mean to address the complex and multiform concept of in-
teroperability when dealing with hierarchical structures. The NESTOR Framework
is based on three main components: The Model, the Algebra and a Prototype. We de-
tail all these components and present a concrete use case based on archives that are
collections of historical documents or records providing information about a place,
institution, or group of people, because the archives are fundamental and challeng-
ing entities in the digital libraries panorama. Within the archives we show how an
archive can be represented through set data models and how these models can be
instantiated. We compare two instantiations of the NESTOR Model and show how
interoperability issues can be addressed by exploiting the NESTOR Framework.

1 Introduction and Motivation

An important challenge in the research work on Digital Libraries is to transform
them in a new type of information infrastructures that can be user-centered, able to
support content management tasks together with tasks devoted to communication
and cooperation. That is information infrastructures that become common vehicle
by which every user can access, discuss, evaluate, and enhance information of all
forms. Although they are still places where information resources can be stored and
made available to end users, the current design and development efforts are moving
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in the direction of transforming them into infrastructures able to support the user
in different information centric activities. In the context of digital libraries we need
to take into account several distributed and heterogeneous information sources with
different community backgrounds such as libraries, archives and museums and dif-
ferent information objects ranging from full content of digital information objects to
the metadata describing them. These objects can be exchanged between distributed
systems or they can be aggregated and accessed by users with distinct information
needs and living in different countries. Digital Libraries are heterogeneous systems
with peculiarities and functionalities that range from data representation to data ex-
change passing through data management. Furthermore, Digital Libraries are mean-
ingful parts of a global information network which includes scientific repositories,
curated databases and commercial providers. All these aspects need to be taken into
account and balanced to support final users with effective and interoperable infor-
mation systems.

A common goal in the design and development of Digital Libraries is to build
systems which rely as much as possible on existing building blocks, thus maxi-
mizing the exploitation of Web and Internet standards. This trend is evident if we
consider the standard technologies and protocols adopted over the years by Digi-
tal Libraries. Two of the main technologies of choice in Digital Libraries are: the
eXtensible Markup Language (XML)1 and the Open Archives Initiative Protocol
for Metadata Harvesting (OAI-PMH)2. These technologies are very strongly inter-
linked with the Internet and the Web: XML is the technology of choice representing
and encoding metadata in Digital Libraries. It was originally designed to meet the
challenges of large-scale electronic publishing, XML is also playing an increasingly
fundamental role in the exchange of a wide variety of data on the Web. OAI-PMH
is the standard de-facto for metadata exchange in distributed environments and its
basic functioning is based on the Internet infrastructure (e.g. OAI-PMH requests are
based on HyperText Transfer Protocol (HTTP) requests) [30].

These technologies are designed and shaped to be used within the Digi-
tal Libraries but at the same time their scope is fairly broad and they can be
used within a large corpus of resources and systems. For these reasons they
are either the means for addressing interoperability or the possible sources of
interoperability issues. Indeed, on the one hand, we can build on these tech-
nologies and exploit them to constitute an integrated framework which handles
the heterogeneity of Digital Library resources and functionalities. On the other
hand, they can constitute a barrier towards the very interoperability they are
aiming to foster. When it comes to modeling, managing, accessing and exchang-
ing the resources of interest, often the design of the models and systems is
driven by the technology-of-choice characteristics, thus they are bound to the
technologies. A fundamental step is to define an organic and general frame-
work free from specific technologies; in this way the technologies of choice can be

1 http://www.w3.org/XML/
2 http://www.openarchives.org/pmh/

http://www.w3.org/XML/
http://www.openarchives.org/pmh/
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conveyed into a well-defined path where their characteristics can be exploited to the
maximum to address interoperability and to meet users requirements.

The difficulty in accomplishing this goal is due to the very nature of interoperabil-
ity as a complex and multiform concept, which can be defined - as by the “ISO/IEC
2382-01, Information Technology Vocabulary, Fundamental Terms” - as follows:
“The capability to communicate, execute programs, or transfer data among various
functional units in a manner that requires the user to have little or no knowledge of
the unique characteristics of those units”. When the concept of interoperability is
considered in the context of digital libraries it takes on different dimensions as it has
been evidenced by the European Commission Working Group on Digital Library In-
teroperability [13] which has identified six dimensions that can be distinguished and
taken into account:

Interoperating entities. These can be assumed to be the traditional cultural her-
itage institutions, such as libraries, museums, archives, and other institutions in
charge of preservation of artifacts or that offer digital services.

Information objects. The entities that actually need to be processed in interop-
erability scenarios. Choices range from the full content of digital information
objects to the metadata describing them.

Functional perspective. This may simply be the exchange and/or propagation
of digital content. Other functional goals are aggregating digital objects into a
common content layer.

Multilingualism. Linguistic interoperability can be thought of in two different
ways: as multilingual user interfaces to digital library systems or as dynamic
multilingual techniques for exploring the digital library systems object space.

User perspective. Interoperability concepts of a digital library system manager
differ substantially from those of a content consuming end user.

Interoperability technology. Enabling different kinds of interoperability consti-
tutes a major dimension and several technologies designed in the context of Dig-
ital Libraries such as OAI-PMH and the Dublin Core3.

The dimensions of interoperability are often analyzed and addressed focusing on
a specific one; e.g. we can consider interoperability between the Digital Libraries
entities with their information objects, we can consider the functional perspective of
Digital Libraries by focusing on the exchange of objects or we can take into account
only the cross-language access of information objects. Our aim is to consider all six
dimensions of interoperability and define a common framework that can address all
of them; to do so, we consider one of the most diffuse and important resources –
i.e. hierarchically structured resources; in particular we employ a meaningful and
challenging reality: archives. Archives are one of the main organizations of interest
for Digital Libraries; they are a meaningful example of the need to support docu-
ment management and access, as well as interoperability among the systems that
manage different co-operating and related archives. The fundamental characteristic
of archives resides in their internal hierarchical organization that constitutes both a

3 http://www.dublincore.org/

http://www.dublincore.org/
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challenge for their representation, managing and, exchange and a relevant feature
for addressing interoperability.

In this chapter we present a conceptual and logical framework called “NEsted
SeTs for Object hieRarchies (NESTOR) Framework” and show how it can be
adopted to model, manage, access and exchange hierarchically structured resources.
The presentation of this framework also shows how it can be used to address inter-
operability in Digital Libraries. As a guide use case we make use of archives both
because of their peculiar characteristics and because of the challenges we have to
accomplish to model, manage, access, and exchange their resources. The results that
are here presented are rooted on those presented in [11].

The presentation is organized as follows: Section 2 presents the objectives and the
key contributions of this chapter and introduces the composition of the NESTOR
Framework which is defined by the NESTOR Model, the NESTOR Algebra and
the NESTOR Prototype. Section 3 describes the context background of the work;
it introduces the main concepts about archives and related technologies as well as
a panoramic on the Digital Library technologies we are going to employ in this
chapter. Section 4 describes the NESTOR Model based on two set data models and
Section 5 depicts the main features of the NESTOR Algebra. In Section 6 we show
how the NESTOR Prototype can be modeled and used to achieve the presented re-
quirements. Lastly, we draw some conclusions and give indications for future work
in Section 7.

2 Objectives and Contributions

The main target of this chapter is to provide a framework allowing us to model,
manage, access and exchange hierarchically structured resources. A key aspect is to
envision this framework in the context of Digital Libraries and to use it as a mean to
address the complex and multiform concept of interoperability when dealing with
hierarchical structures. A significant goal is to understand which is the best option
for modeling hierarchies in order to meet the higher number of user and system re-
quirements. The modeling and representation of data (or more in general resources)
is a fundamental step towards building automatic and effective systems and provid-
ing services and functionalities to the users. In this context we take into account
one of the most important data structures in computer science – the tree data struc-
ture [19]; this is widely adopted in many scientific fields to model and represent
hierarchies. The tree data structure is often regarded as the only way to model hier-
archies; our aim is to investigate alternative data models that can do the work and
then compare their effectiveness in specific application contexts.

We propose the NESTOR Framework as a conceptual and logical mean for mod-
eling and representing hierarchically structured data and specifically to overcome
some of the difficulties that we encounter when we have to address interoperability
in Digital Libraries. There is the lack of a general framework satisfying these re-
quirements which often need to be addressed on a case-by-case basis. The NESTOR
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Fig. 1 The graphical outline of the composition of the NESTOR Framework: Model, Algebra
and Prototype

Framework is constituted by three parts – pointed out in Figure 1: The NESTOR
Model, the NESTOR Algebra and the NESTOR Prototype.

The NESTOR Model is the heart of the Framework; it is based on two set data
models called Nested Set Model (NS-M) and Inverse Nested Set Model (INS-M)
which are based on an organization of nested sets. The foundational idea underlying
these set data models is that an opportune set organization can maintain all the fea-
tures of a tree data structure with the addition of some new relevant functionalities.
We define these functionalities in terms of flexibility of the model, rapid selection
and isolation of easily specified subsets of data and extraction of only those data
necessary for satisfying specific needs. We can use these set data models to repre-
sent hierarchical structures disclosing a variety of properties which can be related to
the properties of the tree data structure and which are also peculiar of these models.
The representation of hierarchies by one of these models lays the ground for an en-
vironment leading to new ways of modeling and consequently accessing, managing
and querying hierarchical data.

Each data model has to specify a set of operations to manipulate and query the
data represented by a specific model; for instance, in the relational model this oper-
ation set is defined by the relational algebra [6]. A formal bulk algebra is essential
to a data model first of all because it provides a formal basis for the operations on
the data sets and second of all because it is used as a basis to implement and opti-
mize the queries written in some query language against these data sets. We develop
an algebra, called the NESTOR Algebra, for the manipulation and query of data
represented throughout the set data models defined in the NESTOR Model.

The NESTOR Prototype gives an actual instantiation of the model and of the al-
gebra allowing the application of the formal concepts defined in the NESTOR Model
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and Algebra. The prototype is presented by the use case of the archives describing
how a hierarchy can be modeled by means of the NESTOR Model and specifically
how the archival records can be represented through it. The NESTOR Prototype
takes into account the dimensions of interoperability in Digital Libraries [13] show-
ing how the adoption of the NESTOR Model and the exploitation of the Algebra
addresses several interoperability issues. In particular, we face the problem of ac-
cess and exchange of hierarchically organized resources in distributed environment
and discuss the relationships between the NESTOR Prototype and Digital Library
technologies such as the OAI-PMH protocol. Furthermore, we illustrate how we
can address multilingualism in the archival context by exploiting widely-adopted
techniques and technologies.

3 The Background Context and Technologies

The background of this chapter relies on the archives environment, thus it is funda-
mental to describe the nature of archival practice and the peculiarities of archival
resources. In the beginning we present the nature of archives and then we talk
about digital archives. In this context we present the standard XML metadata format
adopted by the archives, i.e. is the Encoded Archival Description (EAD).

Two important Digital Library technologies are the OAI-PMH protocol and the
Dublin Core. We will exploit these technologies in the context of the NESTOR
Prototype, thus it is worthwhile to describe their characteristics and functionalities.

3.1 Archives and Archival Descriptions

An archive is not simply constituted by a series of objects that have been accu-
mulated and filed with the passing of time. Instead, it represents the trace of the
activities of a physical or juridical person in the course of their business which is
preserved because of their continued value. Archives have to keep the context in
which their records4 have been created and the network of relationships between
them in order to preserve their informative content and provide understandable and
useful information over time.

Archival description is defined in [23] as “the process of analyzing, organizing,
and recording details about the formal elements of a record or collection of records,
to facilitate the work’s identification, management, and understanding”; archival de-
scriptions have to reflect the peculiarities of the archive, retain all the informative
power of a record, and keep trace of the provenance and original order in which
resources have been collected and filed by archival institutions [12]. This is em-
phasized by the central concept of fonds5, which should be viewed primarily as an

4 In [21] a record is defined as: “Any document made or received and set aside in the course
of a practical activity”.

5 The term fonds is not a commonly used English word but it is derived from the French and
it is used both for the singular and plural form of the noun.
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“intellectual construct”, the conceptual “whole” that reflects an organic process in
which a records creator produces or accumulates series of records [8]. In this con-
text, provenance becomes a fundamental principle of archives; the principle of the
“respect des fonds” which dictates that resources of different origins be kept separate
to preserve their context; the “respect des fonds” is often regarded as the principle
of provenance [12, 10].

[10] highlights that maintaining provenance leads archivists to evaluate records
on the basis of the importance of the creator’s mandate and functions, and fosters
the use of a hierarchical method. The hierarchical structure of the archive expresses
the relationships and dependency links between the records of the archive by us-
ing what is called the archival bond defined as “the interrelationships between a
record and other records resulting from the same activity” [23]. Archival bonds,
and thus relations, are constitutive parts of an archival record: if a record is taken
out from its context and has lost its relations, its informative power would also be
considerably affected. Therefore, archival descriptions need to be able to express
and maintain such structure and relationships in order to preserve the context of a
record. To this end, the International Council on Archives (ICA)6 has developed a
general standard for archival description called International Standard for Archival
Description (General) (ISAD(G)) [15]. According to ISAD(G), archival description
proceeds from general to specific as a consequence of the provenance principle and
has to show, for every unit of description, its relationships and links with other units
and to the general fonds. Therefore, archival descriptions produced according to the
ISAD(G) standard take the form of a tree which represents the relationships between
more general and more specific archive units going from the root to the leaves of the
tree.

3.2 EAD: Encoded Archival Description

EAD is an archival description metadata standard that reflects and emphasizes the
hierarchical nature of ISAD(G) [24]. EAD fully enables the expression of multiple
description levels central to most archival descriptions and reflects hierarchy levels
present in the resources being described. EAD cannot be considered a one-to-one
ISAD(G) implementation, although it does respect ISAD(G) principles and is useful
for representing archival hierarchical structures. EAD is composed of three high-
level components: <eadheader>, <frontmatter>, and <archdesc>.

The <eadheader> contains metadata about the archive descriptions and in-
cludes information about them such as title, author, and date of creation. The
<frontmatter> supplies publishing information and is an optional element,
while the <archdesc> contains the archival description itself and constitutes the
core of EAD. The <archdesc> may include many high-level sub-elements, most
of which are repeatable. The most important element is the <did> or descriptive
identification which describes the collection as a whole. The <did> element is
composed of numerous sub-elements that are intended for brief, clearly designated

6 http://www.ica.org/

http://www.ica.org/
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statements of information and they are available at every level of description. Fi-
nally, the <archdesc> contains an element that facilitates a detailed analysis of
the components of a fonds, the <dsc> or description subordinate components. The
<dsc> contains a repeatable recursive element, called <c> or component. A com-
ponent may be an easily recognizable archival entity such as series, subseries or
items. Components not only are nested under the <archdesc> element, they usu-
ally are nested inside one another. Components usually are indicated with <cN> tag,
where N ∈ {01,02, . . . ,12}.

<eadheader> 
    [...]
<eadheader>
<archdesc level=”fonds”>
    [...]

<did> [...] </did> 
       <dsc>

    [...]
    <c01> 

[...]
    </c01>

           <c01>
        [...]
        <c02>

   [...]
</c02>

             <c02>
   [...]

             </c02>
             <c02>

   [...]
             </c02>
           </c01>
         </dsc>
</archdesc>

FONDS

SUB-
FONDS

SUB-
FONDS

SERIE

SERIE

SERIE

Archival Tree EAD Structure

Fig. 2 How an archive represented as a tree is mapped into an EAD XML file

EAD reflects the archival structure and holds relations between entities in an
archive. In addition, EAD encourages archivists to use collective and multilevel
description, and because of its flexible structure and broad applicability, it has been
embraced by many repositories [17].

On the other hand, EAD allows for several degrees of freedom in tagging prac-
tice, which may turn out to be problematic in the automatic processing of EAD files,
since it is difficult to know in advance how an institution will use the hierarchical
elements. The EAD permissive data model may undermine the very interoperability
it is intended to foster. Indeed, it has been underlined that only EAD files meeting
stringent best practice guidelines are shareable and searchable [26]. Moreover, there
is also a second relevant problem related to the level of material being described.
Unfortunately, the EAD schema rarely requires a standardized description of the
level of the materials being described, since the <level> attribute is required only
in the <archdesc> tag, while it is optional in <cN> components and in very few
EAD files this possibility is used, as pointed out by [25]. As a consequence, the level
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of description of the lower components in the hierarchy needs to be inferred by nav-
igating the upper components, maybe up to the <archdesc>, where the presence
of the <level> attribute is mandatory. Therefore, access to individual items might
be difficult without taking into consideration the whole hierarchy.

We highlight this fact in Figure 2 where we present the structure of an EAD
file. In this example we can see the top-level components <eadheader> and
<archdesc> and the hierarchical part represented by the <dsc> component; the
<level> attribute is specified only in the <archdesc> component. Therefore,
the archival levels described by the components of the <dsc> can be inferred only
by navigating the whole hierarchy.

3.3 OAI-PMH and Dublin Core

OAI-PMH is based on the distinction between two main components that are Data
Provider and Service Provider. Data Providers are repositories that export records
in response to requests from a software service called harvester. On the other hand,
Service Providers are those services that harvest records form Data Providers and
provide services built on top of aggregated harvest metadata.

The protocol defines two kinds of harvesting procedures: incremental and selective
harvesting. Incremental harvesting permits users to query a Data Provider and ask it
to return just the new, changed or deleted records from a certain date or between two
dates. Selective harvesting is based on the concept of OAI set, which enables logical
data partitioning by defining groups of records. Selective harvesting is the procedure
that permits the harvesting only of metadata owned by a specified OAI set. [30]
states that in OAI-PMH a set is defined by three components: setSpec which is
mandatory and a unique identifier for the set within the repository, setNamewhich
is a mandatory short human-readable string naming the set, and setDesc which
may hold community-specific XML-encoded data about the set.

OAI set organization may be flat or hierarchical, where hierarchy is expressed in
setSpec field by the use of a colon [:] separated list indicating the path from the
root of the set hierarchy to the respective node. For example if we define an OAI
set for whose setSpec is “A”, its sub-set “B” would have “A:B” as setSpec.
In this case “B” is a proper sub-set of “A”: B ⊂ A. When a repository defines a set
organization it must include set membership information in the headers of items
returned to the harvester requests. Harvesting from a set which has sub-sets will
cause the repository to return metadata in the specified set and recursively to return
metadata from all the sub-sets. In our example, if we harvest set A, we also obtain
the items in sub-set B [29].

The Dublin Core (DC) metadata format is tiny, easy-to-move, shareable and re-
markably suitable for a distributed environment. Thanks to these characteristics it is
required as the lowest common denominator in OAI-PMH. Thus, DC metadata are
very useful in information sharing but are not broadly used by archivists. Indeed,
the use of DC seems to flatten out archive structure and lose context and hierarchy
information. For this reason, even though DC is used in several contexts ranging
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from Web to digital libraries, it is less used in the archival domain. Nevertheless,
we can apply it to the archival domain and meet the three requirements discussed
above, if we use it in combination with OAI-PMH: in this way, the OAI set provides
us with context and hierarchy requirements compliance, while the DC metadata for-
mat gives us the expected variable granularity support.

4 The NESTOR Model

The NESTOR Framework is the composition of three main parts: the Model, the Al-
gebra and the Prototype. The NESTOR Model is the core of the framework because
it defines the set data models on which every component of the framework relies.
In Figure 3 we can see a graphical representation of the principal components com-
posing the NESTOR Model. In the upper part we have the set data models – i.e. the
Nested Set Model (NS-M) and the Inverse Nested Set Model (INS-M). The second
component represents the properties of the set data models such as: the mapping
function to go from the NS-M to the INS-M and vice versa, the meaning of the
union or intersection of two sets or the definition of distance measures. The latter
component represents the relationships between the set data models and the tree
data structure; this component contains the functions for mapping a tree into one of
the two models and it compares the properties of the tree with the properties of the
set data models.

Fig. 3 The main components of the NESTOR Model

The formal definition of the NESTOR Model within all its components relies on
set theory, and particularly, on the basic concept of family of subsets. It is not in the
scope of this chapter to give a complete mathematical definition of all the compo-
nents of the NESTOR Model. For this reason, in order to properly understand how
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the set data models are defined it is worthwhile to get an intuitive idea of their main
characteristics. After this intuitive presentation we explain some basic concepts of
set theory which allow us to understand the formal definition of the models and
to introduce the minimum set of notation and terminology indispensable to under-
stand the properties of the models, the relationships with the tree data structure and,
afterwards, the NESTOR Algebra.

Now, we informally present the two data models with examples of mapping be-
tween them and a sample tree, with a clear understanding that these models are
independent from the tree data structure. The first model we present is the Nested
Set Model (NS-M). The intuitive graphic representation of a tree as an organiza-
tion of nested sets was used in [19] to show different ways of representing tree data
structure and in [5] to explain an alternative way for solving recursive queries over
trees in SQL language. An organization of sets in the NS-M is a collection of sets
in which any pair of sets is either disjoint or one contains the other. In Figure 4 (b)
we can see how a sample tree is mapped into an organization of nested sets based
on the NS-M.

 a

 d b

 e  f c  g

A DC B

E

F

G

A

B
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D

E

F

G

(a) Tree (b) Nested Set Model (c) Inverse Nested Set Model

Fig. 4 (a) A tree. (b) Euler-Venn Diagram of a NS-M. (c) Doc-Ball representation of
a INS-M.

From Figure 4 (b) we can see that each node of the tree is mapped into a set,
where child nodes become proper subsets of the set created from the parent node.
Every set is subset of at least of one set; the set corresponding to the tree root is the
only set without any supersets and every set in the hierarchy is subset of the root set.
The external nodes are sets with no subsets. The tree structure is maintained thanks
to the nested organization and the relationships between the sets are expressed by
the set inclusion order. Even the disjunction between two sets brings information;
indeed, the disjunction of two sets means that these belong to two different branches
of the same tree.

The second data model is the Inverse Nested Set Model (INS-M). We can say
that a tree is mapped into the INS-M by transforming each node into a set, where
each parent node becomes a subset of the sets created from its children. The set
created from the tree’s root is the only set with no subsets and the root set is a proper
subset of all the sets in the hierarchy. The leaves are the sets with no supersets and
they are sets containing all the sets created from the nodes composing the tree path
from a leaf to the root. An important aspect of INS-M is that the intersection of
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every couple of sets obtained from two nodes is always a set representing a node in
the tree. The intersection of all the sets in the INS-M is the set mapped from the root
of the tree.

Unlike the NS-M, representing the INS-M with the Euler-Venn diagrams is not
very expressive and can be confusing for the reader [1]. We can represent the INS-
M in a straightforward way by means of the “DocBall representation” [9]. The
DocBall representation is used in [9] to depict the structural components of the doc-
uments and can be considered as the representation of a tree structure. We exploit
the DocBall ability to show the structure of an object and to represent the “inclu-
sion order of one or more elements in another one” [31]. The DocBall is composed
of a set of circular sectors arranged in concentric rings as shown in Figure 4 (c).
In a DocBall each ring represents a level of the hierarchy with the center (level 0)
representing the root. In a ring, the circular sectors represent the nodes in the corre-
sponding level. We use the DocBall to represent the INS-M, thus for us each circular
sector corresponds to a set.

In Figure 4 (c) we can see the INS-M mapping of a sample tree by means of the
DocBall representation. The root “a” of the tree is mapped into set “A” represented
by the inner ring at level 0 of the DocBall; at level 1 we find the children of the
root and so on. With this representation a subset is presented in a ring within the
set including it. Indeed, we can see that set A is included in all the other sets. If
the intersection of two or more sets is empty then these sets have no common cir-
cular sector in the inner rings of the DocBall; in the INS-M this is not possible
because the set representing the root (A) is common to all the sets in the INS-M. For
instance, we can see that the circular sectors C and E have in common only A, indeed
C∩E = A; instead, G and E have in common sectors D and A, thus G∩E = {D,A}.

Both the NS-M and the INS-M have been presented as “organizations of nested
sets”; two sets are nested if one contains the other and thus, if one is the subset of the
other one. The nesting between two sets determines an order inclusion between them.
Let us consider a set, call it A, that contains all the elements organized in the hierarchy
we want to represent throughout the NS-M or the INS-M. Now, let us consider two
sets, call them A1 and A2, which are subsets of A such that: A1 ⊂ A and A2 ⊂ A. The
collection C composed by the two sets A1,A2 is called the collection of subsets of
A; a family of subsets of A is just the collection C indexed by an “index set”. The
following definition formally states the very concepts we have just described.

Definition 1. Let A be a set, I a non-empty set and C a collection of subsets of A.
Then a bijective function A : I −→C is a family of subsets of A. We call I the index
set and we say that the collection C is indexed by I.

We use the extended notation {Ai}i∈I to indicate the family A ; the notation Ai ∈
{Ai}i∈I means that ∃ i ∈ I | A (i) = Ai. In the rest of the chapter we will use the
shorthand notation A when there is no risk of ambiguity and when it is not neces-
sary to indicate the index set. We call subfamily of {Ai}i∈I the restriction of A to
J ⊆ I and we denote this with {B j} j∈J ⊆ {Ai}i∈I .

From this definition we can see that an organization of nested sets in set theory
is defined as a family of subsets or just “family” if in the context in which it is used
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there is no risk of ambiguity. Thus, in the context of the NS-M we have Nested Set
Families (NS-F) and in INS-M we have Inverse Nested Set Families (INS-F). The
differences between these two models are expressed in the constraints we impose
respectively on a NS-F and a INS-F. Let us consider the formal definition of NS-F.

Definition 2. Let A be a set and let {Ai}i∈I be a family. Then {Ai}i∈I is a Nested Set
Family if:

A ∈ {Ai}i∈I , (1)

/0 /∈ {Ai}i∈I , (2)

∀Ah,Ak ∈ {Ai}i∈I,h 	= k | Ah ∩Ak 	= /0 ⇒ Ah ⊂ Ak ∨Ak ⊂ Ah. (3)

Thus, we define a Nested Set Family (NS-F) as a family where three conditions
must hold. The first condition (1) states that set A which contains all the sets in the
family must belong to the NS-F. The second condition states that the empty-set does
not belong to the NS-F and the last condition (3) states that the intersection of every
couple of distinct sets in the NS-F is not the empty-set only if one set is a proper
subset of the other one [14, 3].

In the same way we define the Inverse Nested Set Model (INS-M):

Definition 3. Let A be a set and let {Ai}i∈I be a family. Then {Ai}i∈I is an Inverse
Nested Set Family if:

/0 /∈ {Ai}i∈I , (4)

∀{B j} j∈J ⊆ {Ai}i∈I ⇒
⋂
j∈J

B j ∈ {Ai}i∈I . (5)

∀{B j} j∈J ⊆ {Ai}i∈I

⇒ ∃Bk ∈ {B j} j∈J | ∀Bh ∈ {B j} j∈J,Bh ⊆ Bk

⇒ ∀Bh,Bg ∈ {B j} j∈J,Bh ⊆ Bg ∨Bg ⊆ Bh.

(6)

Thus, we define an Inverse Nested Set Family (INS-F) as a family where three con-
ditions must hold. The first condition (4) states that the empty-set does not belong to
the INS-F. The second condition (5) states that the intersection of every subfamily
of the INS-F belongs to the INS-F itself. Condition 6 states that for every possible
subfamily of a INS-F there cannot exist a set in the subfamily which is a superset of
all the other sets in the subfamily, unless all the sets in the subfamily form a chain7.

In a family of subsets the sets establish a hierarchical relationship one with the
other as well as in the tree data structure the nodes are in a parent-child or ancestor-
descendant relationship. Also in a family we can have different kind of relationships
between the sets; let us consider a family {Ai}i∈I where A1,A2 ∈ {Ai}i∈I are two

7 A family of subsets {Ai}i∈I forms a chain (or it is linearly ordered) if each set in {Ai}i∈I
is nested inside the next: the family {Ai}i∈I is defined a chain if ∀A j,Ak ∈ {Ai}i∈I ,A j ⊆
Ak ∨Ak ⊆ A j.
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sets, A2 is a direct subset of the set A1 if and only if it does not exists a third set
A3 ∈ {Ai}i∈I such that A2 ⊂ A3 ⊂ A1. In the same way we say that A1 is a direct
superset of A2 if and only if it does not exists a third set A3 ∈ {Ai}i∈I such that
A2 ⊂ A3 ⊂ A1. The following definition presents the concept of collection of proper
subsets and supersets; afterwards we present the definition of collection of proper
direct subsets and supersets.

Definition 4. Let {Ai}i∈I be a family and A j ∈ {Ai}i∈I be a set. We define S +
A (A j) =

{Ak : Ak ∈ {Ai}i∈I ∧Ak ⊂ A j} to be the collection of proper subsets of A j in the
family A . In the same way we define the collection of proper supersets of A j in the
family A as S −

A (A j) = {Ak : Ak ∈ {Ai}i∈I ∧A j ⊂ Ak}.

It is worthwhile for the rest of the work to introduce the definition of collection
of direct super/sub-sets as a restriction of the above defined collection of proper
super/sub-sets.

Definition 5. Let {Ai}i∈I be a family and A j ∈ {Ai}i∈I be a set. We define D+
A (A j) =

{Ak : Ak ∈ {Ai}i∈I ∧Ak ⊂ A j ∧�At ∈ {Ai}i∈I | Ak ⊂ At ⊂ A j} to be the collection
of direct subsets of A j in the family A . In the same way we define the collection
of direct supersets of A j in the family A as D−

A (A j) = {Ak : Ak ∈ {Ai}i∈I ∧A j ⊂
Ak ∧�At ∈ {Ai}i∈I | A j ⊂ At ⊂ Ak}.

Now that we have at our disposal the fundamental concepts of set theory necessary
for understanding the work and that we have formally defined the NS-M and the
INS-M, we can examine the relationships between them and their properties. From
the collection of properties of these models we choose to introduce only those used
in this chapter to show how the NESTOR Framework addresses the interoperability
issues we have presented. As we have done for the definition of the models, we
present some of their properties and their relationships with the tree data structure
in an informal way by means of some examples. In [11, 2] the reader can find the
formal definitions and theorems proving the claims that we present in the following.
In order to explain the characteristics of the set data models we have already shown
how a tree can be mapped into a NS-F or an INS-F; in the same way it is important
to show how a NS-F can be mapped into a INS-F and vice versa, thus establishing a
bijective relation between the set data models.

Example 1. Let {Ai}i∈I be a NS-F and let {Ai}i∈I = {A1,A2,A3,A4,A5} where A1 =
{a,b,c,d,e, f ,g}, A2 = {b,g}, A3 = {c,d,e}, A4 = {d} and A5 = {e}. Then we can
map the NS-F {Ai}i∈I) into a correspondent INS-F {B j} j∈J = {B1,B2,B3,B4,B5},
mapping each set of {Ai}i∈I) into a set of {B j} j∈J):

B1 =
⋃

At∈{A1∪S−
A (A1)}(At \⋃

S +
A (At)) =

A1 \⋃{A2,A3,A4,A5} = {a,b,c,d,e, f ,g} \ {b,c,d,e,g}= {a, f}.
B2 =

⋃
At∈{A2∪S−

A (A2)}(At \⋃
S +

A (At)) =
A2 \ { /0}∪A1\⋃{A2,A3,A4,A5} = {b,g}∪{a, f}= {a, f ,b,g}.

B3 =
⋃

At∈{A3∪S−
A (A3)}(At \⋃

S +
A (At)) =

A3 \ {A4,A5}∪A1 \⋃{A2,A3,A4,A5} = {c}∪{a, f}= {c,a, f}.
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B4 =
⋃

At∈{A4∪S−
A (A4)}(At \⋃

S +
A (At)) =

A4 \{ /0}∪A3\{A4,A5}∪A1 \⋃{A2,A3,A4,A5} = {d}∪{c}∪{a, f}= {d,c,a, f}.
B5 =

⋃
At∈{A5∪S−

A (A5)}(At \⋃
S +

A (At)) =
A5 \{ /0}∪A3 \{A4,A5}∪A1 \⋃{A2,A3,A4,A5} = {e}∪{c}∪{a, f} = {e,c,a, f}.

In Figure 5 we can see a graphical representation of the NS-F mapped into a
INS-F. The mapping between {Ai}i∈I) and {B j} j∈J can be defined by means of a
function; we define ζ : {Ai}i∈I → {B j} j∈J to be a function such that ∀Ak ∈ {Ai}i∈I ,
∃Bk ∈ {B j} j∈J | Bk =

⋃
At∈{Ak∪S −

A (Ak)}(At \⋃
S +

A (At)).
In the same way we can define the function ξ : {B j} j∈J → {Ai}i∈I such that

∀Bk ∈ {B j} j∈J,∃Ak ∈ {Ai}i∈I | Ak =
⋃

(Bk ∪S −
B (Bk))\⋃

S +
B (Bk). The function ξ

maps {B j} j∈J into {Ai}i∈I thus a NS-F into a INS-F.

a

b
c

d e

f

g

A1

A2
A3

A4 A5

{Ai}i∈I {Bj}j∈J

B1

B2 B3

B4

B5

a f cg

d

e

b

ζ

ξ

Fig. 5 A NS-F {Ai}i∈I and its correspondent INS-F {B j} j∈J

This example showed us that if we model a hierarchy by means of a model we can
map it into the other model and go from one to the other whenever it is necessary.
We will see that this possibility is very useful in a concrete application because it
allows us to be free to change the representation of a hierarchy and thus not to be
bound to a single representation. The possibility of going from one model to the
other is particularly useful when we have to exploit a property of a specific set data
model; as an example we present the problem of how to find the lowest common
ancestor in a tree T (V,E) where V is the set of vertexes and E is the set of edges
of the tree. We already know that T (V,E) can be mapped in a NS-F or in a INS-F;
let us see how the concept of lowest common ancestor is handled in the set data
models. We can say that the lowest common ancestor, call it vt ∈V , of nodes v j ∈V
and vk ∈V in a tree T (V,E) is the ancestor of v j and vk that is located farthest from
the root. Many algorithms have been proposed in the literature [4] to efficiently
determine the lowest common ancestor of a tree. The same operation can be done
both in the NS-M and the INS-M. If we map the tree T (V,E) in a NS-F {Ai}i∈I each
node vi,vk,vt ∈ V is mapped in a correspondent set Ai,Ak,At ∈ {Ai}i∈I ; the same
operation can be done by mapping the same tree into an INS-F {B j} j∈J where each
node vi,vk,vt ∈V is mapped in a correspondent set Bi,Bk,Bt ∈ {B j} j∈J .

In {Ai}i∈I set At represents the lowest common ancestor between the sets Ai and
Ak. In order to determine At we have to consider a collection Ci = Ai ∪S +

A (Ai)
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containing Ai and all its supersets in the family and a collection Ck = Ak ∪S +
A (Ak)

containing Ak and all its supersets in the family; then, we have to intersect these two
collections Cx = Ci ∩Ck. The collection Cx contains all the sets which are common
supersets of A j and Ak and the set At is the set with smaller cardinality in Cx. So,
to determine the correspondent of the lowest common ancestor vt ∈ V in the NS-F
{Ai}i∈I we have to do several operations: determine all the supersets of Ai and Ak,
intersect the collections containing these sets, calculate the cardinality of all the sets
in the intersection and take the set with the smaller one.

On the other hand, in {B j} j∈J set Bt represents the lowest common ancestor
between sets Bi and Bk. In order to determine Bt we have to intersect Bi and Bk

and the resulting set is the correspondent of the lower common ancestor. So, in
INS-M the problem of finding the lowest common ancestor is reduced to a single
intersection between two sets; we can see that the choice of the set data model to
adopt to represent a hierarchy is going to influence the efficiency with which we
can do some operations. The best choice between one model or the other depends
on the application environment we are considering; at the same time, the possibility
to go from a model to the other on the fly allows us to choose the best option on a
case-by-case basis.

5 The NESTOR Algebra

We designed an algebra, called the NESTOR Algebra, for the manipulation of data
represented throughout the set data models defined in the NESTOR Model. In order
to clarify the functioning and the fundamental principles on which the NESTOR
Algebra is based we will relate them to the widely known relational algebra ba-
sics. Most of the relational operations such as selection, projection, product and set
operations are important operations we want to perform on the data represented as
families of sets. The NESTOR Algebra can be uniformly adopted by the NS-F and
the INS-F. In Figure 6 we can see a graphical representation of the basic components
composing the NESTOR Algebra.

The first component contains the data model on which the algebra is based, the
predicates of the algebra and the fundamental concept of pattern family on which
the whole algebra relies. The second component contains the definition of the oper-
ators of the algebra which are both manipulation and query ones: renaming, value
update, insertion, deletion, selection, projection, union, intersection, set difference,
product, join, grouping and aggregation. The third component contains the relation-
ships of the NESTOR Algebra with the relational algebra and the Tree Algebra for
XML [16, 22]. In this chapter we do not describe each one of the algebra operators
and characteristics, nor do we show its completeness for the relational algebra and
the Tree Algebra for XML [16]; we present the main features of the algebra in or-
der to understand its functioning and its possible uses to address the interoperability
issues we have presented.

A central feature of the relational algebra is the declarative expression of queries
over the collection of tuples; an important thing we have to take into consideration is
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Fig. 6 The main components of the NESTOR Algebra

that the manipulation of data in the NESTOR Framework often uses structural con-
structs, and element inclusion (i.e. the determination of set/superset relationships
between two sets). We need to maintain this information when we manipulate the
sets organized into families in the set data models. Thus, in the NESTOR Algebra a
whole family of subsets is the fundamental unit, similar to a relational tuple. We do
not present an algebra where the families are transformed in a collection of tuples
to be processed and then re-transformed in families following a relational construc-
tion/deconstruction paradigm as is done in XML shredding [27]. Instead, we follow
the approach adopted in Tree Algebra for XML [16] developed for the manipula-
tion of XML data modeled as forests of labeled, ordered trees; thus, we choose to
manage collections of families of sets directly.

A relation in the relational model is a collection of tuples and the counterpart in the
nested sets models is a collection of families. Each relational algebra operator takes
one or more relations as input and produces a relation as output. Correspondingly,
each operator of the NESTOR Algebra takes a collection of one or more families as
input and produces a collection of one or more families as output. This means that the
NESTOR Algebra considers a whole family as the basic unit and not, for instance, a
single set belonging to a family or the elements belonging to the sets in a family.

Predicates are central to much of querying. While the choice of the specific set of
allowable predicates is orthogonal to the NESTOR Algebra, any given implemen-
tation will have to make a choice in this matter. In the NESTOR Algebra we point
out structural and content predicates; the structural predicates allow us to express
conditions on the structure of the families of subsets, instead the content predicates
allow us to define conditions on the elements belonging to the sets. For instance, we
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use a structural predicate if we want to express a condition saying that a set A j ∈AI
8

must be a subset of another set Ak ∈ AI . On the other hand, we use a content predi-
cate when we need to express conditions on specific elements belonging to the sets
of interest.

The following example presents the NS-F we will use as a basis in the descrip-
tion of the algebra; it is a toy representation of an archive where the label of every
element is a simple string that also give an indication of the archival information
brought by that element.

Example 2. Let {B j} j∈J be a NS-F where {B j} j∈J = {B1,B2,B3,B4,B5,B6}.
B1 = { summary, biography, chronology, programA, letterG, letterF,

programC, programD,letterA,letterB,letterC, testamentA,letterD,
testamentB,testamentC}, B2 = {programA,letterG, letterF}.

B3 = {programC,programD}, B4 = {letterD,testamentB, testamentC},
B5 = {letterA,letterB} and B6 = {letterC,testamentA}.

summary
biography

chronology

programA

  letterG

programC    programD

letterA
letterB

letterC

testamentA

letterD

testamentB

testamentC

B1

B2
B3

B4

B5 B6

   letterF

Fig. 7 Venn-diagram of the NS-F described in Example 2

A basic syntactic requirement of any algebra is the ability to specify the attributes
of interest. In relational algebra this is accomplished straightforwardly by consider-
ing domain-ordered relations or using names instead of position numbers for “iden-
tifying the domains” [7]; doing so for a collection of families is tricky for several rea-
sons. First-of-all merely specifying elements is ambiguous: the elements of which
set and belonging to which family? Furthermore, we also need to define structural
constraints; we have to specify the characteristics of elements belonging to some
sets as well as the relationships between the sets in a family. In a family we cannot
use information such as the position of the elements in a set or the linear order be-
tween the subsets of some sets. If we consider a homogeneous collection of families,

8 In the following, a family of subsets {Ai}i∈I will be indicated usiing the shorthand
notation AI .
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we could define a family with an identical structure to those in the collection, label
its sets, and use these labels to specify elements. But in a collection of families, data
families are heterogeneous and often we do not care about the complete structure of
a family but we wish only to reference some portion of the family we care about.
The NESTOR Algebra needs a mechanism to:

• Identify and manipulate an element on the basis of its value.
• Identify a set on the basis of the elements it contains.
• Define the relationships of a set with the other sets in a family.

In order to address these issues we define the concept of pattern triple which
provides a specification of the sets and elements of interest. The pattern family is
fixed for a given operation, and hence provides the needed standardization over a
heterogeneous collection of families. All algebraic operations manipulate sets and
elements identified by means of a pattern family.

A pattern triple, that we can indicate as P = 〈AI,Fs,Fe〉, constraints each sets in
two ways: The formula Fs imposes structural predicates on sets requiring each set to
have structural relatives (subset, superset, direct superset, etc.) satisfying other con-
tent predicates defined in the formula Fe imposed on any set. In order to understand
how the pattern triple works, we propose an example presenting a pattern triple; the
pattern triple we present is drawn from the NS-F presented in the Example 2.

Example 3. Let P = 〈AI ,Fs,Fe〉 be a pattern triple where AI = {A1,A2} is a NS-F.
P is a pattern triple defining a NS-F composed by two sets A1,A2 where A1 is

required to be the direct superset of A2 and A1 must not have any superset – i.e.
S −

A (A1) = { /0}; these conditions are expressed by means of structural predicates.
On the other hand, by means of content predicates we require A2 to contain an
element whose label starts with the string: letter. We can see a graphical rep-
resentation of the pattern family described by the pattern triple in this example in
Figure 8.

letter

A1

A2

Fig. 8 A graphical representation of the pattern triple P of Example 3

Now, we can introduce another important concept of the NESTOR Algebra: the
order embedding of a pattern triple P into a collection of families C . It is useful to
point out that C can be composed by one or more families of sets. In the following
we indicate with Bk ∈ C a generic set in the collection meaning that ∃{Bi}i∈I ∈
C | Bk ∈ {Bi}i∈I .
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Let C be a collection of families of sets, and P = 〈AI,Fs,Fe〉 be a pattern triple.
An order-embedding [14] of P into C produces as output a collection of families
of sets where each family has the same structure of AI and satisfies the structural
and content predicates defined in the pattern triple.

The families of sets outputted by the order-embedding of a pattern family into a
collection of families are called witness families. There may be no, one or more than
one embedding of a pattern triple into a collection of families and each embedding
induces a witness family of the embedding.

A witness family is composed of each set in the input collection C that matches
a set in the pattern triple and if there exists a set Bt ∈ C such that it is both a subset
of a set that matches a pattern set and superset of another set matching a pattern set,
then Bt belongs to the witness family even if it does not match any pattern set.

The meaning of “witness family” is that the sets in an instance that satisfies the
pattern triple are retained and the original family structure is restricted to the retained
sets to yield a witness family. If a given pattern triple can be embedded in an input
family instance in multiple ways, then multiple witness families are obtained, one
for each order-embedding as we show in the next example.

Example 4. In this example we show some order-embeddings of the pattern triple
presented in the Example 3 into the NS-F presented in the Example 2. This pattern
triple can be embedded in three ways into the input family and then it returns three
different witness families. We can see a graphical representation of the witness NS-
families in Figure 9.

letterG letterF letterD

B1 B1 B1

B2 B2 B4

Fig. 9 A graphical representation of the witness families resulting from the pattern triple and
the collection of families in Example 4

Most-of-all the operators in the NESTOR Algebra are based on the concepts of
pattern triple and witness family. As an example we present the selection operator
that exploits the concept of pattern triple and witness family; furthermore, we in-
troduce the concept of adornment list which is a list containing pattern sets: let AI

be a pattern family then the adornment list is SL = {A j} for some A j ∈ AI . The
selection operator takes a family of subsets (or a collection of families) as input,
a pattern triple and an adornment list as parameters and it outputs a witness family
for each embedding of the pattern triple in the input family; the witness families
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programC

A1

A2

Fig. 10 A graphical representation of the pattern triple P of Example 5

produced as output are then augmented with all the subsets of each set in the adorn-
ment list even if these subsets do not match any set in the pattern triple. This means
that for each set Ak in the adornment list we have to insert all the sets in S +

A (Ak) in
each witness family embedded by the pattern triple. If the adornment list is empty,
the selection operator straightforwardly returns the witness families. The selection
operator works in the same way for the NS-M and the INS-M.

Figure 9 presents the output of the selection operator when the adornment list is
empty. Let us see another example about how the selection operator can be used.

Example 5. Let us consider the NS-F BJ presented in Example 2 and shown in
Figure 7. Let us consider the pattern triple P = 〈AI,Fs,Fe〉 where AI = {A1,A2}
is a NS-F. The structural predicates in Fs say that A1 ⊆ A2 and that A1 must not
have any superset. The content predicates in Fe say that A2 must contain an element
which label is “programC”. This pattern is represented in Figure 10.

If we match the presented pattern triple with the input family BJ we obtain a
single witness family as output because there is only one configuration in the in-
put family for which we have a set with no superset which contains a set at which
belongs an element with label “programC”. This witness family is presented in
Figure 11.

programC

B1

B3

Fig. 11 A graphical representation of the witness family resulting from the pattern triple and
the collection of families in Example 5

If we consider a selection operator which takes the family BJ as input and the
just described pattern triple and an empty adornment list as parameters, the output
will be exactly the witness family in Figure 11. Let us consider the same selection
operator with a non-empty adornment list – i.e. SL = {A2}. This means that all the
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subsets of the set matching A2 in the input collection will be added to the resulting
witness family. So, in this example we have to augment the witness family in Figure
11 with all the subsets of set B3; we can see the output of the selection in Figure 12.

programC

letterA
letterB

letterC

testamentA

B1

B3

B5 B6

Fig. 12 A graphical representation of the output of the selection operator presented in
Example 5

The other operators in the NESTOR Algebra are defined on the same theoretical
basis of the selection.

6 The NESTOR Prototype: Addressing Interoperability for
Digital Archives

The NESTOR Prototype is the actual instantiation of the NESTOR Model; in Fig-
ure 13 we can see the main components of the NESTOR Prototype. The first com-
ponent details how the entities and the information objects we are considering are
represented through the NESTOR Model; the second describes the possible instanti-
ations of the model in an actual environment and the third examines the relationships
between the instantiations and the technologies of choice.

The NESTOR Prototype presents two possible applications of the NESTOR
Model. The first application shows how an archive modeled through the NESTOR
Model can be instantiated by means of the EAD metadata format. We show how
the archival hierarchy and the context of archival descriptions can be retained by
means of an XML file. The second application shows how we can access and share
archival descriptions with variable granularity by means of the OAI-PMH while re-
taining the fundamental characteristics of the archives. First of all we will show
how an archive can be modeled through a NS-F and a INS-F; then, we analyze the
requirements of interoperability in the archival context and afterwards we present
the two applications of the NESTOR Model and describe how they can or cannot
address the interoperability aspects for Digital Libraries.
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Fig. 13 The main components of the NESTOR Prototype

6.1 How to Represent an Archive through the NESTOR Model

At this stage it is quite straightforward to model a digital archive throughout the set
data models defined in the NESTOR Model. Let us consider an archive composed
of several divisions – e.g. fonds, sub-fonds, series – each division contains a bunch
of records – e.g. letters, registers, testaments; a representation of such an archive is
given in Figure 7 where we represented an archive through a NS-F. In order to model
this archive we have to represent the hierarchical relationships between its divisions
and the records belonging to them. By adopting the NESTOR Model we represent
each division as a set maintaining the hierarchical relationships by means of the
inclusion order defined between the nested sets. Let us consider another example: if
a fonds contains three sub-fonds, then in the NS-M we will have a set representing
the fonds containing three subsets representing the subfonds. Vice versa in the INS-
M we will have a set representing the fonds which is the common subset of the three
sets representing the sub-fonds. Each record belonging to a division is represented
as an element belonging to the set corresponding to that division. In this context we
consider each element is a metadata – defined in whatever format – describing the
archival resource; please note that the model does not necessarily require that the
elements be metadata, they can also be full content digital objects represented as
well as elements belonging to sets; we have seen in the NESTOR Algebra that the
value of an element can be of whatever domain we want. At this level of definition
there are no constraints on the nature of the elements belonging to the sets.

In Figure 2 we have seen a sample archive represented by a tree mapped into an
EAD XML file; in Figure 14 below, we can see the same archive represented with
the Nested Set Model and the Inverse Nested Set Model. Please note that with these
models the records belonging to each archival division are properly represented as
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elements. In the tree there is not a defined way of representing the records; indeed,
as an expedient, we represented them as a bunch of documents linked to a division
by a dotted arrow. In Figure 14 we focus on the sets order inclusion and we do not
indicate the label or the value of the elements just as in Figure 2 we did not specify
the elements contained by the archival divisions encoded in EAD.

Fonds

Sub-Fonds

Sub-Fonds

Serie Serie Serie
Fonds

Sub-FondsSub-Fonds

Serie

Serie

Serie

Nested Set Model Inverse Nested Set Model

Fig. 14 A sample archive represented by means of the Nested Set Model and the Inverse
Nested Set Model

6.2 Analysis of the Requirements

In the definition of a data model it is important to define the requirements that the
instantiations of the data model have to fulfill. For the purposes of this chapter we
point out the requirements that if fulfilled allow interoperability issues for the digital
archives to be addressed.

R1. The archival descriptions have to be accessible from multiple entry points and at
the same time they have to disclose their relationships allowing the user to consult
contextual information. Furthermore, the users must have a means at their disposal for
manipulating both the archival structure and the archival descriptions and for defining
and performing queries on-the-fly.

This requirement is important because it says that we have to be able to con-
sult an archive starting from the required description without having to navigate the
whole archival hierarchy from a unique entry point to find the information of inter-
est. At the same time from each description we have to be able to reconstruct its
relationships with the other elements of the archive – i.e. preserving and exploiting
the archival bonds. When we manipulate and query an archive we have to be able
to express constraints on the structure and on the content of an archive; to do so
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we need to have a well-defined mechanism that allows us to express our needs in a
standard way. This requirement if fulfilled addresses the “user perspective” aspect
of interoperability.

R2. The archival descriptions have to be shareable in a distributed environment with a
variable granularity and have to provide a mechanism for reconstructing the hierarchy
when necessary.

This requirement states that we have to be able to exchange archival descriptions
with different degrees of coarseness and belonging to whatever level of the archival
hierarchy without having to exchange the whole archive. Furthermore, a mechanism
needs to be available for reconstructing the archival relationships of an exchanged
description whenever it is necessary. In the current state of development of DL an
important technological requirement for such a data model is compliance with OAI-
PMH. Through the fulfillment of this requirement we can address the “functional
perspective” and the “interoperability technology”interoperability technology as-
pects of interoperability.

R3. Advanced language techniques allowing cross-language access to the resources
have to be straightforwardly applicable to the archival descriptions.

Cross-language access to information leads to problems of both semantic and
syntactic interoperability [20]. Two “metadata-related challanges” need to be ad-
dressed that usually are faced by involving the specification of the language of the
metadata fields” [20]: false friends and term ambiguity. Another important issue is
“name resolution” which regards the necessity to disambiguate between words that
are proper names that do not require a translation or nouns that have to be translated
for multilingual purposes. For instance, the term ”Bush” can be seen as the surname
of a former president of the United States or as a noun indicating a shrub. On the
other hand, we may need to translate some proper names; for instance, the proper
name“Kepler” has to be translated as “Keplero” in Italian.

To address these issues we can point out three main solutions. In the Translation
technique a query formulated into the user language is automatically translated in
the other languages supported and then submitted to the system. This solution is not
free from the false friends, name resolution and term ambiguity issues. The Enrich-
ment of Metadata is understood as making the intended meaning of information
resources explicit and machine-processable, thus allowing machines and humans to
better identify and access the resources. The language would be thus provided in
the metadata itself. Lastly, the Association to a Class is the association of terms
to a fairly broad class in a library classification system such as the Dewey Decimal
Classification. This is a common solution for the term ambiguity problem and it is
similar to synsets used in WordNet9. More advanced language techniques such as
semantic annotation and tagging may also be taken into account and related to this
solution.

The specification of the language of metadata field permits us to fully exploit
metadata for cross-language purposes. If metadata do not come with or cannot be

9 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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enriched with the language of the field, it is useful to rely on the association to a class
technique. This useful technique relies on the use of the subject field of metadata;
it is not always possible to determine the subject of a metadata or of a term. This
is particularly true for archival metadata where determining the subject can be very
difficult. This requirement is directly related to addressing the “multilingualism”
aspect of interoperability.

6.3 Retaining Archival Hierarchy and Context throughout an
XML Tree

The EAD metadata format is the standard means for representing and encoding an
archive. In Figure 2 we have seen how a tree is mapped into an EAD file; in Figure
15 we can see how the same sample archive modeled by means of the Nested Set
Model (see Figure 14) can be mapped in the same EAD file. The order inclusion
between the sets defining the hierarchical relationships between the archival divi-
sions is retained in the EAD by means of nested tags in the XML file. The elements
representing the archival descriptions are encoded by a sub portion of XML nested
inside each tag representing the corresponding archival division.

<eadheader> 
    [...]
<eadheader>
<archdesc level=”fonds”>
    [...]

<did> [...] </did> 
       <dsc label="Fonds">

    [...]

    <c01 label="Sub-fonds"> 
[...]

    </c01>
           <c01 label="Sub-fonds">

        [...]

         <c02 label="Serie">
         [...]
     </c02>

                  <c02 label="Serie">
         [...]

                  </c02>
                   <c02 label="Serie">

         [...]
                    </c02>

           </c01>
         </dsc>
</archdesc>

Fonds

Sub-Fonds

Sub-Fonds

Serie Serie Serie

Nested Set Model Encoded Archival Description

Fig. 15 A sample archive represented throughout the NSM and mapped into an EAD file

The main feature of this instantiation of the model is that both the structural and
the content elements are represented by means of XML elements (i.e. tags). The
EAD metadata allows us to encode the description part defined by means of the data
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models and thus it is a proper means for representing an archive. Let us see how it
behaves with the three requirements we pointed out in the previous section.

The first requirement (R1, Section 6.2) states that we have to be able to access the
archival description – i.e. descriptive metadata – at different degrees of coarseness.
EAD is encoded as a unique XML file which mixes structural and content infor-
mation while the entry point to access the information is the root of the XML file.
From the root we have to navigate the hierarchy to access the information of inter-
est. In order to overcome this issue we can define some superstructures to the EAD;
for instance, we can settle some predefined entry points by the use of XPointers10

pointing to specific elements of the XML or by using predefined paths driving the
user through the hierarchical structure. These solutions are palliatives because they
can only adequately match a well-defined reality with limited and specific needs;
moreover, they have to be revised and adapted when the user needs or the require-
ments change. Furthermore, for each instantiation of the EAD, we have to know in
advance how the XML elements are used; this is not a problem in general because
we can make use of the EAD schema, but to do so each instantiation of EAD has
to meet stringent best practice guidelines [26] otherwise the use of tags may be in-
consistent, leading to wrong interpretations of the information as has happened in
practice [18]. This peculiar aspect is problematic also from the manipulation and
query point of view. We can adopt the Tree Algebra for XML [16] as a natural way
to manipulate and query the EAD file and consider both structure and content of the
encoded archive. The users can express their need throughout algebra operators, but
they have to know in advance how the EAD elements are used otherwise the algebra
operators are ineffective.

The second requirement (R2, Section 6.2) states that we have to be able to ex-
change archival descriptions in a distributed environment. The same issues affecting
EAD for the access requirement can be found here for metadata exchange; indeed,
the encoding of all the archival descriptions as a unique XML file forces us to ex-
change the archive as a whole. We cannot share a specific piece of information – e.g.
the descriptions of the documents belonging to a specific serie – without extracting
it from the XML file and losing in this way the structural information retained thanks
to the nested tags in the XML itself.

The third requirement (R3, Section 6.2) regards the possibility of using language
techniques with the archival metadata. The first language technique (e.g. “transla-
tion”) is not affected by the choice of EAD and it can be directly applied. Fur-
thermore, when we consider the translation of an EAD file we have the advantage
of a big file with a large amount of contextual information which can be used to
disambiguate the terms. On the other hand, the “enrichment of metadata” technique
requires the metadata to be machine-readable in order to be automatically processed
and enriched. The very flexibility of EAD leading to a not always consistent use of
structure and content elements precludes the possibility of adopting this technique
with many EAD files. Lastly, we know that a single EAD metadata is used to de-
scribe an entire archive, thus in a single metadata we can find very different subjects.

10 http://www.w3.org/TR/xptr-framework/

http://www.w3.org/TR/xptr-framework/
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With this organization it is very difficult to disambiguate terms or to identify the sub-
ject of metadata; with the EAD metadata the “association to a class” technique is
essentially unworkable.

We can see that in this case we are not able to meet the interoperability require-
ments for a digital archive. We can think of different solutions that address one spe-
cific aspect at a time. These solutions must be designed on a case-by-case basis and
they do not constitute a general environment that can be applied to hierarchically
structured resources for addressing interoperability in Digital Libraries.

6.4 Encoding, Accessing and Sharing an Archive through Sets

This application of the NESTOR Framework follows a different approach and it is
based on the joint use of some basic features of OAI-PMH and the Dublin Core
metadata.

Fonds

Sub-Fonds

Sub-Fonds

Serie Serie Serie

<setspec>0001</setspec>
<setname>Fonds</setname>

<setspec>0001:0001</setspec>
<setname>Sub-FondsA</setname>

<setspec>0001:0002</setspec>
<setname>Sub-FondsB</setname>

<setspec>0001:0002:0001</setspec>
<setname>SerieA</setname>

<setspec>0001:0002:0002</setspec>
<setname>SerieB</setname>

<setspec>0001:0002:0003</setspec>
<setname>SerieC</setname>

<record><header><identifier>idDocA</
identifier><datestamp>2010-09-18</
datestamp><setSpec>0001</
setSpec></header><metadata>[...]
</metadata></record>

Nested Set Model OAISet + Dublin Core Metadata

Fig. 16 A sample archive represented throughout the NSM and mapped into OAI sets and
DC metadata

Now we informally discuss how the set data models are mapped into a structure
of OAI sets and Dublin Core metadata; a formal definition of the ideas behind this
approach can be found in [1, 11]. First-of-all we present the mapping of an archive
represented by means of a NS-F into an organization of OAI sets and DC metadata;
the mapping of the INS-F is symmetrical to this procedure but it leads to a slightly
different outcome [1]. Let us consider the sample archive represented by the Euler-
Venn diagram in Figure 14. As we can see in Figure 16, each set composing this
nested set structure is mapped into an OAI set with a propersetSpec; the set called
“fonds” is mapped into an OAI set with < setspec> 0001< /setspec>. This
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set has two subsets that are mapped into two OAI sets: < setspec> 0001 : 0002
< /setspec> and < setspec> 0001 : 0003< /setspec> and so on for the
other sets. We can see that the hierarchical relationships and thus the inclusion order
between the sets is maintained by the identifiers of the OAI sets which are defined
as materialized paths from the root to the identified set. Each single archival de-
scription is mapped into a DC metadata belonging to an OAI set; the membership
information is added to the header of these metadata that are seen as OAI-records.
In this way each archival description can be encoded by a single metadata with-
out any constraints on its format; indeed, an OAI set can contain different kinds of
metadata formats. With this model we do not impose any conditions on the archival
descriptions, thus allowing the possibility of changing the metadata, updating the
information or adding a new metadata format without affecting the structure of the
archive and without changing the data model. The choice of the DC metadata for-
mat is lead by its widespread use in libraries and the possibility of defining Dublin
Core application profiles which allow us to make it domain-specific; indeed, DC
application profiles allow the definition of DC metadata formats well-suited for the
reality we intend to represent.

This instantiation of the set data models has two main differences from the EAD
one: it clearly divides the structural elements (i.e. the sets) from the content ele-
ments (i.e. the archival descriptions) and it does not bind the archival descriptions
to a unique, fixed and predefined metadata format. These differences have a major
impact on the fulfillment of the three presented requirements.

The R1 requirement is fulfilled because each OAI set is individually accessi-
ble as well as each single metadata. From a set we can easily reconstruct the
relationships with the other sets by exploiting the setspec; from a metadata we
can reconstruct the relationships with the other metadata thanks to the membership
information contained in their header. At the same time we can straightforwardly
adopt the NESTOR Algebra to manipulate and query the archival descriptions. In-
deed, each set is uniquely identified by a setspec value and the name of the set
is a mandatory requirement; the metadata are encoded by means of the Dublin Core
and thus the use of the tags is simple and consistent. By means of the pattern triple
we can express requirements on the structure of the archive (i.e. the nested sets by
means of the pattern family and the boolean formula Fs) and on the archival descrip-
tions (i.e. the metadata by means of the boolean formula Fe). The NESTOR Algebra
gives users a standard way to manipulate and query hierarchical structure that can be
applied to different interoperating entities; users do not have to change the manipu-
lation and query language and thus they can perform a query both in the library and
the archival context in the same way. The NESTOR Algebra defines a natural way
to modify the structure and the content of an archive represented with the NESTOR
Model; at the same time we can query an archive naturally in the context of the
NESTOR Framework.

Let us consider the R2 requirement; throughout the OAI sets and DC metadata
approach we can easily use OAI-PMH to exchange a single set or a single metadata,
thus allowing a variable granularity exchange. Furthermore, from the identifier of an
OAI set we can reconstruct the hierarchy through the ancestors to the root. By means
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of OAI-PMH it is possible to exchange a specific part of the archive while at the
same time maintaining the relationships with the other parts of it. The NS-M fosters
the reconstruction of the lower levels of a hierarchy; thus, with the couple NS-M
and OAI-PMH applied to the archive, if a harvester asks for an OAI set representing
for instance a sub-fonds it recursively obtains all the OAI subsets and items in the
subtree rooted in the selected sub-fonds.

It is worthwhile highlighting that this approach can also be applied with the INS-
M, then if a harvester asks for an OAI set representing for instance an archival serie,
it recursively obtains all the OAI-subsets and records in the path from the archival
serie to the principal fonds that is the root of the archival hierarchy. The choice be-
tween a NS-M or INS-M should be made on the basis of the application context.
In the archival context the application of the INS-M would be more significant than
the NS-M. Indeed, often the information required by a user is stored in the exter-
nal nodes of the archival tree [28]. If we represent the archival tree by means of
the INS-M, when a harvester requires an external node of the tree it will receive
all the archival information contained in the nodes up to the root of the archive.
This means that a Service Provider can offer a potential user the required informa-
tion stored in the external node and also all the information stored in its ancestor
nodes. This information is very useful for inferring the context of an archival meta-
data which is contained in the required external node; indeed, the ancestor nodes
represent and contain the information related to the series, sub-fonds and fonds in
which the archival metadata are classified. The INS-M fosters the reconstruction of
the upper levels of a hierarchy which in the archival case often contain contextual
information which permit the relationships of the archival documents to be inferred
with the other documents in the archive and with the production and preservation
environment. We can see how the possibility of changing from one set data model
to the other by means of the defined mapping functions is very useful in the archival
context; we can address the user requirements in the most effective way without
being bound to the properties of the model of choice.

With regard to the R3 requirement, we can see that this approach is particularly
well-suited for use in conjunction with the presented language techniques. Indeed,
the representation of an archive as an organization of sets and DC metadata makes
it easier to determine the subject of each single metadata and thus to apply the
“association to a class” solution; in the same way the metadata enrichment can be
adopted because the DC metadata are well-suited to automatic processing. In this
way the solutions proposed to enable cross-language access to digital contents can
be applied also with the archival metadata, thus opening up these valuable resources
to a significant service offered by the Digital Library technology.

7 Conclusions and Future Work

The NESTOR Framework has been introduced as a conceptual and logical en-
vironment that can be exploited to address interoperability issues in Digital Li-
braries. The NESTOR Framework focuses on hierarchical structured resources by
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proposing two set data models alternative to the tree data structure which, as we have
seen in some application contexts are well-suited to addressing interoperability is-
sues. Furthermore, we presented the NESTOR Algebra that allows us to manipulate
and query the hierarchies represented through the NESTOR Model in a natural way.
We presented a concrete use case based on archives, which are a fundamental and
challenging entity in the Digital Libraries panorama. Within the archives we showed
how an archive can be represented through set data models and how these models
can be instantiated. We compared two instantiations of the NESTOR Model dealing
with issues of interoperability for Digital Libraries. We showed that the use of sets to
express archives open them up to new important functions that meet interoperability
issues.

An archival information management system has been envisioned and it is under
design and development to implement the NESTOR Model for the modeling and
managing of archival resources. In the design of the system, it has been possible to
separate the structural representation from the content representation of the archival
resources thanks to the features of the NESTOR Model. The design of a system that
allows for the separation of the two levels of representation makes a step forward
in the area where the available management systems do not allow such a level of
abstraction in the possible application implementations.

The archival information management system, under development, is going to be
adopted in the next future in the context of a project of the Italian Veneto Region11.
Main aim of the project is to make available a regional archival information system,
which allows the management of the resources of archives that are present on the
region territory.

Acknowledgments.The work reported has been envisaged in the context of an agreement
between the Italian Veneto Region and the University of Padua that aims at drawing up inno-
vative information management solutions for improving the final user access to archives.

EuropeanaConnect12 (Contract ECP-2008-DILI-52800) and the PROMISE net-
work of excellence13 (contract n. 258191) projects, as part of the 7th Framework
Program of the European Commission, have partially supported the reported work.

References

1. Agosti, M., Ferro, N., Silvello, G.: Access and Exchange of Hierarchically Structured
Resources on the Web with the NESTOR Framework. In: IEEE/WIC/ACM International
Conference Web Intelligence and Intelligent Agent Technology, pp. 659–662 (2009)

2. Agosti, M., Ferro, N., Silvello, G.: The NESTOR Framework: Manage, Access and Ex-
change Hierarchical data Structures. In: Proceedings of the 18th Italian Symposium on
Advanced Database Systems, Società Editrice Esculapio, Bologna, Italy, pp. 242–253
(2010)

11 http://www.regione.veneto.it/
12 http://www.europeanaconnect.eu/
13 http://www.promise-noe.eu/

http://www.regione.veneto.it/
http://www.europeanaconnect.eu/
http://www.promise-noe.eu/


48 M. Agosti, N. Ferro, and G. Silvello

3. Anderson, K.W., Hall, D.W.: Sets, Sequences, and Mappings: The Basic Concepts of
Analysis. John Wiley & Sons, Inc., New York (1963)

4. Bender, M.A., Farach-Colton, M., Pemmasani, G., Skiena, S., Sumazin, P.: Lowest Com-
mon Ancestors in Trees and Directed Acyclic Graphs. J. Algorithms 57, 75–94 (2005)

5. Celko, J.: Joe Celko’s SQL for Smarties: Advanced SQL Programming. Morgan Kauf-
mann, San Francisco (2000)

6. Codd, E.F.: A Relational Data Model of Data for Large Shared Data Banks. Communi-
cations of the ACM 13(6), 377–387 (1970)

7. Codd, E.F.: Relational Completeness of Data Base Sublanguages. In: Rustin, R. (ed.)
Database Systems, pp. 65–98 (1972)

8. Cook, T.: The Concept of Archival Fonds and the Post-Custodial Era: Theory, Problems
and Solutions. Archiviaria 35, 24–37 (1993)

9. Crestani, F., Vegas, J., de la Fuente, P.: A Graphical User Interface for the Retrieval of
Hierarchically Structured Documents. Inf. Process. Management 40(2), 269–289 (2004)

10. Duranti, L.: Diplomatics: New Uses for an Old Science. Society of American Archivists
and Association of Canadian Archivists in association with Scarecrow Press (1998)

11. Ferro, N., Silvello, G.: The NESTOR framework: How to handle hierarchical data struc-
tures. In: Agosti, M., Borbinha, J., Kapidakis, S., Papatheodorou, C., Tsakonas, G. (eds.)
ECDL 2009. LNCS, vol. 5714, pp. 215–226. Springer, Heidelberg (2009)

12. Gilliland-Swetland, A.J.: Enduring Paradigm, New Opportunities: The Value of the
Archival Perspective in the Digital Environment. Council on Library and Information
Resources (2000)

13. Gradmann, S.: Interoperability of Digital Libraries: Report on the work of the EC work-
ing group on DL interoperability. In: Seminar on Disclosure and Preservation: Fostering
European Culture in The Digital Landscape, National Library of Portugal, Directorate-
General of the Portuguese Archives, Lisbon, Portugal (2007)

14. Halmos, P.R.: Naive Set Theory. D. Van Nostrand Company, Inc., New York (1960)
15. International Council on Archives. ISAD(G): General International Standard Archival

Description, 2nd edn. International Council on Archives, Ottawa (1999)
16. Jagadish, H.V., Lakshmanan, L.V.S., Srivastava, D., Thompson, K.: TAX: A tree algebra

for XML. In: Ghelli, G., Grahne, G. (eds.) DBPL 2001. LNCS, vol. 2397, pp. 149–164.
Springer, Heidelberg (2002)

17. Kiesling, K.: Metadata, Metadata, Everywhere - But Where Is the Hook? OCLC Systems
& Services 17(2), 84–88 (2001)

18. Kim, J.: EAD Encoding and Display: A Content Analysis. Journal of Archival Organi-
zation 2(3), 41–55 (2004)

19. Knuth, D.E.: The Art of Computer Programming, 3rd edn., vol. 1. Addison-Wesley,
Reading (1997)

20. Levergood, B., Farrenkopf, S., Frasnelli, E.: The Specification of the Language of
the Field and Interoperability: Cross-Language Access to Catalogues and Online Li-
braries (CACAO). In: Greenberg, J., Klasore, W. (eds.) DC 2008, Proc. of the Int’l
Conf. on Dublin Core and Metadata Applications 2008, pp. 191–196. Universitätsverlag
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Administrative Document Analysis
and Structure

Abdel Belaı̈d, Vincent Poulain D’Andecy, Hatem Hamza, and Yolande Belaı̈d

Abstract. This chapter reports our knowledge about the analysis and recognition of
scanned administrative documents. Regarding essentially the administrative paper
flow with new and continuous arrivals, all the conventional techniques reserved to
static databases modeling and recognition are doomed to failure. For this purpose,
a new technique based on the experience was investigated giving very promising
results. This technique is related to the case-based reasoning already used in data
mining and various problems of machine learning. After the presentation of the
context related to the administrative document flow and its requirements in a real
time processing, we present a case based reasonning for invoice processing. The
case corresponds to the co-existence of a problem and its solution. The problem in
an invoice corresponds to a local structure such as the keywords of an address or the
line patterns in the amounts table, while the solution is related to their content. This
problem is then compared to a document case base using graph probing. For this
purpose, we proposed an improvement of an already existing neural network called
Incremental Growing Neural Gas.

1 Introduction

One could think that paper is something from the past, that documents will all be
”electronic” and that our offices and world is becoming paperless. This will be
true one day, but it will take several decades or centuries because it is not only a
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technological mater but a real cultural issue. Even though they all surf and chat over
the Internet, our kids still learn how to read with paper books and how to write with
pen and paper. Whatever the future, if we just have a look today at our adminis-
tration services such as public organisations and services (city hall), social security
services (health insurance, family benefits, hospitals, pension funds ), large compa-
nies (bank, insurance) etc., they handle each day a large volume of documents from
their citizens and customers. On the other hand they face several challenges in order
to reduce the charges and increase the customer satisfaction. They do look for pro-
cessing times reduction; process error reduction and delivery of new services that
can share quickly electronic information in an internet or a mobile context.

One solution is to turn the administrative paper flow into an electronic document
flow. That means digitize the documents, extract automatically by document analy-
sis techniques some information from the content of these digital images, push the
extracted indexes into a business system like an ERP (Enterprise Resource Plan-
ning) and finally archive the indexed images into a DMS (Document Management
System).

For the last 20 years, several software editors have proposed intelligent systems
to automatically read the administrative documents. The current most famous com-
panies are EMC-Captiva, ReadSoft, Top Image System, Kofax, Itesoft, A2IA, AB-
BYY, Nuancet, Pegasus, Mitek, Parascript,

The performance of these systems is a good enough fit for some business ob-
jectives on few documents such as cheques, invoices, orders or forms but the per-
formance deteriorates quickly when the system faces the complexity and the large
variability of administrative document types. Basically an administrative document
is a textual document, usually a form. The issue is that the information to extract is
very heterogeneous:

• The extracted information can be high level information like a document class
(this is an invoice, a complain, a form) or low level information such as fields
(invoice number, social security ID, cheque amount) or tables (list of ordered
items).

• The information can be machine printed (barcodes, characters, symbols, logos),
hand-printed (script, marks) in a constraint frame or handwritten (cursive) with
no constraint.

• The information can be very structured like forms. For one form each field is
always located at the same physical position. Notice that there is a vast amount
of different administrative document structures. Then if the automation of one
form can be quite simple, the automation of hundreds of forms in a single flow
becomes a bottleneck.

• The information can be semi-structured like bank cheques or invoices. The docu-
ment looks like a structured document but the field location is floating, respecting
only a logical structure. Each supplier prints the document in their own way but
respecting (almost) for instance the rule <invoice number is closed to the top of
the page beside the keyword ”invoice no”>.

• The information can be unstructured like a free text in a natural language (hand-
written mails).



Administrative Document Analysis and Structure 53

• The information can be explicit, directly readable within the document, or im-
plicit, i.e. not directly readable but inferred from readable information, eventually
combined with customer context data.

• The information can be isolated and easy to locate (printed or written on a white
background) or with overlapping and then hard to segment (printed on a textured
background or written over a comb or a printed text, ).

• The information can be in color while most of the industrial capture systems
produce binary images.

All the proposed systems rely on 2 important kinds of technologies:

• Classifiers to convert the pixels into symbols: OCR (Optical Character Recogni-
tion) for machine printed symbols, ICR (Intelligent Character Recognition) for
hand-printed characters [1], IWR (Intelligent Word Recognition) for handwrit-
ten cursive words [3] [2], Pattern Matching [4] for some graphic elements, Logo
Recognition [5] [6], etc.

• Segmentation and extraction strategies to locate and interpret the field to extract.
We identify two different techniques: the template matching approach [7] [8]
and full-text approach [26] [31].

In the template matching approach, the extraction is driven by a mask. The mask
defines an accurate physical location (bounding box) for each field to extract within
the image. The system interprets the document in applying the classifier (OCR,
ICR) to the snippet framed by the bounding box. In the industrial systems, the
mask description is usually done by manual settings on a graphical interface. This
is easy to handle, very efficient for fixed-structure forms, but is time-consuming
when the user has to define many templates. Some researchers have proposed auto-
matic model methods. The system builds itself the template by detecting graphical
features: Duygulu [9] uses horizontal and vertical lines; Mao [10], Ting [12] use
lines, logo, text lines; Hroux [13] uses pixel density; Sako [14] uses keywords ; Ce-
sarini [15] uses both keywords and graphical features, Belaı̈d [16] uses connected
component sequences. These features are exploited by a physical structure analysis
algorithm which can perform top-down analysis as RLSA based techniques [17];
bottom-up analysis for example, X-Y cut [18] X-Y tree [9] [7]; and generally said
more efficient, hybrid approaches like Pavlidis Split & Merge [19].

When the document flow contains heterogeneous documents that can not be
described by a single template, then a classification step is required to select the
adapted model. Some classification techniques rely on the same graphical features
as described above. For instance Mao [10] uses also the lines to discriminate the
document classes; Heroux [13] uses a vector of pixel density pyramid; Sako [20]
describes a document class with keywords. By extension, text classification strat-
egy with vector of words [21] can be used. For instance EMC, Itesoft and A2IA
products integrate both graphical and textual classifiers. With these features many
categorization algorithms have been explored like decision trees, nearest neigh-
bour [22] [12], neural networks [23] [13], prototype-based methods, support vector
machines [24].
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The automatic model is an interesting method but limited to one or few similar
document classes. In fact the features and the document structure analysis hardcode
the application domain: invoices [15], orders [16], cheques, forms or tables [10].
Therefore if the method allows a good flexibility in the domain scope, it can not
manage heterogeneous flows without an important development invest. The full-text
approach answers to this issue.

In the full-text approach, the extraction is driven by the data itself and a set of
rules (knowledge base) to find logical labels [25]. The rules can be parametrized by
a user or trained on labeled documents like Cesarini [26] who trains an M-X-Y tree
to learn the table structures. Most of the approaches are formal grammar based as in
Couasnon [28] or Conway [29]. Niyogi [30] presented a system called DeLoS for
document logical structure derivation. Dengel [31] described a system (DAVOS)
that is capable of both learning and extracting document logical structure. Grammar
and tree-representation seem to be a major area of research, the technique can even
work for specialized tasks such as table form recognition [20]. A few systems try
to learn the relationship between physical and logical structures [37] that do not
focus especially on logical labeling. These systems can outperform classical rule
base systems because they use more flexible models, which can tolerate variations
of the structure [34]. In most recent works, new human brain based approaches
have been developed: Rangoni [35] combines learning and knowledge integration
by using a transparent neural network;

However all these systems face the same problems:

• Any segmentation and extraction strategies need an expert to describe the docu-
ments and ”teach” the system. These settings or training are still time consuming
and not often final-user friendly.

• Only few solutions address the full scope of heterogeneous information.
• The solutions depend on the intrinsic performance of the character classifiers.

These classifiers are very efficient in standard contexts but usually collapse in
noisy context.

We proposed in [38] a case-based reasoning system to model and train the knowl-
edge for the recognition of administrative documents corresponding to different kind
of invoices. They have a typical format that changes depending on the issuing com-
pany or administration. It may vary and evolve even within the same company. To
cope with these changes, we seek to develop a system able to rely on experience
to recognize new samples. The case-based reasoning seems to be a methodology
capable of meeting this challenge. We will first describe the methodology, then we
will show how we exploit it in the case of invoices.

This chapter will be organized as follows. Section 2 provides a general defini-
tion of CBR, explaining its various components. Then, Section 3 shows the use of
CBR for document analysis. The proposed approach is described in Section 4. Ex-
periments on invoices are detailed in Section 5. Finally, we conclude and give some
perspectives of this work in Section 6.
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2 Case-Based Reasoning

The case-based reasoning (CBR) is a reasoning paradigm that uses past experiences
to solve new problems [39]. It is applied today in all areas where we need to use
or synthesize past experiences to propose new solutions. Early work in CBR has
been proposed in 1983 by Kolodner [41], which created a system of questions and
answers using a knowledge base already established.

CBR is based on several steps we will detail in this paper. Several models have
been proposed to define the CBR (see Fig. 1), but the most common is that of
Aamodt and Plaza [39]. It consists of four steps: research, reuse, revision, retention
(or learning). A preliminary step, also needed, is the formulation of the problem.
In this work, we combined stages for reuse and review a step conventionally called
”adaptation”. This is also done in most researches in CBR.

2.1 CBR Terminology

In CBR, a problem is posed by the user or the system. That is the part to resolve. A
case is the set formed by the problem and its solution.

case = {Problem,Solution}
We call ”target case” the case to solve and ”source case” the case from the case

base used to solve the target case. The base case is the core of the system cases.
These are either given by the user, or by the system automatically enriched.

Fig. 1 CBR paradigm
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2.2 Problem Elaboration

This phase involves the indices and problem descriptors extraction, and their rep-
resentation. It can be done either by the user who, based on his data, constitutes
the problem to solve, or by the system which knows itself how to elaborate a prob-
lem based on available information. For example, in the system FAQFinder [40],
the system input is a question given by the user. The question is then processed
by the system which extracts the problem (extraction of the most significant terms,
removing the less informative terms). The final problem in FAQFinder is a vector
representing the query.

2.3 Similar Case Search

Similar case search is one of the most important parts of CBR. It involves taking
into account the representation of cases, a measure of similarity between cases and
the choice of one or more close cases. The similarity measure between cases is
often limited to a similarity measure between problems. It depends directly on the
data representation and complexity. Once the similarity measure appropriate to the
problem is chosen, it becomes easy for each new problem, to find similar cases in
the case base.

2.4 Adaptation

The adaptation is to find a solution to the target problem from a solution given to
the source problem . The solution to the source problem should be kept or modified
to allow the proposal of a new solution to the target problem. Two major categories
of adaptation exist in the literature:

• Structural adjustment: it tries to apply the solution of the source case through
some changes, taking into account the differences between source and target
problems, on the target problem.

• Derivational adaptation which traces how the source solution has been proposed
to produce the solution to target. This is particularly true for planning applica-
tions for example.

These two broad categories can be broken down into several types of other
adaptations[42]. The simplest, and it’s one we’ll use is the zero adjustment. It con-
sists, from the solution of the problem source, to ”paste” the solution on the target
problem. This adaptation, although it is very simple, solves problems as the case of
documents for example.

2.5 Learning

The role of the learning is to integrate new solved and revised cases in the case
base. This process must be designed to avoid filling the database with each new
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case resolved (redundancy can be dangerous for the system as far as it can slow it
down considerably). It allows the system to manage its knowledge. We propose here
an interesting solution for classifying the case base. We stand where the case base
is constantly fed with new cases resolved as different, and we try to build a system
to classify these cases so as to always have quick access to the database.

3 CBR for Document Image Analysis: CBRDIA

In an administrative Document Image Analysis (DIA) system, it often happens that
documents are processed in batches. We call batch a set of similar documents, from
the same supplier, the same company or administration. Documents in a batch all
have the same characteristics, they are represented in the same manner and only the
specific content of each document is different (for example, the cell contents in a
form). Currently, in a company, a batch requires a user intervention to model the
material on this batch. From the model, it becomes easier for the system to extract
the desired information in the document.

The first problem is to try to model documents automatically in a batch and use
this model later on the batch. The second problem is more complex. The system
must also be able to handle heterogeneous documents. In this case, two configura-
tions are possible:

• The first, and it is the easiest, is the case of the document for which you can find a
similar model. This means that documents similar to this document have already
been treated before, and it can speed up the processing. Documents in Figure 2
have exactly the same structures. As well the tables as the address structures and
payment are similar. It is clear then that knowing the general model of this batch,
it becomes very easy to treat all documents belonging to this batch.

• The second is more complex. This is the case of a completely new document,
for which no existing model can be associated, and must of course be analyzed.
The easiest solution is to appeal to a user who will help to extract the necessary
information.

Fig. 2 Two invoices from the same batch. The model of these documents is the same
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These two problems raised other issues as important:

• how to model documents, what information must be represented in this model,
• how to take advantage of existing templates,
• which approach to take for that user intervention is minimal.

In our application, the system tries to analyze the documents individually, without
resorting models of existing documents. The example of invoices in Figure 3 shows
two invoices from two different batches. It is clear that both invoices should not (and
can in fact not) be treated in the same way. Special treatment should be performed
on each of them.

Fig. 3 Two invoices from different batches

The ideal solution would be to try to enjoy the experience of the system, instead
of the user. As to treatment, the system accumulates the experience of document
analysis. After a while, it is certain that the system has treated so many different
documents that the knowledge it gained could be used to analyze any type of docu-
ments. We must therefore take advantage of that knowledge. This is the main idea of
the solution to the problems mentioned above. We will therefore introduce a system
that not only deals with documents, but also learns as you go.

For this reason we chose to use CBR for the proposed system. First, the existing
mode of reasoning in CBR is well suited to the needs of a system for document
analysis. Indeed, CBR can benefit from previous experiences to offer new solutions
to new problems. In the case of our application, a new problem is simply a new
document to be analyzed. The fact that this document be in a batch or completely
new does not change the fact that we must be able to analyze and interpret. Previous
experiences are therefore other than documents previously modeled, analyzed and
interpreted.
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4 The Proposed Approach

Figure 4 shows the block diagram of our approach. It consists of two CBR cycles.
For each new document, the problem is first extracted. This is compared with docu-
ment problems of the case base.

Fig. 4 CBRDIA flow

• If a similar problem exists in the database, then the solution of the nearest (source
problem) is applied to the problem of the target document.

• If no similar problem exists in the case base, then we proceed to the next CBR
cycle. The structure problems are used. Each structure issue is compared with
the problems of the structure case base. The solutions of the closest problems are
then applied to the problem of target structure. Through this process we can ob-
tain a complete solution for the document problem. So we can inject this resolved
case in the document case base.

4.1 Document Structures

The document structures constitute in our approach the problems in CBR terminol-
ogy. The documents that are used in our approach are real world documents taken
from a document processing chain. First, they are OCRed thanks to some commer-
cial softwares combined with other local built OCRs. The OCR output is then all
the document words with their coordinates in the document. These words have to
be organized in a more logical way. For this, we create groups of information given
below:

1. Words: which are returned by the OCR. They are given the following attributes:
position (top, left, right, bottom), tags (alphabetical, numerical, alphanumerical).
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2. Fields: which are groups of neighbor words aligned horizontally. They are given
the following attributes: positions and tags. The field tags correspond to the con-
catenation of the tags of the words composing the field.

3. Horizontal lines: which are groups of neighboring fields. They are given the fol-
lowing attributes: position, pattern. A pattern is the concatenation of the tags of
the fields composing the horizontal lines.

4. Vertical blocks: which are groups of fields aligned vertically. They are given the
following attributes: position coordinates.

From this physical re-structuring of the document, we extract now the logical
structure. We have noticed through our observations on thousands of documents
that two kinds of structures exist in invoices:

• The first one is the keywords structures (KWS) that are based on the extraction of
some keywords. This extraction uses semantic dictionaries related to the domain
of invoice (example: words like Amount, VAT, Total...).

• The second type of structures is tables which are very important structures in
administrative documents. As tables correspond generally to a repetition of a
pattern, these structures are called pattern structures (PS). Once these two types
of structures are extracted, the document model takes them into account as well
as their relative positions (top, left, bottom, right). Further details about our doc-
ument model extraction, and especially on table extraction can be found in [43].

4.2 Problem Representation

The final document model is a graph of the different structures of the documents.
This representation allows us not only to describe a document, but also a whole class
of documents. In this way, whenever a document from the class ’X’ is presented to
the system, it can be directly recognized as belonging to this class. The example in
Figure 5 shows clearly how two documents can be represented with the same model.

Fig. 5 Two documents from the same class
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Figure 6 shows a document model. This document is composed of two KWS. It
can be clearly seen that the nodes are the document keywords, or the labels of the
structures, whereas the edges describe the relative positions between the elements.

Fig. 6 A document model

4.3 Problem Solving

Once the document model is extracted, global problem solving starts. It consists of
checking if a similar document is available in the document database (using graph
probing or edit distance). If it is the case, then the solution of the nearest document
is applied on the current document. Otherwise, local solving is used. It consists of
finding a solution for every structure (KWS or PS) in the document independent of
others. Similarly, as in global solving, the system looks for similar structures in the
structure database and tries to apply the solution of the nearest ones on the current
structures. Figure 4 shows the flow of this approach. Further details can be found
in [43].

4.3.1 Graph Matching Using Graph Probing

In CBRDIA, every document is to be matched with the documents of the database.
Since our documents are represented by graphs, graph matching techniques have to
be used. Many graph similarity measures exist. Edit distance as well as the max-
imum common subgraph distance can be employed, but time and complexity are
factors that lead us to think about a faster similarity measure.

Graph probing distance is a graph dissimilarity measure that was first presented
in [48]. It is a fast and fairly accurate technique of graph comparison. It has also
a direct relation with graph edit distance. Let G1 and G2 be two graphs, then
dgraphprobing(G1,G2) ≤ 4.deditdistance(G1,G2). Quite often graph probing is a good
approximation of graph edit distance. Its principal drawback is the fact that if
dgraphprobing(G1,G2) = 0, then G1 and G2 are not necessarily isomorphic.

Graph probing is based on the computation of the frequency of each vertex and
each edge in its graph. Let A, B, C be the nodes of G1, and B, C, D be the nodes
of G2. First, we compute the frequency of A, B, C in G1, and do the same with
the nodes of G2. The probe on nodes is then: Pb1 = ∑ | f req(NG1)− f req(NG2)|,
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where f req(NG1) and f req(NG2) are respectively the frequencies of a node N in
G1 and G2.

On the other hand, we have to calculate the probe on edges. For every node, we
extract its edge structure. If a node N has an edge with the tag (top, left) and another
one with the tag (top, right), then the edge structure of N is (top:2, left:1, bottom:0,
right:1). This is done for every edge in the graph. The probe over edges is then
Pb2 = ∑ | f req(EG1)− f req(EG2)|, where f req(EG1) and f req(EG2) are respectively
the frequencies of an edge structure E in G1 and G2.

The total probe is then: Pb = Pb1 + Pb2.
Graph probing is applied in this way to every new document in order to find the

most similar document in the database.

4.3.2 Incremental Learning in CBRDIA

Now that new cases of documents have to be learnt, incremental learning is adopted.
It allows the system to use the solved cases in the future and to avoid the same pro-
cessing for every similar document. Incremental learning is used as the following:
every new case has to be learnt and retained by the case base. Moreover, similar
cases have to be grouped together in order to make the comparison between an in-
coming case and the case base more accurate.

To find an approach of incremental learning, we focused on incremental neural
networks. The earliest incremental neural networks were the Growing Cell Struc-
tures (GCS [44]), followed by the Growing neural Gas (GNG). Then, many other
variations were built on these two networks. The Hierarchical GNG (TreeGNG) is
a network that builds classes over the classes given by the GNG. Similarly, the Hi-
erarchical GCS (TreeGCS [45]) uses the same principle. Other types of incremental
neural networks are those which use self organizing maps. One has to make the dif-
ference between incremental neural networks which perform incremental learning
(GNG, IGNG) and incremental neural networks which are just incremental because
they can add or remove neurons. We will just introduce IGNG in this paper as it is
the method we are using.

4.3.3 Incremental Growing Neural Gas

The IGNG is an improvement of the GNG in some aspects (algorithm explained
below). As shown in [47], IGNG gives better results for online and in incremental
learning. This can be explained by the fact that IGNG creates neurons only when
a new datum is very far from the already created neurons, contrary to the GNG
which creates neurons periodically. IGNG has also better memory properties. This
means that when a new class of data having different properties appears, the IGNG
can really adapt its topology without loss of the previous information, whereas the
GNG can lose some of its already created neurons.

This neural network IGNG suffers however from the choice of the threshold S. In
their original paper, Prudent et al. proposed to initialize S at the standard deviation of
the whole database for which classification is done. This is in our opinion contrary
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to the principles of incremental learning as we do not know apriori which kind data
is coming later.

4.3.4 IGNG Improvement

The first point on which we worked was to try to be free from the choice of the
threshold S. The first constraint is that the only information available at a time T
is the information about the already processed data. Moreover, we cannot use the
whole previous data to determine the class of the new data. The solution is to use
some local information related to each neuron. Let:

• N be the number of IGNG neurons at T.
• E be an entry.
• mi be the average distance between every element in a class i and its representa-

tive neuron ni. σi the standard deviation of these distances.

It is logical to say that E belongs to a class i if d(E,ni) < mi. In order to be more
flexible, we propose that the threshold S becomes: S = mi + α.σi, where ni is the
nearest neuron to E. By taking into account the mean and standard deviation of this
class, we are using intrinsic parameters related to this class, not to the whole data.
Two cases typically occur:

• the new data is close enough to the nearest class (meaning d(E,ni) < mi +α.σi),
this data will belong to the class i and the neuron ni is updated.

• the new data is too far from its nearest class. In this case, a new neuron is created
(embryon neuron), and becomes effective in classification only if its age exceeds
aneuronmax.

Figure 7 shows a typical case where the nearest class is too far from the new data.
This new data will then create an embryon neuron.

Fig. 7 A new data creates an embryon neuron
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4.3.5 Node Deletion

The second point of interest is the condition of node deletion. In GNG and IGNG,
an edge is removed whenever its age exceeds a threshold aedge. Then, if a neuron is
not connected to any other neuron, it is removed as well. However, depending on the
application, one may not want to remove neurons that are not connected to others,
as these single neurons may represent an important information (eventhough it can
be very rare). For example, in our application, some rare invoices can be processed
from time to time, and can in this way form neurons that are very far from the other
neurons. A simple example is shown on Figure 8. The neuron representing the rare
data (X) is connected to two other neurons (Y and Z) which have many more data
compared to X. Every time a data is attributed to Y or Z, the edges (X-Y) and (X-Z)
are incremented. When age(X −Y ) > aedge and age(X −Z) > aedge, these edges are
removed. In the classical scheme, X will also be removed. Moreover, its data will
be assigned to its nearest neurons in the network (Y and Z). Then, even if Y and Z
are not representative of the data associated with X, their data will include new data
very different from their original data.

We propose in this case to examine the distance between X and its nearest neuron,
let this distance be d(X,Y). If d(X ,Y ) > β · ((my + α.σy)+ (mx + α.σx)), then this
X has to be kept in the network, even if it has no connection with the other neurons.
Otherwise, this neuron can be removed and its data can be assigned to the other
neurons. The β factor can be chosen by the user, depending on the application.

From now on, the Improved Incremental Growing Neural Gas will be noted
I2GNG.

Fig. 8 A neuron that should not be deleted, even if it is not connected to any other neuron
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4.3.6 Adaptation to the Case of Graph Classification

In [46], Gunter and al. proposed a method of adapting Self Organizing Maps (SOM)
to graph classification. This method was used to digit classification and was based
on the computation of the edit distance between graphs. Every formula in the SOM
algorithm was then adapted based on the edit path between any two graphs. Here is
a simple explanation of the idea:

let G1 and G2 be two graphs. Let d(G1,G2) be the edit distance between G1 and
G2. This distance corresponds to the cost of some additions, deletions or substitu-
tions of nodes or/and edges which transform G1 into G2.

d(G1,G2) = ∑cost(editing)

In the vector domain, when the distance between a vector X and vector Y is d(X,Y),
it is easy to transform X by ε(X ,Y ), ε being a real quantity. The same operation in
the graph domain means that G1 has to be modified by β = ε ·d(G1,G2) (equivalent
to Neuron = εb.(Neuronnearest −entry)). Modifying G1 by β means that we have to
apply only β edit operations on G1. As we already know the edit path that allowed
us to compute the distance between G1 and G2, β corresponds just to a part of this
edit path. Modifying G1 becomes in this way an easy task as we just have to find
the edit operations which cost approaches β as much as possible. More elaborate
details can be found in [46].

Adapting the I2GNG formula using the principles cited above allows us now to
classify graphs or trees using I2GNG.

5 Experiments

The first part of these experiments shows the results of the whole CBRDIA system.
The second experiments are only related to incremental learning using administra-
tive documents.

5.1 Experiments on CBRDIA

CBRDIA was tested on 950 invoice documents taken from invoice processing chain
of ITESOFT. They are divided in 2 groups:

• the first one contains 150 documents where each one has a similar case in the
document database: this is used to test global solving. The document database
contains 10 different cases;

• the second one contains 800 documents for which no associated case exists in
the document database. Hence, local solving will be applied on these documents.

The results are described thanks to three different measures as in 1. In this equation,
X can be a document, a KWS or a PS.
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RX =
| f ound solutions |

|solutions in groundtruth X |. (1)

Global solving produced 85.29% of good results whereas local solving produced
76.33%. More detailed results can be found in [43].

5.2 Experiments on Administrative Documents

Our experiments were performed on a dataset of real documents (invoices) taken
from a real invoice processing chain. Every invoice was modeled with its graph
and then submitted to the I2GNG. The complexity of these documents is variable.
Whereas some documents are very clean and have almost no OCR errors, others can
be degraded and have very few key-words to be identified.

The dataset was divided in two parts: a learning set (324 documents) and a testing
set (169 documents). 8 classes of invoices were used for this purpose. We chose this
strategy of I2GNG evaluation as the learning procedure helps in knowing about
the incremental capabilities of the modified I2GNG applied to graphs, whereas the
testing phase helps knowing about its classification properties.

We performed two different series of tests. The first one is concerned with the
influence of α , the second one concerns the influence of the threshold age of neurons
(above which neurons become mature). Table 1 gives these results.

Table 1 Influence of α and aedge

aedge neurons rec α neurons rec
10 14 99.40% 0.5 10 98.22%
20 18 97.63% 1 15 98.22%
30 18 97.63% 1.5 12 98.81%
40 16 98.22% 2 14 98.81%
50 16 98.22% 2.5 12 99.40%
60 16 98.22% 3 18 97.63%

The results show that the number of neurons is always greater than the number
of classes (8). This is due to the variations found in these classes. Representing one
class with several neurons is not a problem as far as a neuron is not shared by two
classes. In the training process, we tag manually the obtained neurons (by giving
them the name of the class they represent).

The obtained results are very encouraging. They mean that the I2GNG with our
improvements is working well. As shown in table 1, the bigger α is, the more neu-
rons we obtain. This can be explained as the following:

• when α is big, the threshold (m+ α.σ ) for each neuron is also big. A new class
is created if and only if it is outside the range of an existing neuron. Neurons
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are then not close to each others. Their ages increase quickly and they become
mature quickly too.

• on the other hand, when α is small, neurons are very close to each other. One
class can be represented by high number of neurons, few of which become mature
because of the high competition among classes.

6 Conclusion

In this paper, we presented the different steps composing the system CBRDIA.
This system and its incremental learning part have been implemented and tested on
real data.

An existing neural network was improved and extended to graph classification.
The obtained results are satisfying, but some work still needs to be done in order to
improve the performance of the I2GNG. Two studies are being done. The first one
concerns the automation of the choice of the maximum ages of edges and neurons.
These parameters have an influence on the final results. The second study concerns
α the choice of which can be done using some characteristics of the studied neuron.
For example, we can use the density of a class, its entropy or other descriptors to
get an adaptive α .

We have demonstrated that the Case-Based Reasoning approach is natively
adapted to heterogeneous document flows because each document is a case. The
aim of the system is to organize and retrieve the different cases from an incremen-
tal knowledge base and moreover to adapt the previous knowledge to cope with a
new document. The major concept of the adaptation approach comes from the ob-
servation that, specifically in the invoicing domain, the data (address, invoice date,
amount) are often presented in few similar ways, in spite of each supplier editing and
printing the invoices by its own feeling. Therefore, the 2-scales reasoning Global
and Local approach demonstrates how it is possible to benefit from the redundancy
of local structures to automatically model a whole new document.

This adaptation feature should reduce the time spent on modeling, which is one
of the most important issues of Administration Documents Processing systems in
the face of a large heterogeneous document flow.

In addition to invoices, this system can be applied directly to a very large majority
of administrative documents in all domains: insurance, health, banking. We should
recall that document processing targets the extraction of a finite set of indexes. These
indexes are framed by business definitions obviously shared by the writer and the
reader, otherwise there is no communication. Each writer can be free to organize the
information set within a document and then introduce a large variety of documents.
But the various ways to represent an index may converge, depending the accuracy
of the business definition. Very formalized indexes will be very redundant (social
security number for instance) and, on the other hand, indexes explained in a natural
language text will support a batch of representation (that cannot be modeled by a
structure).
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Another perspective is to generalize the multi-scale CBR approach to manage the
document flow structure. So far we have dealt only with documents, and supposed
that the system input is the document. This supposition is true from a functional
point of view. The end user handles each document separately and may define a
data-extraction scope for each document. This is why all document analysis sys-
tems use the document scale as the system input scale. In fact the document is not
the input scale but the output scale. The real input of the system is the result of the
capture process: single page images. Using a fax machine or a desktop scanner, the
user can digitize documents one by one. This makes sense when the user digitizes
one or two documents, it makes no sense when production scanners which capture
1 000 to 10 000 pages per hour are used. Here the paper documents are turned into
a flat sequence of page images. The challenge is then to segment the flat sequence
into a structured document flow. The easiest solution is to introduce document sep-
arators (white sheets for instance) when preparing the batches to capture. This takes
time and is paper-consuming. The other solution is document analysis to identify
certain master documents in order to trigger the flow segmentation. For instance, a
document starts at each page nb. 1 of an invoice or at each cheque. This solution
supposes modeling of the flow sequence and the ability to identify before segment-
ing. To complete the complexity we should note here that the flow structure can be a
multi-level tree: for instance the end users payment business document is a complex
document composed of two more natural documents that are one (multi-page) in-
voice plus one cheque. We believe that we can expand the multi-scale CBR system
in adding new CBR cycles to model the whole flow. We expect in this very global
system to take advantage of redundancy in the documents and sub-structures at each
level of the tree to enlarge the system scope and minimize the end users conception
efforts.

Introducing the Case-Based Reasoning combined with Optical Character Recog-
nition and Document Structure representation is a new step from Vision to Artificial
Intelligence. For the last 40 years, the biggest challenge was to interpret the pixel
into more symbolic information: characters, words, tables introducing more and
more language models and semantic information to drive recognition. This pure
recognition challenge is far from being solved, but the solution has reached a good
enough level of quality to move slowly away from the document analysis scope to-
wards a more ambitious document understanding scope. We now do not just ask
the computer to read information and follow a fixed analysis process, defined by
a grammar or a technical template. We can now ask the future system to simply
learn from samples, to build its own rules, to infer new knowledge and to memorize
enough of it so that human assistance is no longer needed.

If you will allow us the following comparison: the document reader system was
yesterday a little boy able to recognize some patterns. He can today re-use part
of his experience and learn himself from read documents in order to infer all this
information onto new documents. On our side we will continue to raise our little
boy and we wish you to conceive many brothers.
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1 Introduction

The current spread of documents available in digital format raised the need of effec-
tive retrieval techniques based on their content. Since manual indexing is infeasible
due to the amount of documents to be handled and to the subjectivity of experts’
judgements, automatic techniques are the obvious solution. In particular, a key fac-
tor for such techniques to be successful is represented by the ability of properly
identifying and understanding the structure of documents, in order to focus on the
most significant components only. The task aimed at identifying the geometrical
structure of a document is known as Layout Analysis, and represents a wide area of
research in document processing, for which several solutions have been proposed
in the literature. However, they are mostly based on statistical and numerical ap-
proaches that may fail in classification and learning, being not able to deal with the
lack of a strict layout regularity in the variety of documents available. On the other
hand, on suitable descriptions of the document layout, Machine Learning techniques
can be applied to automatically infer models of classes of documents and of their
components. Indeed, organizing the documents on the grounds of the knowledge
they contain is fundamental for being able to correctly access them according to
the user’s particular needs. For instance, in the scientific papers domain, in order to
identify the subject of a paper and its scientific context, an important role is played
by the information available in components such as Title, Authors, Abstract and
Bibliographic references.

Thus, the quality of the layout analysis outcome is crucial, because it determines
and biases the quality of the next understanding steps. Unfortunately, the variety of
document styles and formats to be processed makes the layout analysis task a non-
trivial one, so that the automatically found structure often needs to be manually fixed
by domain experts. To this aim, in this work we propose the application of Machine
Learning techniques to infer models of correction rules for wrong document layouts
from sample corrections performed by expert users, in order to automatically apply
them to future incoming documents. This task requires a first-order logic represen-
tation, because the structure of a document is not fixed, and the corrections typically
depend on the relationships of the wrong components with the surrounding ones.
Moreover, as a consequence of the continuous flow of new and different documents,
the learned models often need to be updated and refined, which calls for incremental
abilities of the system. Indeed, the layout correction setting prevents the possibility
of defining and fixing the number of correction typologies since the beginning of
layout analysis step, as it is not possible to foresee how many and what kinds of
corrections have to be performed in order to obtain a satisfactory document layout.
Hence the need of incremental abilities of the approach in order to be able to deal
with totally new layout correction instances.

This chapter proposes a technique that was actually embedded in a prototypi-
cal version of the document processing system DOMINUS, using the incremental
first-order logic learner INTHELEX. Experiments in a real-world task confirmed
the good performance of the proposed solution. The chapter is organized as fol-
lows: Sections 2 and 3 introduce the background in which the proposed solution is
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intended to work; Sections 4 and 5 present the details of the proposal; Section 6
discusses the experimental evaluation of the technique; lastly, Section 7 concludes
the work.

2 Related Work

Document Image Understanding (DIU) is the process aimed at transforming the
informative content of a (paper or digital) document into an electronic format out-
lining its logical content. DIU strongly relies on a preliminary Document Image
Analysis process, whose goal is to discover the geometrical and logical layout struc-
ture of the document. Specifically, the geometric layout analysis aims at producing
a description of the geometric structure of the document, while the logical layout
analysis aims at identifying the different logical roles of the detected regions (titles,
paragraphs, captions, headings) and the relationships among them. In this work we
focus our attention on the geometric layout analysis step, with a particular empha-
sis on the ability for a document analysis system to automatically fix the wrong
behaviour of this phase.

The geometric layout analysis phase involves several processes, among which
page decomposition. Several works concerning the page decomposition step are
present in the literature, exploiting different approaches and having different objec-
tives. Specifically, it is possible to distinguish text segmentation approaches, which
analyse the document in order to extract and segment text. The textual part is di-
vided into columns, paragraphs, lines, and words in order to reveal the hierarchical
structure of the document. Page segmentation approaches aim at partitioning the
document into homogeneous regions. They can be grouped into different typologies
according to the technique they adopt: smoothing/smearing [1], projection profile
analysis [2, 3, 4, 5, 6, 7], texture-based or local analysis [8, 9], and analysis of
the background structure [10, 11]. On the other hand, there exist the Segmenta-
tion/Classification mixed approaches. These hybrid approaches do not clearly sep-
arate the segmentation step from the classification one. The techniques they exploit
are based on connected component analysis [12, 13] and texture or local analy-
sis [14, 15]. Finally, the block classification approaches aim at labelling regions
previously extracted in a block segmentation phase. Most of them are based on fea-
ture extraction and linear discriminant classifiers [1, 3, 7, 16].

All these approaches can be viewed as relying on two basic operations: split and
merge. Indeed, they all exploit the features extracted from an elementary block to
decide whether splitting or merging two or more of the identified basic blocks in a
top-down, bottom-up or hybrid approach to the page decomposition step.

One of the most representative top-down approaches is the recursive X–Y cut
method [5] that relies on projection profiles to cut a textual region into several sub-
regions. However, this approach has some difficulty in dealing with text regions that
lack a fully extended horizontal or vertical cut. In the same way, approaches that
exploit maximal white rectangles [17] or white streams [7] may also fail to find
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white margins that are large enough. For this reason, a multi-scale analysis method
that examines a document at various scales was proposed [18].

Significant examples of the bottom-up behavior are the document spectrum
method [19], the minimal-cost spanning tree method [13], and the component-based
algorithm [20]. The underlying idea of these methods is to build basic blocks based
on the distances between connected components. In particular, [21] used the span-
ning tree as a pre-classifier to gather connected components into sub-graphs. In
this approach, one crucial step involves cutting away a vertical sub-graph that has
been wrongly merged into a horizontal text line, or vice versa. Some empirically
estimated heuristics are exploited to solve this problem. Other authors developed a
rule-based bottom-up method [22] in which a set of rules is encoded, that allows to
merge connected components in text lines. Specifically, the rules are based on the
concept of nearest-neighbour connect-strength, which varies according to the size
similarity, distance, and offset of the components. In [23] a hybrid segmentation
method is proposed, that partitions a document into blocks based on field separators
and white streams, and then merges the components of each block into text lines.

Since all methods split or merge blocks/components based on certain parame-
ters, parameter estimation is crucial in layout analysis. All these methods exploit
parameters that are able to model the split or merge operations in specific classes of
the document domain. Few adaptive methods, where split or merge operations are
performed using estimated parameter values, are present in the literature [24, 25].
A step forward is represented by the exploitation of Machine Learning techniques
in order to automatically assess the parameters/rules able to perform the document
page decomposition, and hence the eventual correction of the performed split/merge
operations, without requiring an empirical evaluation on the specific document do-
main at hand. To this regard, learning methods have been used to separate textual
areas from graphical areas [26] and to classify text regions as headline, main text,
etc. [27, 28] or even to learn split/merge rules in order to carry out the corresponding
operations and/or correction [29, 30].

However, a common limit of the above reported methods regards the consider-
ation that they are all designed with the aim of working on scanned documents,
and in some cases on documents of a specified typology, thus lacking any gener-
ality of the proposal with respect to the online available documents that can be of
different digital formats. On the other hand, methods that work on natively digital
documents assume that the segmentation phase can be carried out by simply per-
forming a matching of the document itself with a standard template, even in this
case, of a specified format.

3 Preliminaries

Based on the ODA/ODIF standard, any document can be progressively partitioned
into a hierarchy of abstract representations, called its layout structure. Here we
describe an approach, named DOC (Document Organization Composer) [31], for
discovering a full layout hierarchy in digital documents based primarily on layout
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Fig. 1 Layout analysis steps on the original document (a): preprocessing for world/line
blocks aggregation (b) and final high-level layout structure (c).

information. The layout analysis process, whose main steps are shown in Figure 1,
starts with a preprocessing step performed by a module that takes as input a generic
digital document and extracts the set of its elementary layout components (basic-
blocks), that will be exploited to identify increasingly complex aggregations of basic
components.

The first step in the document layout analysis concerns the identification of rules
to automatically shift from the basic digital document description to a higher level
one. Indeed, the basic-blocks often correspond just to fragments of words (e.g.,
in PS/PDF documents), thus a preliminary aggregation based on their overlapping
or adjacency is needed in order to obtain blocks surrounding whole words (word-
blocks). Successively, a further aggregation of word-blocks could be performed to
identify text lines (line-blocks). As to the grouping of blocks into lines, since tech-
niques based on the mean distance between blocks proved unable to correctly han-
dle cases of multi-column documents, Machine Learning approaches were applied
in order to automatically infer rewriting rules that could suggest how to set some
parameters in order to group together rectangles (words) to obtain lines. To do this,
a kernel-based method was exploited to learn rewriting rules able to perform the
bottom-up construction of the whole document starting from the basic/word blocks
up to the lines. Specifically, such a learning task was cast to a Multiple Instance
Problem and solved by exploiting the kernel-based algorithm proposed in [32].

The next step towards the discovery of the high-level layout structure of a doc-
ument page consists in applying an improvement of the algorithm reported in [33].
To this aim, DOC analyzes the whitespace and background structure of each page
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in the document in terms of rectangular covers and identifies the white rectangles
that are present in the page by decreasing area, thus reducing to the ‘Maximal White
Rectangle problem’ as follows:

Given a set of rectangular content blocks (‘obstacles’) C = {r0, . . . ,rn}, all placed
inside the page rectangular contour rb,

Find a rectangle r contained in rb whose area is maximal and that does not overlap
any ri ∈C.

The algorithm exploits a representation based on the following data structures:

Rectangle represented by the coordinates of its Left-Top and Right-Bottom cor-
ners in the plane, i.e. (xL,yT ,xR,yB) respectively;

Bound a pair (r,O) made up of a Rectangle r and a Set of obstacles O, each of
which is in turn a Rectangle overlapping r;

Priority Queue of Bounds Q, whose elements are organized according to the
area of r and providing direct access to the element having the maximum value
for the area of r;

Set of Rectangles B, that collects the pieces of background as long as they are
identified.

Elements are iteratively extracted from the queue: if the set of obstacles correspond-
ing to the extracted element is empty, then it represents the maximum white rectan-
gle still to be discovered, so it is saved into B and added as an additional obstacle to
all bounds in the current queue to which it overlaps; otherwise one of its obstacles is
chosen as a pivot and the contour is consequently split into four regions (those rest-
ing above, below, to the right and to the left of the pivot), some of which partially
overlap. Each such region, along with the obstacles that fall in it, represents a new
structure to be inserted in the priority queue. In the end, computing the complement
of the areas in B would yield the document content blocks. The described procedure
is formally specified in Algorithm 1.

Algorithm 1. Maximal White Rectangle
1: B ← /0
2: Q ←{(rb,C)}
3: while Q �= /0 do
4: (r,O) ← dequeue(Q)
5: if O = /0 then
6: B ← B∪{r}
7: Add r as a new obstacle to all elements in Q overlapping it
8: else
9: p ← pivot(O)

10: Q ← Q∪{( (r.xL,r.yT ,r.xR, p.yT ) , {b ∈ O|b∩ rA �= /0} )}
11: Q ← Q∪{( (r.xL, p.yB,r.xR,r.yB) , {b ∈ O|b∩ rB �= /0} )}
12: Q ← Q∪{( (r.xL,r.yT , p.xL,r.yB) , {b ∈ O|b∩ rL �= /0} )}
13: Q ← Q∪{( (p.xR,r.yT ,r.xR,r.yB) , {b ∈ O|b∩ rR �= /0} )}
14: return B
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However, taking the algorithm to its natural end and then computing the com-
plement would result again in the original basic blocks, while the layout analysis
process aims at returning higher-level layout aggregates, such as single blocks filled
with the same kind of content and rectangular frames (meaningful collections of ob-
jects completely surrounded by white space that may be made up of many blocks of
the former type). This raised the problem of identifying a stop criterion to end this
process. An empirical study carried out on a set of 100 documents of three different
categories revealed that the best moment to stop the algorithm is when the ratio of
the last white area retrieved with respect to the total white area in the current page of
the document decreases up to 0, since before it the layout is not sufficiently detailed,
while after it useless white spaces are found. Indeed, this is the point in which all the
useful white spaces in the document, e.g. those between columns and sections, have
been identified. Such a consideration is generally valid for all the documents except
for those having a scattered appearance. It is worth noting that this value is reached
very early (around 1/4 of the steps needed by the algorithm to reach its natural end),
and before the size of the structure containing the blocks waiting to be processed
starts growing dramatically, thus saving lots of time and space resources.

Additional improvements are:

• choosing as a pivot a ‘side’ block (i.e., the top or bottom or leftmost or rightmost
block), or even better a ‘corner’ one (one which is at the same time both top
or bottom and leftmost or rightmost), which results in a quicker retrieval of the
background areas with respect to choosing it at random or in the middle of the
bound;

• considering horizontal/vertical lines in the layout as a natural separators, and
hence adding their surrounding white space to the background before the algo-
rithm starts;

• discarding any white block whose height or width is below a given threshold as
insignificant (this should avoid returning inter-word or inter-line spaces).

In the end, each black block should correspond to a section or column in the page,
depending on the layout detail level. The lower the threshold, the more white spaces
should be identified. Starting from these blocks, the frames can be found.

4 Learning Layout Correction Theories

The strategy for automatically assessing a threshold to stop the background retrieval
loop allows to immediately reach a layout. Often the identified layout is already
good for many further tasks of document image understanding. Nevertheless, such
a threshold is clearly a tradeoff between several document types and shapes, and
hence in some cases the layout needs to be slightly improved through a fine-tuning
step that must be specific for each single document. A first, straightforward way
to perform this adjustment is allowing the user to take the loop some additional
steps forward with respect to the stop condition, adding more background, or some
steps backward, removing the most recently found background. However, there are
cases in which the greedy technique it implements does not guarantee an optimal
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outcome. For instance, retrieving useful (e.g., those that concur to separate different
target frames in the document layout) but very small pieces of background (possibly
due to excessive fragmentation operated by the algorithm) might require, using the
normal priority-based behavior, to preliminary retrieve several meaningless ones as
a side-effect. Even worse, some pieces of background might not be retrieved at all,
being smaller than the minimum size threshold. To handle these cases, a tool was
provided that allows the user to directly point out useful background fragments that
were not yet retrieved from the queue and add them explicitly, or, conversely, to
select useless ones that were erroneously retrieved and remove them from the final
layout. Let us call these types of manual intervention ‘white forcing’ and ‘black
forcing’, respectively. In the rest of the chapter, the following groups of terms will
be considered as synonyms, referred to the document layout:

• white, background;
• black, foreground, content;
• contour, area, rectangle.

4.1 From Manual to Automatic Improvement of the Layout
Correction

The forcing functionality allows the user to interact with the layout analysis al-
gorithm and suggest which specific blocks are to be considered as background or
content. To see how it can be obtained, let us recall that the algorithm, at each step,
extracts from the queue a new area to be examined and can take three actions corre-
spondingly:

1. if the contour is not empty, it is split and the resulting fragments are enqueued;
2. if the contour is empty and fulfils the constraints, it is added to the list of white

areas;
3. if the contour is empty but does not fulfil the constraints, it is discarded.

Allowing the user to interact with the algorithm means modifying the algorithm
behavior as a consequence of his choices. First of all, the white areas that were
discarded because too small must be stored in a list. This would allow the user to
retrieve any white space in the document page. Thus, since in general, due to the stop
criterion, the algorithm terminates much before the queue is completely emptied, the
following structures will be available as its outcome:

• a queue Q of the contours yet to be examined, some of which actually white,
others to be further split;

• a list B of the white areas (background blocks) retrieved thus far;
• a list D of the discarded white areas (background blocks) deemed as insignificant

because not satisfying the constraints.

Now, the interactive extension allows the user to make the algorithm perform some
more steps forward or backward, causing a corresponding movement of blocks
among these three structures. For instance, when a step forward is requested, Q
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is processed until the first white contour that satisfies the constraints is found and
put in B. As already noticed, this functionality is still not sufficient, because sig-
nificant but very small white rectangles might require several steps forward to be
retrieved, causing the previous retrieval of several insignificant ones in the mean-
time. In the worst case, such significant rectangles might not be retrieved at all (they
would be discarded if not satisfying the constraints), preventing a correct layout to
be returned. In these cases, the user would directly ‘force’ the retrieval or removal
of specific blocks from the document layout, by pointing with the mouse the cor-
responding area. If he wants to force the retrieval of a background piece (white
forcing), all the white blocks in Q and D are scanned to find one underlying the
pointed spot, and in case it is found it is added to the background B (even if it does
not satisfy the requirements). A technical trick is needed to properly manage these
blocks in case of backward/forward steps by the user. Indeed, if put back into the
queue by taking a step backward, the blocks would be placed at the bottom, and
hence a subsequent step forward would not retrieve them immediately, as expected
(being considered as the inverse of the backward step). To avoid this, they are as-
signed as priority the area of the rectangle placed in that moment at the top of the
queue, instead of their actual area. This also solves the problem of losing meaningful
whites. Conversely, the ‘black forcing’ functionality allows the user to retrieve and
remove a white block from B in order to include it in a frame, placing it in D. Both
these operations can be undone, this way restoring the original algorithm behavior.

From the above discussion, it turns out that the relevance of a (white or black)
block to the overall layout can be assessed based on its position inside the docu-
ment page and its relationships with the other layout components. According to this
assumption, each time the user applies a manual correction the information on his
actions and on their effect can be stored in a logfile for subsequent analysis. In par-
ticular, each manual correction (user intervention) can be exploited as an example
from which learning a model on how to classify blocks as meaningful or meaning-
less for the overall layout. For instance, non-forced white blocks can be considered
as negative examples for ‘black forcing’, while the discarded blocks and the non-
forced blocks in the queue can be assumed to be negative examples for ‘white forc-
ing’. Applying the learned models in subsequent incoming documents, it would be
possible to automatically decide whether or not any white (resp., black) block is to
be included as background (resp., content) in the final layout, this way reducing the
need for user intervention.

4.2 Tool Architecture

The whole procedure of preliminary layout analysis and automatic layout correc-
tion, endowed with learning functionality to improve future performance, was im-
plemented in the Java language. A Document is considered as an aggregate of Pages,
each of which specifies six lists of components, one for each of the following kinds:
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Box a fragment of text as extracted from the source file (possibly a single letter
or just a fragment of word);

Word a set of overlapping or adjacent, and co-linear, Boxes;
Line a set of co-linear Words belonging to the same text column;
Stroke a graphical line in the document;
Fill a solid rectangle in the document;
Image a raster image extracted from the source document, of an aggregation of

overlapping graphical items (such as Fills and Strokes);

and separately undergoes the layout analysis process as described before. This pro-
cess results in two kinds of aggregate structures, namely blocks and frames, repre-
sented as their minimum bounding box. Boxes, words, lines, images, strokes, fills,
blocks, frames and pages are described as generic rectangles, according to the co-
ordinates of their top-left and bottom-right corners, plus a unique identifier. This
way, the computation of areas, distances, overlappings etc. can be easily carried
out as geometrical operations. More specifically, the following main functionality is
provided for:

stepForward applies a single step of the layout analysis algorithm, by pro-
cessing the queued boundaries until the first white is found;

findLayout repeatedly applies ‘stepForward’s until the pre-specified thresh-
old is reached, and returns a contour representing the page, con-
taining a set of background blocks (‘whites’) retrieved;

findInverse returns a contour representing the page, containing a set of con-
tent blocks (‘blacks’) obtained as the complement of the back-
ground;

stepBackward removes the last white found from the current layout reconstruc-
tion;

forceWhite forces the retrieval of a white block, overriding the normal be-
havior of the findLayout algorithm;

forceBlack forces the removal of a specific white block previously found,
in order to consider it as content (‘black’);

undoForceWhite withdraws the forcing of a white block;
undoForceBlack withdraws the forcing of a black block.

Additional service functionality allows, given a coordinate of the page, to scan the
queue in order to retrieve an underlying queued boundary, or to search for an under-
lying white block from the current background.

DOC also maintains the log of manual corrections performed by the expert user.
After he acknowledges the final layout, a translation functionality is activated to
transform all manual applied corrections for black and white blocks into positive ex-
amples, and to produce a corresponding set of negative examples, for the two classes
‘force white’ and ‘force black’. Hence, on such a log file of manual corrections, a
typical problem of supervised inductive learning is set up and, since the relationships
between different objects are significant, a first-order logic description language is
used to represent these logs. At this stage, a first-order logic learner is exploited.
Specifically, here we adopt INTHELEX that was already successfully exploited for
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document image understanding tasks [34] and hence turns out to be a natural candi-
date for application. Indeed, the incremental characteristic of the system allows to
exploit each manual correction to refine the learned theory, and hence contributes
to progressively optimize the system behavior and avoid further user intervention.

4.3 The Learning System

INTHELEX is an Inductive Logic Programming [35] system that learns hierar-
chical first-order logic theories from positive and negative examples. It is fully
incremental (in addition to the possibility of refining previously generated hypothe-
ses/definitions, learning can also start from an empty theory), and adopts a represen-
tation language that ensures effectiveness of the descriptions and efficiency of their
handling, while preserving the expressive power of the unrestricted case [36]. It can
learn simultaneously multiple concepts/classes, possibly related to each other, and
it guarantees validity of the learned theories on all the processed examples.

The system is able to exploit feedback on performance to activate the theory
revision phase, as described in the following. An initial theory is set up for the target
concepts, learned by the system from a previous set of examples selected from the
environment and classified by an expert, or provided directly by the expert, or even
empty. Subsequently, such a theory can be applied to new available observations,
producing a decision. If an oracle is available, that compares such a decision to the
correct one, whenever the prediction is incorrect, the cause of such a wrong decision
can be automatically pointed out by the system and the proper kind of correction
applied by a theory revision process. In this way, it is able to incrementally modify
incorrect theories according to a data-driven strategy.

Specifically, when a positive observation is not covered, a revision of the theory
to restore its completeness is performed as follows: replacing a rule in the theory
with one of its least general generalizations against the problematic observation;
adding a new rule to the theory, obtained by properly turning constants into vari-
ables in the problematic example; adding the problematic observation as a positive
exception. On the other hand, when a negative observation is covered, the system re-
vises the theory to restore consistency by performing one of the following actions:
adding positive information able to characterize all the past positive observations
(and exclude the problematic one) to the rule that covers the example; adding nega-
tive information to discriminate the problematic observation from all the past posi-
tive ones to the rule that covers the problematic observation; adding the problematic
observation as a negative exception.

Another peculiarity in the learning system is the embedding of multistrategy op-
erators that may help in solving the theory revision problem. Induction, Deduction,
Abduction and Abstraction were integrated according to the Inferential Theory of
Learning theoretical framework [37]. For the present study, abstraction, in particu-
lar, is a precious support to tackle the complexity of the domain and of the related
descriptions. It is a pervasive activity in human perception and reasoning, and aims
at removing superfluous details from the description of both the examples and the
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theory. Thus, the exploitation of abstraction results in the shift from the language
in which the theory is described to a higher level one. According to the framework
proposed in [38], in INTHELEX abstraction takes place by means of a set of oper-
ators that replace a number of components by a compound object, or decrease the
granularity of a set of values, or ignore whole objects or just part of their features,
or neglect the number of occurrences of some kind of object.

5 Description Language

Now let us turn to the way in which the manual corrections are to be described. The
assumption is that the user changes the document layout when he considers that the
proposed layout is wrong (by observing it before applying the correction), then he
forces a specific block because he knows the resulting effect on the document (he
foresees the situation after the correction) and considers it as satisfactory. Thus, to
properly learn rules that can help in automatically fixing and improving the document
layout analysis outcome, one must consider what is available before the correction
takes place, and what will be obtained after it is carried out. For this reason, each
example, representing a correction, will include a description of the blocks’ layout
both before and after the correction. However, the modification is typically local,
i.e. it does not affect the whole document layout, but involves just a limited area
surrounding the forced block. This allows to limit the description to just such an
area. To sum up, the log file of the manual corrections, applied by the user after the
execution of the layout analysis algorithm, will include both the white and the black
blocks he forced, and will record, for each correction, information about the blocks
and frames surrounding the forced block, both before and after the correction.

Each learning example is represented as a first-order logic clause H : − B, whose
head reports whether the description in the body represents a positive or negative
example for the forcing of a black or white block. Positive examples are denoted by
the following predicates:

• force white(forced block, document)
• force black(forced block, document)

while negative examples are expressed as negations thereof. The clause body is built
on the set of predicates reported in Table 1. It contains information about the page
in which the correction took place, i.e. horizontal/vertical size and position in the
overall document (whether it is at the beginning, in the middle or at the end of
the document, and specifically whether it is the first or last one), furthermore it de-
scribes the forced block and the layout situation both before and after the correction.
Specifically, for a given correction id correction, to denote these two moments, cor-
responding identifiers, id correction before and id correction after, are generated
and introduced by two specific literals, respectively:

• before(idCorrection,idCorrection before)
• after(idCorrection,idCorrection after)
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Table 1 First-order logic descriptors for layout correction observations: Attributes (bold) and
Relations (italic) to be applied to entities (Document, Page, Block, Frame)

Correction identification
before(idCorrection,idCorrection before) identifies the layout description before correc-

tion
after(idCorrection,idCorrection after) identifies the layout description after correction

Page General Information
page(idDocument,idPage) correction applied to page idPage in document

idDocument
page height(idPage,h) h is the height of page idPage
page width(idPage,w) w is the width of page idPage
first page(idPage) idPage is the first page of the document
last page(idPage) idPage is the last page of the document
first pages(idPage) idPage belongs to the first 1/3 pages of the doc
middle pages(idPage) idPage belongs to the middle 1/3 pages of the

doc
last pages(idPage) idPage belongs to the last 1/3 pages of the doc

Rectangle (Block or Frame) General Information (% wrt the page dimensions)
pos x(idRectangle,x) horizontal position x of the centroid of rectangle
pos y(idRectangle,y) vertical position y of the centroid of rectangle
width(idRectangle,w) width w of rectangle idRectangle
height(idRectangle,h) height h of rectangle idRectangle

Rectangle Typology
frame(idPage,idFrame) for each frame idFrame that touches or overlaps

the forced block
block(idPage,idBlock) for each block idBlock that touches or overlaps

the forced block
type(idRectangle,Type) Type ∈ {text, line, image, mixed}

Relationships between Rectangles (Blocks or Frames)
belongs(idBlock,idFrame) block idBlock belongs to frame idFrame
overlaps(idForcedBlock,idBlock, p) p is the percentage of overlapping between the

two blocks idForcedBlock and idBlock
touches(idForcedBlock, idRectangle) rectangle idRectangle touches (but does not

overlap) the forced block idForcedBlock
overlap part N(idRectangle1, idRectangle2) spatial relation (N ∈ {1, . . . ,25}) between

idRectangle1 and idRectangle2 according to the
25-plane model; specifically, between a block
or frame and the forced block, or between two
frames involved in the correction being de-
scribed (each of which touches or overlaps the
forced block), or between two blocks in the
same frame (each of which touches the forced
block)

The description of each of the two situations (before and after the correction) is
based on literals expressing the page layout. While the predicates, on which such
literals are built, are mostly the same that can be used for document image un-
derstanding purposes, for the specific task aimed at learning correction rules it is
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Fig. 2 Partition of the plane with respect to a rectangle according to [39]

sufficient to express only a subset of the whole layout, and specifically the neigh-
borhood of the forced block that is considered as the most significant and useful to
understand why that block is being forced. In our case, the focus was put on the
blocks and frames surrounding the forced block, and, among them, only on those
touching or overlapping the forced block. The relationships between these compo-
nents are described by means of a set of predicates representing the spatial relation-
ships existing among all considered frames and among all blocks belonging to the
same frame, that touch or overlap the forced block. Furthermore, for each frame or
block that touches the forced block, a literal specifying that they touch is introduced.
Finally, for each block of a frame that overlaps the forced block, the percentage of
overlapping is reported.

It is fundamental to completely describe the mutual spatial relationships among
all involved elements. All, and only, the relationships between each block/frame and
the forced blocks are expressed, but not their inverses (i.e., the relationships between
the forced block and the block/frame in question). To this aim, the model proposed
in [39] for representing the spatial relationships among the blocks/frames was con-
sidered. Specifically, according to such a model, once a rectangle is fixed, its plane
is partitioned in 25 parts (as shown in Figure 2) and its spatial relationships to any
other rectangle in the plane can be specified by simply listing the parts with which
the other rectangle overlaps. From this basic representation, higher-level topological
relations [40, 39], such as closeness, intersection and overlapping between rectan-
gles can be automatically derived using deductive capabilities.

For instance, the following fragment of background knowledge could be provided
to the learning system:

overlap part 14(B1,B2)∧¬overlap part 13(B1,B2) ⇒ touch(B1,B2)
overlap part 17(B1,B2)∧¬overlap part 13(B1,B2) ⇒ touch(B1,B2)
overlap part 18(B1,B2)∧¬overlap part 13(B1,B2) ⇒ touch(B1,B2)
overlap part 19(B1,B2)∧¬overlap part 13(B1,B2) ⇒ touch(B1,B2)

and, given a description involving two blocks b1 and b2, and including a literal
overlap part 14(b2,b1), but not a literal overlap part 13(b2,b1), it would be able
to automatically recognize that touch(b2,b1).
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Finally, each involved frame or block is considered as a rectangular area of the
page, and described according to the following parameters:

• horizontal and vertical position of the rectangle centroid with respect to the top-
left corner of the page (coordinates expressed as percentages of the page dimen-
sions),

• height and width of the rectangle (expressed as percentages of the page dimen-
sions), and

• content type (text, graphic, line).

Note that, as regards the relationships between frames and blocks, since only
those frames that touch or overlap the forced block are taken into account, if the
forced block touches or overlaps just one frame no instance of such relationships
will be included; the same holds for the blocks in a frame that touch or overlap
the forced block. This often happens when the correction significantly changes the
layout structure, modifying the number of blocks or frames. To clearly distinguish
the various corrections, they are identified by the document identifier, followed by
the page number and lastly by the progressive block number in that page.

The example depicted in Figure 3 shows a case in which the user must force a
white block (b2 in figure) to become black because it is interpreted as a spacing.
The reference frame ( f 1 in figure) contains two other blocks, one of which (b1)
overlaps the rectangle to be forced (b2), while the other (b3) touches it. After the
correction, the situation is as follows: there are two frames ( f 2 and f 3) that touch
the forced rectangle, both containing a block (b4 and b5 respectively) that touches
it. The corresponding clause is:

[not(force_black(b2,d1),force_white(b2,d1)]:-
... general information of the block to force b2
before(d1,d1_before), page_1(d1_before,d1_before_p1),
... general information of the page
frame(d1_before_p1,f1), overlaps(b2,f1,100%),
.... general information of the frame f1
// spatial relationships between blocks f1 and b2
overlap_part_2(f1,b2), overlap_part_3(f1,b2),
overlap_part_4(f1,b2), overlap_part_5(f1,b2),
overlap_part_7(f1,b2), overlap_part_8(f1,b2),
overlap_part_9(f1,b2), overlap_part_10(f1,b2),
overlap_part_12(f1,b2), overlap_part_13(f1,b2),
overlap_part_14(f1,b2), overlap_part_15(f1,b2),
overlap_part_17(f1,b2), overlap_part_18(f1,b2),
overlap_part_19(f1,b2), overlap_part_20(f1,b2),
overlap_part_22(f1,b2), overlap_part_23(f1,b2),
overlap_part_24(f1,b2), overlap_part_25(f1,b2),
block(d1_before_p1,b3), belongs(b3,f1), touches(b2,b3),
.... general information of the block b3
block(d1_before_p1,b1), belongs(b1,f1),overlaps(b2,b1,10%),
.... general infomation on the block b1
... spatial relationships between blocks b3 and b2
... spatial relationships between blocks b1 and b2
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Fig. 3 Example of a situation before and after the correction

... spatial relationships between blocks b3 and b1
after(d1,d1_after), page_1(d1_after,d1_after_p1),
frame(d1_after_p1,f2), touches(b2,f2),
.... general infomation on the frame f2
block(d1_after_p1,b4), belongs(b4,f2), touches(b2,b4) ,
.... general infomation on the block b4
frame(d1_after_p1,f3), touches(b2,f3),
.... general infomation on the frame f3
block(d1_after_p1,b5), belongs(b5,f3), touches(b2,b5) ,
.... general information on the block b5

... spatial relationships between blocks f2 and b2

... spatial relationships between blocks b4 and b2

... spatial relationships between blocks f3 and b2

... spatial relationships between blocks b5 and b2

... spatial relationships between blocks f2 and f3

6 Experiments

The proposed description language was used to run two experiments aimed at check-
ing whether it is possible to learn a theory that can profitably automatize, at least
partially, the layout correction process. Two target concepts were considered: ‘force
white’ (corresponding to the fact that a block discarded or not yet retrieved by the
layout analysis algorithm must be forced to belong to the background) and ‘force
black’ (corresponding to the fact that a white rectangle found by the lauyout analy-
sis algorithm must, instead, be discarded). In both cases, a 10-fold cross-validation
technique was exploited to obtain the training and test sets. The experiments were
run on a PC endowed with WindowsXP running on an Intel 2.4 GHz Core 2 Duo
Processor and 2 GB RAM. INTHELEX was set so as to force each generalization to
preserve not less than 40% of the original clause description and no more that 70%
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thereof (computed as the number of literals in the body), in order to limit the search
space and, as a consequence, the computational requirements.

The experimental dataset concerned the corrections applied to obtain the cor-
rect layout on about one hundred documents (specifically, papers published in sci-
entific journals and conference proceedings), evenly distributed in four categories
(ECAI, Elsevier, ICML, Springer-Verlag Lecture Notes). According to the strategy
described above, the examples concern significant background blocks that were not
retrieved (‘white forcing’) or useless white blocks erroneously considered as back-
ground (‘black forcing’) by the basic layout analysis algorithm. Since the layout
analysis algorithm already treats isolated graphic lines as separators, it was neces-
sary to force white blocks around such lines. The experimental evaluation was sum-
marized in tables organized as follows. For each fold (specified in column Fold), the
following figures are reported: the number of corresponding positive (PosEx) and
negative (NegEx) training examples, the number of clauses in the learned theory
(NewCl), the number of generalizations performed (Lgg), the number of positive
exceptions introduced in the theory (Pexc), the number of positive (Plit) and nega-
tive (Nlit) literals added to specialize the theory, the number of negative exceptions
introduced (Nexc), runtime in seconds (Time), predictive accuracy of the learned
theories on the corresponding test sets (% in percentage), the ratio between the pos-
itive examples covered by the theory and the total number of positive examples
(TP = Pcov/TotExPos) and, lastly, the ratio of rejected negative examples over the
total number of negative examples (TN = NNCov/TotExNeg).

For the first dataset the layout correction activity resulted in a set of 786 exam-
ples of block correction, of which 263 for ‘force white’ and 523 for ‘force black’.
Positive examples for ‘force white’ were considered as negative for ‘force black’
and vice versa, this way exploiting the whole dataset. Thus, each single correction
was interpreted from two perspectives: obviously as a positive example for the kind
of forcing actually carried out by the user, and additionally as a negative example
for the other kind of forcing. The head for a block forced block forced white is as
follows:

[
not(force black(forced block, document)),
force white(forced block, document)
]
while for a forced black is:
[
not(force white(forced block, document)),
force black(forced block, document)
]

Table 2 reports the results for concept ‘force white’. Given the amount of available
examples in the dataset, the experimental outcome reveals good predictive accuracy
of the learned theories, that is 98,47% on average, never falling below 94.87%, and
reaching 100% in 4 cases out of 10. Also runtimes are satisfactory: an average of
175.13 seconds (i.e., about 3 minutes), mostly due to a single problematic case that
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required 790.17 seconds (about 13 minutes) for accomplishment. INTHELEX added
1.4 positive literals and 1.5 negative ones on average during the specialization steps.
The number of generalizations performed (16 on average) and the small number of
clauses for each theory (5.4 on average) are good, because they indicate that the
positive examples shared common features. A possible weakness is the number of
negative exceptions (5 in the case of fold fb04), but a possible explanation is that
the parameter that requires each generalization to preserve at most 70% of the de-
scription length tends to yield too general theories. Lastly, the ratios of correctly
classified test examples (True Positives, TP, and True Negatives, TN, respectively)
reveals that the various theories never failed on more than two negative examples,
indicating a cautious behavior, as desired. In general, it might happen that too cau-
tious theories cover too few positive examples, and hence might be useless, but the
number of covered test examples (Pcov) shows this is not the case (the theories miss
at most 4 thereof). In particular, the theory learned in fold fb05 might be selected as
the best theory to be exploited, having predictive accuracy of 100%, just 4 clauses
and no exception.

Table 2 Experimental outcomes for concept ‘force white’

Fold TP TN PosEx NegEx NewCl Lgg Pexc Plit Nlit Nexc Time %
fb01 27/27 52/53 236 470 6 17 0 2 0 0 120.54 98.75
fb02 26/27 53/53 236 470 7 16 0 2 4 0 271.89 98.75
fb03 27/27 53/53 236 470 5 17 0 1 1 0 83.71 100
fb04 26/26 50/52 237 471 6 21 0 2 6 5 790.17 97.44
fb05 26/26 52/52 237 471 4 10 0 2 1 0 36.87 100
fb06 22/26 52/52 237 471 6 19 0 0 0 0 171.74 94.87
fb07 24/26 51/52 237 471 6 19 0 2 0 0 72.84 96.15
fb08 25/26 52/52 237 471 4 11 0 1 1 0 46.55 98.72
fb09 26/26 52/52 237 471 5 17 0 2 1 0 90.56 100
fb10 26/26 52/52 237 471 5 13 0 0 1 0 68.12 100

Average 5.4 16 0 1.4 1.5 0.5 175.13 98.47
Mean Dev. 0.97 3.59 0 0.84 1.96 1.58 226.98 1.79
Max 7 21 0 2 6 5 790.17 100
Min 4 10 0 0 0 0 36.87 94.87

Table 3 reports the results for concept ‘force black’. In this case, there were more
positive examples than negative ones. The figures are again satisfactory, although
slightly worse than those obtained for the previous concept. Indeed, the predictive
accuracy of the various theories amounts to 97.82% on average, never falls below
94.87% and only in two cases reaches 100% (fn02 and fn03). Runtimes are worse
than those of the previous experiment (394.41 seconds, i.e. about 6.5 minutes, on
average). The number of generalizations carried out (17.6 on average) is quite sim-
ilar for the previous concept. The number of negative exceptions is high (up to 13
in fold fn09), which means that there are negative examples (i.e., positive examples
for ‘force white’) very similar to the positive ones, so that INTHELEX is not able
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to distinguish between them. However, it is encouraging that the best theories for
predictive accuracy (fn02 and fn03) has very few (2 and 1 respectively). Lastly, by
observing the ratio between covered examples and total examples during the test
phase (Pcov and NNCov), one can note that the number of uncovered examples is
quite stable. The best theory, among those produced by the ten folds, to be chosen
for use seems to be that of fold fn03, that has 100% accuracy, just 2 clauses and one
negative exception.

Table 3 Experimental outcomes for concept ‘force black’

Fold TP TN PosEx NegEx NewCl Lgg Pexc Plit Nlit Nexc Time %
fn01 52/53 27/27 470 236 4 12 0 2 0 0 85.62 98.75
fn02 53/53 27/27 470 236 3 13 0 6 2 2 235.04 100
fn03 53/53 27/27 470 236 2 8 0 2 2 1 105.34 100
fn04 51/52 25/26 471 237 5 20 0 4 6 7 618.49 97.44
fn05 51/52 25/26 471 237 8 30 0 7 1 0 309.46 97.44
fn06 49/52 26/26 471 237 6 15 0 5 7 4 638.58 96.15
fn07 50/52 24/26 471 237 7 26 0 4 0 1 257.05 94.87
fn08 51/52 26/26 471 237 5 21 0 8 8 2 820.33 98.72
fn09 51/52 25/26 471 237 2 13 0 3 4 13 462.44 97.44
fn10 51/52 25/26 471 237 4 18 0 1 0 0 411.78 97.44

Average 4.6 17.6 0 4.2 3 3 394.41 97.82
Mean Dev. 2.01 6.79 0 2.3 3.06 4.14 241.88 1.61
Max 8 30 0 8 8 13 820.33 100
Min 2 8 0 1 0 0 85.62 94.87

The outcomes of the first experiment suggest that the description language pro-
posed and the way in which the forcings are described are effective to let the system
learn rules that can be successfully used for automatic layout correction. This sug-
gested to try another experiment to simulate the actual behavior of such an automatic
system, working on the basic layout analysis algorithm. Recall that, after finishing
the execution of the layout analysis algorithm according to the required stop thresh-
old, three queues are produced (the queued areas still to be processed, the white
areas discarded because not satisfying the constraints and the white blocks selected
as useful background). Among these, the last one contains white blocks that can be
forced to black, while the other two contain rectangles that might be forced to white.

Since the rules needed by DOC to automatize the layout correction process must
be able to evaluate each block in order to decide whether forcing it or not, it is not
sufficient anymore to consider each white block forcing as a counterexample for
black forcing and vice versa, but to ensure that all learned rules are correct, also
all blocks in the document that have not been forced must be exploited as nega-
tive examples for the corresponding concepts. The adopted solution was to still ex-
press forcings as discussed above, including additional negative examples obtained
from the layout configuration finally accepted by the user. Indeed, when the layout
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is considered correct, all actual white blocks that were not forced become nega-
tive examples for concept ‘force black’ (because they could be forced as black, but
weren’t), while all white blocks, discarded or still to be processed become negative
examples for the concept ‘force white’ (because they weren’t forced). The dataset
for this experiment was obtained by running the layout analysis algorithm until the
predefined threshold was reached, and then applying the necessary corrections to fix
the final layout. The 36 documents considered were a subset of the former dataset,
evenly distributed among categories (ICML, ECAI, Elsevier, Springer-Verlag Lec-
ture Notes). Specifically, the new dataset included 113 positive and 840 negative
examples for ‘force black’, and resulted in the performance reported in Table 4. The
predictive accuracy was improved with respect to the previous experiment, reaching
99.16% on average, with several folds obtaining 100%, which is a very good result.
The presence of very few negative exceptions (especially considering the number
of examples), the presence of no more than 5 clauses in each theory along with the
number of generalizations performed, suggest that the concept was properly learned
and that the application of any of such theories to real cases may provide satisfactory
results.

Table 4 Experimental outcomes for concept ‘force black’ (no neg ex)

Fold TP TN PosEx NegEx NewCl Lgg Pexc Plit Nlit Nexc Time %
fn01 12/12 84/84 101 756 4 12 0 0 1 0 77.81 100
fn02 12/12 83/84 101 756 3 8 0 1 1 0 62.25 98.96
fn03 12/12 84/84 101 756 4 11 0 1 0 0 57.73 100
fn04 9/11 84/84 102 756 3 11 0 0 2 0 241.60 97.89
fn05 11/11 84/84 102 756 3 9 0 0 0 1 88.52 100
fn06 9/11 83/84 102 756 3 11 0 1 0 2 153.15 96.84
fn07 11/11 84/84 102 756 4 12 0 0 1 0 94.16 100
fn08 10/11 84/84 102 756 2 7 0 0 0 4 69.38 98.95
fn09 11/11 84/84 102 756 5 14 0 4 1 0 264.99 100
fn10 11/11 83/84 102 756 3 8 0 1 0 1 164.81 98.95

Average 3.4 10.3 0 0.8 0.6 0.8 127.44 99.16
Mean Dev. 0.84 2.21 0 1.23 0.7 1.32 75.70 1.09
Max 5 14 0 4 2 4 264.99 100
Min 2 7 0 0 0 0 57.73 96.84

As to the concept ‘force white’, the dataset was made up of 101 positive and
10046 negative examples. The large number of negative examples is due to the num-
ber of white blocks discarded or still to be processed being typically much greater
than that of white blocks found. Since exploiting such a large number of negative
examples might have significantly unbalanced the learning process, only a random
subset of 843 such examples was selected, in order to keep the same ratio between
positive and negative examples as for the ‘force black’ concept. The experiment run
on such a subset provided the results shown in Table 5. The number of clauses in
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each theory is significantly larger than that resulting from the ‘force black’ experi-
ment suggesting that the white forcing examples have less common features. This
is most likely due to the intrinsic complexity of the current concept, that is more
complex than the previous one because many different situations may lead to forc-
ing a white, differently from blacks that are typically forced to remove indentations.
Another explanation might be that the lower bound of 40% set for generalizations
during the learning phase causes the production of theories that are not very gen-
eral. The predictive accuracy of the various theories is very encouraging (98.10%
on average, with peaks of 98.95%). This is due to the reduction of the set of neg-
ative examples, indeed the various theories fail more on positive examples than on
negative ones.

Table 5 Experimental outcomes for concept ‘force white’ (no neg ex)

Fold TP TN PosEx NegEx NewCl Lgg Pexc Plit Nlit Nexc Time %
fb01 10/11 84/84 90 759 6 13 0 0 4 3 166.63 98.95
fb02 9/10 85/85 91 758 9 20 0 2 2 1 249.31 98.95
fb03 7/10 84/85 91 758 9 22 0 0 5 0 343.20 95.79
fb04 8/10 84/85 91 758 7 14 0 1 6 2 375.85 96.84
fb05 10/10 82/84 91 759 7 10 0 4 8 3 284.60 97.87
fb06 9/10 84/84 91 759 10 19 0 1 3 1 335.25 98.94
fb07 9/10 84/84 91 759 13 17 0 4 2 1 519.40 98.94
fb08 10/10 83/84 91 759 8 14 0 0 3 2 163.16 98.94
fb09 8/10 83/84 91 759 7 18 0 2 5 1 213.40 96.81
fb10 9/10 84/84 91 759 9 13 0 2 2 5 525.50 98.94

Average 8.5 16 0 1.6 4 1.9 317.63 98.10
Mean Dev. 2.01 3.77 0 1.51 2 1.45 129.77 1.20
Max 13 22 0 4 8 5 525.50 98.95
Min 6 10 0 0 2 0 163.16 95.79

To confirm or reject this hypothesis, they were applied to the remaining negative
examples previously discarded (9203), and the results (reported in Table 6) provide
an ultimate confirmation of this: a predictive accuracy of 98.91% that, being ob-
tained on so large a test set, is likely to correctly approximate the true behavior on
real-world cases.

Table 6 Experimental outcomes for the test of concept ‘force white’ on the discarded 9203
negative examples

Fold fb01 fb02 fb03 fb04 fb05 fb06 fb07 fb08 fb09 fb10 Av. Max Min
TN 9089 9122 9153 9124 9077 9111 9059 9135 9084 9069
% 98.76 99.12 99.46 99.14 98.63 99 98.44 99.26 98.71 98.54 98.91 99.46 98.44
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7 Conclusions

The huge amount of documents available in digital form and the flourishing of dig-
ital repositories raise the need of effective retrieval techniques based on their con-
tents. Automatic techniques able to properly identify and understand the structure
of documents in order to focus on the most significant components only seem to
be the most suitable solution as manual indexing is infeasible due to the amount
of documents to be handled. Hence, the quality of the layout analysis outcome is
crucial because it determines and biases the quality of the next understanding steps.

However, due to the variety of document styles and formats to be processed, the
layout analysis task is a non-trivial one and often the automatically found structure
needs to be manually fixed by domain experts. In this work we proposed a tool,
embedded in a prototypical version of the document processing system DOMINUS,
able to use the steps carried out by the domain expert with the aim of correcting the
outcome of the layout analysis phase. Specifically, the tool is able to infer rules for
the layout correction to be applied to future incoming documents. It makes use of a
first-order logic representation of the document structure because corrections often
depend on the relationships of the wrong components with the surrounding ones.
Moreover, the tool exploits the incremental abilities of the system INTHELEX as
the continuous flow of new and different documents requires the learned models to
be updated and refined. Experiments in a real-world domain made up of scientific
documents have been presented and discussed, showing the validity of the proposed
approach.
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Dataspaces: Where Structure
and Schema Meet

Maurizio Atzori� and Nicoletta Dess̀ı

Abstract. In this chapter we investigate the crucial problem that poses the
bases to the concept of dataspaces: the need for human interaction/inter-
vention in the process of organizing (getting the structure of) unstructured
data. We survey the existing techniques behind dataspaces to overcome that
need, exploring the structure of a dataspace along three dimensions: datas-
pace profiling, querying and searching and application domain. We will further
explore existing projects focusing on dataspaces, induction of data structure
from documents, and data models where data schema and documents struc-
ture overlaps will be reviewed, such as Apache Hadoop, Cassandra on Ama-
zon Dynamo, Google BigTable model and other DHT-based flexible data
structures, Google Fusion Tables, iMeMex, U-DID, WebTables and Yahoo!
SearchMonkey.

1 Introduction

Data integration has emerged over the last few years as a challenge to im-
proving search in vast collections of structured data that yield heterogeneity
at scale unseen before. Current information systems and IT infrastructures
are mainly based on the exchange of strongly-structured data and on well-
established standards (database, XML files and other known data formats).
Nevertheless, enterprise and personal data handled everyday are mostly un-
structured (estimates range from 80 to 95%), i.e., their contents do not follow
any rigid schema or format (e.g., text files or bitmap images), therefore not
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allowing complex queries or strong integration within automatic enterprise
business processes or workflows. Data in enterprise computer systems (email,
report, web pages, customers and supplier records) [1], in social networks [2]
and in personal computers (documents, images, videos, chats, short messages,
favourite web pages, appointments) [3] are often unused, or even forgotten,
because of the weak support this generation of IT infrastructures (mainly
based on databases management systems) offer for non-structured data.

Improving data integration in such heterogeneous information spaces leads
to a fundamental question: the presence of a plethora of structures limits or
makes too difficult the definition of some kind of global structure? In other
words, are traditional approaches for engineering data over selected resources
(i.e., mediator architectures and XML-based solutions) the only possible way
for data integration or can we extend the data structuring concepts to improve
data integration in such contexts?

The research community has recently proposed the concept of dataspace
[4, 5] as a new scenario for structuring information relevant to a particular
organization, regardless of its format and location, and capturing a rich col-
lection of relationships between them. The elements of a dataspace [5] are a
set of participants (i.e., individual data sources) and a set of relations denot-
ing the relation in which the participants are. In this sense, a dataspace is
an abstraction of databases that does not require data to be structured (i.e.,
in tabular form), with a minimal “off-the-shelf” set of search functions based
on keywords. The key idea is to enhance the quality of data integration and
the semantic meaning of information without an a priori schema for the data
sources [6, 7]. Advanced DBMS-like functions, queries and mappings are pro-
vided over time by different components, each defining relationships among
data when required. Integrated views over a set of data sources are provided
following the so-called pay-as-you-go principle (i.e., the more you give the
more you get, in an incremental and continuous fashion) that is currently
emerging on the Web [8, 9].

The dataspace concepts have been presented in a visionary way [10, 4, 5]
and their implementation on global scale opens new research challenges. From
the point of view of metadata, dataspaces may be seen as a generalization of
both DBMS and SE (search engines), where the schema of the former meets
the document structure of the latter. In fact, in the context of databases, a
schema is the set of metadata, relations and constraints regarding data. In
other words, it is everything that is stored but the data itself. In search en-
gines, the focus is instead on the documents, that are usually semi-structured
(XHML), with ranking algorithms exploiting metadata such as links, headers
and title. Despite this, the user cannot perform search using the structure
of the document; they are just a set of words. Dataspaces aim at having the
benefits of both DBMS and SE with minimal efforts for end users.

In this chapter we investigate the crucial problem that poses the bases to
the concept of dataspaces: the need for human interaction/intervention in
the process of organizing (getting the structure of) unstructured data. We
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survey the existing techniques behind dataspaces to overcome that need, by
using algorithms for structure induction and flexible data models that take
into account the diversity among data sources (e.g., text documents, pictures,
tables) while leveraging all the knowledge about each document structure.

Our survey will explore the structure of a dataspace along three
dimensions:

Dataspace profiling. Analogous to databases profiling [11], this dimension
will analyze how recent proposals differ in defining the internal structure
(components and relationship) of a dataspace [12, 13].

Querying and searching. Querying and Searching represent one of the main
services supported by a dataspace [6, 7, 14]. Our review will investigate
how differences in dataspace profiling will affect the formulation of queries
on top of all participants in dataspaces.

Application domain. A dataspace defines a global “virtual location” con-
necting data from diverse application domains [4, 15]. This dimension will
explore the characteristics of the new types of functionalities the datas-
pace enables and the new possibilities it opens within domain-specific
applications.

Existing projects focusing on dataspaces, induction of data structure from
documents, and data models where data schema and documents structure
overlaps will be reviewed, such as Apache Hadoop [16, 17], Cassandra [18] on
Amazon Dynamo [19], Google BigTable model and other DHT-based flexible
data structures [20, 21], Google Fusion Tables [22], iMeMex [3, 23], U-DID,
WebTables [24] and Yahoo! SearchMonkey.

Chapter Organization. The chapter is organized as follows: in Section
2 an introduction to data structuring is given; Section 3 gives a review of
the approaches in data integration; Section 4 presents dataspaces, a new
concept born from the data integration community, further analyzed over
different dimensions in Section 5; finally, Section 6 describes existing and
ongoing projects in the field of massive structured data management with no
predetermined schema given.

2 Data Structuring

The definition of a data structure allows for organizing, storing querying data
in a software system so that it can be managed efficiently. Besides technical
aspects related with data to be stored, a data structure expresses an organi-
zation of logical concepts of data and its careful choice often allows the most
efficient algorithms to be used. As well, being some data structures highly spe-
cialized to well-defined tasks, the choice of a specific data structure depends
on the kind of application. For instance, hash tables are particularly suited
for compilers, while queries in very large databases are usually made more
effective by using B-trees. The implementation of a data structure usually
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requires a schema describing how the instances of that structure can be
stored, accessed and manipulated by applications. Thus a schema addresses
both technical features related with the management of data (i.e., field for-
mats and data types) and some aspects concerning the contents and the
meaning of the data, such as the cardinality integrity, the referential con-
straints, etc. In some sense we may argue that the schema itself is a structure
of metadata expressing semantic properties and exhibiting varying capabili-
ties and expressiveness in supporting declarative access to and manipulation
of data. This observation motivates the assertion that the efficiency of a
schema cannot be analyzed separately from the operations that may be per-
formed on its instances and the properties of those operations, including their
efficiency and their cost.

To investigate more comprehensively the effectiveness of a schema, let us
present the possible ways of structuring data and discuss the effectiveness
of the related managing procedure. Regarding their structure, data can be
classified into the following four groups.

Structured data is organized according to a schema in order to allow re-
trieval of data via a structured query language. The schema is defined in
terms of constructs of some data model, for example, the relational model
or the object oriented model. Data is formatted according to the schema
prior to populate the database. The very front end of structured data deals
with modifying the schema to make it more suitable as requirements for
new types of entities and relationships arise. For example, in business en-
vironment, changes to the existing schema are rare and avoided wherever
possible with new linked tables being created rather than exiting table
modified.

Unstructured data includes word processing documents, pictures, digital
audio and video, emails and PDF attachments, files and folders, PDFs as
blobs. The conventional hypertext-based Web provides the illusion that
the relationship between two linked documents is defined by some schema
when in fact it is implicitly expressed by typed links in HTML.

Semi-structured data is generally regarded as data that is self-describing,
i.e., the schema may not be known in advance but schema information may
accompany the data, e.g., in the form of XML tags or RDF statements.
In the context of the Semantic Web, researchers have recently sought to
provide facilities for semantic annotation which assigns to an annotation
a reference to a concept within an ontology rather then an entity type
[25]. As well, data stored in a text form is considered semi-structured data
in that it may contain a few structured fields (such as title, sections, au-
thors etc.) that, usually, are not filled in. Without knowing the document
content, it is difficult to formulate effective queries for analyzing and ex-
tracting useful information from data. Queries that contain keywords are
the simplest search method on the Web whose growth results in impressive
amounts of information potentially relevant to the user, but very disorga-
nized at the moment. Usually, query results contain a large amount of
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redundant information and it is difficult to estimate relevant values from
whole content that grew exponentially with the growth of Internet. Pre-
cision and Recall [26] are two basic measures for assessing the quality of
query answers.

Partially structured data where information consists partly of some un-
structured data conforming to a schema and partly as free text [27]. It
is generally regarded as data that is self-describing: in semi-structured
data there is not a schema defined but the data itself contains some struc-
tural information, such as XML tags. In contrast, the text in partially
structured data has no structure, while other parts of the document may
be structured. Examples include accidents reports, a databases such as
SWISS-PROT [28] that includes comment fields containing unstructured
information related to structured data.

3 Data Integration: The Story so Far

The advent of the Web led to the participation of the users into the content
creation and application development process lowering the barrier to publish
and accessing information. Data and information management is becoming
increasingly complex as more computational resources are made available
and more data is produced as part of large scale collaborative activities. This
results in a rapid increasing of loosely structured heterogeneous collections of
data and documents coming from a variety of information sources, and leads
to two fundamental and related questions:

1. Can we define and/or discover latent structural characteristics and regu-
larities on data coming from a constantly growing number of heterogeneous
information sources?

2. How traditional techniques for information retrieval and data mining can
be adapted with uniform capabilities in order to be effective over this
web-scale heterogeneity?

The above questions have received considerable attention within the research
community. The resulting proposals provide various benefits and articulate
data integration according to the following approaches.

3.1 Schema Mapping

Schema mapping combines data residing in different sources under a single in-
tegrated global view that provides a uniform query interface by transforming
the original query into specialized queries over the respective data sources.
This means to construct data elements or a mediated schema between dif-
ferent data models to meet the requirements of end users. A well-defined
set of queries can be formulated, each one having a precise answer. Since
the source schemas are independently developed, they often have different
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structure and terminology. Thus, a first step in integrating the schemas is to
identify and characterize these inter-schema relationships. This is the schema
matching process. It is performed to find relationships between concepts in
each schema, i.e., finding the semantic correspondences between elements of
two schemas. The input information provides element names, data types, de-
scription, constraints and so on. The instance data is exploited to characterize
the content and semantics of schema elements. Then the matching elements
can be unified, resulting in a set of mapping items. Comprehensive surveys
of schema matching approaches are presented in [29, 30, 31].

Before any service or application can be provided, a mapping schema must
be defined, aware of the precise relationships between the terms used in each
schema or data source. Schema matching nowadays is performed manually
by domain experts. Obviously, it is a tedious, time consuming, error prone
and expensive process. In general, it is not possible to fully automatically
determine all correspondences between two schemas due to their semantic
heterogeneity. Moreover autonomous changes in the sources require to mod-
ify the matching schema. In recent years, significant progresses in srning,
database and data mining allow for partially automating schema matching.
However, this approach is poorly suited in application environments (such as
scientific communities, personal computing, virtual organizations, etc.) where
it is difficult to capture consensus on a single schema.

3.2 Keyword-Driven Queries

Data integration appears with increasing frequency in a variety of situations
and is critical when the volume and the need to share existing data tremen-
dously increase according to the Web’s unconstrained growth. It has been
pointed out [10] that “traditional data integration techniques are no longer
valid in the face of such heterogeneity and scale” and new proposal are needed.
Schema matching solution is less effective for Web search engines and for on-
the-fly data integration whose application scenario makes difficult and often
impossible to get the right mappings. In this case, it is rather preferable
an approach that does not require a matching process over the data source
and allows the user to pose keywords query or to define structural search
constraints. The query model is either based on keywords over all available
sources (bag-of-words query model) or on defining XPaths expressions over a
XML schema (XML query model). It is worth noting that the bag-of-words
query model does not perform any data integration while the choice of a
specific XML Schema can seriously impact the effectiveness of a query.

3.3 The Web of Data

Recent research aims to overcome some of the problems encountered in data
integration by addressing not the definition of the best integrating structure,
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but instead the solution of semantic conflicts between heterogeneous data
sources. In semantic web settings, a popular strategy to solve this problem,
the approach involves the use of ontologies whose role is analogous to the
mapping schema. Ontologies express semantic relationships over data in or-
der to resolve semantic conflicts. As of 2006 the trend in semantic integration
has favored integrating independently-developed ontologies into a single on-
tology according to the vision of a Web of Data connecting data from diverse
domains with database-like functionality. The aim is replacing a global infor-
mation space of linked documents to one where both documents and data are
linked [32]. The following rules, also denoted as Linked Data principles [13],
provide directions for publishing and interlinking data on the Web in a way
that all published data become part of a single Web of Data:

1. Use the URIs as names for things
2. Use HTTP URIs so that people can look up those names
3. When someone looks up a URI, provide useful information, using the stan-

dards (RDF, SPARQL)
4. Include links to other URIs, so that they can discover more things.

Started in 2007 by the W3C Linking Open Data Community, the Web of
Linked Data is a public repository consisting of hundred of datasets published
by heterogeneous organizations (Universities, Companies, Governments) and
comprising data of diverse nature such as music, films, scientific publications,
genes, statistical data, television programs etc. The Linked Data approach
allows data to be easily discovered and used by various applications. Accord-
ing to a navigation-based query model, RDF links allow client applications
to navigate between data sources and to discover additional data. However
few mechanisms exist for discovering relevant sources and getting the data
automatically.

4 Dataspaces

By expressing a query to a web search engine users pursue a variety of
concerns. They interact opportunistically with the web environment, won-
dering what the components they encounter can contain and then exploring
the consequence of various possible browsing actions. They search for in-
formation they imagine might exist, no matter how it is structured. They
seek explanation for events and relationships they may note. Much of the
interaction with the web environment results in carrying on browsing activ-
ity on linked sites and searching by keywords. The problem with this kind
of approach is that it generates unmanageably huge datasets with no in-
ternal structure, no principle for integrating information since users cannot
query data using a structured query. A recent proposal within database com-
munity is called dataspaces [4, 5] that try to offer uniform access to het-
erogeneous data sources. The key idea of a dataspace is to offer best-effort
queries that return possibly related data. In contrast with the data integration
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approaches presented previously, a dataspace does not consider the existence
of a matching schema nor assumes that complete semantic mappings have
been specified. It raises the abstraction level at which data is managed in or-
der to manage all information relevant to a particular organization regardless
of its format and location, and relationships between them.

A dataspace consists of components (also called participants) and a set of
relationships among them. The participants are individual data sources such
as Relational Databases, XML schemas, unstructured or partially structured
information. Each participant knows the relationships to other participants
and their source, i.e., if the participant is added by a user or automati-
cally generated. As well, each participant contains information about the
kind of data it contains, the data allocation, the storage format and which
querying mechanisms are allowed. In detail, a dataspace considers two mod-
els of queries [6]: predicate queries and neighborhood queries. A predicate
query is formulated according to a simple structure and allow users to spec-
ify keyword-based query. An example of predicate query is as follows: “a
Professor named Smith, teaching Database course, at University X”.

A neighborhood query is also a keyword-based query, but it explores all
possible associations between data items. For example, a neighborhood query
searching for “Smith” will return all courses Smith teaches, all Smith pub-
lications, people working with Smith etc. Broadly speaking, data resides in
distributed systems, but there is not a single schema to which all the data
conform to.

A dataspace management system provides keyword search over all data
sources: when the user formulates a more sophisticated query, tighter inte-
grations are created only if their benefits balance the effort for their definition.
The core idea of a dataspace is to start just with a simple data structure to
formulate predicate queries over all its data source and to produce additional
effort to semantically integrate those resources only when it is absolutely
needed. This means that a dataspace addresses the data integration problem
in a pay-as-you-go fashion by postponing difficult and expensive aspects re-
lated to the schema matching process. The schema is defined incrementally
by discovering the latent structure of data. It is only available when the query
requires a structure to be expressed over heterogeneous datasets. Therefore
we believe dataspaces may be intended as an abstraction where schema meets
structure.

5 Dataspace Dimensions

As described in the previous section, the goal of a dataspace is to discover and
verify latent structural properties among its datasets in order to provide users
with a query interface. Indeed, a measure of how well structural properties
are defined is the extent to which the resulting user interface is effective in
querying the dataspace. A dataspace is neither a data integration system
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nor a user interface. It merely provides the best effort to call attention to the
aspects of a query that may still require work for structuring data. There is no
guarantee that there will be a structured answer to the query but discovering
latent structural properties of data explicitly helps to get out the relevant
information.

Database dimensions are explored in [12] where the proposed framework
considers the life cycle of a dataspace as composed by a set of phases. Just like
any traditional data integration software, a dataspace is initialized, deployed,
maintained and updated. The paper details each phase with a view of eliciting
dimensions over which existing dataspace proposals have varied.

Here we propose a completely different approach that considers dataspaces
dimensions as defined by three fundamental concerns that can affect their ef-
fectiveness: dataspace profiling, querying and searching, application domain.

5.1 Dataspace Profiling

Similar to database profiling [11], dataspace profiling concerns with defin-
ing a set of components and relationships among them in order to offer a
rich and dynamic context for user queries. However, it differs from data in-
tegration approaches in taking the broader-scope perspective on user query
activity. There is not a mediated schema to which all the data conform to and
data is hosted in a plethora of systems. Conversely, a dataspace is a concrete
representation supporting the query processes a user might engage in while
pursuing a particular concern. As such, this representation is necessarily in-
complete and there is an infinity of possible representations that depend on
the relationships among components. The best effort in profiling a dataspace
aims at having a representation that provides good coverage of the possible
query activity. An approach to building a dataspace would start with a defi-
nition of the kinds of components in the system. The nature of relationships
between components is structural and sacrifices much of their semantics. Re-
lationships could be used to organize components, but also to generate other
components. Given a set of components S = (X, Y, Z), possible relationships
are as follows:

• X was manually created from Y and Z
• X and Z came from the same source at the same time
• X is a view or a replica of Y
• X and Y are created independently, but reflect the same physical system

The dataspace contains a detailed description of basic and semantic infor-
mation about the data in the components. Specific applications automatically
create relationships between the participants, and improve and maintain al-
ready existing relationships. Location and data mining techniques are used
to discover relationships, but human attention is required for creation of rela-
tionships. Often, additional data management features (backup, recovery, and
replication) are provided for components that have no or only limited data
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management functions. As well, cooperation among participants is enhanced
by special support such as translation tables for coded values, classification
and ratings of document, etc. Of course, relationships might fail in organiz-
ing even the majority of available components, but still it is useful both for
providing structural insight about components and for generating new com-
ponents. In terms of traditional database properties, a dataspace exhibits
often common form of inconstancy about data (where the values come from
and how they are created) that increases uncertainty. As stronger guarantees
are required, it is necessary to develop formalisms to represent and reason
about external lineage and promote agreements among the various owners
of data sources. Among a few papers featuring dataspace profiling we men-
tion [7] that underlines the importance of analyzing the structures and the
properties exposed by an information source and investigates techniques for
property and path analysis over a variety of data sources. Specifically, the pa-
per presents Quarry, a software environment to browse and refine harvested
metadata in scientific domains.

Originally conceived to provide browsing and querying services over a set
of triples, Quarry accepts resource-properties-value triples (initially provided
through scripts created by domain experts such as scientists) and automat-
ically recognizes signatures, i.e., common property patterns for resources.
Being each signature materialized in a multi-column table, a user can in-
spect a set of property-value conditions asserted on a collection of resources.
Inspection is supported by an API that returns a set of unique proper-
ties used to describe a restricted set of resources and/or a set of unique
values for a given property over a restricted set of resources. This allows
the set of resources to be described by a path expression where each node
of is a conjunctive query of propertyvalue pairs. From a merely technical
viewpoint, a path type is a simple sequence of property names such as
belongs_to.is_author_of.has_title. Profiling a dataspace means to ex-
plore the characteristics of these paths. While in a relational setting following
a path generally means to join relations, in a dataspace examining path char-
acteristics may mean, for instance, to explore whether instances of a specific
type exist for every entity in a collection of participants, to calculate how
many instances of a fixed type originate from participants, etc. Quarry fol-
lows a pay-as-you-go approach in discovering paths and aims at supporting
users who don’t have any technical knowledge about databases and, in gen-
eral, about how the data is stored or managed.

5.2 Querying and Searching

A dataspace aims at supporting incremental refinement of automatic map-
ping using information from different resources with minimal effort. From the
users perspective, the distinction between search and query disappears and
the user should be able to iteratively refine and modify the previous query
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as well to formulate queries about the source of data that can be itself a
new answer other than traditional answers. The focus is on finding meth-
ods to interpret queries in various languages on participants that support
multiple data models and/or unstructured and heterogeneous. Due to data
inconstancy, metrics must be defined for comparing the quality of answers
and the efficiency of query processing techniques. To correct errors, results
should be inspected by humans, but it is impossible at web scale. Hence, it is
necessary to provide feedback from user on the quality of results. Popular ap-
proaches to get implicit feedback are to record which of the answers the user
clicks on, to supply sample answer that would meet user needs, to observe
which sources are viewed in the same session, etc. Proposed methods aim at
managing the transitions among keyword querying, browsing and structured
querying.

Following an information retrieval-based approach, [6] considers indexing
support for predicate and neighborhood queries on heterogeneous data that
are not semantically integrated. The basic idea is to build an index whose
leaves are references to data items in the individual sources. Data is modelled
by a set of triples either of the form (instance, attribute, value) or of the
form (instance, association, instance). An instance is described by a set of
attributes and linked to another instance by associations. Both instance and
associations are extracted out of the data sources using a variety of methods.
A query is formulated as a predicate that contains an attribute and some
keywords [k1, k2, . . . , kn]. It is supported by an inverted list stored in a matrix
where the cell at the i-th row and the j-th column memorizes the occurrence
of the keyword ki in the instance j. Synonyms and hierarchies are used to
accommodate heterogeneity.

A pay-as-you-go method is proposed in [23]. Data is represented using a
graph model and a technique is proposed to gradually model relationships in a
dataspace through trails that include traditional semantic attribute mapping
as well as traditional keyword expansions as special cases. A trail asserts
a (bidirectional) correspondence between two keywords k1 and k2 meaning
that the query Q1 (k1) induces the query Q2 (k2), and vice versa. By mean of
trails, it is possible to define equivalences between any two sets of elements in
the dataspace. A query is modeled by a graph and the query process consists
of three major phases. First, matching detects whether a trail should be
applied to a given query by checking the query with the left side of the itrail.
Then, the right side of the trail is used to transform the original query graph.
Finally, the transformed query is merged with the information provided by
itrail definition to obtain a new query that extend the semantic of the original
one.

Leveraging ideas from keywords search in a databases, work in [33] pro-
poses a method for automatic adding new data sources and relating them
to the existing ones. Given a set of databases that contain known cross-
references, the user specifies a keyword-based query that is dynamically
expanded into a query graph by a system, called Q. From each graph,
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Q generates a conjunctive SQL query and associates a cost expression. Fi-
nally, Q provides a ranked view consisting of a union of conjunctive queries
over different combination of the sources. This view is materialized and re-
fined through user feedback. When the user registers a new source, i.e., a
new database, the new source relevance is evaluated to the existing ranked
views that are updated as appropriate if the relevance is found to be signifi-
cant. The paper incorporates state-of-the-art methods from database [34] and
machine learning literature [35] not only to automatically discover semantic
links among data sources, but also to combine information resulting from
multiple matching methods. Through experiments on actual bioinformatics
schemas, authors demonstrate that their strategy is an effective step towards
the ultimate goal of automating data integration. However, the considera-
tion of heterogeneous and unstructured dataset, including Web sources, is an
ongoing work.

5.3 Application Domain

One challenge of Web-based environments is to move from the idea of a local
site towards networked collaborative environments that are requested to pro-
vide access to a variety of information and data sources. These environments
are constantly in evolution and keep on increasing the aggregation and shar-
ing of heterogeneous and geographically dispersed resources via temporary
collaboration. In practice, this means that data sources are more or less in-
visible to the users whose search and query processes do not occur at a single
location in a single context, but rather spans a multitude of situations and
locations covering a significant number of heterogeneous data sources. Often,
results are composed of parts that may themselves be data sources and no
limit exists in this deep structure. For these reasons, dataspaces encompass
more than just an integration data approach aiming to be an highly versatile
and dynamic paradigm for integrating data on-demand. There are a num-
ber of domains where they can be defined to promote and mediate people’s
interactions with computers and other peoples. A basic step is to recognize
that queries cluster around pervasive user search. Because users are allowed
to influence the behavior of a dataspace by customizing their usage on his
preferences, a dataspace implementation has to consider the context in which
user operates. This context can spawn a staggering number of aspects, but
the dataspace could restrict attention to those concerns that can be classified
at similar level of abstraction. Often these concerns involve datasets whose
heterogeneity is not perceived by the user who is, in turn, overwhelmed by the
similarities of information. Structural differences akin to the various ways of
performing a musical piece: people perceives the leitmotif but often would be
enabled to appreciate technical differences in various executions. As such, we
believe that the principles enabling a dataspace for a research environment
[36] can substantially differ from those supporting access and manipulation
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of all of the information on a person’s desktop with possible extension to
personal information on the Web. To explain these differences next section
presents a survey on existing projects in different domains.

6 A Roundup of Existing Projects on Managing
Structured Data

In this section we analyze existing and ongoing projects and proposals focus-
ing on dataspace-like approaches to data management or correlated topics
such as induction of data structure from documents and data models mixing
schema and document structure. When observing data management systems
from a higher point of view than enterprise DBMSs, structured storage is
the term generally used in literature [37, 18] referring to a large set of data
management systems of which standard DBMSs are just a subset. Struc-
tured storage generalize DBMSs by not requiring fixed schemas and usually
making distributed storage as a built-in feature in order to manage massive
datasets transparently to the client. If we think of data handled as tables,
structured storage data tend to grow horizontally by having weak constraints
on the structure (columns) of the tuples. Apache Cassandra [18] (backed by
Amazon Dynamo [38]), Google’s BigTable [20, 21] and Apache HBase [17]
are considered the most significant examples of structured storage, currently
used in production environments from major web players. In the following we
summarize the main aspects of each project, with a focus on the data model
adopted to store or represent data and the query interface made available to
users.

6.1 Google BigTable

BigTable [20, 21] is a data model and a structured storage system proposed by
Google. It is built on top of Google File System (GFS for short) and Google
Chubby locking service [39]. GFS [40] is a proprietary file system developed
and used internally by Google to save data in commodity, cheap, with high
failure-rate expected commodity servers. Data is usually appended to existing
files, overwrites are rare. GFS is therefore distributed and like DBMSs it
operates in the userspace (not being part of the underlying operating system
kernel).

As in the Google paper of 2006 [21], BigTable is currently used by over
60 Google’s products, including MapReduce, Google Reader, Google Maps,
Google Book Search, “My Search History”, Google Earth, Blogger.com,
Google Code hosting service, Orkut, YouTube1, and Gmail. According to
the authors of the paper, it has been developed to enhance scalability, and
better control performance characteristics, but in the conclusions they also
1 Excluding the video storage.
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state they “have gotten a substantial amount of flexibility from designing
our own data model for BigTable”. From the data model point of view, the
main characteristic of this very influential work is that, despite standard
relational databases, tables have not a fixed number of columns. They are
sparse, distributed multi-dimensional sorted maps, sharing characteristics of
both row-oriented and column-oriented databases. Thus, the data model be-
hind BigTable can be summarized by the following function:

(row : string, column : string, time : int64) → string

Collisions are not allowed (the corresponding item would be overwritten),
and avoided by the model since the time key always change over time. The
Application programming interface (API) offered to client applications is sim-
ple, while allowing very flexibility and full configurability. Rows are indexed
by the row key, and are kept sorted by this key. Columns are also indexed,
and kept grouped in a few families configurable in terms of access control,
enabling compression, disk or memory storage, and data retention delays.

The usual operations performed against a BigTable are get and put to
get/write an item with a specific key and scan to iterate over the items. Of-
ten the concept of BigTable is associated with a Google-patented approach to
data analysis, called MapReduce [41, 42, 43]. Instead of accessing BigTable
data with the basic API (get, put, scan), users exploit the functional pro-
gramming approach of MapReduce, that forces the development of Divide-
and-Conquer algorithms, therefore natively writing parallelizable data access.

After the publication of the paper, there has been a large number of at-
tempts to implement the proprietary Google BigTable model, such as Hyper-
Table, Open Neptune2 and most notably the open source Apache’s Cassandra
and HBase (on top the Hadoop Core [16]), reviewed later in this section. Most
of the code base of the Apache projects at hand has been donated and fre-
quently contributed by web players like Facebook and Yahoo!, as described
later on this section.

6.2 Apache Cassandra

Apache Cassandra is something similar to BigTable, initially developed and
used by the Facebook team, and currently considered by the Apache Founda-
tion a sort of open source implementation of the BigTable data model on top
of a storage system similar to the DHT-featuring proprietary solution Ama-
zon Dynamo [38]. A table in Cassandra is a distributed multidimensional map
indexed by a key. The value is an object which is highly structured. Transac-
tions are per-row, no matter the number of columns involved. Columns are
grouped together into sets called column families, allowing personalization
of column groups containing similar columns, as it happens in the BigTable
2 See http://openneptune.com/

http://openneptune.com/
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system. Cassandra also supports the use of multiple tables, although deploy-
ments often do not require this feature, expoiting instead the schema-free
model of just one big table.

6.3 Apache Hadoop

Contributed by Yahoo! and used within their products, Hadoop is a Java
framework on top of a number of supported file systems (including ad-hoc
Hadoop File System, HDFS). As of 2008, Yahoo! Search Webmap was consid-
ered the largest in-production application featured by the Hadoop framework,
with around 10K cores (approx 4K machines, also called nodes) powered
by Linux. Facebook recently stated a 20 Petabyte Hadoop deployment for
data warehouse of logs, being the largest known structured storage systems.
Hadoop common framework exposes to clients a way to compute in parallel
analysis over distributed data, in a MapReduce fashion [41, 42, 43] allow-
ing, for instance, 1 terabyte of data sorted in order of 1 minute, assuming
a reasonable amount of available nodes. Hadoop is an umbrella project for
a number of subprojects; usually with the basic term of Hadoop it is meant
the use of a framework to handle HDFS together to a job launcher/scheduler
for MapReduce scripts. It is often distributed with some important subpro-
jects, such as HBase, Hive, Pig and others. Interestingly, Hadoop has large
support from open source community and big web companies, with further
external projects such as Ganglia to monitor distributed Hadoop instances,
and Mahout as a scalable machine learning library backed by Hadoop.

6.3.1 HBase

It is the component of Hadoop that, on top of HDFS, allows the BigTable data
model in the Apache framework, with random read/write of the multidimen-
sional associative array, leading to a column-oriented database management
system [44, 17]. Efficient random access is not inherited by HDFS, but in-
stead developed with appended-only log files, only occasionally merged with
the remaining datafiles.

6.3.2 Hive

Hive [45, 46] is an extension of the Hadoop framework initially developed a
few years ago by a Facebook team to data warehousing in a very scalable
fashion, where a bunch of Mysql servers were failing in handling responsively
lots of terabyte, with an average of 5Tb of data added every day. Hive adds
to Hadoop the power of HQL, an SQL-like query language with a few exten-
sion w.r.t. Standard SQL. From a data model point of view it is interesting
to note it handles sequences of data natively, by using commands Expand and
Collapse. The former transforms the content of a column (actually a cell)
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into a sequence (i.e., another row with multiple columns), while the latter
is the reverse operation, able to transform a multi-column row into a single
value. The system also provides the command Transform to run MapReduce
scripts within HQL.

As in standard SQL, the Hive data model consists of standard tables (i.e.,
typed columns, plus sequences and maps), and partitions (e.g., to partition
tables by date) which are backed by directories in the HDFS subsystem.
Bucketing can be applied to partitions (hash partitions within ranges, for
sampling, optimizing hash joins, etc.). Regarding the implementation, tables
and all the data of Hive are files in the HDFS (where directories determine the
partitioning of tables), and the format of such files are arbitrary (e.g., comma
separated, XML, YAML, JSON or any other chosen by the user). Sort of java
“drivers” (usually very simple scripts, java classes called SerDe classes) must
be provided in order to parse such unknown format files transforming them
into Hive tables, although such parsers are already provided for most used
formats. Another important component of the architecture is the Metastore,
a component backed by any SQL-based management system as long as it
provides a JDBC wrapper, such as MySQL or most notably Java Derby.
Metastore is in charge of managing metadata, meaning for instance what
in Oracle is contained in tables like ALL_TAB_COLUMNS; in the same way,
Metastore saves metadata such as type of columns and any other information
about the data which is not the data itself.

6.4 Apache CouchDB

Apache CouchDB is a document-based storage system characterized by its
schema-free design, with a flat address space [47]. Documents can be consid-
ered semi-structured objects, essentially associative arrays where values can
be either strings, dates, or even structured data like ordered lists or maps.
The low level infrastructure allows data to be distributed among a number
of server, with incremental replication and automatic bi-directional conflict
detection between servers and user clients (in case of network failures or of-
fline nodes). A free and commercial zero-configuration versions are currently
supported by Cloudant [48].

6.5 DHT-Based Data Management Systems

The term Distributed Hash Table (DHT) is usually referred to systems able
to handle very large hash tables over a medium-to-large set of nodes (ma-
chines). It is usually the ground level to construct higher level of abstraction
on top of. One of the critical aspects of a DHT-based system is the rout-
ing protocol, that is, how to distribute (keys) over the network of nodes
and how to search/recover them. Figure 1 shows a possible architecture fea-
turing multi-level routing. Depending on the applications, needs of security
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Fig. 1 An example of distributed architecture with clients (e.g., web browsers)
facing front-end nodes, multi-level routing nodes and cloud-based storage servers
(e.g., Amazon Dynamo instances and others)

(untrusted nodes, no single point of failure) or high availability (redundancy,
decentralization), DHT systems can be much more complicated than a basic
distributed hash table structure. They are currently used in several projects,
including the projects presented so far and most peer-to-peer projects such
as BitTorrent, eMule and Freenet [49]. From the data model point of view,
at the lowest level they basically represent and implement associative arrays.
Partitioning, replication, versioning, failure management and low latency vs.
high throughput are the key aspects to be considered for each DHT-Based
Data Management System [50].

6.6 Google Fusion Tables

Fusion Tables [22] is a web-based application featured by Google that allows
table data to be uploaded into Google servers and then shared, queried in
a structured way (including joins with other table sources) or used within
other web applications. For example, supposing each row of a table contains
latitude-longitude pairs, they can be showed through the Google Map service.
This kind of data visualization and integration of structured data are easy
to obtain given the tight collaboration among different Google applications.
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It is an interesting proposal on a possible UI for data, although being most
data in form of tables, it reduces the range of applications to structured-only
data and appears similar to spreadsheets (with no computed values).

6.7 WebTables

Webtables is a shortcut for Tables in the Web. According to [24], almost 15
billion tables have been crawled by Google, many of them used for web site
layout, but still a subset of 154M tables found by the authors as contain-
ing high-quality relational data. One of the contribution of the paper is that
web-scale analysis of tables allowed the definition of an attribute correlation
statistics database (called AcsDB) containing statistics about correlated at-
tributes in the tables, useful in a number of contexts, including “semantic
analysis” of table contents such as finding attribute synonyms and automatic
join traversal of the tables.

6.8 Yahoo! SearchMonkey

Yahoo! SearchMonkey (SM) is a framework in charge of transforming the
way search results are displayed. It is an interesting way to show how exter-
nal structured data can be integrated to personalize web search results. In
fact users like web site owners should share structured data (they may be in
microformats3, XML feeds, semantic web RDF or links to other structured
data), then create a SearchMonkey application that handles the provided
structured data to show a personalized search results. For instance, when
someone queries Yahoo! for “best pizza in NY”, if the search results include
the web page personalized with SM, then that single result will appear differ-
ently, depending on the SM application behaviour (e.g., with review stars, a
picture, a menu of site contents, etc.). In order to personalize “snipets” results
we will use Yahoo! and user provided data input sources. Interestingly, data
are structured into trees, where each data input is the root of a tree contain-
ing different type of information. For instance, trees are labeled yahoo:index
or com.yahoo.uf.hcard, while nodes like yahoo:index/dc:language or
com.yahoo.uf.hcard/rel:Card/vcard:fn respectively contain the language
of the url at hand (e.g., “en”) and the author of the page at that url (e.g.,
“Sam”). Recently Yahoo! marked this service as deprecated [51], and going
to shift from a model where developers build lightweight apps to install on
Yahoo! to one where publishers enhance their own site markup to produce
similar results.
3 For further information on microformats, see http://www.microformats.org/

http://www.microformats.org/
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6.9 iMeMex

iMeMex is the first attempt to develop an opensource dataspace for personal
information management (PIM), run at ETH Zurich by a team leaded by
Dr. Jens-Peter Dittrich. It follows the dataspace ideas in [4, 5], enabling
the loose integration of different data sources (primarily files of any kind,
emails, documents) through the use of user-defined views that give structure
interpretation of the data belonging to each source. The iMeMex data model
(called iDM) [3] is essentially a tree-based structure (with each node being
any kind of object, e.g., a directory, a PDF file, a subsection of a LATEX file),
with links among nodes, leading therefore to a graph.

Despite the fact that different sources can be distributed over a network,
the core architecture of the iMeMex system is essentially focused on a main
centralized index (customizable and enhanced by the Apache Lucene full-
text search engine), containing the information to answer user queries or to
locate the required resource over the different data sources. This fact makes
iMeMex less scalable w.r.t. projects described so far, but also more flexible
on the structure and storage of data. It also has a rule-based query processor
that is able to operate in three different querying modes: warehousing (only
local indexes and replicas are queried), mediation (local indexes are ignored,
queries are shipped to the data sources), and hybrid (combination of the
former methods). Pay-as-you-go query rewriting techniques such as iTrails
[23] (we described them in Section 5.2) are currently under development.

7 Conclusions and Future Work

In this Chapter we discussed the problems arising when large data with di-
verse structures need to be stored, managed, queried and integrated to im-
prove user utility. Dataspaces are a promising framework to manage all kind
of data in a uniform way, based on a simple data structure to formulate
predicate queries over all its data source and to produce additional effort to
semantically integrate those resources only when needed. The schema in the
data is defined incrementally by providing the latent structure of data, thus
letting the schema meet the structure. We reviewed the state of the art of
both research results and commercial/opensource projects in the area.

Although very advanced, we believe these systems are still lacking of auto-
matic algorithms to exploit unstructured data in order to learn their hidden
structure. In fact, as we noted in the previous sections, most of the existing
proposals are based on a pay-as-you-go user intervention, allowing keyword-
only search over the data unless structure is explicitly given by the user. In
an attempt to further analyze these aspects, Unstructured Data Integration
for Dataspaces (U-DID for short), a recent ongoing project carried out by
the authors of this chapter at the University of Cagliari, aims to investigate
the topic of dataspaces as a possible kernel for data management in next-
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generation infrastructures. The project activities are focusing on defining a
common model for managed data, uniforming the heterogeneity of data but
meanwhile being able to represent the characteristics of each data type. The
use of data wrappers, i.e., middleware algorithms able to convert “sequence of
bytes” to structured data, either centralized (within a data management sys-
tem) or distributed, will be fundamental for investigating the various possible
dataspace architectures.

This important step involves the study of algorithms that extract a set of
structured and integrable data (through metadata) out of input sequences
with no previously-established format. Such algorithms can be divided into
two groups: fully unsupervised, i.e., able to automatically compute the output
without human intervention, and semi-supervised, i.e., taking into account
online information (interactively provided) or offline information (datasets
the algorithm will use to learn how to structure data). As we said, this kind
of structure learning algorithms have not been investigated enough in litera-
ture and the project is therefore committed to contribute to this lack in the
dataspace community.

Another approach under consideration is about the use of data mining
techniques, well-studied for model extraction in the context of structured
data. Clustering and association rules for structure extraction are definitely
innovative, and seem to be promising, though they will require heavy adap-
tation of current algorithms.
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Transductive Learning of Logical Structures
from Document Images

Michelangelo Ceci, Corrado Loglisci, and Donato Malerba

Abstract. A fundamental task of document image understanding is to recognize
semantically relevant components in the layout extracted from a document image.
This task can be automatized by learning classifiers to label such components. The
application of inductive learning algorithms assumes the availability of a large set of
documents, whose layout components have been previously labeled through man-
ual annotation. This contrasts with the more common situation in which we have
only few labeled documents and an abundance of unlabeled ones. A further degree
of complexity of the learning task is represented by the importance of spatial rela-
tionships between layout components, which cannot be adequately represented by
feature vectors. To face these problems, we investigate the application of a rela-
tional classifier that works in the transductive setting. Transduction is justified by
the possibility of exploiting the large amount of information conveyed in the un-
labeled documents and by the contiguity of the concept of positive autocorrelation
with the smoothness assumption which characterizes the transductive setting. The
classifier takes advantage of discovered emerging patterns that permit us to qualita-
tively characterize classes. Computational solutions have been tested on document
images of scientific literature and the experimental results show the advantages and
drawbacks of the approach.

1 Introduction

In document image understanding, one of the fundamental tasks is to recognize
semantically relevant components in the layout extracted from a document image.
This recognition process is based on domain-specific knowledge, which is repre-
sented in very different forms (e.g. formal grammars or production rules). Sev-
eral prototypical document image understanding systems have been developed by
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manually encoding the required knowledge in specific formalisms (e.g., DeLoS
[34]). However, the layout of documents, even for the same publisher, may change
considerably with time. Moreover, there might be a drift in the type of documents
of interest in a specific context. To prevent obsolescence of the developed systems
it is necessary to continuously update the required knowledge, which is unfeasible
if based only on manual encoding. Versatility, that is, guaranteed competence over
a broad and precisely specified class of document images, has been recently recog-
nized as a key requirement for document image analysis systems [7]. In order to deal
with this requirement, the application of machine learning methods has been advo-
cated both to build models of image quality, layout and language and to infer the
parameters of such models. Starting from a training set of document images, learn-
ing methods are able to extract a large number of features relevant for understanding
the document structure.

The application of machine learning methods to document image understanding
has been investigated for almost two decades [19]. From an operational viewpoint,
a human operator provides a document image analysis system with image samples
of documents and then detects and labels semantically relevant layout components,
from which models of document structures are induced. This supervised learning
approach, even though providing some flexibility, still does not ensure the key re-
quirement of versatility. Indeed, to acquire the necessary knowledge on a really
broad class of documents, supervised learning methods may require a large set of
labeled documents. This contrasts with the more common situation in which only
few labeled training documents are available, due to the significant cost of manual
annotation. Therefore, it is important to exploit the large amount of information po-
tentially conveyed by unlabeled documents to better estimate the data distribution
and to build more accurate recognition models.

Two main settings have been proposed in the literature to exploit information con-
tained in both labeled and unlabeled data: the semi-supervised setting and the trans-
ductive setting [40]. The former is a type of inductive learning, since the learned
function is used to make predictions on any possible example. The latter requires
less - it is only interested in making predictions for the given set of unlabeled data.
When the set of documents to label is known a priori, the transductive setting is more
suitable, since it appears to be an easier problem than (semi-supervised) induction.

In this chapter, we investigate the problem of transductive learning of document
image understanding models. In the proposed method, unlabeled documents are
used to reprioritize models learned from labeled documents alone. Indeed, while
discriminative learning methods base their decisions on the posterior probability
p(y|x), the transductive learning method uses unlabeled documents to improve the
estimate of the prior probability p(x), and hence correct the posterior probability
p(y|x) by assuming some form of dependence with p(x).

The proposed learning method follows a logic-based approach in which models
are represented by a set of rules expressed in relational (or first-order) logic. In order
to “understand” the layout structure of an unlabelled document, rules are matched
against the relational description of the document layout. The relational represen-
tation of the document layout and rules is motivated by the fact that layout objects
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can be related by a number of spatial relationships, such as distance, directional
and topological relationships. Standard feature vectors or equivalent propositional
representations do not allow relationships in general, and spatial relationships in
particular, to be straightforwardly represented.

The study of relational learning in a transductive setting has received little atten-
tion in the research community (notable exceptions are [11] for classification tasks,
and [4] for regression tasks), although the transductive setting seems especially suit-
able for relational datasets which are characterized by positive autocorrelation [30].
The application of transductive relational learning to bootstrap the labelling process
of document image collections remains an unexplored research direction.

The paper is organized as follows. In Section 2, the present work is motivated
and the problem is defined. In Section 3, related works are discussed. Sections 4
and 5 are devoted to the presentation of the method. Finally, experimental results
are reported in Section 6 and then some conclusions are drawn.

2 Motivation and Problem Definition

The recognition of semantically relevant layout components in document images
is part of a complex transformation process of document images into a structured
symbolic form which facilitate the modification, storage, retrieval, reuse and trans-
mission of documents themselves [33]. This transformation is articulated in several
steps. Initial processing steps include binarization, skew detection, and noise filter-
ing. Then the document image is segmented into several layout components, such
as text lines, half-tone images, line drawings or graphics (this step is called layout
analysis). The understanding of document images follows layout analysis. It aims to
associate a “logical label” (e.g. title, abstract of a scientific paper, picture in a news-
paper) to semantically relevant layout components (called logical components), as
well as to extract relevant relationships between logical components (e.g., reading
order).

Document image understanding is typically based on layout information, such as
the relative positioning of layout components or the size of layout components, as
well as on content information (e.g., textual, graphical). This is the case of the work
reported in this chapter, where the association of logical labels to layout components
is based on both layout information and textual information. However, the novelty
here is mainly in the strategy applied to build a classifier which can be used to
recognize semantically relevant components.

In the literature, several methods have been proposed for building classifiers to
be used in document understanding. They are briefly reviewed in the next Section.
However, most of them assume that training data are represented in a single table of
a relational database, such that each row (or tuple) represents an independent exam-
ple (a layout component) and the columns correspond to properties of the example
(e.g., height of the layout component). This single-table assumption, however, is
too strong for at least three reasons. First, layout components cannot be realistically
considered independent observations, because their spatial arrangement is mutually
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constrained by formatting rules typically used in document editing. Second, spatial
relationships between a layout component and a variable number of other com-
ponents in its neighborhood cannot be properly represented by a fixed number of
attributes in a table. This is even more the case when layout components are het-
erogeneous (e.g., half-tone images, text lines) and have different properties (e.g.,
brightness, font size). Third, logical components may be mutually related (e.g., the
title of a paper “is followed” by the author list). Since the single-table assumption
limits the representation of relationships (spatial or non) between examples, it also
prevents the discovery of these mutual dependencies which can be useful in docu-
ment image understanding [31].

The above considerations motivate us to consider a relational representation of
document layouts. In fact, document layout structures are a kind of spatial data,
and relational approaches have been recently advocated as useful in spatial domains
[30]. Document layout structures are also subject to spatial autocorrelation, i.e., a
property value of a layout component depends on the property values observed for
other layout components in the neighborhood. Spatial autocorrelation clearly indi-
cates a violation of the independence assumption of observations usually made in
statistics. By considering this in the definition of the learning method, it is possible
to improve the performance of the learned classifiers.

A second motivation for this work is to face the usual scarcity of labeled doc-
uments which prevent the application of inductive learning algorithms to generate
accurate classifiers. Indeed, manual annotation of the many layout components in a
document is very demanding. Therefore, it is important to exploit the large amount
of information potentially conveyed by unlabeled documents to better estimate the
data distribution and to build more accurate classification models [21]. This is pos-
sible in transductive learning, which is formalized as follows:

Let D be a dataset labeled according to an unknown target function, whose do-
main is X = X1,X2, . . . ,Xm and whose range is a finite set Y = {C1,C2, . . . ,CL}.
Given:

• a training set T S ⊂ D, and
• the projection of the working set WS = D−TS on X,

the goal is to predict the class value of each example in the working set WS as
accurately as possible.

The learner receives full information (including labels) on the examples in T S
and partial information (without labels) on the examples in WS and is required to
predict the class values only of the examples in WS. The original formulation of
the problem of function estimation in a transductive (distribution-free) setting re-
quires T S to be sampled from D without replacement. This means that, unlike the
standard inductive setting, the examples in the training (and working) set are sup-
posed to be mutually dependent. Vapnik also introduced a second (distributional)
transduction setting, in which the learner receives training and working sets, which
are assumed to be drawn i.i.d. from some unknown distribution. As shown in ([44],
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Theorem 8.1), error bounds for learning algorithms in the distribution-free setting
also apply to the more popular distributional transductive setting. Therefore, in this
work we focus our attention on the first setting.

There is an interesting convergence of opinions which motivates us to investigate
relational learning in the transductive setting. On the one hand, it is claimed that
transduction is most useful when the standard i.i.d. assumption is violated ([14]).
On the other hand, it is observed that statistical independence of examples is contra-
dicted by many relational datasets ([23]). Moreover, it has also been observed that
the presence of (positive) spatial autocorrelation in a dataset entails the smoothness
assumption of transductive learning [30]. Therefore, the application of transductive
learning to sets of spatially related layout components seems appropriate and worth
of being investigated.

In the case of relational data, the problem of transductive classification can be
more precisely formulated as follows:
Given:

• a database schema SC which consists of a set of h relational tables {T0, . . . ,Th−1},
a set PK of primary keys on the tables in SC, and a set FK of foreign key con-
straints on the tables in SC,

• a target relation T ∈ SC (that permits us to represent layout components) and
a target discrete attribute Y in T , different from the primary key of T , whose
domain is the finite set {C1,C2, . . . ,CL} (Logical label),

• the projection T ′ of T on all attributes of T except Y ,
• a training (working) set that is an instance TS (WS) of the database schema SC

with known (unknown) values for Y ;

Find: the most accurate prediction of Y for examples in WS.

In the proposed approach, the prediction of Y is based on a classification frame-
work that works in the relational data mining setting. It is mainly inspired by an
associative classification framework proposed by Ceci and Appice [9] where asso-
ciation rules discovered from training datasets are used by a naı̈ve Bayes classifier
which operates on relational representations of spatial data.

More precisely, given an object E to be classified, a classical naı̈ve Bayes classi-
fier assigns E to the class Ci, that maximizes the posterior probability P(Ci|E). By
applying the Bayes theorem, P(Ci|E) is expressed as follows:

P(Ci|E) =
P(Ci) ·P(E|Ci)

P(E)
. (1)

In fact, the decision on the class that maximizes the posterior probability can be
made only on the basis of the numerator, that is P(Ci) ·P(E|Ci), since P(E) is inde-
pendent of the class Ci.

To work on relational representations, Ceci and Appice proposed considering a
set ℜ of association rules, expressed as first order definite clauses, which are mined
on the training set and can be used to define a suitable decomposition of the like-
lihood P(E|Ci) à la naive Bayes, in order to simplify the probability estimation
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problem. In particular, if ℜ(E) ⊆ ℜ is the set of first order definite clauses, whose
antecedent covers E , the probability P(E|Ci) is defined as follows:

P(E|Ci) = P(
∧

R j∈ℜ(E)

antecedent(R j)|Ci). (2)

The straightforward application of the naı̈ve Bayes independence assumption to
all literals in

∧
R j∈ℜ(E) antecedent(R j) is not correct, since it may lead to underes-

timating P(E|Ci) when several similar clauses in ℜ(E) are considered for the class
Ci. To prevent this problem the authors resort to the logical notion of factorization
[39]. Details are reported in [9].

This associative classification framework for relational classification has been
subsequently extended in order to use Emerging Patterns (EPs) instead of associa-
tion rules. EPs are introduced in [17] as a particular kind of pattern (or multi-variate
features), whose support significantly changes from one data class to another: the
larger the difference of pattern support, the more interesting the pattern. Change
in pattern support is estimated in terms of support ratio (or growth rate). EPs with
sharp change in support (high growth rate) are useful to discriminate a class from
the other classes. This observation motivated Ceci et al. [10] to investigate both the
discovery of relational EPs and their usage in the associative classification frame-
work. Experimental results proved the effectiveness of this extension. Therefore, in
this work, we consider emerging-pattern based associative classifiers to define a new
transductive learning algorithm for document image understanding.

3 Related Work

In the literature there are already several works on automatic recognition of seman-
tically relevant layout components. Akindele and Belaı̈d [2] proposed applying the
R-XY-Cuts method on training data, in order to extract the layout structures and to
match them against an initial model defined by an expert. The aim of the matching
is to discard training documents whose layout structure is very different from the
expected one. Then, a generic model of the logical structure is built by means of
a tree-grammar inference method applied to validated layout structures with asso-
ciated labels. Therefore, this approach is based on demanding human intervention,
which is not only limited to layout labeling but also involves the specification of an
initial model.

Walischewski [45] proposes representing each document layout by a complete
attributed directed graph, with one vertex for each layout object. The vertex at-
tributes are pairs (l, c), where l denotes the type of layout component (page, block,
line, word, char), while c denotes the logic label of the layout object (e.g. title, au-
thor). Edges have thirteen attributes corresponding to Allen’s qualitative relations
on intervals [3]. An attribute of the edge (vi, v j) is a pair (h, v) describing quali-
tatively the relative horizontal/vertical location between the two vertices vi and v j.
The learning algorithm returns triples [(ci,c j),(h,v),(wh,wv)] stating that Allen’s
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relation h(v) holds between ci and c j along the horizontal (vertical) axis with
strength wh (wv). Altogether, the triples define an attributed directed graph repre-
senting the model. Recognition is based on an error tolerant subgraph isomorphism
between the graphs representing the document and the model. This approach, al-
though relational, only handles qualitative information and has been tested on sim-
ple layout structures extracted from envelopes.

In the work by Palmero et al. [35] a document can be considered as a sequence
of objects, where the object labels depend both on the geometrical properties of the
block (size, position, etc.) and on the decisions made for previous sequence items.
As in the work by Walischewski, there is an implicit recognition of the importance
of considering autocorrelation on logical labels, although, in this case, the original
bidimensional spatial autocorrelation boils down to one-dimensional temporal au-
tocorrelation, which is handled by a recursive neuro-fuzzy learning algorithm. The
effect of sequence ordering on blocks is not examined.

Probabilistic relaxation [6] is a general approach to deal with autocorrelation on
logical labels. Indeed, objects are initially classified on the basis of their properties
and then their classification is iteratively adjusted by using compatibilities with other
objects found in the neighborhood. Le Bourgeois et al. [41] tested this approach on
blocks delimiting words and compared it to a naı̈ve Bayesian classification, by tak-
ing into account both word features and features of neighboring (left/right) words.

Aiello et al. [1] applied the well-known decision tree learning system C4.5 [38]
to learn classification rules for textual logical components (body, caption, title, page
number). Only seven attributes are considered: two for the geometrical properties
of the block (aspect ratio, area ratio), four for the textual content (font size ratio,
font style, number of characters, number of lines) and one for spatial closeness to
a figure. Experimental results show that these seven features are sufficient to learn
a decision tree with a very high (> 90%) recognition rate for body, title and page
number. However, the experimentation is mostly based on ground truth data for
layout structures and textual content, which is an ideal situation.

Interestingly, although there have been attempts to deal with a relational repre-
sentation of data [12], studies reported in the literature for document image under-
standing, do not consider the transductive learning setting. Therefore, we intend this
contribution to be a further step towards the investigation of methods which orig-
inate from the intersection of these three promising research areas: namely, trans-
duction, relational data mining and document image understanding.

For transductive learning, several methods have been proposed in the literature.
They are based on support vector machines ([8] [21] [24] [15]), on k-NN classifiers
([25]) and even on general classifiers ([27]). However, they do not work with re-
lational data. For relational classification in the transductive setting, three methods
have been reported in the literature.

Krogel and Scheffer ([26]) investigate a transformation (known as propositional-
ization) of a relational description of gene interaction data into a classical double-
entry table and then study transduction with the well-known transductive support
vector machines. Therefore, transduction is not explicitly investigated on relational
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representations and it is based on propositionalization, which is fraught with many
difficulties in practice ([16, 22]).

Taskar et al. ([42]) build, on the framework of Probabilistic Relational Models,
a generative probabilistic model which captures interactions between examples, ei-
ther labeled or unlabeled. However, given sufficient data, a discriminative model
generally provides significant improvements in classification accuracy over gener-
ative models ([43]). This motivates our interest in designing classifiers based on
discriminative models.

Ceci et al. [11] propose a different probabilistic method that is based on an it-
erative approach that bootstraps classification labels on unlabeled examples. How-
ever, this approach does not permit us to exploit a preliminary descriptive phase
(e.g. association rule discovery or emerging pattern discovery) that helps to obtain
a twofold advantage. First, the user can decide to mine both a descriptive and a
classification model in the same data mining process [29]. Second, we can solve
the understandability problem [36] that may occur with some classification meth-
ods. Indeed, many rules produced by standard classification systems are difficult to
understand because these systems often use only domain independent biases and
heuristics, which may not fulfill users’ expectations. With the descriptive classifi-
cation approach, the problem of finding understandable rules is reduced to a post-
processing task [29].

Data mining research has provided several solutions for the task of emerging pat-
tern discovery. In the seminal work by Dong and Li [17], a border-based approach
is adopted to discover the EPs discriminating between separate classes. Borders
are used to represent both candidates and subsets of Emerging Patterns (EPs); the
border differential operation is then used to discover the EPs. Zhang et al. [46]
have described an efficient method, called ConsEPMiner, which adopts a level-wise
generate-and-test approach to discover EPs which satisfies several constraints (e.g.,
growth-rate improvement). Recently, Fan and Ramamohanarao [20] have proposed
a method which improves the efficiency of EPs discovery by adopting a CP-tree data
structure to register the counts of both the positive and negative classes. All these
methods assume that data to be mined are stored in a single data table. An attempt
to upgrade the emerging pattern discovery to deal with relational data has been re-
ported in [5], where the authors propose adapting the levelwise method described in
[32] to the case of relational emerging patterns.

4 Extracting Emerging Patterns with SPADA

In this work, we propose a modified version of the system SPADA [28], originally
designed for relational frequent pattern discovery, that permits us to extract emerg-
ing patterns. SPADA represents relational data à la Datalog, a logic programming
language with no function symbols specifically designed to implement deductive
databases. Moreover, it takes into account a background knowledge (BK) expressed
in Prolog and is able to mine relational patterns at multiple levels of granularity,
in order to properly deal with hierarchies of objects. When these are available, it is
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important to take them into account, since patterns involving more abstract objects
are better supported (although less precise), while patterns involving more specific
objects have higher confidence values (although lower support values). Hence by ef-
ficiently exploring the pattern space at different levels of abstraction (or granularity)
it is possible to find the right trade-off between these two conflicting criteria.

SPADA distinguishes between the set S of reference (or target) objects, which
are the main subject of analysis, and the sets Rk, 1 ≤ k ≤ m, of task-relevant (or
non-target) objects, which are related to the former and can contribute to account
for the variation. Each unit of analysis includes a distinct reference object and many
related task-relevant objects. Therefore, the description of a unit of analysis consists
of both the properties of included reference and task-relevant objects as well as their
relationships. From a database viewpoint, S corresponds to the target table T ∈ SC
and each Rk corresponds to a different relational table Ti ∈ SC. A unit of analysis
corresponds to a tuple in t ∈ T and to all the tuples in the databases related to t
according to foreign key constraints.

In the following sub-sections, the document description problem is presented and
the learning strategy is described, as it has been modified in order to mine emerging
patterns.

4.1 Document Description

In the logic framework adopted by SPADA, a relational database is boiled down into
a deductive database. Properties of both reference and task-relevant objects are rep-
resented in the extensional part DE , while the domain knowledge is expressed as a
normal logic program which defines the intensional part DI . For example, we report
a fragment of the extensional part of a deductive database D which describes spatial
and textual information extracted from the document image reported in Figure 1:

block(b1). block(b2). . . .
height(b2,[11..54]). width(b1,[7..82]). . . .
on top(b2,b1). . . . on top(b2,b3). . . .
part of(b1,p1). part of(b2,p1). page first(p1). . . .
abstract(b1). title(b2). . . .
text in abstract(b1,’base’). text in title(b2,’model’)....

In this example, b1 and b2 are two constants which denote as many distinct layout
components (reference objects) , while p1 denotes a document page (task-relevant
object). Predicate block defines a layout component, part o f associates a block to
a document page, height and width describe geometrical properties of layout com-
ponents, on top expresses a topological relationship between layout components,
page f irst(p1) refers to the position of the page in the document, abstract and title
associate b1 and b2 with a logical label, text in abstract and text in title permit us
to describe the textual content of the logical components.
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Fig. 1 Document Layout: logical components

The complete list of predicates is reported in Table 1. The aspatial feature type o f
specifies the content type of a layout component (e.g. image, text, horizontal line).
Logical features are used to associate a logical label to a layout object and depend on
the specific domain. In the case of scientific papers (considered in this work), pos-
sible logical labels are: affiliation, page number, figure, caption, index term, run-
ning head, author, title, abstract, formulae, subsection title, section title, biogra-
phy, references, paragraph, table.

Textual content is represented by means of another class of predicates, which are
true when the term reported as the second argument occurs in the layout component
denoted by the first argument. Terms are automatically extracted by means of a text-
processing module. All terms in the textual components are tokenized and the set of
obtained tokens is filtered out in order to remove punctuation marks, numbers and
tokens of less than three characters. Standard text preprocessing methods are used
to:
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Table 1 Used predicates

Locational x pos center/2
features y pos center/2

Layout Geometrical height/2
structure features width/2

Topological on top/2
features to right/2
Aspatial feature type o f /2

Logical
structure

Logical fea-
tures

application dependent (e.g., ab-
stract/1)

Text Textual features application dependent (e.g.,
text in abstract/2)

1. remove stopwords, such as articles, adverbs, prepositions and other frequent
words;

2. determine equivalent stems (stemming), such as “topolog” in the words “topol-
ogy” and “topological”, by means of Porter’s algorithm for English texts [37].

Only relevant tokens are used in textual predicates. They are selected by max-
imizing the product maxTF ×DF2 × ICF [13] that scores high terms appearing
(possibly frequently) in a single logical component c and penalizes terms common
to other logical components. More formally, let c be a logical label associated to a
textual component. Let d be the bag of tokens in a component labeled with c (after
the tokenizing, filtering and stemming steps), w a term in d and T Fd(w) the relative
frequency of w in d. Then, the following statistics can be computed:

1. the maximum value T Fc(w) of T Fd(w) on all logical components d labeled with
c;

2. the document frequency DF2
c (w), i.e., the percentage of logical components la-

beled with c in which the term w occurs;
3. the category frequency CFc(w), i.e., the number of labels c′ �= c, such that w

occurs in logical components labeled with c′.

Then, the score vi associated to the term wi belonging to at least one of the logical
components labeled with c is:

vi = T Fc(wi)×DF2
c (wi)×1/CFc(wi) (3)

According to this function, it is possible to identify a ranked list of “discrimina-
tive” terms for each of the possible labels. From this list, we select the best ndict

terms in Dictc, where ndict is a user-defined parameter. The textual dimension of
each logical component d labeled as c is represented in the document description as
a set of ground facts that express the presence of a term w ∈ Dictc in the specified
logical component.
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4.2 The Mining Step

In the original version of SPADA, the problem of mining frequent patterns can be
formalized as follows:
Given

• a set S of reference objects,
• some sets Rk, 1 ≤ k ≤ m, of task-relevant objects,
• a background knowledge BK including some hierarchies Hk on objects in Rk,
• M granularity levels in the descriptions (1 is the highest while M is the lowest),
• a set of granularity assignments Ψk which associate each object in Hk with a

granularity level
• a set of thresholds minsup[l] for each granularity level
• a language bias LB that constrains the search space;

Find frequent multi-level patterns, i.e., frequent patterns involving objects at differ-
ent granularity levels.

Hierarchies Hk define is-a (i.e., taxonomical) relations on task-relevant objects.
The frequency depends on the granularity level l at which patterns describe data.
Therefore, a pattern P with support s at level l is frequent if s ≥ minsup[l] and all
ancestors of P with respect to Hk are frequent at their corresponding levels.

SPADA operates in two steps for each granularity level: i) pattern generation; ii)
pattern evaluation. It exploits statistics computed at granularity level l when com-
puting the supports of patterns at granularity level l + 1. The expressive power of
first-order logic is utilized to specify both the background knowledge BK, such as
hierarchies and domain specific knowledge, and the language bias LB. The LB is
relevant to allow the user to specify his/her bias for interesting solutions, and then
to exploit this bias to improve both the efficiency of the mining process and the
quality of the discovered rules.

In our case, we modified SPADA in order to discover emerging patterns instead
of frequent patterns. Accordingly, the mining problem is modified as follows:

Given

• a set S of reference objects,
• a label value y ∈ Y = {C1,C2, . . . ,CL} associated to each reference object,
• some sets Rk, 1 ≤ k ≤ m, of task-relevant objects,
• a background knowledge BK including some hierarchies Hk on objects in Rk,
• M granularity levels in the descriptions,
• a set of granularity assignments Ψk which associate each object in Hk with a

granularity level
• a couple of sets of thresholds minsup[l] and minGR[l] for each granularity level
• a language bias LB that constrains the search space;

Find A set of multilevel emerging patterns {F|suppCi(F) ≥ minsup[l],GRCi(F) ≥
minGR[l]}

In this formulation, suppCi(F) represents the support of pattern F in the subset
of reference objects labeled with Ci, while the growth rate GRCi(F) is defined as:
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GRCi(F) =
suppCi(F)
supp¬Ci(F)

where supp¬Ci(F) is the support of pattern F in the subset of reference objects
labeled with c ∈ {C1, . . . ,Ci−1,Ci+1, . . .CL}.

To efficiently mine frequent patterns, SPADA prunes the search space by ex-
ploiting the monotonicity of support. Let F ′ be a refinement of a pattern F (i.e.
F ′ is more specific than F). If F is an infrequent pattern for the class Ci (i.e.
suppCi(F) < minsup), then also suppCi(F

′) < minsup. This means that F ′ cannot
be an emerging pattern that permits us to distinguish Ci from ¬Ci. Hence, SPADA
does not refine patterns which are infrequent on Ci.

Unfortunately, the monotonicity property does not hold for the growth rate: a
refinement of an emerging pattern whose growth rate is lower than the threshold
minGR may or may not be an EP. However, also in this case it is possible to prune
the search space. According to [46], we modified the mining algorithm originally
developed in SPADA in order to avoid generating the refinements of a pattern F in
the case that GRCi(F) = ∞ (i.e., suppCi(F) > 0 and supp¬Ci(F) = 0). Indeed, due
to the monotonicity of support, for each pattern F ′ obtained as a refinement of F :
suppCi(F)≥ suppCi(F

′), then suppCi(F
′) = 0. Hence, GRCi(F

′) = 0 in the case that
suppCi(F

′) = 0, while GRCi(F
′) = ∞ in the case that suppCi(F

′) > 0. In the former
case, F ′ is not worth considering. In the latter case, we prefer F to F ′, based on
the Occam’s razor principle, according to which all things being equal, the simplest
solution tends to be the best one (F has the same discriminating ability as F ′).

In our application domain, reference objects are all the logical components for
which a logical label is specified. Task relevant objects are all the logical compo-
nents (including undefined components), as well as pages and documents. The BK
is used to specify the hierarchy of logical components (Figure 2). The BK also per-
mits us to automatically associate information on page order to layout components,
since the presence of some logical components may depend on the page order (e.g.
the author is on the first page). This concept is expressed by means of the following
Datalog rules stored in the intensional part DI of the deductive database D:

at page f irst(X) :- part o f (Y,X), page f irst(Y ).
at page intermediate(X) :- part o f (Y,X), page intermediate(Y).
at page last but one(X) :- part o f (Y,X), page last but one(Y ).
at page last(X) :- part o f (Y,X), page last(Y ).

Moreover, in the BK we can also define the predicate text in component:

text in component(X ,Y) :- text in index term(X ,Y ).
text in component(X ,Y) :- text in re f erences(X ,Y ).
text in component(X ,Y) :- text in abstract(X ,Y).
text in component(X ,Y) :- text in title(X ,Y ).
text in component(X ,Y) :- text in running head(X ,Y).
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article

+−− heading

| +−− identification

| | +−− (title, author, affiliation)

| +−− synopsis

| +−− (abstract, index term)

+−− content

| +−− final components

| | +−− (biography, references)

| +−− body

| +−− (section title, subsect title, paragraph, caption, figure, formulae, table)

+−− page component

| +−− running head

| +−− page number

+−− undefined

Fig. 2 Hierarchy of logical components

It is noteworthy that hierarchies are defined on task relevant objects. This means
that, in theory, it is not possible to consider the same reference object at different
levels of granularity. To overcome this limitation, we introduced in the BK the fact
specialize(X ,X), which allows SPADA to consider a reference object as a task-
relevant object, and we forced SPADA (by means of LB constraints) to include the
predicate specialize/2 in the emerging patterns.

We also extended the language bias of SPADA in order to deal properly with
predicates representing textual features. Indeed, the SPADA language bias requires
the user to specify predicates that can be involved in a pattern. For instance, if we are
interested in patterns that contain the predicate text in abstract(A, paper), where
A is a variable representing a task-relevant object (tro) already introduced in the
pattern and paper is a constant value representing the presence of the term “paper”
in A, we have to specify the following bias rule:

lb atom(text in component(old tro, paper))

This means that it is necessary to specify a rule for each constant value that could
be involved in the predicate. However, there are hundreds of constants representing
selected terms (the number depends on the ndict constant and on the number of
user-selected logical labels for which the textual dimension is considered). To avoid
the manual or semiautomatic specification of different lb atom’s, we extended the
SPADA syntax for LB in order to support anonymous variables:

lb atom(text in component(old tro, ))

This means that we intend to consider in the search phase those patterns involving
the predicate text in component/2, whose second argument is an arbitrary term.
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The SPADA search strategy has been consequently modified in order to support this
additional feature.

An additional aspect worth to be considered in this work is related to the possi-
bility of dealing with numerical data. Indeed, although the application requires the
manipulation of such data in order to consider geometrical features of a layout com-
ponent, SPADA, in its original version, is not able to automatically deal with them.
To avoid this problem, a simple equal-frequency discretization algorithm has been
integrated. This allows the mining algorithm implemented in SPADA to process
discrete intervals instead of numerical data.

5 Transductive Classification

The transductive classification implemented in our proposal upgrades the EP-based
classifier CAEP [18] to the relational setting. It computes a membership score of
an object to each class. The score is computed by means of a growth rate based
function of the relational EPs covered by the object to be classified. The largest
score determines the object’s class.

The score is computed on the basis of the subset of relational emerging patterns
that cover the object to be classified. Formally, let o be the description of the object
to be classified (an object is represented by a tuple in the target table and all the
tuples related to it, according to foreign key constraints), ℜ(o) = {F ∈ ℜ|∃θ Fθ ⊆
o} is the set of relational emerging patterns that cover the object o.

The score of o on the class Ci is computed as follows:

score(o,Ci) = ∑
F∈ℜ(o)

GRCi(F)
GRCi(F)+ 1

supCi(F) (4)

This measure may result in an inaccurate classifier in the case of unbalanced
datasets, i.e. when training objects are not uniformly distributed over the classes. In
order to mitigate this problem, in [18] the authors proposed normalizing this score
on the basis of the median of the scores obtained from training examples belonging
to Ci. This results in the following classification function:

class(o) = argmaxCi

score(o,Ci)
medianro∈TS(score(ro,Ci))

(5)

where TS represents the training set.
Although this normalization solves problems due to unbalanced class distribu-

tion, in our case the main problem arises from the different number of emerging
patterns that are extracted from different classes. This means that, in our case, a
different normalization that weights the number of emerging patterns is necessary:

score(o,Ci) =
1

|ℜ(o)| ∑
F∈ℜ(o)

GRCi(F)
GRCi(F)+ 1

supCi(F) (6)
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Since supCi(F) represents the probability that a reference object belonging to
class Ci is covered by F , Equation (6) can be transformed as follows:

score(o,Ci) =
1

|ℜ(o)| ∑
F∈ℜ(o)

GRCi(F)
GRCi(F)+ 1

P(F|Ci) (7)

By applying the Bayes theorem:

score(o,Ci) =
1

|ℜ(o)| ∑
F∈ℜ(o)

GRCi(F)
GRCi(F)+ 1

P(Ci|F)
P(Ci)

×P(F) (8)

where P(Ci|F) can be estimated as the percentage of examples covering F in T S
that belong to Ci, P(Ci) can be estimated as the percentage of examples in T S that
belong to Ci, and P(F) is the percentage of examples covering F . According to
the transductive learning setting, this factor is estimated by considering the whole
set of examples (T S∪WS). This would provide a more reliable estimation of P(F)
(since it is obtained from a larger population of examples potentially coming from
the same distribution).

P(F) =
#{ro|ro ∈ T S∪WS,∃θ Fθ ⊆ ro}

#{ro|ro ∈ T S∪WS} (9)

6 Experiments

To evaluate the viability of the proposed transductive approach, it has been evalu-
ated on a real-world dataset, consisting of multi-page articles published in an in-
ternational journal. In particular, we considered twenty-four papers, published as
either regular or short, in the IEEE Transactions on Pattern Analysis and Machine
Intelligence (TPAMI), in the January and February issues of 1996. Each paper is
a multi-page document, therefore, we processed 217 document images containing
3611 layout components (examples). Among them, the user manually labeled 2,693
layout components, that is, on average, 112.2 components per document and 12.41
per page. The components that have not been labeled are “irrelevant” for the task in
hand or are associated to “noise” blocks: they are automatically considered unde-
fined. Overall, there are 918 unlabeled layout components.

The dataset is analyzed by means of a 4-fold cross-validation on documents.
Each fold contains 902.75 layout components on average and the algorithm is run
in order to collect predictive average accuracy and, for each class, average precision
and recall. Unlike the standard cross-validation approach, here one fold at a time
is set aside to be used as the training set (and not as the test set). Small training
set sizes allow us to validate the transductive approach, but may result in high error
rates as well.

Table 2 reports classes involved in the evaluation (logical labels) and the number
of examples belonging to them. As can be seen, classes are highly unbalanced in the
number of examples.
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Table 2 Class and example distribution

logical label No. of examples

abstract 39
affiliation 23

author 28
biography 21

caption 202
figure 357

formulae 333
index term 25

page number 191
paragraph 968
references 45

running head 230
section title 65

subsection title 27
table 48
title 91

undefined 918
TOTAL 3611

In the extraction of emerging patterns, SPADA has been run with different param-
eters: minGR = {2,8,68} and minsup = {10%,20%,30%}. In Table 3 the average
number of emerging patterns extracted with different parameter values is reported.
As expected, by increasing minsup and minGR values, the number of extracted
emerging patterns is drastically reduced.

Table 3 Average number of extracted emerging patterns

minsup
minGR 10 20 30

2 22959.25 11769.5 7943.75
8 15608.5 8315.25 5947.25

64 10266.75 5306.5 3939.5

By looking at the distribution of emerging patterns over the classes (see Table
4), we note that classes for which the discrimination is simpler are characterized
by a higher number of emerging patterns. It is also noteworthy that the number of
patterns is not related to the number of examples. This means that the extracted
emerging patterns do not suffer from overfitting problems.

An example of an emerging pattern for the class abstract is reported in the
following:

is a block(A),specialize(A,B), is a(B,abstract), text in component(B, paper).
suppabstract = 50%; GRabstract = +∞
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Table 4 Average number of extracted emerging patterns per class (minsup = 10%,
minGR = 2)

logical label Average No. of emerging patterns

abstract 3235.25
affiliation 738.5

author 1569.25
biography 645

caption 512.5
figure 744.75

formulae 595.75
index term 2099.25

page number 1443
paragraph 780.75
references 2782.25

running head 2751.25
section title 995.5

subsection title 773.5
table 1108.75
title 2184

TOTAL 22959.25

This pattern states that 50% of layout components labeled as abstract contains
the term “paper”. Moreover, this pattern is not satisfied by layout components la-
beled with a different label. This is probably due to the fact that term “paper” is not
selected for other logical labels.

We have the same pattern at a higher level of the hierarchy:

is a block(A),specialize(A,B), is a(B,synopsis),text in component(B, paper).
suppsynopsis = 23.5%, GRsynopsis = +∞.

As we can see, support decreases since the term “paper” is not selected for the
class index term.

Another example of an emerging pattern for the class abstract is:
is a block(A),specialize(A,B), is a(B,abstract),only le f t col(B,C),C �= B,
text in component(C, index).

suppabstract = 100%, GRabstract = +∞.
This emerging pattern shows the advantage of exploiting the relational nature of

data. Indeed, it shows that layout components labeled as abstract are always aligned
with components that contain the term “index” (probably belonging to the class
“index term”).

Finally, the emerging pattern:

is a block(A),specialize(A,B), is a(B,section title),height(B, [6..12]),
at page f irst(B).

suppsection title = 55.5%, GRsection title = 42.67
considers other types of task relevant objects (i.e. pages) by exploiting information
in BK. In this pattern, height is expressed in number of pixels.
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In Table 5, average classification accuracy is reported. Results are collected for
different values of minGR and minsup. As we can see, more interesting results are
obtained with small values of minGR and with high values of minsup or, alterna-
tively, with high values of minGR and with low values of minsup. This means that
predictive accuracy significantly depends on the number of extracted patterns. With
a high number of patterns, probabilities are flattened and the system loses its dis-
criminative capabilities. On the other hand, when the number of patterns decreases,
the system has not enough information to discriminate among classes.

Table 5 Average classification accuracy

minGR
minsup 2 8 64

10 43.47 56.67 60.39
20 63.84 58.32 54.8
30 64.63 57.69 44.82

A different perspective of results is reported in Table 6, where precision and recall
are reported for each class. Results are collected for minsup = 10% and minGR =
2. As can be noted, results vary significantly from one class to another. Indeed,
some classes are more difficult to identify since they do not show regularities (e.g.
subsection title vs. section title). Other classes can be more easily identified because
the use of text is effective and/or because they are subject to formatting regularities.

Table 6 Average precision and recall per class (minsup = 10%, minGR = 2)

logical label Average precision Average recall

abstract 0.28593 0.89157
affiliation 0.11167 0.94759

author 0.54731 0.75189
biography 0.16565 0.87101

caption 0.47886 0.07607
figure 0.88800 0.794598

formulae 0.55592 0.31498
index term 0.45324 0.96687

page number 0.81994 0.92180
paragraph 0.94674 0.44204
references 0.85855 0.850724

running head 0.92105 0.80608
section title 0.47162 0.29978

subsection title 0.07779 0.74408
table 0.15290 0.23070
title 0.40062 0.68959

Average 0.5085 0.6625
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7 Conclusions

In this work, the induction of a classifier for the automated recognition of semantically
relevant layout components has been investigated. In particular, we have investigated
the combination of transductive inference with principled relational classification,
in order to face the challenges posed by the application domain, characterized by
complex and heterogeneous data, which are naturally modeled as several tables of
a relational database and characterized by the availability of a small (large) set of
labeled (unlabeled) data.

The experiments provide interesting qualitative and quantitative results. For fu-
ture work, we intend to compare our approach with other competitive approaches
proposed in the literature and to employ a different classification strategy that per-
mits us to exploit labels confidently associated to working examples in the classifi-
cation of other working examples.
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In: Koronacki, J., Raś, Z.W., Wierzchoń, S.T., Kacprzyk, J. (eds.) Advances in Machine
Learning I. SCI, vol. 262, pp. 189–207. Springer, Heidelberg (2010)

12. Ceci, M., Berardi, M., Malerba, D.: Relational data mining and ILP for document image
understanding. Applied Artificial Intelligence 21(4&5), 317–342 (2007)

13. Ceci, M., Malerba, D.: Classifying web documents in a hierarchy of categories: a com-
prehensive study. J. Intell. Inf. Syst. 28(1), 37–78 (2007)

14. Chapelle, O., Schölkopf, B., Zien, A.: A discussion of semi-supervised learning and
transduction. In: Chapelle, O., Schölkopf, B., Zien, A. (eds.) Semi-Supervised Learning,
pp. 457–462. MIT Press, Cambridge (2006)

15. Chen, Y., Wang, G., Dong, S.: Learning with progressive transductive support vector
machines. Pattern Recognition Letters 24, 1845–1855 (2003)

16. De Raedt, L.: Attribute-value learning versus inductive logic programming: the miss-
ing links. In: Page, D.L. (ed.) ILP 1998. LNCS (LNAI), vol. 1446, pp. 1–8. Springer,
Heidelberg (1998)

17. Dong, G., Li, J.: Efficient mining of emerging patterns: Discovering trends and dif-
ferences. In: International Conference on Knowledge Discovery and Data Mining,
pp. 43–52. ACM Press, New York (1999)

18. Dong, G., Zhang, X., Wong, L., Li, J.: CAEP: Classification by aggregating emerg-
ing patterns. In: Arikawa, S., Nakata, I. (eds.) DS 1999. LNCS (LNAI), vol. 1721,
pp. 30–42. Springer, Heidelberg (1999)

19. Esposito, F., Malerba, D., Semeraro, G.: Multistrategy learning for document recogni-
tion. Applied Artificial Intelligence 8(1), 33–84 (1994)

20. Fan, H., Ramamohanarao, K.: An efficient singlescan algorithm for mining essential
jumping emerging patterns for classification. In: Pacific-Asia Conference on Knowledge
Discovery and Data Mining, pp. 456–462 (2002)

21. Gammerman, A., Azoury, K., Vapnik, V.: Learning by transduction. In: Proc. of the 14th
Annual Conference on Uncertainty in Artificial Intelligence, UAI 1998, pp. 148–155.
Morgan Kaufmann, San Francisco (1998)

22. Getoor, L.: Multi-relational data mining using probabilistic relational models: research
summary. In: Knobbe, A., Van der Wallen, D.M.G. (eds.) Proc.of the 1st Workshop in
Multi-relational Data Mining, Freiburg, Germany (2001)

23. Jensen, D., Neville, J.: Linkage and autocorrelation cause feature selection bias in rela-
tional learning. In: Proc. of the Nineteenth International Conference on Machine Learn-
ing (2002)

24. Joachims, T.: Transductive inference for text classification using support vector ma-
chines. In: Proc. of the 16th International Conference on Machine Learning, ICML 1999,
pp. 200–209. Morgan Kaufmann, San Francisco (1999)

25. Joachims, T.: Transductive learning via spectral graph partitioning. In: Proc. of the 20th
International Conference on Machine Learning, ICML 2003, Morgan Kaufmann, San
Francisco (2003)

26. Krogel, M.-A., Scheffer, T.: Multi-relational learning, text mining, and semi-supervised
learning for functional genomics. Machine Learning 57(1-2), 61–81 (2004)

27. Kukar, M., Kononenko, I.: Reliable classifications with machine learning. In: Elomaa, T.,
Mannila, H., Toivonen, H. (eds.) ECML 2002. LNCS (LNAI), vol. 2430, pp. 219–231.
Springer, Heidelberg (2002)

28. Lisi, F.A., Malerba, D.: Inducing multi-level association rules from multiple relations.
Machine Learning 55, 175–210 (2004)

29. Liu, B., Hsu, W., Ma, Y.: Integrating classification and association rule mining. In:
Knowledge Discovery and Data Mining KDD 1998, New York, pp. 80–86 (1998)



142 M. Ceci, C. Loglisci, and D. Malerba

30. Malerba, D.: A relational perspective on spatial data mining. IJDMMM 1(1), 103–118
(2008)

31. Malerba, D., Ceci, M., Berardi, M.: Machine learning for reading order detection in
document image understanding. In: Marinai, S., Fujisawa, H. (eds.) Machine Learning
in Document Analysis and Recognition. SCI, vol. 90, pp. 45–69. Springer, Heidelberg
(2008)

32. Mannila, H., Toivonen, H.: Levelwise search and borders of theories in knowledge dis-
covery. Data Min. Knowl. Discov. 1(3), 241–258 (1997)

33. Nagy, G.: Twenty years of document image analysis in pami. IEEE Trans. Pattern Anal.
Mach. Intell. 22(1), 38–62 (2000)

34. Niyogi, D., Srihari, S.N.: Knowledge-based derivation of document logical structure. In:
ICDAR 1995: Proceedings of the Third International Conference on Document Analysis
and Recognition, vol. 1, p. 472. IEEE Computer Society Press, Washington, DC, USA
(1995)

35. Palmero, G.I.S., Dimitriadis, Y.A.: Structured document labeling and rule extraction us-
ing a new recurrent fuzzy-neural system. In: ICDAR 1999: Proceedings of the Fifth In-
ternational Conference on Document Analysis and Recognition, p. 181. IEEE Computer
Society Press, Washington, DC, USA (1999)

36. Pazzani, M.J., Mani, S., Shankle, W.R.: Beyond concise and colorful: Learning intelligi-
ble rules. In: KDD, pp. 235–238 (1997)

37. Porter, M.F.: An algorithm for suffix stripping. Readings in information retrieval,
313–316 (1997)

38. Quinlan, J.R.: C4.5: programs for machine learning. Morgan Kaufmann Publishers Inc.,
San Francisco (1993)

39. Robinson, J.A.: A machine oriented logic based on the resolution principle. Journal of
the ACM 12, 23–41 (1965)

40. Seeger, M.: Learning with labeled and unlabeled data. Technical report, Institute for
Adaptive and Neural Computation. University of Edinburgh (2001)

41. Souafi-Bensafi, S., Parizeau, M., Lebourgeois, F., Emptoz, H.: Bayesian networks clas-
sifiers applied to documents. In: ICPR (1), p. 483 (2002)

42. Taskar, B., Segal, E., Koller, D.: Probabilistic classification and clustering in relational
data. In: Nebel, B. (ed.) IJCAI, pp. 870–878. Morgan Kaufmann, San Francisco (2001)

43. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, New York (1995)
44. Vapnik, V.: Statistical Learning Theory. Wiley, New York (1998)
45. Walischewski, H.: Automatic knowledge acquisition for spatial document interpretation.

In: ICDAR, pp. 243–247. IEEE Computer Society Press, Los Alamitos (1997)
46. Zhang, X., Dong, G., Ramamohanarao, K.: Exploring constraints to efficiently mine

emerging patterns from large high-dimensional datasets. In: KDD, pp. 310–314 (2000)



Progressive Filtering on the Web:
The Press Reviews Case Study

Andrea Addis, Giuliano Armano, and Eloisa Vargiu

Abstract. Progressive Filtering is a hierarchical classification technique framed
within the local classifier per node approach where each classifier is entrusted with
deciding whether the input in hand can be forwarded or not to its children. In this
chapter, we illustrate the effectiveness of Progressive Filtering on the Web, focus-
ing on the task of automatically creating press reviews. To this end, we present
NEWS.MAS, a multiagent system aimed at: (i) extracting information from online
newspapers by using suitable wrapper agents, each associated with a specific infor-
mation source, (ii) categorizing news articles according to a given taxonomy, and
(iii) providing user feedback to improve the performance of the system depending
on user needs and preferences.

1 Introduction and Motivation

Information Retrieval (IR) is the task of finding, from large collections, documents
of unstructured nature that satisfy an information need [?]. A typical task consists
of retrieving textual documents, such as newspaper and magazine articles or web
documents.

An IR task involves three main activities: (i) extracting the required informa-
tion, (ii) encoding and processing it according to the specific application, and –
optionally– (iii) providing suitable feedback mechanisms to improve the overall
performances.

Information extraction is aimed at extracting data from information sources
through specialized wrappers. In general, given an information source, a specific
wrapper can be devised and implemented, able to map the available data to a suitable
description that contains relevant information in a structured form. In the literature,
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several tools have been proposed with the goal of generating wrappers for web data
extraction [29].

Encoding is applied to the information obtained from the selected sources,
whereas processing is aimed at progressively filtering it while retaining only rel-
evant data. The actual encoding strictly depends on the specific application (pre-
processing activities, such as feature selection and feature extraction, are typically
performed to prepare data). If needed, personalization can be performed accord-
ing to user needs and preferences. When the IR process focuses on text catego-
rization, feature selection or feature extraction techniques are typically applied to
perform encoding [49], whereas learned systems perform processing (in this case,
categorization) [48]. A module for user feedback can be provided to deal with any
feedback optionally provided by the end-user. Simple but effective solutions can be
implemented using machine learning techniques.

Many information sources are organized as hierarchies, e.g., web repositories,
digital libraries, patent libraries, email folders, product catalogs. In particular, web
repositories, such as DMOZ1, Wikipedia2, and Medical Subject Headings (MeSH)
in MEDLINE3, encompass an underlying taxonomy. Taxonomies are also very use-
ful in the field of news categorization [5], such as those provided by the International
Press Telecommunications Council4 and the RCV-taxonomy, proposed by Lewis
[30] to perform hierarchical text categorization on the Reuters standard document
collection.

2 Mission

The World Wide Web provides a growing amount of information and data coming
from different and heterogeneous sources. As a consequence, it becomes more and
more difficult for web users to select contents that match their interests, especially if
contents are frequently updated (e.g., news aggregators, newspapers, scientific digi-
tal archives, RSS feeds, and blogs). Supporting users in handling the enormous and
widespread amount of web information is becoming a primary issue. To this end,
several online services have been proposed (e.g., Google News5 and PRESSTo-
day6). Unfortunately, they allow users to choose their interests among macro-areas,
which are often inadequate to express what the user is really interested in. Moreover,
existing systems typically do not provide a feedback mechanism that permits the
user to specify irrelevant or unwanted items, with the goal of progressively adapting
the system to her/his actual interests.

In this chapter, we illustrate the effectiveness of Progressive Filtering (PF), a Hier-
archical Text Categorization (HTC) technique, in the task of automatically

1 http://www.dmoz.org
2 http://www.wikipedia.org
3 http://medline.cos.com
4 http://www.iptc.org
5 http://news.google.com
6 http://www.presstoday.com
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creating press reviews. Section 3 reports a brief survey of relevant related work. Sec-
tion 4 summarizes the PF technique, which, in its simplest setting, decomposes a
given rooted taxonomy into pipelines, one for each path that exists between the root
and each node of the taxonomy, so that each pipeline can be tuned in isolation. To
this end, a Threshold Selection Algorithm (TSA) has been devised, aimed at finding
a sub-optimal combination of thresholds for each pipeline. Section 5 illustrates a case
study, i.e., NEWS.MAS, a multiagent system that automatically creates press reviews
[1]. Built upon X.MAS [2] –a generic multiagent architecture, aimed at retrieving,
filtering and reorganizing information according to user interests– NEWS.MAS is
devoted to: (i) extract information from online newspapers by using suitable wrapper
agents, each associated with a specific information source (i.e., the Reuters portal7,
The Times8, The New York Times9), (ii) categorize with PF news articles according
to a given taxonomy, and (iii) provide user feedback to improve the performance of
the system depending on user needs and preferences.

3 Related Work

The most relevant issues that help to clarify the contextual setting of the chapter are:
(i) the work done on HTC, (ii) the work done on the input imbalance problem, and
(iii) the work done on multiagent systems (MAS) for information retrieval.

3.1 Hierarchical Text Categorization

In recent years several researchers have investigated the use of hierarchies for text
categorization, which is also the main focus of this chapter.

Until the mid-1990s researchers mostly ignored the hierarchical structure of cat-
egories that occur in several domains. In 1997, Koller and Sahami [25] carried out
the first proper study on HTC on the Reuters-22173 collection. Documents were
classified according to the given hierarchy by filtering them through the single best-
matching first-level class and then sending them to the appropriate second level.
This approach showed that hierarchical models perform well when a small number
of features per class is used, as no advantages were found using the hierarchical
model for large numbers of features.

McCallum et al. [33] proposed a method based on naı̈ve Bayes. The authors
compare two techniques: (i) exploring all possible paths in the given hierarchy and
(ii) greedily selecting at most two branches according to their probability, as done
in [25]. Results show that the latter is more error prone while computationally more
efficient.

Mladenić [34] used the hierarchical structure to decompose a problem into a
set of subproblems, corresponding to categories (i.e., the nodes of the hierarchy).

7 http://www.reuters.com
8 http://www.the-times.co.uk/
9 http://www.nytimes.com/
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For each subproblem, a naı̈ve Bayes classifier is generated, considering examples
belonging to the given category, including all examples classified in its subtrees.
The classification applies to all nodes in parallel; a document is passed down to
a category only if the posterior probability for that category is higher than a user-
defined threshold.

D’Alessio [17] proposed a system in which, for a given category, the classifica-
tion is based on a weighted sum of feature occurrences that should be greater than
the category threshold. Both single and multiple classifications are possible for each
document to be tested. The classification of a document proceeds top-down possibly
through multiple paths. An innovative contribution of this work is the possibility of
restructuring a given hierarchy or building a new one from scratch.

Dumais and Chen [18] used the hierarchical structure for two purposes: (i) train-
ing several SVMs, one for each intermediate node, and (ii) classifying documents
by combining scores from SVMs at different levels. The sets of positive and nega-
tive examples are built considering documents that belong to categories at the same
level, and different feature sets are built, one for each category. Several combination
rules have also been assessed.

In the work by Ruiz and Srinivasan [36], a variant of the Hierarchical Mixture of
Experts model is used. A hierarchical classifier combining several neural networks
is also proposed in [43].

Gaussier et al. [22] proposed a hierarchical generative model for textual data,
i.e., a model for hierarchical clustering and categorization of co-occurrence data,
focused on documents organization.

In [35], a kernel-based approach for hierarchical text classification in a multi-
label context has been presented. The work demonstrates that the use of the depen-
dency structure of microlabels (i.e. unions of partial paths in the tree) in a Markovian
Network framework leads to improved prediction accuracy on deep hierarchies. Op-
timization is made feasible by utilizing decomposition of the original problem and
making incremental conditional gradient search in the subproblems.

Ceci and Malerba [13] presented a comprehensive study on hierarchical clas-
sification of web documents. They extend a previous work [12] considering: (i)
hierarchical feature selection mechanisms; (ii) a naı̈ve Bayes algorithm aimed at
avoiding problems related to different document lengths; (iii) the validation of their
framework for a probabilistic SVM-based classifier; and (iv) an automated threshold
selection algorithm.

More recently, in [19], the authors proposed a multi-label hierarchical text cat-
egorization algorithm consisting of a hierarchical variant of ADABOOST.MH, a
well-known member of the family of “boosting” learning algorithms.

Bennett et al. [9] studied the problem of the error propagation under the assump-
tion that a mistake is made at “high” nodes in the hierarchy, as well as the problem
of dealing with increasingly complex decision surfaces.

Brank et al. [11] dealt with the problem of classifying textual documents into
a topical hierarchy of categories. They construct a coding matrix gradually, one
column at a time, each new column being defined in a way that the correspond-
ing binary classifier attempts to correct the most common mistakes of the current
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ensemble of binary classifiers. The goal is to achieve good performance while keep-
ing reasonably low the number of binary classifiers.

3.2 The Input Imbalance Problem

High imbalance occurs in real-world domains where the decision system is aimed
at detecting rare but important cases [27]. Imbalanced datasets exist in many real-
world domains, such as spotting unreliable telecommunication customers, detection
of oil spills in satellite radar images, learning word pronunciations, text classifica-
tion, detection of fraudulent telephone calls, information retrieval and filtering tasks,
and so on [46] [47]. Japkowicz [23] contributed to study the class imbalance prob-
lem in the context of binary classification, the author studied the problem related to
domains in which one class is represented by a large number of examples whereas
the other is represented by only a few.

A number of solutions to the class imbalance problem have been proposed both at
the data- and algorithmic-level [28] [14] [26]. Data-level solutions include many dif-
ferent forms of resampling such as random oversampling with replacement, random
undersampling, directed oversampling, directed undersampling, oversampling with
informed generation of new samples, and combinations of the above techniques.
To counteract the class imbalance, algorithmic-level solutions include adjusting
the costs of the various classes, adjusting the decision threshold, and adopting
recognition-based, rather than discrimination-based, learning. Hybrid approaches
have also been used to deal with the class imbalance problem.

3.3 Agents and Information Retrieval

Autonomous agents and MAS have been successfully applied to a number of prob-
lems and have been largely used in different application domains [44].

As for MAS in IR, in the literature, several centralized agent-based architectures
aimed at performing IR tasks have been proposed. Among others, let us recall NewT
[38], Letizia [32], WebWatcher [7], and SoftBots [20].

NewT [38] is composed by a society of information-filtering interface agents,
which learn user preferences and act on her/his behalf. These information agents
use a keyword-based filtering algorithm, whereas adaptive techniques are relevance
feedback and genetic algorithms.

Letizia [32] is an intelligent user-interface agent able to assist a user while brows-
ing the web. The search for information is performed through a cooperative venture
between the user and the software agent: both browse the same search space of
linked web documents, looking for interesting ones.

WebWatcher [7] is an information search agent that follows web hyperlinks ac-
cording to user interests, returning a list of links deemed interesting.

In contrast to systems for assisted browsing or IR, SoftBots [20] accept high-
level user goals and dynamically synthesize the appropriate sequence of Internet
commands according to a suitable ad-hoc language.



148 A. Addis, G. Armano, and E. Vargiu

Despite the fact that a centralized approach could have some advantages, in IR
tasks it may encompass several problems, in particular how to scale up the architec-
tures to large numbers of users, how to provide high availability in case of constant
demand of the involved services, and how to provide high trustability in case of
sensitive information, such as personal data. Suitable MAS devoted to perform IR
tasks have been proposed. In particular, Sycara et al. [41] proposed Retsina, a MAS
infrastructure applied in many domains. Retsina is an open MAS infrastructure that
supports communities of heterogeneous agents. Three types of agents have been
defined: (i) interface agents, able to display the information to the users; (ii) task
agents, able to assist the user in the process of handling her/his information; and
(iii) information agents, able to gather relevant information from selected sources.

Other than Retsina, several MAS have been proposed and implemented. Among
others, let us recall IR-agents [24], CEMAS [10], and the cooperative multiagent
system for web IR proposed in [37].

IR-agents [24] implement an XML-based multiagent model for IR. The corre-
sponding framework is composed of three kinds of agents: (i) managing agents,
aimed at extracting the semantics of information and at performing the actual tasks
imposed by coordinator agents, (ii) interface agents, devised to interact with the
users, and (iii) search agents, aimed at discovering relevant information on the web.
IR-agents do not take into account personalization, while providing information in
a structured form without the adoption of specific classification mechanisms.

In CEMAS (Concept Exchanging MultiAgent System) [10] the basic idea is
to provide specialized agents for each main task, which are: (i) exchanging con-
cepts and links, (ii) representing the user, (iii) searching for new relevant documents
matching existing concepts, and (iv) supporting agent coordination. Although CE-
MAS provides personalization and classification mechanisms based on a semantic
approach, the main drawback is that it is not generic, being mainly aimed at support-
ing scientists while looking for comprehensive information about their topic area.

Finally, in [37] the underlying idea is to adopt intelligent agents that mimic
everyday-life activities of information seekers. To this end, agents are also able to
profile the user in order to anticipate and achieve her/his preferred goals. Although
interesting, the approach is mainly focused on cooperation among agents rather than
on IR issues.

4 Progressive Filtering in Text Categorization

As we are considering a web scenario, we are mainly interested in studying how to
cope with input imbalance in a HTC setting. The underlying motivation is that, in
real world applications such as the web, the ratio between interesting and uninter-
esting documents is typically very low, so that directly using classifiers trained with
a balanced training set may be uneffective. To deal with the imbalance problem, we
perform the training activity in two phases. First, each classifier is trained by using
a balanced dataset. Then, a threshold selection algorithm is applied and thresholds
are calculated taking into account the input imbalance.
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4.1 The Approach

A simple way to categorize the various proposals that have been made in HTC is to
focus on the mapping between classifiers and the underlying taxonomy. According
to [39], the approaches proposed in the literature can be framed as follows: (i) local
classifier per node, (ii) local classifier per parent node, (iii) local classifier per level,
and (iv) global classifier.

PF is a simple categorization technique framed within the local classifier per
node approach, which admits only binary decisions, as each classifier is entrusted
with deciding whether the input in hand can be forwarded or not to its children. The
first proposals in which sequential boolean decisions are applied in combination
with local classifiers per node can be found in [17], [18], and [40] . In [45], the idea
of mirroring the taxonomy structure through binary classifiers is clearly highlighted;
the authors call this technique “binarized structured label learning”.

In PF, given a taxonomy, where each node represents a classifier entrusted with
recognizing all corresponding positive inputs (i.e., interesting documents), each in-
put traverses the taxonomy as a “token”, starting from the root. If the current clas-
sifier recognizes the token as positive, it is passed on to all its children (if any), and
so on. A typical result consists of activating one or more branches within the taxon-
omy, in which the corresponding classifiers have accepted the token. A theoretical
study of the approach is beyond the scope of this chapter, the interested reader could
refer to [6] for further details.

A simple way to implement PF consists of unfolding the given taxonomy into
pipelines of classifiers, as depicted in Figure 1 and in Figure 2. Each node of the
pipeline is a binary classifier able to recognize whether or not an input belongs to
the corresponding class (i.e., to the corresponding node of the taxonomy).

Let us note that, partitioning the taxonomy in pipelines gives rise to a set of new
classifiers, each represented by a pipeline (as sketched in Figure 2).

Finally, let us note that the implementation of PF described in this chapter per-
forms a sort of “flattening” though preserving the information about the

Fig. 1 An example of taxonomy
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Fig. 2 The pipelines corresponding to the taxonomy in Figure 1

hierarchical relationships embedded in a pipeline [3]. For instance, the pipeline
〈ECAT,E21,E211〉 actually represents the classifier E211, although the informa-
tion about the existing subsumption relationships (i.e., E211 ≤ E21 ≤ ECAT ) is
preserved.

4.2 The Threshold Selection Algorithm

As we know from classical text categorization, given a set of documents D and a set
of labels C, a function CSVi : D → [0,1] exists for each ci ∈ C. We assume that the
behavior of ci is controlled by a threshold θi, responsible for relaxing or restricting
the acceptance rate of the corresponding classifier. Given d ∈ D, CSVi(d) ≥ θi per-
mits to categorize d under ci, whereas CSVi(d) < θi is interpreted as a decision not
to categorize d under ci.

In PF, let us still assume that CSVi exists for each ci ∈C, with the same semantics
adopted in the classical case. Considering a pipeline π , composed of n classifiers,
the acceptance policy strictly depends on the vector θπ = 〈θ1,θ2, · · · ,θn〉 that em-
bodies the thresholds of all classifiers in π . In order to categorize d under π , the
following constraint must be satisfied: ∀k = 1 . . .n, CSVi(d) ≥ θk; otherwise, d is
not categorized under ci.

A further simplification of the problem consists of allowing a classifier to
have different behaviors, depending on which pipeline it is embedded in. Each
pipeline can be considered in isolation from the others. For instance, given π1 =
〈ECAT,E21,E211〉 and π2 = 〈ECAT,E21,E212〉, the classifier ECAT is not com-
pelled to have the same threshold in π1 and in π2 (the same holds for E21).

Given a utility function10, we are interested in finding an effective and compu-
tationally “light” way to reach a sub-optimum in the task of determining the best
vector of thresholds. Unfortunately, finding the best acceptance thresholds is a diffi-
cult task. Exhaustively trying each possible combination of thresholds (brute-force

10 Different utility functions (e.g., precision, recall, Fβ , user-defined) can be adopted, de-
pending on the constraint imposed by the underlying scenario.
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approach) is unfeasible, the number of thresholds being virtually infinite. However,
the brute-force approach can be approximated by defining a granularity step that
requires to check only a finite number of points in the range [0,1], in which the
thresholds are permitted to vary with step δ . Although potentially useful, this “re-
laxed” brute force algorithm for calibrating thresholds (RBF for short) is still too
heavy from a computational point of view. On the contrary, the threshold selection
algorithm described in this chapter is characterized by low time complexity while
maintaining the capability of finding near-optimum solutions.

Bearing in mind that the lower the threshold the less restrictive is the classifier,
we propose a greedy bottom-up algorithm for selecting decision threshold that relies
on two functions:

• Repair (R), which operates on a classifier C by increasing or decreasing its
threshold –i.e., R(up,C) and R(down,C), respectively– until the selected utility
function reaches and maintains a local maximum.

• Calibrate (C ), which operates going downwards from the given classifier to its
offspring. It is intrinsically recursive and, at each step, calls R to calibrate the
current classifier.

Given a pipeline π = 〈C1,C2, . . . ,CL〉, TSA is defined as follows (all thresholds are
initially set to 0):

T SA(π) := f or k = L downto 1 do C (up,Ck) (1)

which asserts that C is applied to each node of the pipeline, starting from the leaf
(k = L).

Under the assumption that p is a structure that contains all information about a
pipeline, including the corresponding vector of thresholds and the utility function to
be optimized, the pseudo-code of TSA is:

function TSA(p:pipeline):
for k := 1 to p.length do p.thresholds[i] = 0
for k := p.length downto 1 do Calibrate(up,p,k)
return p.thresholds

end TSA

The Calibrate function is defined as follows:

C (up,Ck) := R(up,Ck), k = L
C (up,Ck) := R(up,Ck);C (down,Ck+1), k < L

(2)

and
C (down,Ck) := R(down,Ck), k = L
C (down,Ck) := R(down,Ck);C (up,Ck+1),k < L

(3)

where the “;” denotes a sequence operator, meaning that in “a;b” action a is per-
formed before action b.
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The pseudo-code of Calibrate is:

function Calibrate(dir:{up,down}, p:pipeline, level:integer):
Repair(dir,p,level)
if level < p.length then Calibrate(toggle(dir),p,level+1)

end Calibrate

where toggle is a function that reverses the current direction (from up to down and
vice versa). The reason why the direction of threshold optimization changes at each
call of Calibrate (and hence of Repair) lies in the fact that increasing the threshold
θk−1 is expected to forward less FP to Ck, which allows to decrease θk. Conversely,
decreasing the threshold θk−1 is expected to forward more FP to Ck, which must
react by increasing θk. The pseudo-code of Repair is:

function Repair(dir:{up,down}, p:pipeline, level:integer):
delta := (dir = up) ? p.delta : -p.delta
best_threshold := p.thresholds[level]
max_uf := p.utility_function()
uf := max_uf
while uf >= max_uf * p.sf and p.thresholds[level] in [0,1]
do p.thresholds[level] += delta

uf := p.utility_function()
if uf < max_uf then continue
max_uf := uf
best_threshold := p.thresholds[level]

p.thresholds[level] := best_threshold
end Repair

The scale factor (p.sf ) is used to limit the impact of local minima during the
search, depending on the adopted utility function (e.g., a typical value of p.sf for F1

is 0.8).
It is worth pointing out that, as also noted in [31], the sub-optimal combination

of thresholds depends on the adopted dataset, hence it needs to be recalculated for
each dataset.

To evaluate the expected running time and the computational complexity of TSA,
let us define a granularity step that requires to visit only a finite number of points in
a range [ρmin,ρmax], 0 ≤ ρmin < ρmax ≤ 1, in which the thresholds vary with step δ .
As a consequence, p = �δ−1 ·(ρmax−ρmin)� is the maximum number of points to be
checked for each classifier in a pipeline. For a pipeline π of length L, the expected
running time for TSA, say TT SA(π), is proportional to (L + L2) · p · (ρmax − ρmin).
This implies that TSA has complexity O(L2), quadratic with the number of clas-
sifiers embedded by a pipeline. A comparison between TSA and the brute-force
approach is unfeasible, as the generic element of the threshold vector is a real num-
ber. However, a comparison between TSA and RBF is feasible –although RBF is
still computationally heavy. Assuming that p points are checked for each classifier
in a pipeline, the expected running time for RBF , TRBF(π), is proportional to pL, so
that its computational complexity is O(pL).



Progressive Filtering on the Web 153

5 A Case Study: NEWS.MAS

To check whether the proposed approach can be adopted for the web, we devised a
MAS to generate press reviews, which (i) extracts articles from Italian online news-
papers, (ii) classifies them using text categorization according to user preferences
(i.e., according to the classes selected by her/him), and (iii) provides suitable feed-
back mechanisms [1].

5.1 The Implemented System

To generate press reviews, we customized X.MAS [2], a generic multiagent archi-
tecture built upon JADE [8] devised to facilitate the implementation of information
retrieval and information filtering applications. The motivation for adopting a MAS
lies in the fact that a centralized classification system might be quickly overwhelmed
by a large and dynamic document stream, such as daily-updated online news [21].
Furthermore, the Web is intrinsically a pervasive system and offers the opportu-
nity to take advantage of distributed computing paradigms and spread knowledge
resources.

Let us also note that a news retrieval system must take into account several is-
sues, such as: (i) how to deal with different information sources and to integrate new
information sources without re-writing significant parts of it, (ii) how to encode data
while preserving the informative content useful to discriminate among categories,
(iii) how to control the imbalance between relevant and irrelevant articles, (iv) how
to allow the user to specify her/his preferences, and (v) how to exploit the user feed-
back to improve the overall performance of the system. These issues are typically
strongly interdependent in state-of-the-art systems. To better concentrate on them
separately, we adopted a layered multiagent architecture, able to promote the de-
coupling among all relevant concerns.

The system that has been implemented, namely NEWS.MAS, is organized in
three “virtual” layers, each aimed at performing a specific IR step:

• Information Extraction. To perform information extraction, we use several wrap-
per agents, each associated with a specific information source: the Reuters por-
tal11, The Times12, The New York Times13, and the Reuters document collection.
Once extracted, the information is suitably encoded to facilitate the categoriza-
tion task. To this end, all non-informative words, e.g., prepositions, conjunctions,
pronouns and very common verbs are removed using a stop-word list. After that,
a standard stemming algorithm removes the most common morphological and
inflectional suffixes. Then, feature selection based on the information-gain heuris-
tics has been adopted for each category of the taxonomy, to reduce the dimen-
sionality of the feature space.

11 http://www.reuters.com
12 http://www.the-times.co.uk/
13 http://www.nytimes.com/



154 A. Addis, G. Armano, and E. Vargiu

Fig. 3 An example of pipeline (highlighted with bold-dashed lines)

• Hierarchical Text Categorization. To perform HTC, we adopted the PF approach
recalled in Section 4. As an example of PF, let us assume that a document is
to be categorized according to the taxonomy reported in Figure 1. Under the
hypothesis that the document belongs to class E211 (expenditure/revenue), if
correctly categorized, the document should be accepted by the classifiers ECAT
(economics), E21 (government finance), and E211, i.e., it is expected to go along
the pipeline ECAT,E21,E211 (Figure 3 highlights the pipeline).

• User’s Feedback. When an irrelevant article is evidenced by the user, it is imme-
diately embedded in the training set of a k-NN classifier that implements the user
feedback. A suitable check performed on this training set after inserting the neg-
ative example allows to trigger a procedure entrusted with keeping the number of
negative and positive examples balanced. In particular, when the ratio between
negative and positive examples exceeds a given threshold (by default set to 1.1),
some examples are randomly extracted from the set of true positive examples and
embedded in the above training set.

The interface of the prototype is depicted in Figure 4. Through it the user can
(i) set the source from which news will be extracted, and (ii) set the topics s/he
is interested in. As for the newspaper headlines, the user can choose among the
Reuters portal, The Times, and The New York Times. As for the topics of interest,
the user can select one or more categories in accordance with the given RCV1 taxon-
omy [30]. First, information agents able to handle the selected newspaper headlines
extract the news. Then, all agents that embody a classifier trained on the selected
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Fig. 4 A snapshot of NEWS.MAS user interface

Fig. 5 An example of results provided by the personalized press review system

topics are involved to perform text categorization. Finally, the system supplies the
user with the selected news through suitable interface agents (see Figure 5). The user
can provide a feedback to the system by selecting all non-relevant news (i.e., false
positives). This feedback is important to let the system adapt to the actual interests
of the corresponding user.
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5.2 Experimental Results

Experiments have been performed to validate the proposed approach with respect to
the impact of PF in the problem of dealing with input imbalance. To this end, three
series of experiments have been performed: 1) performances calculated using PF
have been compared with those calculated using the corresponding flat approach; 2)
PF has been tested to assess the improvement of performances while augmenting the
pipeline depth; and 3) performances have been calculated in terms of generalization-
/ specialization- / misclassification-error and unknown-ratio [13].

Furthermore, to show that the overall performances of PF are not worsened by the
adoption of TSA vs. RBF, we performed further comparative experiments between
TSA and RBF.

The system has been trained using RCV1-v2, the standard document collection
proposed in [30], which is organized in four hierarchical groups: CCAT (Corpo-
rate/Industrial), ECAT (Economics), GCAT (Government/Social), and MCAT (Mar-
kets). A portion of the taxonomy is depicted in Figure 6. The complete list consists
of 126 codes (i.e., the available categories). Not all of these were used in the coding
phase. In particular, the codes “current news” and “temporary” are unused, as well
as further 10 codes. Therefore, the total number of codes actually assigned to the
data is 103.

The main issue being investigated is the effectiveness of the proposed approach
with respect to flat classification. In order to make a fair comparison, the same clas-
sification system has been adopted, i.e., a classifier based on the wk-NN technology
[16]. The motivation for the adoption of this particular technique stems from the
fact that it does not require specific training and is very robust with respect to noisy

Fig. 6 A portion of the RCV1-v2 taxonomy
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Precision

Recall

Fig. 7 Comparison of precision and recall between PF and flat classification

data. In fact, as demonstrated in [42], wk-NN-based approaches can reduce the error
rate due to robustness against outliers.

During the training activity, each classifier is first trained with a balanced data
set of 1000 documents for Reuters, by using 200 (TFIDF) features selected in ac-
cordance with their information gain. For any given node, the training set contains
documents taken from the corresponding subtree and documents of the sibling sub-
trees –as positive and negative examples, respectively. Then, the best thresholds are
selected. Both the thresholds of the pipelines and of the flat classifiers have been
found by adopting F1 as utility function14. As for pipelines, we used a step δ of
10−4 for T SA.

Experiments have been performed by assessing the behavior of the proposed hi-
erarchical approach in presence of different ratios of positive examples versus neg-
ative examples, i.e., from 2−1 to 2−7. We considered only pipelines that end with a

14 The utility function is adopted depending on the constraint imposed by the given scenario.
For instance, F1 is suitable if one wants to give equal importance to precision and recall.
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leaf node of the taxonomy. Accordingly, for the flat approach, we considered only
classifiers that correspond to a leaf.

PF vs Flat Classification. Figure 7 shows macro-averaging of precision and recall.
Precision and recall have been calculated for both flat classifiers and pipelines by
varying the input imbalance. As pointed out by experimental results (for precision),
the solution based on pipelines has reported results for precision better than those
obtained with the flat model. On the contrary, results on recall are worse than those
obtained with the flat model.

Improving performance along the pipeline. Figure 8 shows the performance im-
provements in terms of F1 of the proposed approach with respect to the flat one. The
improvement has been calculated in percentage with the formula (F1(pipeline)−
F1( f lat))×100. Experimental results –having the adopted taxonomies a maximum
depth of four show that PF performs always better than the flat approach.

Fig. 8 Performance improvement

Hierarchical Metrics. Figure 9 depicts the results obtained varying the imbal-
ance on Reuters and DMOZ datasets. Analyzing the results, it is easy to note
that the generalization-error and the misclassification-error grow with the imbal-
ance, whereas the specialization-error and the unknown-ratio decrease. As for the
generalization-error, it depends on the overall number of FNs, the greater the imbal-
ance the greater the amount of FNs. Thus, the generalization-error increases with the
imbalance. In presence of input imbalance, the trend of the generalization-error is
similar to the trend of the recall measure. As for the specialization-error, it depends
on the overall number of FPs, the greater the imbalance, the lower the amount of
FPs. Hence, the specialization-error decreases with the imbalance. In presence of
input imbalance, the trend of the specialization-error is similar to the trend of the
precision measure. As for the unknown-ratio and misclassification-error, let us point
out that an imbalance between positive and negative examples can be suitably dealt
with by exploiting the filtering effect of classifiers in the pipeline.
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Fig. 9 Hierarchical measures

Table 1 Comparisons between TSA and RBF (in milliseconds), averaged on pipelines with
L = 4

Algorithm tlev4 tlev3 tlev2 tlev1 F1

experiments with δ = 0.1,(p = 10)
TSA 33 81 131 194 0.8943
RBF 23 282 3,394 43,845 0.8952

experiments with δ = 0.05,(p = 20)
TSA 50 120 179 266 0.8953
RBF 35 737 17,860 405,913 0.8958

experiments with δ = 0.01,(p = 100)
TSA 261 656 1.018 1.625 0.8926
RBF 198 17,633 3.1E+6 1.96E+8 0.9077

5.2.1 TSA vs. RBF

Experiments aimed at comparing TSA and RBF have been carried out [4], and the
time (in milliseconds) required to find the sub-optimal vector of thresholds for the
selected utility function (i.e., F1) is reported in Table 1. Different values of δ (i.e.,
0.1, 0.05, 0.01) have been adopted as threshold increments during the search. Each
pair of rows in Table 1 reports the comparison in terms of the time spent to complete
each calibrate step (tlev4 . . . tlev1), together with the corresponding F1. Results clearly
show that the cumulative running time required for RBF tends to rapidly become
intractable15, while the values of F1 are comparable.

15 Note that 1.9E+8 millisecond ≈ 54.6 hours.
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6 Conclusions

It becomes more and more difficult for web users to search for, find, and select con-
tents according to their preferences. Hence, supporting users in the task of deal-
ing with the information provided by the web is a primary issue. In this chap-
ter, we focused on automatically creating press reviews with a system based on
progressive filtering. After recalling how progressive filtering works, we presented
NEWS.MAS, a system explicitly devoted to provide personalized press reviews to
its users. The system encompasses three main tasks: (i) extracting articles from on-
line newspapers, (ii) classifying them using hierarchical text categorization, and (iii)
providing suitable feedback mechanisms. To validate the approach, we performed
several experiments by adopting the standard document collection RCV1-v2. Re-
sults show that the approach is effective and can be adopted to create press reviews
from the web.
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11. Brank, J., Mladenić, D., Grobelnik, M.: Large-scale hierarchical text classification using
svm and coding matrices. In: Large-Scale Hierarchical Classification Workshop (2010)



Progressive Filtering on the Web 161

12. Ceci, M., Malerba, D.: Hierarchical classification of HTML documents with webClassII.
In: Sebastiani, F. (ed.) ECIR 2003. LNCS, vol. 2633, pp. 57–72. Springer, Heidelberg
(2003)

13. Ceci, M., Malerba, D.: Classifying web documents in a hierarchy of categories: a com-
prehensive study. Journal of Intelligent Information Systems 28(1), 37–78 (2007)

14. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: SMOTE: Synthetic minority
over-sampling technique. Journal of Artificial Intelligence Research 16, 321–357 (2002)

15. Christopher, D., Manning, P.R., Schütze, H.: Introduction to Information Retrieval. Cam-
bridge University Press, Cambridge (2008)

16. Cost, W., Salzberg, S.: A weighted nearest neighbor algorithm for learning with symbolic
features. Machine Learning 10, 57–78 (1993)

17. D’Alessio, S., Murray, K., Schiaffino, R.: The effect of using hierarchical classifiers in
text categorization. In: Proceedings of of the 6th International Conference on Recherche
d’Information Assistée par Ordinateur (RIAO), pp. 302–313 (2000)

18. Dumais, S.T., Chen, H.: Hierarchical classification of Web content. In: Belkin, N.J.,
Ingwersen, P., Leong, M.-K. (eds.) Proceedings of SIGIR 2000, 23rd ACM International
Conference on Research and Development in Information Retrieval, pp. 256–263. ACM
Press, New York (2000)

19. Esuli, A., Fagni, T., Sebastiani, F.: Boosting multi-label hierarchical text categorization.
Inf. Retr. 11(4), 287–313 (2008)

20. Etzioni, O., Weld, D.: Intelligent agents on the internet: fact, fiction and forecast. IEEE
Expert 10(4), 44–49 (1995)

21. Fu, Y., Ke, W., Mostafa, J.: Automated text classification using a multi-agent framework.
In: JCDL 2005: Proceedings of the 5th ACM, IEEE-CS Joint Conference on Digital
Libraries, pp. 157–158. ACM Press, USA (2005),
http://doi.acm.org/10.1145/1065385.1065420
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A Hybrid Binarization Technique for Document 
Images 

Vavilis Sokratis, Ergina Kavallieratou, Roberto Paredes,  
and Kostas Sotiropoulos* 

Abstract. In this chapter, a binarization technique specifically designed for his-
torical document images is presented. Existing binarization techniques focus either 
on finding an appropriate global threshold or adapting a local threshold for each 
area in order to remove smear, strains, uneven illumination etc. Here, a hybrid ap-
proach is presented that first applies a global thresholding technique and, then, 
identifies the image areas that are more likely to still contain noise. Each of these 
areas is re-processed separately to achieve better quality of binarization. Evalua-
tion results are presented that compare our technique with existing ones and indi-
cate that the proposed approach is effective, combining the advantages of global 
and local thresholding. Finally, future directions of our research are  
mentioned. 

Keywords: Document Image Processing, Historical Document Images, Binariza-
tion Algorithm, Hybrid Algorithm. 

1   Introduction 

Documents can be a valuable source of information but often they suffer degradation 
problems, especially in the case of historical documents, such as strains, background 
of big variations and uneven illumination, ink seepage, etc. Binarization techniques 
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should be applied to remove the noise and improve the quality of the documents. A 
sample document image is shown in figure 1. 

Document binarization is a useful and basic step of the image analysis systems. 
When applied, it converts gray-scale document images to black and white (binary) 
ones. In the transformed binary image the background is represented by white pix-
els and the text by black ones. By using binarization, the problems, mentioned be-
fore, are treated in order to provide a document form more suitable for further 
processing. 

No matter how simple and straightforward, this procedure seems, it has been 
proved to be a complex task. The binary document image is essential to have good 
quality in order to proceed to the further stages of document analysis independent 
whether we are interested in performing OCR, or document segmentation, or just 
presentation of the document after some restoration stages [1]. Knowledge can be 
extracted from the documents and such systems are used in many applications, 
from electronic libraries or museums to search engines and other intelligent sys-
tems [2, 3]. Any remaining noise, due to bad binarization, could reduce the per-
formance of the forthcoming processing stages and in many cases could even 
cause their failure. 

 

Fig. 1 Sample Document Image 

In this chapter, a binarization technique that can be applied to both regular and 
historical document images is presented. It is a hybrid binarization approach that 
attempts to combine the advantages of both global and local thresholding.  It is 
important to mention the basic information about the framework of this hybrid 
technique. First, a global thresholding technique is applied to the entire image. 
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Then, the image areas that still contain background noise are detected and the 
same technique is re-applied to each noisy area separately. The proposed hybrid 
framework is summarized as:  

• Application of Global Thresholding Algorithm,  
• Detection of “Noisy” Areas, and  
• Application of Global Thresholding Algorithm to the detected areas. 

By selecting only specific areas of the image for further thresholding, the cost of 
applying local thresholding is reduced. Moreover, the integral images [15] are 
used in order to further reduce the computational cost. Hence, by the hybrid ap-
proach, better adaptability of the algorithm is achieved in cases where various 
kinds of noise coexist οn the same image, as in local binarization techniques, 
while keeping low the computational and time cost, as in global ones, since only a 
limited number of areas (instead of the entire image) need to be processed sepa-
rately. 

The rest of this chapter is organized as follows: Section 2 includes related work 
while the section 3 describes our approach in more detail. Section 4 presents com-
parative experimental results for the evaluation of the technique. Section 5 covers 
a discussion about the algorithm and the future work directions. 

2   Related Work 

Many different approaches and algorithms have been proposed for the document 
binarization task. Most of them can be categorized, according to the way they treat 
the problem, in two categories: 

1. Global thresholding techniques: The pixels of the image are classified into text 
or background according to a global threshold. Usually, such techniques are 
fast. On the other hand, they are not effective in case the background noise is 
unevenly distributed in the entire image (e.g. presence of smear or strains)  
[4, 11]. 

2. Local thresholding techniques: The pixels of the image are classified into text 
or background according to a local threshold determined by their neighborhood 
area. Such techniques are more robust to the presence of different kinds of 
noise in the image. On the contrary, they are significantly more complex and 
time-consuming [5, 6]. 

Global thresholding binarization algorithms employ methods based on classifica-
tion procedures, histogram, clustering, entropy and Gaussian distribution [7]. One 
of the oldest techniques is Otsu’s [4] which calculates a global threshold based on 
a foreground and a background class. The threshold that minimizes the interclass 
variance of the thresholded black and white pixels, is selected by the algorithm. 
Clustering techniques are also used, e.g. methods based on K-means algorithm [8] 
to cluster the gray-level pixels in two clusters: background and foreground. 
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Such a global algorithm is the Iterative Global Thresholding (IGT) [9], an ap-
proach specifically designed for document images. This technique has the addi-
tional advantage of providing the option to maintain the image in grey-scale after 
the removal of background noise, a friendlier form for human readers. 

Local thresholding binarization algorithms employ methods based on clustering 
procedures, local variation, entropy, neighborhood information, and Otsu’s 
method [7]. Some techniques are Niblack’s [6] that uses local mean and standard 
deviation, Bernsen’s [5] which calculates local thresholds using neighbors and 
Sauvola’s [10] which applies two different algorithms to determine a different 
threshold for each image and finally binarize the document image.  

From a different point of view, binarization approaches can be divided as  
follows: 

• General-purpose methods: Methods that may be applied to any image without 
taking into account specific characteristics of document images. 

• Document image-specific methods: They attempt to take advantage of docu-
ment image characteristics (e.g., background pixels is the majority, foreground 
pixels are in similar grey-scale tones, etc). In many cases, such methods are 
variations of general-purpose approaches [10]. 

Finally, another binarization category is the hybrid approach. Either being general 
or document specific binarization algorithm, these techniques combine element 
from both global and local thesholding techniques. They are based on the intuition 
that a hybrid algorithm can be fast like global thresholding ones while providing 
high quality binarization results like the local thresholding algorithms. Our pro-
posal, as mentioned before, is based on this concept, and uses a global threshold-
ing algorithm (IGT) and some noise area detection techniques. 

3   Algorithm Description 

In this section, the hybrid binarization approach that deals with document images 
is presented. As input, a grayscale document image is considered where document 
specific characteristics such as text or graphics are placed on the foreground and 
outrange over the background. The input images are described by the equation: 

]1,0[,),( ∈= rryxI                                                       (1) 

where x and y are the horizontal and vertical coordinates of the image, and r can 
take any value between 0 and 1 with 0 value representing a black pixel and 1 value 
a white pixel. The aim is the transformation of all the intermediate valued pixels to 
finally lie, on the background, pixel value 1 or, on the foreground, pixel value 0. 
The algorithm is based on the fact that a document image consists of few pixels of 
useful information placed on the foreground, such as characters, compared to the 
total size of the image [9]. Taking advantage of this fact, we assume that the aver-
age value of the pixel values of a document image is determined mainly by the 
background even if the document is quite clear of noise, which is quite helpful for  
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a global threshold determination. Thus, a global technique may be used. In addi-
tion to this, a method for fixing specific document problems must be proposed 
which leads to the hybrid approach. 

The algorithm first applies a global thresholding technique (the IGT), to the 
document image. Then, the areas that still contain noise are detected and re-
processed separately. In more detail, the proposed algorithm consists of the fol-
lowing steps: 

• Application of IGT to the document image. 
• Noisy area detection (areas with remaining noise). 
• Application of IGT to each detected area separately. 

Next, the analysis of the above steps follows. 

3.1   Application of Iterative Global Thresholding 

Iterative Global Thresholding (IGT) method is both simple and effective. It selects 
a global threshold for a document image based on an iterative procedure. In each 
iteration i, the following steps are performed: 

Average pixel value calculation (Threshold Ti). 

1. Subtraction of Ti from each pixel. 
2. The grayscale histogram is stretched so that the remaining pixels to be dis-

tributed in all the grey scale tones. 
3. Repetition of steps 1-3 till the termination condition is fulfilled. 
4. Binarization of the final image. 

The calculation of the Ti, threshold used in i-th repetition, for an MxN document 
image, is given by the formula: 

MxN
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where Ii(x,y) is the image after the (i-1)-th repetition. Keeping in mind that 1s 
stand for background and 0s for foreground the formula used for the subtraction 
that provides the after-subtraction and before-equalization image Is is: 

1),(y),(s +−=Ι ii TyxIx  (3)

In each repetition, after the subtraction, a lot of pixels are moved to the side of the 
background and the rest of the pixels are fading. After the subtraction step, the in-
tensity of the image is adjusted by using the histogram and extending the values to 
all the grey-scale range from 0 to 1. The background pixels retain their values 
while the rest of the pixel values should extend from 0 to 1. The relation used for 
the histogram stretching is: 
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where Is is given by the equation (3) and Ei is the minimum pixel value in the im-
age Is during the i-th repetition, just before the histogram stretching. The whole 
procedure is repeated the necessary times till the document image is satisfactorily 
cleaned. Each repetition removes more stains from the image. The number of it-
erations depends on the image and the intensity of any existent stains, crumples 
and lighting effects on the image. 

The necessary amount of repetitions depends very much on the document im-
age, as well as on the required result, thus the termination condition of the algo-
rithm or the specification of repetition boundary is the next step. In our implemen-
tation a maximum iteration upper bound of 20 rounds is posed, because in our 
experiments the algorithm never exceeded it. However, the process after the first 
repetitions is very slow. Finally, after many experiments, it was concluded that the 
amount of transformed pixels in each repetition compared to the previous one is 
an objective measure. Thus, the iterations stop based on the following criterion: 

|Ti-Ti-1|<0.05 (5)

Having already concluded to the appropriate final stage, the image is binarized by 
turning all the pixels that are not white (value 1) to black (value 0).  

3.2   Noisy Area Detection 

The detection of areas that need further processing is performed by using a simple 
method. The key idea is based on the fact that the areas that still contain back-
ground noise will include more black pixels on average in comparison with other 
areas, or the whole image. This is reasonable especially for document images that 
only include textual information. 

The image is divided into segments, denoted by (S), of fixed size nxn. In each 
segment, the frequency of black pixels is calculated. The segments that satisfy the 
following criterion are, then, selected as: 

f(S)>m+ks (6)

where f(S) is the frequency of the black pixels in the segment S while m and s are 
the mean and the standard deviation of the black pixel frequency of the entire 
page, respectively. The selected segments form areas by connecting neighboring 
segments in respect to their original position in the image. The row-by-row label-
ing algorithm [12] is used for scanning the document by the nxn window.  

The parameter k in the formula determines the sensitivity of the detection 
method. The higher the k, the less segments will be detected. This could mean that 
some of the areas that may still need further improvement will not be selected. On  
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the other hand, a low k guarantees that all the areas that still need improvement will 
be selected however together with other areas in which the noise has already been 
removed. Moreover, the computational and time cost of the global thresholding 
step will increase. Therefore, an appropriate value of k should be selected to deal 
with this trade-off. The window segment size (nxn) is also an important factor both 
for the noisy areas selection and the successful re-application of IGT (as presented 
in the next subsection). For the area selection procedure a small window could se-
lect areas that not need further processing. If the window is really small, document 
information e.g. bold characters, may be marked as noisy areas because the amount 
of black pixel will be higher than the average of the image and this may lead to 
wrong clustering of more pixels to the background. In the proposed version of the 
hybrid algorithm k was assigned a value of 2 and the segment window size was set 
to 30x30 pixels. 

3.3   Re-application of IGT (Local Thresholding) 

The areas detected by the previously described procedure are separately re-
processed based on local thresholding. It is motivated by the belief that, re-
application of the IGT method to a smaller and “noisy” segment will further clean 
the specified area. The algorithm may adjust better to the characteristics of the 
area and lead to a higher quality result. For a given image segment, the IGT global 
thresholding method is applied to the corresponding area of the original image. 
The process stops when either the termination condition (5) is satisfied or the 
number of iterations exceeds the corresponding number of iterations previously 
required for the global thresholding on the entire image. 

Taking into account that the selected regions of the image have relatively high 
average density of black pixels, IGT removes a lot of black pixels during the first 
iterations. In comparison to the application of IGT to the entire page, the back-
ground noise in the selected areas is more likely to be removed since the area is 
likely to be more homogeneous than the entire image. In general, this procedure 
tends to move more pixels of the selected areas to the background in comparison 
with the previous application of IGT to the entire image.  

As mentioned before the window size used for noisy area selection is a critical 
factor for the success of the iterative thresholding binarization of the selected ar-
eas. It is obvious that a small window size forms many but rather small segments. 
This strategy has the advantage of processing the areas in more detail and adapting 
parts that contain noise. On the other hand, the resulting areas are too small to 
provide the necessary information for successful application of the IGT. In case of 
large window size, fewer but bigger areas are detected. This provides enough in-
formation to the IGT algorithm in order to effectively remove background noise, 
but the areas cannot be easily adapted to a specific part of the image that still con-
tains noise. As a consequence, the final image may contain neighboring areas that 
have dissimilar amount of background noise. 
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4   Experimental Results 

In order to compare the proposed technique with other ones, the comparative re-
sults presented in detail in [7] are next shown. 

The evaluation of the binarization methods was made on synthetic images. That 
is, starting from a clean document image (doc), which is considered as the ground 
truth image, noise of different types is added (noisy images). This way, during the 
evaluation, it is can be objectively decided for every single pixel if its final value 
is correct comparing it with the corresponding pixel in the original image. Two 
sets of images were combined by using image mosaicing techniques [13]. In the 
first case, the maximum intensity technique (max_int), the new image was con-
structed by picking up for each pixel in the new image, the darkest corresponding 
pixel of the two images. This means that in case of foreground, the doc would 
have a lead over the noisy, but in the background we would have the one from the 
noisy image since it is almost always darker than the document background that is 
absolutely white. This technique has a good optical result but it is not very natural 
as the foreground would be always the darkest, since it is not affected at all from 
the noise. This set permits us to check how much of the background can be de-
tracted. However, in order to have a more natural result, we also used the image 
averaging technique (ave-int), where each pixel in the new image is the average of 
the two corresponding ones in the original images. In this case, the result presents 
a lighter background than that of the maximum intensity technique but the fore-
ground is also affected by the level of noise in the image. 

The intention is to check if every pixel was binarized in the right way. For the 
evaluation the following metrics were used: Pixel error, that is the total amount of 
pixels of the image that in the output image have wrong color: black if white in 
original document or white if black originally. Thus, the pixel error rate (PERR): 

MxN

pixelerror
PERR =  (7)

Also traditional measures of image quality description were used such as the 
square error (MSE), the signal to noise ratio (SNR) and the peak signal to noise ra-
tio (PSNR) [14]. In tables 1 and 2 the evaluation result of several binarization al-
gorithms using the metrics mentioned above are shown. For more details on the 
mentioned techniques please check [7]. 

Although there is a slightly better performance of the local binarization tech-
niques vs. the global ones, the global ones based on histograms or classification 
techniques present almost as good results as the local ones. There is no obvious 
dependence of the algorithm performance on how recent the algorithm is.  

During the evaluation procedure, Hybrid IGT exceeds the average performance. 
Although being very simple and fast, the algorithm in many cases performed bet-
ter than very complex ones. 
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Table 1 The evaluation metrics for ave-int technique 

 MSE SNR PSNR PERR PERR variat. 

Johansen 1030.09 18.29947 18.49771 1.584145 0.39702 

Li 1064.482 18.11257 18.31684 1.637035 0.39598 

Reddi  1067.702 18.1055 18.31057 1.641987 0.407469 

ALLT  1080.179 18.00511 18.20386 1.661175 0.374789 

Gatos  1082.475 18.13241 18.39107 1.664706 0.950808 

Vonikakis  1116.98 17.86367 18.08074 1.717771 0.416447 

Otsu  1136.256 17.82513 18.03767 1.747414 0.653088 

Fuz.C-means 1143.395 17.85714 18.04058 1.758393 0.521405 

Bernsen  1148.187 17.75559 17.96667 1.765763 0.443693 

Ramesh  1317.732 17.48979 17.65106 2.026501 1.453468 

Palumbo  1388.759 16.88965 17.10351 2.135731 0.461838 

Koh. SOM  1479.509 17.33808 17.57842 2.275293 11.58626 

Sauvola  1493.785 16.5649 16.80586 2.297247 0.77009 

Hybrid IGT  1592.008 16.22354 16.31476 2.448303 0.435930 

Black Perc.  1626.66 15.93992 16.15941 2.501591 0.354353 

Brink  1956.728 16.05018 16.15053 3.009194 3.234369 

Kapur  1958.988 15.41409 15.69104 3.012669 1.64126 

IIFA 2043.185 15.25285 15.58478 3.142154 1.827724 

Yen  2080.253 15.2717 15.55781 3.199158 4.127165 

Hist. peaks  2184.715 15.7486 15.91618 3.359808 15.59393 

Abutaleb  4079.849 11.6206 12.08744 6.274278 1.246441 

Parker  8455.937 8.187518 8.912703 13.00413 4.279259 

K-means  9069.963 14.99826 15.19859 13.94842 992.2235 

Kittler  14453.05 8.047554 9.957478 22.22692 639.8624 

Niblack 15780.57 4.806632 6.192451 24.26846 12.07129 

Riddler  15970.74 6.585206 8.091815 24.56092 213.2842 

Rosenf.Kak  18277.45 3.958347 5.613259 28.10834 36.88286 

Lloyd  19626.18 3.494714 5.314108 30.18251 46.62763 

Mardia 19973.03 3.291748 5.205405 30.71592 34.67375 

Pun  27847.65 0.950004 3.697339 42.82607 12.31683 
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Table 2 The evaluation metrics for max-int technique 

 MSE SNR PSNR PERR PERR 
variat. 

Johansen 1105.647 17.9324 18.1326 1.700341 0.4167 

Li 1176.348 17.66227 17.86199 1.80907 0.4898 

Reddi  1712.938 16.28393 16.54482 2.634276 3.4973 

ALLT  1772.267 15.51629 15.73644 2.725517 0.2751 

Gatos  1843.791 15.66916 15.92546 2.83551 1.3631 

Vonikakis  1875.928 15.88174 16.01977 2.884933 5.1598 

Otsu  2350.078 14.64512 14.99464 3.614115 2.7403 

Fuz.C-means  2587.894 16.40223 16.72078 3.979844 52.695 

Bernsen  2595.835 14.18978 14.54335 3.992057 3.5038 

Ramesh  2795.906 14.99625 15.36254 4.299741 15.996 

Palumbo  2922.703 14.58387 14.9179 4.494738 14.289 

Koh. SOM  4388.948 14.85988 15.36612 6.749631 161.52 

Sauvola  4404.042 11.2722 11.73721 6.772845 0.9628 

Hybrid IGT  5842.581 13.26888 13.87394 8.98513 150.38 

Black Perc.  6242.384 12.80606 13.44569 9.599975 157.17 

Brink  6356.625 12.45118 13.08459 9.775664 138.09 

Kapur  8952.282 7.901008 8.661 13.76745 4.3483 

IIFA 9014.171 3.062373 4.19233 13.86262 0.1431 

Yen  9285.395 11.90665 12.82858 14.27973 314.35 

Hist. peaks  11824.21 11.68115 12.30377 18.1841 683.19 

Abutaleb  13901.2 9.544554 11.21195 21.37825 721.94 

Parker  15288.62 5.023332 6.333367 23.51191 12.132 

K-means  16567.28 5.726616 7.271567 25.47832 165.41 

Kittler  18423.7 1.403792 8.922133 28.33326 1399.4 

Niblack 18582.36 3.881317 5.582062 28.57725 49.992 

Riddler  22771.88 2.429526 4.65036 35.0202 49.996 

Rosenf.Kak  23270.71 2.789177 11.63249 35.78733 2026.4 

Lloyd  23486.78 -1.63902 7.439523 36.11962 1494.8 

Mardia 27002.61 2.016883 5.234863 41.5265 549.26 

Pun  29081.33 0.61298 3.506799 44.72331 11.337 
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5   Discussion – Future work 

 A binarization technique has been presented that combines the advantages of 
global and local binarization. As it has been shown the method consists of several 
modules, such as IGT (global thresholding), noisy area detection and others, that 
can be extended or changed. As future work, in order to make the algorithm more 
effective in terms of qualitative binarization, the following points will be further 
studied: 

• Parameters tuning 
• Changes in the global thresholding procedure  
• Changes in the noisy area detection 
• Post processing steps 

It is expected that the proposed algorithm is able to provide better results if it is 
properly tuned. For example the algorithm parameters, such as k or the window 
size nxn, can be properly set according to the document image, in order to increase 
the binarization quality. This tuning can be the result of a series of experiments or 
a user feedback system.  

Of particular interest is the dynamic determination of the parameters values by 
the algorithm on its own. The algorithm can collect information about the docu-
ment image, like the image dimensions or the variance in the mean pixel value, 
and decide the proper parameter values. An interesting case could be that the dy-
namic selection of the threshold formula and the calculation of the scanning win-
dow used for the “noisy” area detection to be determined according to the image 
size, e.g. 10% of the image size on each dimension, and the average pixel value. 
This process can be also assisted by human feedback, in various ways, helping the 
algorithm by correcting inappropriate decisions. 

The global thresholding procedure is one of the fundamental components of the 
hybrid algorithm. The overall result depends heavily on its effectiveness. Aspects 
that could be extended or changed concern the determination method of the 
threshold used for the “pixel” shifting to the background, after each iteration. An 
initial proposal could be the extension of the threshold by adding a variance factor 
this would result to this threshold formula: 

Ti = m+ks (8)

where Ti is the threshold, s is the standard derivation and k is a tuning parameter 
[6]. Another alternative could be the relation of the threshold to the noise of the 
image e.g. the Signal to Noise Ratio (SNR) could be used as a threshold.  

Additionally, it has to be pointed out that the termination criterion of the itera-
tion process is a critical factor of the proposed method. Currently, the criterion ap-
plied is the ratio of the pixels shifted between two successive iterations. A global 
boundary condition could be used instead, e.g.  the amount of black pixels not to 
exceed the 10% of the total pixel count or by the use of SNR. In the former case, it 
is based on a ground truth hypothesis, that the document has a homogenized 
structure and the amount of black pixel ranges in a specific ratio. In the later case, 
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the total remaining noise should be below a limit, or the reduction ratio of noise 
between two iterations should be satisfactory.  

So far we mentioned that the detection of a problematic area in the image is 
based on the frequency of the black pixels inside the segment. Again the detection 
can be based on a ground truth belief of a global boundary e.g. the amount of 
black pixel doesn’t exceed the 10% of the image. By setting a global boundary, 
the algorithm is forced to correct all the regions that break the condition. Here it is 
also possible to apply a detection condition based on the image noise, similarly to 
the termination criterion proposed before. 

Although a post-processing step in the algorithm may reduce the performance 
by raising the total computation cost, it can improve the overall quality of the 
document. After the application of the hybrid binarization methodology, several 
filters could be applied to the image fixing specific problems. An illustrative filter 
could clean any black spots (salt-and-pepper noise) from the final image. This 
way, small black regions will be removed without destroying any letters or figures 
of the binarized image. 

Summarizing, some alternatives that focus on key points of the method, are 
planned to be further studied:  

Proposal 1: The threshold calculation and termination condition of the global 
thresholding iteration is changed. Initially, the threshold is calculated by the for-
mula [6]: 

Ti = m+ks (9)

The threshold calculation includes not only the average pixel value m of the image 
but also the standard derivation s multiplied by the sensitivity parameter k. This 
way, the threshold represents a more representing barrier between background and 
foreground elements. In addition the termination condition is configured accord-
ingly, to fit the new threshold, as mentioned before. All the other functionality of 
the algorithm remains the same. 

Proposal 2: The noisy area detection criterion is changed. The detection of the 
problematic area is based on noise detection. As a criterion the Signal to Noise 
Ratio (SNR) is used. For each window, the SNR of the region is calculated and 
then compared to the SNR of the whole image. The condition is represented by the 
formula: 

SNR(Region) <= SNR(Image) (10)

All the other functionality of the algorithm remains the same. 

Proposal 3: It is a combination of the proposals 1 and 2 described before. The 
threshold calculation is based on the formula (9) and the segment detection on the 
formula (10). All the remaining functionality remains the same. By combining the 
two different extensions, it is expected that the method will benefit from both, 
providing better binarization results. 

In figures 2-4 the basic hybrid algorithm and the results of the three proposals 
are presented for the same document image. 
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Fig. 2 Document image (left) after applying the Hybrid Method (right) 

     

Fig. 3 Results of proposal 1 (left) and 2 (right) 

The original document image presents problems such as background of uneven 
illumination and seepage of ink. The hybrid algorithm fixes many of the problems 
and makes a good quality binarized images. By a closer look, we can see that a 
small region in the upper left corner remains, and that some of the characters in 
the sides of the image are a bit faded out. Although not a big problem for a human, 
this fading problem may be critical to an OCR tool. Proposal 1 solves this problem 
by providing more clear characters while keeping the background noise in the 
same level with the original hybrid approach. In the case of Proposal 2, it should 
be mentioned that even more solid characters are provided after the binarization, 
but the level of background noise is higher. Finally, the combination of both ex-
tensions leads to the best results. Background noise is kept low, while the quality 
of the characters is better than the other experiments. 
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Fig. 4 Result of Proposal 3 

It is obvious from the results, that the change in the calculation of the threshold 
makes the algorithm more objective. The distinction barrier between background 
and foreground elements is clearer, so the characters are not fading. Also the 
change in the selection of the noisy areas resulted in even more clear text on the 
binarized images but with the drawback of background noise. This happens be-
cause after the global thresholding step, fewer areas are selected by the algorithm 
(only those with relatively higher noise ratio). The combined Proposal 3 pointed 
out the best result among the other extensions. On the one hand, the change in the 
threshold calculation made the global thresholding procedure and every local it-
eration more efficient in the removal of background noise. On the other hand, the 
SNR noisy area detection technique chooses only areas with high noise ratio. 

More experiments on the extension of the algorithm should be performed in or-
der to expose the strength of the proposed hybrid binarization framework. Also the 
algorithm is planned to be extended to a more dynamic and human assisted proce-
dure, in order to adapt to each image characteristics and provide better binarization.  

6   Conclusion 

In this Chapter we presented a hybrid binarization approach aiming at the removal 
of background noise from document images. This way, we attempt to combine the 
advantages of global and local thresholding, that is, better adaptability of various 
kinds of noise at different areas of the same image in low computational and time 
cost.  
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The evaluation results indicate that the proposed approach provides quality re-
sults and is comparable to other global and local thresholding techniques. Initial 
proposals for the extension of the hybrid approach were presented, in order to in-
crease the efficiency and the quality of the binarized images. The next step is to 
study more extensions and combine them with dynamic and human assisted sys-
tems. Finally, we aim to provide the evaluation of such extensions, and a compari-
son with other binarization methods. 

References 

1. Couasnon, B., Camillerapp, J., Leplumey, I.: Making handwritten archives documents 
accessible to public with a generic system of document image analysis. In: DIAL 2004, 
pp. 270–277 (2004) 

2. Baird, H.S.: Difficult and Urgent Open Problems in Document Image Analysis for Li-
braries. In: DIAL 2004, pp. 25–32 (2004) 

3. Marinai, S., Marino, E., Cesarini, F., Soda, G.: A general system for the retrieval of 
document images from digital libraries. In: DIAL 2004, pp. 150–173 (2004) 

4. Otsu, N.: A threshold selection method from gray-level histograms. IEEE Trans. Sys-
tems Man Cybernet. 9(1), 62–66 (1979) 

5. Bernsen, J.: Dynamic thresholding of grey-level images. In: 8th Int. Conf. on Pattern 
Recognition, pp. 1251–1255 (1986) 

6. Niblack, W.: An Introduction to Digital image processing, pp. 115–116. Prentice-Hall, 
Englewood Cliffs (1986) 

7. Stathis, P., Kavallieratou, E., Papamarkos, N.: An evaluation technique for binarization 
algorithms. Journal of Universal Computer Science 14(18), 3011–3030 (2008) 

8. Jain, A.K., Dubes, R.C.: Algorithms for Clustering Data. Prentice Hall, Englewood 
Cliffs (1988) 

9. Kavallieratou, E.: A Binarization Algorithm Specialized on Document Images and 
Photos. In: 8th Int. Conf. on Document Analysis and Recognition, pp. 463–467 (2005) 

10. Sauvola, J., Pietikainen, M.: Adaptive document image binarization. Pattern Recogni-
tion 33, 225–236 (2000) 

11. Leedham, G., Varma, S., Patankar, A., Govindaraju, V.: Separating Text and Back-
ground in Degraded Document Images. In: Proceedings Eighth InternationalWorkshop 
on Frontiers of Handwriting Recognition, pp. 244–249 (September 2002) 

12. Shapiro, L., Stockman, G.: Computer Vision. Prentice-Hall, Englewood Cliffs (2001) 
13. Gottesfeld Brown, L.: A survey of image registration techniques. ACM Computing 

Surveys 24(4), 325–396 (1992) 
14. Kitte, T.D., Evans, B.L., Daamera-Venkata, N., Bovil, A.C.: Image Quality Assess-

ment Based on Degradation Model. IEEE Trans. Image Processing 9, 909–922 (2000) 
15. Veksler, O.: Fast Variable Window for Stereo Correspondence using Integral Images. 

In: Proceedings of IEEE Computer Society Conference on Computer Vision and Pat-
tern Recognition 2003, vol. 1, pp. I-556 – I-561 (2003) 

 
 
 



Digital Libraries and Document Image Retrieval
Techniques: A Survey

Simone Marinai, Beatrice Miotti, and Giovanni Soda

Abstract. Nowadays, Digital Libraries have become a widely used service to store
and share both digital born documents and digital versions of works stored by tradi-
tional libraries. Document images are intrinsically non-structured and the structure
and semantic of the digitized documents is in most part lost during the conversion.
Several techniques related to the Document Image Analysis research area have been
proposed in the past to deal with document image retrieval applications. In this
chapter a survey about the more recent techniques applied in the field of recognition
and retrieval of text and graphical documents is presented. In particular we describe
techniques related to recognition-free approaches.

1 Introduction

Under a broad point of view a Digital Library (DL) can be seen like a more general
document database. If all is known about the preservation, indexing, and retrieval
of records belonging to structured and fielded data, maintenance and accessing to
a full text document archive is a more challenging problem. Traditional relational
databases store information in a structured way and each field of the records can
be accessed, the queries can be formulated and records retrieved by indexing the
involved fields [14]. In Digital Libraries, data are in most cases made by digitized
documents and as such they are less structured [79][81]. Therefore, it is not easy to
define suitable queries to this kind of archive because of the difficulties to understand
the semantics of the stored data. If it is not easy to retrieve information from scanned
documents processed by Optical Character Recognition (OCR) or from digital born
documents, because of their limited structured nature, it is even more complicated
when documents are stored as images and it is not possible to use recognition-based
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approaches. Storing the whole documents by their images preserves users from the
lost of important and useful information which can not be suitably recognized by
OCR such as graphics, pictures, and stylistic features like font and layout. In case of
document images not processed by OCR the textual content is not explicitly avail-
able and this prevents users from performing queries on the basis of the text itself.
Recent literature proves that this challenging problem has gained the interest of re-
searchers and several approaches to automatic indexing and retrieval of document
images have been proposed.

Nowadays, digital library technologies are well established and understood. This
is proven by the large number of books and papers related to this topic and pub-
lished in the last few years [40][67][73][81]. When DLs deal with scanned images
of the works held in traditional libraries, Document Image Analysis and Recognition
techniques (DIAR) can be applied to create, store, retrieve, and transmit electronic
documents. When dealing with printed text the images can be processed by means
of Optical Character Recognition systems to extract the textual content. These kinds
of techniques are available, and perform well, on most document typologies, but a
lot of information, e.g. related to layout or text style is likely lost. Furthermore, de-
pending on the nature of the data to be accessed, OCR systems do not perform well
unless some ad hoc training has been carried out. For instance in the case of hand-
written documents and ancient manuscripts, as in case of tables or mathematical
formulae. A different approach with respect to the document recognition advises in
the analysis of document images a relevant alternative especially in the cases which
bring to a failure of OCR systems. In this case each document is seen as a set of pix-
els without any known relationship among them. The retrieval of a semantic query
on a document collection is in this case translated to a different domain because it
must be disguised as a set of image features such as color, shape, texture, and spa-
tial relations. This broad category of approaches, called Document Image Retrieval
(DIR), is an important research line. DIR techniques identify relevant documents
relying only on image features and are the main subject of this chapter.

2 Retrieval Paradigms

Several techniques which can be used to perform information retrieval from Digital
Libraries have been proposed. The majority of these techniques follow a common
paradigm: the documents are first stored and indexed in an offline phase; then the
user formulates a query and the system evaluates its similarity with the stored doc-
uments and gives as output the ranked results. One important difference among
the various techniques is the “level” at which the similarity computation occurs
[44][78].

The simplest approach can be referred to as free browaing: a user browses through
a document collection, looking for the desired information. In this case the similarity
is evaluated by the user that visually identifies the most relevant documents.

The second approach is the recognition-based retrieval which relies on the com-
plete recognition of the documents. According to it the similarity between documents
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is evaluated at the symbolic level and it is expected that a recognition engine can
extract the full text from text-based documents or metadata from multimedia docu-
ments. The textual information is then indexed and the retrieval can be performed
either by considering full text queries or by means of keywords provided by the user.
The recognition-based approach has the advantage that the similarity computation
and result ranking has a low computational cost. On the other hand it has some lim-
itations when dealing with very noisy documents or containing multi-lingual texts
printed with non-standard fonts and a variable layout, such as historical or damaged
ones. Some of the earliest methods adopted for the recognition-based approach, and
in particular for the OCR-based text retrieval, have been described in two comprehen-
sive surveys [14][54]. Recently some works have proposed to use a mixed approach
where document image analysis techniques are used together with OCR engines and
metadata extraction. For instance, in [6] Belaid et al. propose an indexing and refor-
mulation approach for ancient dictionaries, where OCR engines are trained to classify
additional classes such as ligatures, gothic characters and specific shapes. In [9] and
[29] the OCR engine is used to recognize words and perform layout analysis, while
the vector model approach, derived from information retrieval, is used to index the
dataset and retrieve the documents.

The last technique is the recognition-free approach which is related to content-
based image retrieval. In this case the similarity is evaluated considering the actual
content of the document images that is described by means of suitable features like
colors, texture, or shape. An advantage of a content-based retrieval approach is the
possibility of looking for information without the need of specific domain knowl-
edge. For example, users may not be able to perform correct textual queries if they
have no knowledge about the indexed language, but can perform layout queries in
a language independent manner. On the other hand, even the Content-Based Image
Retrieval (CBIR) approach has some problems, especially regarding the selection of
appropriate features to represent the indexed objects. Most systems works with low
level features such as color, texture, and shape, while only few systems attempt to
extract high level or semantic features. Examples of these techniques are reported
in [2][34][39] where keyword spotting techniques have been proposed considering
a word-level representation on the basis of a set of low-level features.

Word spotting is one widely used approach to perform text retrieval in the
recognition-free paradigm. Word-spotting was initially proposed by Jones in the
field of speech processing [23], while later this definition was adopted by several
researchers for printed [12] or handwritten [43] document indexing. This approach
permits to localize a user selected word in a document without any syntactic con-
straint and without an explicit text recognition or training phase. The word-spotting
technique draws all the word images belonging to indexed documents and returns a
ranking of them according to a similarity measure with the query word image. This
method is more closely related to CBIR than to word recognition because the match-
ing is carried out considering image features only. Some word-spotting methods are
based on the clustering of words belonging to the document collections, in order to



184 S. Marinai, B. Miotti, and G. Soda

create the index. The clustering divides the word images into equivalence classes.
In each class we expect to have several instances of the same word. By assigning
to one representative word for each cluster an ASCII interpretation, it is possible
to index the word occurrences in the indexed documents. One disadvantage of this
approach is that it can be sensitive to the style and font used for the template word
especially when dealing with handwritten text. One important element of word-
spotting methods is the segmentation technique used to extract the textual items
from the documents. The segmentation can be carried out at local or global level.
In the first case each word is segmented into characters and therefore one crucial
step is the splitting of scanned images in elementary objects. On the contrary in
the global approach the recognition takes place considering the whole word without
attempting to perform the character segmentation.

The approaches proposed to represent words in keyword spotting methods can
be roughly divided into two groups. The first class methods analyze a word im-
age by means of global image-level features, such as intensity autocorrelation and
moments that are used to represent each image. These approaches are suitable for
low quality documents and are language independent but require a training phase
to identify the best feature combination. The second group of methods is based on
word shape coding where each word image is encoded as a sequence of symbols
roughly corresponding to characters. In most cases the symbol set has a lower car-
dinality with respect to the character set in the original language and it is easier
to recognize. Each word is in this case represented by a symbol string. Because of
the reduced number of symbol classes, usually there is no guarantee of a one to one
correspondence between a symbol and a character and therefore a symbol string can
be mapped to several words. The main advantage of these approaches is the simple
query formulation and the absence of a training phase. However, they are language
dependent and are not as robust as the first group in case of poor quality images.

A common model used in Information Retrieval to represent documents is the
Bag of Words (BOW) approach, early referred by Zellig H.1 in [20]. According to
this schema a document is represented by the occurrences of words in it regardless
their position in the document. The Bag of Visual Word (BOVW) approach has
been introduced by [70] in a paper on object and scene video retrieval and it is
an extension of BOW to the case of images. The BOVW approach relies on three
main steps: in the first a certain number of image keypoints or local interest points
are automatically extracted from the image by means of an appropriate detector.
Keypoints are salient image point rich of information content and for this reason,
suitable to describe the whole image. In the second step keypoints, or in some cases
shape descriptors evaluated on keypoints, are clustered and similar descriptors are
assigned to the same cluster. Each cluster corresponds to a visual word that is a
representation of the features shared by the descriptors belonging to that cluster.
The cluster set can be interpreted as a visual word vocabulary.

1 And this stock of combinations of elements becomes a factor in the way later choices are
made . . . for language is not merely a bag of words but a tool with particular properties
which have been fashioned in the course of its use.
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In the last step each image is described by a vector containing the occurrences
of each visual word in that image. The most critical points of this approach are
the detection of the local interest points (e.g. by means of Scale-Invariant feature
transform (SIFT) or corner points) and the choice of the most suitable description
of the regions of interest. Regarding the clustering method, K-means, K- Nearest
Neighbor algorithm (K-NN), probabilistic Latent Semantic Analysis (pLSA) and
Support Vector Machine (SVM) are the most popular techniques [58].

In the rest of this chapter the main steps of the recognition-free systems are pre-
sented. In Section 3 several types of features are presented according to the image
level in which they are computed. In Section 4 the main representation models are
described. In Section 5 and Section 6 the different kinds of distances and cluster-
ing techniques are presented. In Section 7 the matching approaches are described
considering the different features and descriptors used in the previous steps. Some
conclusions are then reported in Section 8.

3 Features

In a document image retrieval system the identification of features is a crucial task
since it significantly affects its performance. Broadly speaking, the features can be
divided into two main groups: the first is related to local features, according to
which one feature is extracted for each point in the input domain, in the second
group global features are evaluated on sets of pixels (e.g a word), on a region or
even on the whole document.

3.1 Pixel Level

When features are computed at a local level some values are obtained for each pixel.
In [33] Leydier et al. propose a word-spotting method to access the textual data
of medieval manuscripts. This approach does not require image binarization and
layout segmentation and it is tolerant to low resolution and image degradations. The
informative parts of the images are represented through a set of features provided by
gradient orientation. In [24], Journet et al. propose a method for the characterization
of pictures of old printed documents based on a texture approach. For each pixel
of the image, five features are extracted at different resolutions of the image for a
total of 20 values. In particular, three features are related to the texture orientation
and evaluated by means of an auto-correlation based approach while the other two
are related to the properties of the pixels grey level transitions. The computation of
some features in regions defined by a grid superimposed to the page is proposed in
[22][76], while in [52] this zoning technique is applied to the connected components
of symbols in the task of script recognition and writer identification. In the latter
case for each cell the number of black pixels is computed. Something different is
proposed by Delalandre et al. [13] regarding the retrieval of old printed graphics
(initial letters) from a large database. A run length encoding algorithm is first used
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to compress the image and then a template matching between images is obtained
evaluating the distance with a pixel to pixel comparison.

The above methods are in most cases characterized by a high computational
cost for both the feature extraction (during the indexing) and marching (during the
retrieval).

3.2 Column Level

Some approaches require a segmentation phase, such as the segmentation of words
and characters. In this case a method based on the analysis of column pixels in
segmented objects can be exploited. In [28], Khurshid et al. present a method for
figure caption detection which is performed by word-spotting of figure labels. The
segmentation of words and characters is done by finding the connected components
and, for each pixel column of the character, a set of 6 features is calculated: vertical
projection profile on the gray level image, upper character profile position, lower
character profile position, vertical histogram, number of ink/non-ink transitions and
middle row transition state. Similarly, in [11] words are analyzed column by column
and the corresponding Hidden Markov Model is built.

3.3 Sliding Window

One technique related to column level representation adopts a sliding window . In
this case a fixed size window is moved across the word image and some features are
evaluated for each position. This strategy is frequently used to obtain the input de-
scriptors for supervised classifiers such as the MultiLayer Perceptron (MLP) neural
network [47]. The sliding window approach is also used in [75], where Teresawa et
al. propose a method for word spotting in historical handwritten documents without
performing word segmentation. In this case the text lines are scanned by a sliding
window whose size depends on the character sizes and a low dimensional descriptor
is generated for each slit image by applying the eigenspace method. A different task
is addressed by Schomaker et al. in [69] where they propose a line strip retrieval on
the basis of content similarity with respect to the query. Line strips are used as the
basic objects for search and retrieval because they represent a good compromise be-
tween the reliability of segmentation and the recognition performance. The sliding
window has a width defined on the basis of the query line and is moved along the
indexed text lines. Some features related to the ink density, the connected compo-
nent shapes and contours are computed at each step. In [36] Licata et al. develop a
system to identify the provenance of ancient handwritten documents basing on the
ink appearance similarity. The features considered in the sliding window are in this
case first and second order statistical features such as histogram mean, skewness,
contrast, entropy. Uttama et al. [77] exploit the sliding window approach to separate
homogeneous and textured regions in images of historical documents. The features
are based on the Gray-Level Co-occurrence Matrix.
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3.4 Stroke and Primitive Level

When the objects in document images are complex and important spatial relation-
ships among primitives are possible, such as in sketches [35] and in trademarks
[80], one structural representation, which is able to represent the variety of connec-
tions, is essential. Liang et al. [35] and Wei et al. [80] propose the combination of
structural and global features: the structural part describes the interconnections
among primitives and the global features reflect the object as a whole. Liang et
al. [35] exploit eight kinds of spatial relations between primitives: cross, half-cross,
adjacency, parallelism, cut, tangency, embody and ellipse intersection. Global fea-
tures are composed by seven types of descriptors: eccentricity, normalized distances
of sketch centroid in major and minor axis orientations, average distance between
centroids of sketch primitives and the number of primitives of each type as line, arc,
and ellipse. Wei et al. [80] propose global features based on 15 Zernike moments
of orders 0-4, the standard deviation of the curvature, the mean and the standard
deviation of distance to centroids.

In the context of shape-based image retrieval, Wong et al. [82] propose a two
step feature extraction process: the shape contour is first represented by the Free-
man chain code as a connected sequence of straight line segments with specified
lengths and directions. Then the relative spectrum is plotted as the normalized curve
length with respect the normalized geometric moment, where the normalized curve
length is the length of the segment between two keypoints of a shape divided by the
total curve length and the normalized geometric moment is the distance between a
dominant point and the geometric center. On this spectrum four features are eval-
uated: the total normalized moment variance, the total normalized area covered by
the spectrum, the cross-sectional normalized area and the cross-sectional normal-
ized moment variance.

In [16] Fonseca et al. present a shape classification technique based on topolog-
ical and geometrical descriptors. In this case the spatial organization is described
by the relationships of inclusion and adjacency, while the geometry of shapes is
described by some geometric attributes like area and perimeter. In [64] Rusinol et
al. deal with symbol recognition starting from a vectorial representation of the im-
age. Information about constraints between segments such as parallelisms, straight
angles and overlap-ratios are analyzed.

Dealing with symbol-spotting , Rusinol et al. [65] propose to detect graphical
symbols in large and complex document images by techniques which do not need
neither a segmentation step nor a priori knowledge. For each symbol its primitives
are extracted by means of connected component analysis and contour detection then
the Cassinian ovals parameters are evaluated. In a two-center bipolar coordinate
system a Cassinian oval is described by all the points such that the product of their
distances from the two centers is a constant. In this case, the parameters that char-
acterized the minimum Cassinian oval which encompasses the normalized shape
contour, are used as shape features. Similarly Zhang et al. [84] propose to extract
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a simple set of features from the vectorial representations of the symbols: in par-
ticular they propose to evaluate the angle between two line segments to represent
the relationship between segments. The relationship between a line segment and an
arc and between arcs is represented considering the angle information among arc
starting points and arc centers. The relationship between a line segment and a circle
is evaluated considering the tangency, intersection, and disjointness relations.

A similar approach can be even used in text document analysis. For instance in
[10] Chellapilla et al. segment words in strokes and then the sequence of Chebyshev
polynomial coefficients is evaluated for each segment. In [21] a word spotting for
online handwritten documents is proposed. In this work strokes are sampled and for
each sampled point three features are evaluated: the height of the sample point, the
direction and the curvature of the stroke in that point.

3.5 Connected-Component Level

In the processing of handwritten or ancient printed documents, it is not always easy
to segment a document and to identify text lines, words, and characters. Especially
the character segmentation is a difficult task because of the variability of handwrit-
ing and the presence of touching characters. In [8] handwritten touching characters
are addressed by identifying all the possible ligatures connecting two characters by
heuristic analysis of the contour. In so doing a word image is divided in several
pieces. Assuming that a character is made up by at most four consecutive pieces,
a series of hypothesized character images are created. One way to segment text in
objects, broadly corresponding to characters, is to find the connected components in
the document image. Moghaddam et al. [55] present a line and word segmentation
free method to perform word-spotting on old historical printed documents. After the
detection of the connected components, a set of six features: aspect ratio, horizontal
frequency, scaled vertical center of mass, number of branch points, height ratio to
line height, and presence of holes, are extracted from them. Similarly, Marinai [45]
propose to use the connected component clustering as a first step in indexing. Rel-
evant words are identified considering a modified Dynamic Time Warping (DTW)
algorithm that includes the word width in the distance computation. Barbu et al. [5]
work on graphical document images considering graph-based representations: con-
nected components in the image are represented by graph nodes and rotation and
translation invariant features, based on Zernike moments, are extracted.

3.6 Word Level

In most word spotting applications it is possible to assume that the word segmen-
tation in indexed documents is not problematic. In this case the retrieval is carried
out considering the word as a whole. In [3] each word is described by profile-based
and shape-based features, while in [60] and [61] Rath et al. present single value
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features based on Projection Profile, Word Profile, Background to Ink Transitions,
and Grayscale Variance. In [83] Zhang et al. propose to use the Gradient-based
binary features (GSC) evaluated under a 4 × 8 division of the word image. GSC
features are based on the evaluation of the direction of the gradient, on structural
information, and on concavity features. Structural and concavity features are eval-
uated by means of 12 rules applied to the image pixels and are based on the pixel
density, on larger strokes in both horizontal and vertical directions, and on the direc-
tion of concavity each pixel belongs to. Similarly, in [31] and [27] the zoning tech-
nique is applied to word images and the density of the character pixels in each zone
is evaluated. Subsequently a second group of features based on the area under the
upper and lower word profiles, is considered. In [17] and [63] some sets of feature
vectors are evaluated for not-overlapping windows on the query image: in [17] the
features are based on pixel density, in [63] the Local Gradient Histogram (LGH) fea-
tures, introduced by Rodriguez in [62], are used. Dealing with printed documents,
Meshesha et al. [53] propose to describe words by means of word profiles, moments
and transform domain representations. Similarly, Bai et al. [2] propose the extrac-
tion of seven features: character ascenders, descenders, deep eastward and westward
concavity, holes, i-dot connectors and horizontal-line intersection. In [42] features
are extracted for each word by means of the Left-to-Right Primitive String (LRPS)
algorithm. This algorithm splits each word in primitives which can be described
by means of two-tuples: the Line-or-Traversal Attribute (LTA) and the Ascender-
and-Descender Attribute (ADA). In a more recent work [40], Lu et al. extend the
previous approach to the case of printed document images captured by a digital
camera. In this difficult task the set of extracted features includes three perspective
invariants: holes, water reservoirs, and character ascenders and descenders. Nakai et
al. [56] propose a mixed approach: they work at a lower level considering the cen-
troids of connected components and some features related to the area of connected
components while at a higher level analyze words and compute the word centroids.

3.7 Line and Page Level

Tan et al. [74] deal with the script identification among three different on-line hand-
written scripts: Arabic, Roman and Tamil. After the detection of text lines, they
extract a set of features at line-level such as the horizontal and vertical interstroke
direction, horizontal and vertical stroke direction, average stroke length, stroke den-
sity and the reverse direction.

Some features can be extracted at page level by means of geometric transforma-
tions. In [25] Joutel et al. develop a system for paleographers and literary experts,
to support their work on manuscripts dating and authentication through different
historical periods. The approach is based on the Curvelet transform to compose an
unique signature for each handwritten page.
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Table 1 Features

Level Data Features Ref.

Pixel Medieval
manuscripts

Gradient orientation. [33]

Old printed
pictures

Auto-correlation based and pixels grey levels
transitions.

[24]

Zoning Printed Pixel density. [27][31][52]
Layout Row encoding. [22][76]

Column Historical
printed

Projection profiles, vertical histogram, number
of ink/non-ink transitions.

[33]

Sliding
Window

Historical
handwritten

A vector is generated for each slit image by
applying the eigenspace method.

[75]

Historical
handwritten

Ink density, the connected component shapes
and the contours.

[69]

Historical
handwritten

First and second order statistical features (e.g.
histogram mean, skewness, entropy).

[36]

Old printed
pictures

Gray-Level Co-occurrence matrix and texture
uniformity.

[77]

Stroke and
primitives

Sketches/
on-line
handwritten

Spatial relations between primitives (e.g. cross,
adjacency, parallelism, tangency) and global
features (e.g. eccentricity, number of primitives
of each type).

[35][74]

Trademarks 15 Zernike moments of orders 0-4, standard
deviation of the curvature, mean and standard
deviation of distance to centroids.

[80]

Shape Normalized moment variance and the total
normalized area.

[82]

Graphics Cassinian ovals. [65]
Handwritten Sequence of Chebyshev polynomial

coefficients.
[10]

Connected
components

Printed Aspect ratio, horizontal frequency, scaled
vertical center of mass, number of branch
points, and presence of holes.

[55]

Graphics Zernike moments. [5]

Word Handwritten Single value features: projection profiles,
background to ink transitions, grayscale
variance, gaussian smoothing and gaussian
derivatives.

[60][61]

Printed Area under the projection profiles. [27] [31]
Printed Word profiles, moments and transform domain

representations.
[53]

Printed Character ascenders, descenders, deep eastward
and westward concavity, holes, i-dot connectors
and horizontal-line intersection.

[2] [40]

Page Historical
manuscript

Curvelet transform. [25]



Digital Libraries and Document Image Retrieval Techniques: A Survey 191

3.8 Shape Descriptor

Shape descriptors are frequently used in image analysis to compare 2D object
silhouettes. Recently they have been adopted also in document image analysis to
compare symbol images in a recognition-free approach. According to the object
representation the shape descriptors are evaluated on, three main categories can be
identified [32]. In the first category contour based descriptors are evaluated on the
object contours; in the second, image based descriptors include the shape descrip-
tors based on the overall image pixel values; in the last category, skeleton based de-
scriptors are evaluated on the image skeletons. Since document image retrieval has
to deal with images affected by scale and perspective changes, the shape descrip-
tors must be invariant to similarity and affine transformations as well as rotation
and scale. In most cases, descriptors are computed on keypoints, that are points of
the image rich of information content. To reduce the complexity of the evaluation,
images are usually preprocessed and the contour or the skeleton are detected. The
interesting points are in his case extracted from the preprocessed image. An example
of keypoints are corners (points with high curvature), which can be detected with
the Harris-Laplace detector [66] or as in [82] on the basis of the curvature variance.
In [57] Nguyen et al. propose the use of the Difference-of-Gaussian detector and the
keypoints in an image are considered as the extrema in a scale-space pyramid built
with DoG filters.

A first example of shape descriptor is the Scale Invariant Feature Transform
(SIFT) proposed by Lowe [38]. SIFT are able both to localize keypoints and to eval-
uate a shape descriptor on these points according to the local gradient histogram.
SIFT descriptors are proved to be invariant to rotation, scale changes and affine
transformations. In [85] Zhang et al. propose the use of a modified version of SIFT
descriptors applied to handwritten Chinese character recognition.

Another descriptor is the Shape Context, proposed in [7]. This descriptor is able
to capture the spatial distribution of points in proximity of the point where it is

Table 2 Shape Descriptors

Shape Descriptor Data Features Ref.

Keypoints Contour or Skeleton Corners detected by means of the
Harris-Laplace detector or
considering the curvature variance.

[66][82]

Contour Interest points are the extrema in a
scale-space pyramid built with
Difference-of-Gaussian filters.

[57]

SIFT Character Modified SIFT algorithm. [85][66]

Shape Context Contour or Skeleton Descriptor captures the spatial
distribution of points in proximity of
the point where it is computed.

[37][51]
[57][66]
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computed. The descriptor is represented as a logarithmic polar mask centered on
the point of interest and divided in bins in the polar space. Each cell is populated
according to the position of other image points with respect to the center of the
mask. Shape Contexts are invariant to translation and scale. In [37] shape context
descriptors are used to represent words and are computed on points belonging to
the skeleton of word images, while in [51] they are computed on points on the
contour of mathematical symbols. In [57] shape context are computed on points of
interest detected by means of Difference-of-Gaussian detector. In [66]Rusinol et al.
propose the SIFT and the shape context descriptors for the symbol spotting task and
compare their performance with the results obtained with more simple descriptors
such as geometric moments of steerable filters.

4 Representation

After a set of features has been extracted from the document image, it is essential to
identify a suitable representation of their values. Some of the features presented in
the previous section are naturally represented in the form of vectors. For instance in
the case of zoning the features are extracted from each cell of a grid superimposed
to the image and the resulting descriptor has the same dimensionality of the num-
ber of cells [17][22][52][76][85]. In case of a sliding window each slit is usually
represented by a low dimensional descriptor [69][75], or by an high-dimensional
descriptor such as in[36] where the intensity histogram statistics and co-occurrence
statistics are concatenated. When the features are evaluated at pixel level, such as
in[77], a feature vector of a certain dimension is created for any pixel of the input
image. If the segmentation is performed at word level [3][27][31][83], some binary
vectors are generated starting from the features related to the word profiles, while in
[16] and [35] the same approach is proposed in case of shape classification where the
features describe the spatial organization and structural characteristics of geometric
shapes. Even in case of features computed at character or connected-component
level, the vector representation is usually exploited. Some examples can be found in
[8][21][49][55]. Regarding the automatic indexing and retrieval of graphical docu-
ment images Barbu et al. [5] describe each connected component related to a graph-
ical object as a feature vector. A similar approach is used in [37][51][57], but in this
case Shape Context descriptors are used to describe the shape of a word and each
word is represented as a collection of vectors. Rusinol et al [66] exploit a vector rep-
resentation for each type of shape descriptor. In the field of shape matching, Super
et al. [72] propose to describe the shape contour as a vector in a 2n- dimensional
shape space, where n is the number of contour sample points. An extension of the
vectorial features representation is proposed in [84] where symbol signatures are
represented in a matrix form and each bin of the matrix represents the relationships
between strokes of the symbol, such as segments, arcs and circles.

When the number of documents in a database is large the retrieval process can be
computational expensive. Some techniques use a compressed data structure to rep-
resent the images in order to decrease their handling times. In particular Delalandre
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Table 3 Representation

Representation Features Method Ref.

Vectors Zoning Vector corresponding to a grid
overlapped to the image.

[17][22][52]
[76][85]

Sliding
windows

Descriptors of low or high
dimensionality.

[36][69][75]

Pixel One descriptor for each pixel. [77]
Word Binary vectors generated from the profile

features.
[3][27][31]
[83]

Word Binary vectors describe the spatial
organization and structural characteristics
of geometric shapes.

[16][35]

Character or
connected-
component

One dimensional vector for each
character or connected component.

[8][21][49]
[55]

Shape
descriptors

Describe the shape of a word. Each word
is represented as a collection of vectors.

[37][51][57]
[66]

Matrix Strokes Each bin of the matrix represents the
relationships between strokes of the
symbol such as segments, arcs and
circles.

[84]

Probabilistic Word Non-Symmetric Half Plane Hidden
Markov model and Semi-continuous
HMM.

[11][63]

Character and
Word shape
coding

Strokes A code is assigned to each primitive of
the word image.

[34][39][40]
[42][41]

Vectorial model Symbol Vector elements represent the frequency
of visual terms in the documents and
queries.

[51][52][57]
[64][74]

Graph-based Connected
component or
strokes

Each connected component is a graph
node; arcs connect near primitives.

[5][18][26]
[59][77]

et al. [13] propose to use the run-lenght encoding algorithm to compress images. In
[25], Joutel et al. propose an approach for retrieval of handwritten historical docu-
ments at page level based on the Curvelet transform to compose an unique signature
for each page. In [10] words are segmented and each stroke is represented as the
sequence of Chebyshev polynomial coefficients. Then each segment is processed
by a Time Delay Neural Network (TDNN) to determine the probability the segment
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belongs to each possible character in the language. The TDNN outputs associate to
each segment the most likely characters according to their membership probabilities.

When the vocabulary is limited, as in bank check recognition or in automatic
handwritten mail sorting, probabilistic approaches can be used. In [11] Choisy et al.
propose to model words by means of a Non-Symmetric Half Plane Hidden Markov
Model (NSSP-HMM), while Rodriguez et al. [63] propose a system where typed
text is used as support for handwritten recognition. They use robust LGH features
to describe the word shapes and Semi-continuous HMM (SC-HMM) for modeling
the link between typed and handwritten words.

Strictly connected to the vector representation of words or characters in case of
word spotting, there are the character and word shape coding approaches. Gener-
ally character shape code encodes, in the form of a code string, the properties of
each symbol such as e.g. whether or not the character in question fits between the
baseline and the x-line, whether it has an ascender or descender and the number of
spatial distribution of the connected components [2][71]. In [40] and [42] Lu et al.
present a system based on a word image coding schema: the Left-to-Right Primitive
String (LRPS), Line-or-Traversal Attribute (LTA) and the Ascender-and-Descender
Attribute (ADA) features are used to assign a code to each primitive of the word
images. Recently some extensions of the previous works have been presented by Lu
et al. [39][41]. In [41] a word shape coding approach for documents in five different
Latin languages has been presented. In this case each word is converted into a word
shape code that is composed of two parts. In the first part, character extrema points,
which are in the upward and downward text boundaries, are classified as belonging
to one of three categories according to their position with respect to the base line. In
the second part of the word code the number of horizontal word cuts is reported. A
similar approach is proposed by Li et al. in [34] where they encode every word as a
sequence of numbers and each number represents a character.

The vector space model was introduced by Salton et al. [68] in 1975. According
to this model, documents and queries can be represented as vectors whose elements
represent the frequency of each term in the document [41]. Some weighting schema
can be applied to the vector model e.g. the tf-idf [15] and some modified versions
of it [9][19][74]. The same approach can be extended to the case of vectors corre-
sponding to occurrences of features [51][52][57][64][74].

Another kind of document representation is related to the graph-based approach.
In [5] Barbu et al. describe a document image according to a graph-based represen-
tation at primitive level analyzing the relationships between connected components.
Each connected component is a graph node and one arc between primitives exists
only if they are spatially near. The same approach is used in [18] where Gordo et
al. represent the document layout as a bipartite graph built considering the centroids
of the regions on one side and the center of mass of all the regions on the other.
A tree representation of the layout is considered in [48] and [50]. In symbol spot-
ting applications the graph based approach is quite frequent. In [26], Karray et al.
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develop a method for the analysis of initial letters which is based on the Attributed
Relation Graph representation. In particular, after the segmentation step nodes rep-
resent regions and arcs express the relationships among regions. For the same task,
in [77], Uttama et al. describe an initial letter by means of its signature according
to two approaches: Minimum Spanning Tree and Pairwise Geometric Attributes. In
[59] each symbol is described by means of a graph to capture the spatial and topo-
logical relationships between graphical primitives. Alajlan [1] propose to use the
Curvature Tree hierarchical data structure which reflects the inclusion relationships
among objects and holes.

5 Similarity Measure

In document image analysis and recognition, the retrieval of a query word can be
performed considering the similarity or distance between two images: the reference
image, given by the user, and the dataset images representing the indexed words.
According to the different models used to represent keywords, a different similarity
measure may be used. Moreover, in case a clustering phase is performed, the more
appropriate distance to compare features has to be chosen such as Euclidean distance
[51] or cosine distance [57].

When keywords are represented by feature vectors, the most common way to
compare them is the Euclidean distance [16][35][80] or the L1 distance [27][31].

In case of template matching the distance among images is computed at pixel
level [13] by a simple value comparison or considering a specific dissimilarity func-
tion [33]. When documents and keywords are represented by means of the vector
space model in analogy with the vector model in Information Retrieval, to evaluate
the similarity among elements it is frequently computed the cosine of the angle be-
tween two vectors. This approach is used in [15][39][57]. In [51] a modified version
of the cosine similarity is proposed. Taking account of the properties of the cluster-
ing algorithm used to group features, Marinai et al. introduce an additional term to
the formula which is necessary to deal with inexact match. In [74] the similarity is
computed by means of the Chi-square distance which involves the distribution of
tf-ifd vectors, while in [77] the Bhattacharyya distance between two histograms is

Table 4 Similarity

Similarity measure Representation Ref.

Euclidean distance Vectors/ Vector model [80][35][16]
L1 distance Vectors [27][31]
Comparison Pixels [13][33]
Cosine similarity Vector model [39][15][57][51]
Chi-square distance Vector model [74]
Bhattacharyya distance Vector model [77]
Minimum Edit distance Word coding [55][34][15]
Hamming distance Word coding [40]
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used. To deal with a word shape coding representation, some distances may be used.
In particular in [15][34] the use of the minimum Edit distance is proposed. The Edit
distance between two strings is given by the minimum number of operations needed
to transform one string into the other, where an operation is an insertion, deletion,
or substitution of a single character. In [55] an enhanced version of the edit distance
in proposed where stroke width is used as a priori information. In [40] Lu et. al
propose the Hamming distance to compare word shape codes.

6 Clustering

In computer vision applications a family of methods based on the bag of visual
words framework has been recently proposed [4][5][30] [51][57]. These methods
extend the bag of words model used in textual information retrieval, that represents
documents considering the number of occurrences of words, regardless of their po-
sition in the text. In the bag of visual words approach a visual vocabulary is con-
structed by clustering the feature vectors that represent symbols. Each cluster can
be considered as a visual word and all the feature vectors belonging to that cluster
can be represented by its centroid. The clustering can be performed by means of
a semi-supervised learning, or by means of an unsupervised learning approach. To
this second class of methods belongs the K-means algorithm used in [61][57] and
its revisited version called K-medoids [5]. In [36] Licata et al. propose to use the
K-Gaussian clustering where the number of clusters is determined using Minimum
Description Length. In this case each feature vector is assigned to a cluster by select-
ing the component that maximizes the posterior probability. This algorithm may be
more appropriate than K-means clustering when clusters have different sizes. An-
other approach to cluster is the Self Organizing Map (SOM) applied to the feature
vector quantization [45][49][51][46][55]. The SOM map has the property that more

Table 5 Clustering

Clustering Representation Number of
clusters

Ref.

K-mean Feature vectors assigned to the nearest cluster. 1-20, 20 [57] [61]
K-medoids A more robust version of the K-mean. 16 [5]
K-Gaussian Feature vectors assigned to clusters by selecting

the component that maximizes the posterior
probability.

200 [36]

SOM Feature vectors assigned to the nearest 10, > 100 [45][49]
cluster according to the Euclidean distance.
Closest neurons in the map are the most similar.

[51][55]
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similar patterns are usually clustered in closer clusters. In [55] the SOM has been
used to cluster the feature vectors belonging to connected components while in [51],
the shape context descriptors, evaluated for each symbol, are clustered by means of
a SOM and then each symbol is represented by the occurrences of shape contexts
assigned to a particular centroid according to the Euclidean distance.

7 Matching

Feature matching deals with measuring the similarity between the feature represen-
tation of the query image, based on feature vectors, graphs or statistical models and
the database images. The choice of the feature matching technique is essential for
the good performance of the system. As a matter of fact an inappropriate approach
may lead to bad results even although the considered feature representation is the
more appropriate for that task. When the queries and documents are represented as
feature vectors, the matching is carried out comparing the vectors according to some
similarity measure. In [17], the query word feature vectors are compared with the
corresponding vectors of the database by applying a matching which is constrained
by the regions of interest features have been computed in. The similarity measure
is in this case based on the Euclidean distance between vectors. The matching by
means of the Euclidean distance is proposed also in [16][35][80]. The same ap-
proach is proposed in [27] and in [31], but in this case the similarity is evaluated
by means of the L1 distance to reduce the computational costs. In [72], Super et
al. propose to perform the matching between shapes, considering their normalized
contours as vectors. To face the different shape sizes, the similarity between two
vectors is evaluated by the Euclidean distance normalized by the squared average
of the arc lengths of the two poses. In [84] the matching is performed considering
how many common relationships at primitive level the symbols share and choosing
the shapes that share the most. Also in [77] the matching is performed comparing
feature vectors but in this case the Bhattacharyya distance between two vectors is
used. This distance exploits the correlation between vector contents to obtain the
similarity measure. A similar approach is proposed by Joutel et al. in [25], where
the matching between two document signatures is performed by means of the nor-
malized correlation similarity.

When the document images are representing by means of the vector model, some
other techniques can be applied for the matching, in particular a common matching
schema is the cosine similarity measure. In [41], Lu et al. propose a word shape cod-
ing technique for document retrieval and the vector representation of the strings. The
similarity among two document representations is evaluated considering the angle
formed by the two vectors. The same matching approach is used in [15][39][51][57].

Different matching techniques have been proposed when documents are repre-
sented by means of the word or character shape encoding. In [2][21][60][61], the
Dynamic Time Warping is performed to compare two sequences of data points.
This method aligns the feature vectors of the query and of the word database using
a dynamic programming-based algorithm. The algorithm computes distance scores
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Table 6 Matching

Representation Similarity Method Ref.

Feature vectors Euclidean
distance

Word feature vectors are compared with
the database feature vectors.

[80][35][16]

Constrained
euclidean
distance

Word feature vectors are compared with
the database feature vectors constrained by
the regions where features have been
computed.

[17]

L1 distance All word feature vectors are compared with
the corresponding feature vectors of
database images.

[27][31]

Normalized
correlation

Word feature vectors are compared with
the database feature vectors.

[25][77]

Vector model Cosine
similarity

The similarity is evaluated considering the
angle formed by the two document vectors:
if it is close to zero, the documents are
similar.

[41][39][15]
[57][51]

Word encoding DTW Aligns the query and the word feature
vectors using a dynamic

[61][21][60]
[18][42]

programming-based algorithm. [39] [2]
DTW DTW-based partial matching technique

based on word form variations in the
beginning and at the end of words.

[53][3][45]

EDT Minimum number of operations needed to
transform one string into the other.

[28][34]

Probabilistic NSSP-HMM
SCHMM

The probabilistic model is used to estimate
the recognition scores.

[11][63]

Graph Polynomial
bound greedy
algorithm

Use a graph matching routine where sub
graphs are matched against model graphs.

[59]

for matching points by means of the Euclidean distance. At the end of the process,
similar shapes have a lower distance value than different ones. The same approach
is used in [53] and [3], but a DTW-based partial matching technique that takes care
of word form variations in the beginning and at the end of the word is also proposed.
The DTW technique is also used in [18] to perform matching on layout vector repre-
sentations while in [45] a modified version on DTW that takes into account both the
clusters similarity and the estimated widths of alternative sub-words is proposed.
In [42] and [39] the DTW algorithm is considered after a pruning step by means
of coarse matching that is used to reduce the number of dataset elements the query
code has to be compared to.

Another matching technique is proposed in [28] at word level and in [34]. In these
cases the matching among code strings is performed by means of the minimum edit
distance. The edit distance between two strings is given by the minimum number of
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operations needed to transform one string into the other, where an operation is an
insertion, deletion, or substitution of a single character.

When the document representation is probabilistic-based, the model obtained in
the feature extraction phase is used to evaluate the recognition score [11][63]. On
the other hand when the objects are represented in a graph-based approach some ad
hoc methods should be used. In particular Qureshi et al. [59] propose to use a graph
matching routine where sub graphs are matched against model graphs using polyno-
mial bound greedy algorithm. The output of this process is the score similarity. This
technique is error-tolerant and works well in case of under or over segmentation of
symbols.

8 Conclusions

In this chapter we have described in a comprehensive survey the main document im-
age analysis and recognition techniques which have been proposed in recent years
to perform document image retrieval. We have focused our analysis on recognition-
free approaches that do not explicitly recognize the document content (e.g. with
OCR tools) but work at various levels with a symbolic or sub-symbolic representa-
tion of the document image. The comparison of the different techniques has been
organizes along the main steps of a general retrieval process.

In the first step the features are extracted from the document images that are rep-
resented at various levels, from pixel to primitive, character, word or even zones. In
each case different features can be considered according to the task (e.g. wordspot-
ting or trademark retrieval) and to the typology of processed documents (e.g. printed
vs handwritten or modern vs historical). In the second processing step the features
previously extracted are encoded in suitable representations that depend both on the
nature of the features and on the subsequent processing steps. Eventually, the fea-
ture representations are used to compute the distance between objects. The distance
can be used to cluster indexed objects to speed up the subsequent processing or can
be employed in similarity measures to compare query items with indexed ones.

The research on document image retrieval is particularly dynamic in the last few
years. To give a measure of it, about half of the papers cited in this chapter have
been published after our previous survey on the field appeared in 2006 [44]. The
research should now focus on scalable systems that could effectively deal with the
large amount of data that is nowadays available in several digital libraries around
the world.
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66. Rusiñol, M., Lladós, J.: Word and symbol spotting using spatial organization of
local descriptors. In: Proc. IAPR Int’l Workshop on Document Analysis Systems,
pp. 489–496. IEEE Computer Society Press, Washington, DC, USA (2008)
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Abstract. Advances in bio-technology and life sciences are leading to an ever-
increasing volume of published research data, predominantly in unstructured text.
To uncover the underlying knowledge base hidden in such data, text mining tech-
niques have been utilized. Past and current efforts in this area have been largely
focusing on recognizing gene and protein names, and identifying binary relation-
ships among genes or proteins. In this chapter, we present an information extraction
system that analyzes publications in an emerging discipline–Nutritional Genomics,
a discipline that studies the interactions amongst genes, foods and diseases–aiming
to build a quantitative food-disease-gene network. To this end, we adopt a host of
techniques including natural language processing (NLP) techniques, domain ontol-
ogy, and machine learning approaches.

Specifically, the proposed system is composed of four main modules: (1) named
entity recognition, which extracts five types of entities including foods, chemicals,
diseases, proteins and genes; (2) relationship extraction: A verb-centric approach is
implemented to extract binary relationships between two entities; (3) relationship
polarity and strength analysis: We have constructed novel features to capture the
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tor Machine is then used to classify the polarity, whereas a Support Vector Regres-
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integration and visualization, which integrates the previously extracted relationships
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1 Introduction and Motivation

Advances in bio-technology and life sciences are leading to an ever-increasing vol-
ume of published research data, predominantly in unstructured text (or natural lan-
guage). At the time of writing, the MEDLINE database consists of more than 20
million scientific articles with a growth rate of around 400,000 articles per year [29].
This phenomenon becomes even more apparent in nutritional genomics, an emerg-
ing new science that studies the relationship between foods (or nutrients), diseases,
and genes [20]. For instance, soy products and green tea have been two of the in-
tensively studied foods in this new discipline due to their controversial relationship
with cancer. A search to the MEDLINE database on “soy and cancer” renders a total
of 1,413 articles, and a search on “green tea and cancer” renders 1,471 articles. Due
to the large number of publications every year, it is unrealistic for even the most mo-
tivated to manually go through these articles to obtain a full picture of the findings
reported to date. Obtaining such a picture however has become ever more important
and necessary due to the following reasons: (1) given a pair of entities, e.g., green
tea and cancer, different studies might report different findings with respect to their
relationship. For example, A comprehensive review in [52] suggests that extracts
of green tea have exhibited inhibitory effects against the formation and develop-
ment of tumor”. Another study, however, concludes that these two are not related
[38]. Clearly, the relationship between two given entities can be reported as positive
(good), negative (bad), and neutral. We term this as the relationship polarity ; and (2)
even if different studies agree with each other on the relationship polarity between
two entities, they may report it with a different level of certainty. one study suggests
that soy intake may protect against breast cancer [27], while another study indicates
that soy intake is an essential factor for the incidence of hormone-dependent tumors
(e.g., breast cancer) [50]. Obviously, the latter is more decisive than the former. We
term the certainty of a relationship as the relationship strength .

Specifically, we have classified the relationship polarity into four types: positive,
negative, neutral, and no-relationship. The strength feature on the other hand has
three values: weak, medium and strong Table 1 lists several relationships with differ-
ent polarity and strength. Note that the “no-relationship” polarity is highly evident
in biomedical articles and has rarely been explored except the work in [32], where
it is termed as “no outcome”. No-relationship is different from the neutral polarity:
a “no-relationship” indicates that no association is found between the biological en-
tities in consideration, whereas for a neutral polarity, the entities are associated but
without polar orientation.

It is essential to quantify the polarity and strength of a relationship, since such
information will allow one to integrate the extracted relationships and then present
a holistic picture to the end user. For example, after having analyzed the 1,413 re-
search articles on the relationship between “soy” and “cancer”, a holistic summary
of these articles can be: x% of soy-cancer relationships were reported as positive,
y% reported as negative, and so on. This can be further elaborated based on the
strength of a relationship.
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Table 1 Exemplar relationships with their respective polarity and strength

Example sentence Polarity Strength
Soy food consumption may reduce the risk of fracture Positive Weak
in postmenopausal women.
Consumption of kimchi, and soybean pastes was Negative Medium
associated with increased risk of gastric cancer.
Increased intake of kimchi or soybean pastes was a Negative Strong
significant risk factor for the CYP1A1 genotype.
These data suggest that soy foods do not have an Neutral Medium
adverse effect on breast cancer survival.
No significant associations were found between intake Not-related Medium
of carotenoids and colorectal cancer risk.

In this chapter, we present an information extraction system that aims to con-
struct quantitative networks to capture the complex relationships reported among
foods, chemical nutrients, diseases, proteins, and genes. To achieve this goal, we
have implemented four main functional modules:

1. Named entity recognition: A primarily ontology-based approach is adopted to
recognize the following types of entities: foods, chemicals (or nutrients), dis-
eases, proteins, and genes.

2. Relationship extraction: Unlike previous work that employs heuristics such as
co-occurrence patterns and handcrafted syntactic rules, we propose a verb-centric
algorithm. This algorithm identifies and extracts the main verb(s) in a sen-
tence. Syntactic patterns and heuristics are adopted to identify the entities in-
volved in a relationship. For example, the sentence Soy food consumption may
reduce the risk of fracture specifies a relationship between soy food consumption
and fracture, where may reduce the risk of depicts their relationship, termed as
relationship-depicting phrase (RDP). The goal of this module is to identify all
three components.

3. Relationship polarity and strength analysis: We have constructed a novel fea-
ture space that includes not only the commonly accepted lexical features (e.g.,
uni-grams), but also features that can capture both the semantic and structural
aspects of a relationship. We then build Support Vector Machine (SVM) and
Support Vector Regression (SVR) models to learn the polarity and strength of a
relationship, respectively.

4. Relationship integration and visualization: This module integrates the previously
extracted relationships into networks and summarizes them based on polarity and
strength. An interactive graphic user interface is also implemented to allow user
intuitively view and explore these networks.

The overall architecture of the proposed system is depicted in Figure 1.
The remainder of this chapter will be structured as follows: Section 2 briefly re-

views the studies that are most germane to the proposed system; Section 3 details the
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Fig. 1 System architecture: main functional modules

implementation for named entity recognition; Section 4 describes the verb-centric
approach that recognizes and extracts binary relationships; Section 5 first discusses
the novel features that are designed to capture both semantic and structural fea-
tures of a relationship and then presents different feature selection strategies to-
wards building robust SVM and SVR models for polarity and strength prediction;
Section 6 describes the visualization tool; Section 7 presents the evaluation results
to demonstrate the effectiveness of each module; finally, Section 8 identifies several
limitations in the current system and concludes the entire chapter.

2 Related Work

The proposed system is related to three areas: named entity recognition, relationship
extraction, and opinion mining. We review the most relevant studies in this section.

2.1 Named Entity Recognition (NER) in Biomedical Text

Three mainstream approaches have been adopted to recognize entities in biomedi-
cal text: (1) dictionary-based; (2) rule-based; and (3) machine learning. The first ap-
proach recognizes entities of interest by matching them with entries in a dictionary,
such as the Unified Medical Language System (UMLS) MetaThesaurus [1, 3, 46].
This approach often achieves high precision but its recall heavily depends on the
quality of the dictionary. The rule-based approach relies on rules that are often hand-
crafted using the common orthographical features in a name, e.g., the use of cap-
ital letters and digits [5, 9, 16, 45]. Balanced precision and recall can be achieved
by this approach but it is a demanding task to construct good and generic rules.
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Finally, sequence-based machine learning algorithms such as Hidden Markov Model
(HMM) and Conditional Random Field (CRF) have been frequently adopted for the
NER task [34, 39, 51]. The advantage of these algorithms is that they can recognize
previously unknown entities, but their success is closely linked to the availability
and quality of the training data, which is often time consuming to generate. The
proposed system adopts a primarily dictionary-based approach using the UMLS
MetaThesaurus and the USDA Food Database [49].

2.2 Relationship Extraction

Relationship extraction is often considered as a task that takes place after NER.
Three main approaches have been applied in the past to extract relationship, namely,
the co-occurrence based, rule-based and machine learning approaches. In the co-
occurrence approach, if two entities frequently collocate with each other, a relation-
ship is inferred between them [44, 18, 31]. A natural extension to this approach is the
link-based approach. Two entities are considered to have a relationship if they co-
occur with a common entity [25, 42, 47]. On the other hand, rule-based techniques
heavily reply on NLP techniques to identify both syntactic and semantic units in
the text. Handcrafted rules are then applied to extract relationships between entities.
For instance, Fundel et al. construct three rules and apply them to a dependency
parse tree to extract the interactions between genes and proteins [10]. Feldman in-
troduces a template in the form of NP1-Verb-NP2 to identify the relation between
two entities corresponding to two noun phrases, NP1 and NP2, respectively [7].
Many rule-based studies often predetermine the relationship categories using target
verbs such as ‘inhibit’ and ‘activate’ or negation words such as ‘but not’ [17, 37, 48].
Finally, Machine learning approaches such as SVM and CRF have also been used
to extract relationships [2, 12, 15]. These approaches are supervised and require
manually annotated training dataset, which can be expensive to construct. All these
approaches typically assume that the entities of interest are either predetermined or
can be satisfactorily recognized by the NER task. The proposed verb-centric ap-
proach (Section 4). does not make such an assumption [40]. In addition, it does not
require handcrafted rules.

2.3 Polarity and Strength Analysis

Although only a couple of existing studies were conducted in the past to analyze
the polarity and strength of relationships in biomedical text [32, 43], the concept
is not new. Such tasks are commonly referred to as opinion mining or sentiment
analysis and have gained increasing attention in the past few years [22, 26]. Existing
work however primarily focuses on text created by day-to-day web users such as
product reviews and blogs. Both supervised and unsupervised approaches have been
proposed in the past [28, 30, 36, 6]. These approaches are mostly lexicon-based. For
instance, adjectives and adverbs are routinely employed to detect the polarity of a
review [6]. This however does not apply to formally written biomedical articles,
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as adjectives and adverbs are used sparingly. In addition, semantics-based structure
information can play an important role in the latter case.

2.4 Relationship Integration and Visualization

Most existing studies in biomedical text analysis stop short of integrating the ex-
tracted relations into networks and present them in a user-friendly interface for user
interactions. However, there are a few exceptions including web-based systems such
as ArrowSmith, iHop, and STITCH [41, 14, 24]. Again, all these systems are pri-
marily concerned with relationships among proteins and genes. They however serve
as excellent examples to demonstrate the importance of data integration and intuitive
data representation.

3 Named Entity Recognition

The UMLS Metathesaurus–the largest vocabulary that contains biomedical and
health-related concepts, common terms, and the relationships among them–is used
to recognize the following entity types: foods, diseases, chemicals, genes, and pro-
teins. Specifically, we use the companion software program MetaMap [1] to map
terms in an abstract to those in the Metathesaurus. Given a phrase such as “gastric
cancer”, MetaMap often returns multiple mappings. As shown in Table 2, a total
of 5 mappings are returned, where each row identifies one mapping. The first two
numbers are the mapping and evaluation scores in [0,1000] (a perfect mapping), and
the last field identifies the semantic type (e.g., disease) of the term given a mapping.

Table 2 The MetaMap results for the term “Gastric Cancer”. It is likely of the following
semantic types: neoplastic process (neop), invertebrate (invt), and Biomedical Occupation or
Discipline (bmod).

1000 1000—C0024623—Malignant neoplasm of stomach—Gastric Cancer—neop—
1000 1000—C0699791—Stomach Carcinoma—Gastric Cancer—neop—
888 861—C0038351—Stomach—Gastric—bpoc— —Cancer Genus—Cancer—invt—
888 861—C0038351—Stomach—Gastric—bpoc—Malignant Neoplasms—Cancer—neop—
888 861—C0038351—Stomach—Gastric—bpoc—Specialty Typ cancer—Cancer—bmod—

Among all the returned mappings in Table 2, which one is the most likely? To an-
swer this question, we employ two heuristics: (1) Let us denote the highest mapping
score as Sh. We first select all the mappings whose mapping score is in [Sh −δ ,Sh],
where δ is a user-defined parameter and set to 50 in our evaluation; and (2) we
then examine these selected mappings and select the most frequently mentioned se-
mantic type to label the term of interest. Take the case in Table 2 as an example
and let δ = 150. All five mapping will be selected, among which the semantic type
“neap” (neoplastic process) is the most frequent (3 times). The term “gastric can-
cer” is therefore labeled as “neop”, which is a disease. The rationale behind these
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heuristics is that the mappings returned by MetaMap with the highest score are not
necessarily the best mapping due to the stochastic nature of the algorithm. It is possi-
ble that one entity might be associated with multiple semantic types using the above
approach. Note that we have manually grouped the 135 UMLS semantic types into
the five types of interest after removing irrelevant types (e.g., bird).

3.1 Improving the Performance of Food Recognition

MetaMap can identify most food-describing phrases. However, it sometimes fails
to correctly identify common whole foods, “kiwi” and “grape seeds”. To address
this issue, we employ the USDA (United States Department of Agriculture) food
database [49] as well. Given a sentence, we first build its parse tree using the Penn
TreeBank parser [35]. We then focus on the noun phrases in the sentence. For each
multi-word noun phrase, we consider all of its subsequences and obtain a mapping
score in [0,1] for each subsequence. This score is determined by the following fac-
tors: (1) the relative length and location of a subsequence in the noun phrase: the
longer and the closer to the end of the phrase, the better; (2) the location of the
match in a USDA food entry: the nearer to the start, the better; and (3) the num-
ber of words matched with a USDA food entry: the more, the better. If the highest
mapping score of a noun phrase is greater than a threshold (e.g., 0.5), we label it as
food.

We next combine the UMLS-based and USDA-based approaches to finalize the
list of food entities. A term will be labeled as food if it is labeled by either or both
methods. The UMLS-based label is chosen should a conflict arise. This ensemble
method proves to be effective and achieves an F-score of 0.95, compared to 0.85
and 0.64 if only UMLS or USDA database is used.

3.2 Abbreviations and Co-reference Recognition

The use of abbreviations is a common practice in scientific writing, for instance,
SERM for “selective estrogen receptor modulator”. Co-reference is another com-
monly employed linguistic feature where multiple phrases refer to the same referent.
We identify abbreviations based on the observation that they are frequently speci-
fied within parentheses right after the long form. We have designed an algorithm
to identify the following forms of abbreviations: (1) acronyms, e.g., SERM for “se-
lective estrogen receptor modulator”; (2) those that correspond to a non-contiguous
subsequence of the long form, e.g. “nucleophosmin-anaplastic lymphoma kinase”
as NPM-ALK; and (3) the abbreviations that are constructed using a combination of
initials and a whole word, e.g., “estrogen receptor beta” as ERbeta. Co-references
are recognized using the OpenNLP toolkit. It takes the entire abstract as input and
identifies all the co-references. We then go over these co-references and retain those
whose referent is an entity of interest, abbreviated or not.
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4 Verb-Centric Relationship Extraction

The relationship extraction algorithm identifies and extracts relationships at the
sentence level. Given a sentence, the following two criteria are used to determine
whether it contains a relationship: 1) it needs to contain at least one recognized en-
tity; and (2) it contains a verb that is semantically similar to one of the 54 verbs listed
in the UMLS Semantic Networks. We use WordNet [8] and VerbNet [21] to iden-
tify semantically similar verbs. These criteria are drawn from carefully analyzing a
collection of 50 randomly selected abstracts downloaded from PUBMED.

Once a sentence is determined to contain a relationship, the following steps are
taken to extract all the binary relationships contained within:

• Step 1. split a compound sentence into simple sentences if necessary;
• Step 2. identify the main verb in each simple sentence, where a main verb is the

most important verb in a sentence and states the action of the subject.
• Step 3. recognize the two participating entities of each main verb;
• Step 4. handle the “between . . . and . . .” structure;

We next describe each step in detail.
Step 1. To partition a compound sentence into multiple semantic units we an-

alyze the sentence-level conjunctive structure using the OpenNLP parser. A list of
conjunctions is retrieved from the parse tree of the sentence. The parent sub-tree of
each conjunction is then retrieved. If the parent sub-tree corresponds to the entire
input sentence the algorithm asserts that it is a sentence level conjunction. It then
uses the conjunctions to break the sentence into smaller semantic units.

Step 2. To find the main verb(s), the algorithm considers the parse tree of a sen-
tence generated by the OpenNLP parser. It traverses the parse tree using the preorder
traversal and continuously checks the tags of each right sub-tree until it reaches the
deepest verb node of a verb phrase. This verb is then considered the main verb of
the sentence. For instance, using this approach, the verb “associated” is correctly
identified as the main verb in the sentence Phytoestrogens may be associated with
a reduced risk of hormone dependent neoplasm such as prostate and breast cancer.
We assume that each main verb corresponds to one action-based relationship (e.g.,
A affects B) and use it to identify the involved entities.

Step 3. For each main verb, a proximity-based approach is adopted to identify its
two involved entities. Specifically, we take the entities located immediately to the
left and to the right of a main verb in the same semantic unit as the two participating
entities. For this proximity-based approach to work effectively, we however have to
tackle the following issues: (1) the NER module might not recognize all the entities
of interest. We term this as the missing entity issue; (2) the incomplete entity issue,
where the entity identified by the NER is part of a true entity. For instance, only the
word “equol” in the phrase “serum concentration of equol” is labeled as “chemical”
and (3) the co-ordinated phrases, for instance, B, C and D inA activates B, C and
D. A co-ordinated phrase essentially defines a one-to-many or many-to-one rela-
tionship. To tackle these three issues, we rely on both dependency parse trees and
linguistic features.
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For the missing entity issue, we first observe that many of these missing entities
are either a subject or an object in a sentence. We therefore address this issue by
identifying the subject and object in a sentence using the Stanford NLP Parser [4].

To handle the incomplete entity issue, we search the preposition phrase around an
entity and merge it with this entity. This is based on our analysis over the incomplete
entities. As an example, the NER module in Section 3 only extracts “equol” and
“dietary intake” as entities from the sentence . . . serum concentration of equol and
dietary intake of tofu and miso soup . . .. By recognizing the preposition phrase right
before or after these two labeled entities, the program is able to identify the two
entities in their full forms, i.e., “serum concentration of equol” and “dietary intake
of tofu and miso soup”.

Finally, to address the one-to-many or many-to-one relationships as a result of
co-ordinated structures, we utilize the dependency parse tree to first recognize such
structures. We then merge the co-ordinated entities into one compound entity. This
allows us to correctly establish the one-to-many and many-to-one relationship us-
ing the main verb identified earlier. The merged compound entity will be split into
individual entities as they are when we produce the final binary relationships.

Step 4. A special case in describing a relationship is the use of between . . . and . . .
template. The approach described earlier cannot handle this structure. We therefore
treat such cases separately. Consider the sentence Few studies showed protective ef-
fect between phytoestrogen intake and prostate cancer risk. We first analyze its parse
tree to identify the two prepositions “between” and “and”. We then identify the en-
tity after “between” and before “and” as the left entity, the one immediately after
“and” as the right entity. The relationship depicting phrase is constructed by using
the main verb plus all the words between the main verb and the word “between”.
Therefore, the binary relationship of the sentence stated above is (phytoestrogen
intake, showed protective effect, prostate cancer risk).

5 Relationship Polarity and Strength Analysis

As described in Table 1, a relationship can be categorized into four types according
to its polarity: positive, negative, neutral, and not-related. Furthermore, a relation-
ship of any polarity can be rated at three levels according to its strength: weak,
medium, and strong. In Section 2.3, we argue that lexical features adopted in tradi-
tional opinion mining approaches are not suitable for relationships extracted from
biomedical literature articles. In this section, we first describe a list of new features
that are designed to capture not only the lexical, but also the semantic, and structural
characteristics of a relationship. We then describe a wrapper-based feature selec-
tion method to identify the features that are effective at modeling the polarity and
strength of relationships.
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5.1 Feature Space Design

Given a relationship-bearing sentence s, at this point, we have identified all the en-
tities and their semantic types contained in s using the algorithm described in Sec-
tion 3. In addition, the relationship-depicting phrase (RDP) between two related en-
tities has also been recognized by applying the verb-centric algorithm in Section 4.
For example, the sentence Intake of soy products reduces the risk of breast cancer.
has been automatically annotated as {\food Intake of soy products} {\RDP reduces
the risk of} {\disease breast cancer}. Such annotated sentences will be used to
construct three types of features including unigrams, bigrams, and semantics based
sequential features.

Part-of-speech based unigrams: Given an annotated sentence, we consider the
following two regions to identify its unigrams: (1) the RDP only, and (2) the RDP-
centered neighborhood, which centers at the RDP and spans from the left boundary
of the entity immediately preceding the RDP to the right boundary of the entity
immediately succeeding the RDP. In our empirical evaluation, the RDP-only region
delivers better performance. The unigram features are identified as follows: We first
remove all the non-content words (e.g. the, and). We then normalize the unigrams
such that different grammatical variations of the same root word (e.g., increase,
increasing, and increases) will be treated as a single unigram. We next augment our
list by obtaining the synonyms of each unigram from WordNet. We also identify all
the verbs in our unigram list. For each verb we use VerbNet to identify its semantic
class and add all the verbs in the class to the unigram list as well. Note that the
unigrams are organized into equivalence classes, each corresponding to a set of
synonyms of a given word.

Two sources are used to determine the part-of-speech (POS) tag of a given un-
igram: (1) Penn Tree Bank Parser: We use it to first generate a parse tree for a
relationship-bearing sentence and then extract the POS tag for each individual uni-
gram using the parse tree; and (2) WordNet: The parse tree rendered by the above
parser is probabilistic by nature. As a result, sometimes, the POS tag of a unigram
can be either missing or incorrect. In such cases we use the POS from WordNet as
the default POS value.

Bigrams: We observe that bigram features (e.g., significantly increase) are com-
mon in our dataset and thus hypothesize that they might have positive effect on the
final strength prediction. To construct bigram features, we use a public dataset con-
sisting of bigrams that commonly appear in PUBMED. We use all the bigrams that
have a term frequency and document frequency of at least 10000 in the dataset.

Semantics-based sequential features: This type of features is designed due to our
observations that the semantic types of the entities and their order of occurrence in-
volved in a relationship can influence the polarity of a relationship. For instance, the
sentence {\food Soy consumption} {\RDP significantly decreased} {\disease can-
cer risk} has a positive polarity. But the next sentence {\chemical Phytoestrogens}
{\RDP are responsible for decreased} {\protein CYP24 expression} is neutral. we
construct these features at three different levels: entity, phrase, and sentence.
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Features to capture the Binary-ternary sequential structure: Let E represent a
bio-entity including relationship and R represent a RDP. These features capture the
semantic neighborhood of R in the form of E −R−E (ternary), E −R or R−E
(binary). In other words, only the immediately preceding or succeeding entity is in-
cluded in the neighborhood. The E −R or R−E case exists due to either flaws in
the entity recognition algorithm or the complexity in the sentence structure. We then
examine the semantic types of the involved entities, which can be one of the follow-
ing: foods, diseases, chemicals, genes and proteins. A total of 35 binary dimensions
are created to capture the 35 possible sequential features. For the two sentences in
the above paragraph, their respective sequential structures are f ood −R− disease
and chemical−R−disease.

Features to capture the k-ary sequential structure: These features capture the se-
mantics based sequential structures at the sentence level. Rather than just
focusing on the RDP-based neighborhood within the sentence, we take all the bi-
ological entities contained within a sentence into account. For example the sen-
tence {\chemical Genistein}, a natural {\chemical isoflavonoid} found in {\food
soy products}, {\RDP has been shown to inhibit cell growth and induce apopto-
sis} in a wide variety of cell lines exhibits the following K-ary sequential structure
chemical− chemical− f ood− relationship.

5.2 Feature Selection

In this step, we adopt a wrapper-based method to select the features that can accu-
rately predict the polarity and strength of relationships [11]. Specifically, we build
multi-stage Support Vector Machine (SVM) models to classify the four types of re-
lationship polarity by using different subsets of the above features; whereas Support
Vector Regression (SVR) models are employed to predict the relationship strength at
three levels. We then calculate the classification accuracy of these different models
by applying them to a test set. The subset of features that deliver the best perfor-
mance will be selected for polarity and strength prediction.

Feature selection for polarity analysis: Since SVM is a binary classifier, we
use two different methods to build a multi-stage classifier to handle the four po-
larity classes: (1) one vs. all (1 vs. A) and (2) Two vs. Two (2 vs. 2). In 1 vs. A,
we first build a SVM to separate positive relationships from negative, neutral and
no-relationship. We then build a SVM to separate negative from neutral and no-
relationship. Finally we separate neutral from no-relationship. Such an ordering is
chosen on the basis of both manual observations and empirical evaluation. In the 2
vs. 2 method, we build a SVM to separate neutral and no-relationships first from
positive and negative ones. We then build two other SVMs to separate between
neutral and no-relationship and between positive and negative relationships, respec-
tively. The above combination strategy is based on analyses of our dataset, which
shows that positive and negative relationships often exhibit similar characteristics
when compared against the other two types.
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Feature selection for strength analysis: We build the SVRs using different fea-
tures without distinguishing the polarity of the training records. We also tried a
variation of this approach by building individual SVRs for each polarity value but
found that polarity has negligible effect on strength analysis.

Kernel selection: We employ four kernel functions when building a SVM or
a SVR, including linear, sigmoid, polynomial and radial-bias function (RBF). We
explore a variety of kernel combinations for building the multi-stage classifiers for
polarity analysis as reported in Section 7.

6 Relationship Integration and Visualization

In this module, all the extracted entities, their relationships, and their polarity and
strength are stored into a relational database (MySQL). They are then joined to-
gether to construct a set of networks. The Prefuse visualization toolkit [13] is uti-
lized to render these networks with flexible user interactivity. Figure 2 shows a
screenshot of a visualized network centered at “soy”. Each node in this figure rep-
resents a named entity, of which the semantic type is indicated by the color of a
node (e.g., green for foods). An edge between two nodes indicates the presence of
a relationship. The color of an edge varies according to a relationship’s polarity and
the thickness of an edge varies according to strength. A user can click any entity in
the network to highlight its immediate neighbors. He can also search this network.
The matched nodes will be highlighted and the entire network will be re-centered.

Fig. 2 A screenshot of a food-disease network drawn from 50 PUBMED abstracts that con-
tain “soy” and “cancer”
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7 Evaluation

In this section, we evaluate the performance of the Named Entity Recognition mod-
ule (Section 3), the verb-centric relationship extraction algorithm (Section 4), and
the new features designed for relationship polarity and strength classification (Sec-
tion 5). Three datasets are used for the evaluation. As shown in Table 3, each dataset
consists of a number of abstracts downloaded from PUBMED using the following
keywords respectively: soy and cancer, betacarotene and cancer, and benzyl and
cancer. These three datasets altogether consist of around 1400 sentences, of which
800 contain a binary relationship. The distribution of these sentences according to
polarity and strength is shown in Table 4.

Table 3 Evaluation datasets

ID Keywords #(Abs.)
1 soy and cancer 50
1 betacarotene and cancer 80
1 benzyl and cancer 40

Table 4 Distribution of the relationships by polarity and strength, respectively

#(Positive) #(Negative) #(Neutral) #(Not-related) #(Weak) #(Medium) #(Strong)
447 143 117 93 135 558 107

To evaluate our algorithm, we first manually annotated all the entities of interest
(e.g., foods), relationships, the polarity and strength of each relationship in all the
datasets. The following is an example of an annotated sentence: {\chemical soy
isoflavones} {\RDP 1+ are likely to be protective of} {\disease colon cancer} and
to be well tolerated, where “1+” indicates that this relationship is positive (+) with a
weak (1) strength. The manual annotation was done independently by a group of five
members. All members are graduate students who have been analyzing biomedical
text for at least one year. To reduce potential subjectivity in the manual annotation,
we combine the five versions of annotations from the five members into one version
using majority rule policy. Manual intervention was required for this task as we
could not find a majority vote for some sentences. In this case, a group discussion
was invoked to reach an agreement. Note that we did not evaluate our algorithm
using existing public datasets such as the BioCreative datasets [23] because such
datasets often focus on genes and proteins, whereas we are concerned with also
foods, chemicals, diseases, and their relationships.

7.1 Evaluation of the Named Entity Recognition Module

We evaluate the entity extraction module using three measurements: precision (p),
recall (r) and the F-score (2pr/(p+r)). Table 5 presents the evaluation results of this
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module using Dataset 1. We observe that food entities achieve the best results. This
is due to the usage of both the UMLS and USDA food databases. The recognition of
co-references and abbreviations increases the combined F-score by 1.5Overall, our
ER module achieves a balanced precision and recall.

Table 5 Performance of the named entity recognition module

Type #entities Precision Recall F-score
Food 313 0.9657 0.9306 0.945
Chemical 788 0.7718 0.8753 0.82
Disease 265 0.8148 0.9000 0.855
Protein-Gene 364 0.8796 0.8769 0.878
Combined 1730 0.8980 0.8896 0.8940

We also evaluate the NER module using the GENIA V3.02 corpus [33]. This
corpus consists of 2000 abstracts from MEDLINE extracted using the terms “hu-
man”, “blood cells” and “transcription factors”. Following a similar protocol in the
JNLPBA entity recognition contest [34], we simplify the 36 entities types in GENIA
to Proteins, Genes, and Chemicals. We then run our ERE module over 500 abstracts
randomly selected from the corpus. Table 6 lists the evaluation results of our al-
gorithm and the top three performers in the JNLPBA contest. Note that all these
algorithms use supervised methods (e.g. SVM), are trained over 2000 abstracts and
tested over 404 abstracts. In contrast, our algorithm is unsupervised and does not
require training time. This demonstrates that our method is comparable with these
programs in precision, but with a significantly higher recall.

Table 6 Performance comparison of the NER module with other leading methods

Algorithm Precision Recall F-score
GENIA System 1 (Zhou) 0.694 0.760 0.726
GENIA System 2 (Fin) 0.686 0.716 0.701
GENIA System 3 (Set) 0.693 0.703 0.698
Our algorithm 0.690 0.830 0.754

7.2 Evaluation of the Relationship Extraction Algorithm

We use the same three measure–precision, recall and F-score–to evaluate the perfor-
mance of the verb-centric relationship extraction algorithm. Given a relationship-
bearing sentence, it is considered as a true positive if (1) the algorithmically
extracted relationship-depicting phrase (RDP) overlaps with the manually annotated
RDP, or (2) these two RDPs agree on the same main verb. Otherwise, the sentence
is considered as a false positive. A false negative corresponds to a sentence that is
manually annotated as relationship-bearing but not by our algorithm.
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To first demonstrate the advantage of the proposed verb-centric approach, we also
compare it with a rule-based approach, where a rule NP1-VP-NP2 is used. Accord-
ing to this rule, a relationship is composed of a verb phrase and two noun phrases.
Furthermore, these noun phrases are labeled as entities of interest. We refer to this
approach as the NVN method. We also study the effect of the three entity-related
issues–missing, incomplete, and co-ordinated using the NVN algorithm. The results
are shown in Table 7. One can observe that there is a gradual improvement in the
performance using the NVN method. This indicates the necessity and importance of
handling these entity-related issues.

Table 7 Effect of the missing,incomplete, and co-ordinated entity handling using Dataset 1

Algorithmm Precision Recall F-score
NVN without missing,incomplete, and co-ordinated entity handling 0.79 0.82 0.805
NVN wih missing entity handlingn 0.80 0.87 0.843
NVN with missing, incomplete, co-ordinated entity handling 0.84 0.89 0.855
Verb-centric relationship extraction 0.96 0.90 0.931

We also consider a more rigid criterion where we not only compare whether
the algorithmically executed RDPs match with their manual counterparts, but also
consider the entities involved in a relationship. Table 8 reports the results on all
three datasets based on this criterion. These results demonstrate the effectiveness
of the verb-centric approach, including the strategies we have introduced to handle
missing, incomplete and co-ordinated entities.

Table 8 Evaluation results of the verb-centric approach on all three datasets

Precision Recall F-score
Dataset 1 0.945 0.868 0.902
Dataset 2 0.858 0.844 0.851
Dataset 3 0.905 0.861 0.883

7.3 Evaluation of Relationship Polarity and Strength Analysis

We report the feature selection results (Section 5.2) in this section. These results
demonstrate that the proposed feature space can effectively predict the polarity and
strength of the relationships extracted from biomedical literature. At the same time,
they also indicate that not every feature contributes equally to the two problems
under study. We perform 10-fold cross validation throughout our evaluation using
all three annotated datasets. Classification accuracy is used to measure the perfor-
mance of each SVM, whereas prediction accuracy is used for each SVR. We use the
SVMLight package by [19] for our experiments.

Figure 3 lists the model accuracy for polarity analysis based on various feature
combinations and kernel functions. From this figure, one can observe that the pos-
itive polarity constantly has high accuracy for both methods as compared to the
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Fig. 3 Polarity classification results using the 2 SVM schemas and different feature sets.
Column notations: L1–level 1 of the SVM, L2–level 2 of the SVM, L–linear kernel,
P–polynomial kernel), R–RBF kernel, OA–overall accuracy, + (Positive), - (Negative),
= (Neutral), ! (No-relationship). Feature notations: 1–Penn Treebank based Unigram, 2–
unigrams with WordNet based POS correction, 3–Binary semantics-based features), 4–K-ary
semantics-based features, 5–bigrams. The top three models are highlighted. Note that the
standard error is that of the overall accuracy.

other polarities. One main reason we believe is that the annotated corpus has a large
number of positive examples (Table 4). We also observe that the “not-related” has
a constantly high accuracy and is not influenced by other feature combinations.
The reason behind this is that the unigrams found in the relationships that have
“not-related” polarity often contain unique negation terms such as “no” and “not”.
Therefore unigrams alone are often sufficient. The accuracy of neutral relationships
is low because neutral and positive relationships tend to contain identical unigrams
and exhibit similar semantics-based sequential structures. We can also observe that
the (1 vs. All) SVM schema behaves differently than the (2 vs. 2). The highest over-
all accuracy of (1 vs. all) is 0.89, generated by using unigrams only. For (1 vs. All),
we cannot however find any particular combination of kernels that constantly pro-
duce a high accuracy. In contrast, in the (2 vs. 2) schema, the linear and polynomial
kernel combination tends to produce good results. In addition, (2 vs. 2) in general
outperforms (1 vs. all) regardless of the feature set under use. We hence conclude
that the (2 vs. 2) scheme is preferred.

Regarding an optimal feature subset for polarity analysis, one can observe from
Figure 3 that the highest overall accuracy is 0.91 and is generated by a feature com-
bination of POS-based unigrams and K-ary semantics-based sequential features, re-
gardless of whether WordNet is used to correct the POS of a unigram or not. In
addition, we notice that the inclusion of bigrams does not improve accuracy but
rather reduce the accuracy. This agrees with results reported in previous studies.
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Fig. 4 Strength prediction results using different feature sets. Feature notations: 1–Penn
Treebank based Unigram, 2–unigrams with WordNet based POS correction, 3–Binary
semantics-based features), 4–K-ary semantics-based features, 5–bigrams. A linear kernel is
used to general all the results. Note that the standard error is that of the overall accuracy.

We have also built various SVR models using different feature combinations for
strength analysis. The average accuracy from 10-fold cross validation is shown in
Figure 4. Note that all the results are generated using a linear kernel based SVR.
From this figure, we observe that all the feature combinations deliver approximately
similar high-quality results. In other words, the addition of bigrams and semantics-
based structural features does not improve the overall performance. This indicates
that using unigrams alone is sufficient for the strength prediction task. The main
reason behind this phenomenon is that unlike polarity of a relationship, the strength
of a relationship is often directly associated with the specific words used in the
relationship-depicting phrase. For instance, the sentence Soy consumption signifi-
cantly reduces the risk of cancer. has a strong strength. The word “significantly”
carries the most weight for the SVR model to make the correct prediction. This also
explains why the addition of other semantics based features does not help in general.

8 Discussions and Conclusion

In this chapter, we present an information extraction system to systematically extract
relationships from biomedical articles. We specifically focus on articles originated
in a relatively new scientific discipline, i.e., nutritional genomics. The primary goal
is to build food-disease-gene networks that capture the complex relationships among
five types of bio-entities: foods, diseases, chemicals (or nutrients), genes, and pro-
teins. Through interactive visualization techniques, we expect such networks will
provide both health professionals and the general public the most up-to-date re-
search results in nutritional genomics. We also expect that these networks can facil-
itate biomedical researchers to form evidence-based hypotheses.

From a technical point of view, we have proposed an effective verb-centric
approach for relationship extract. Furthermore, we have introduced two new concepts–
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relationship polarity and strength, which allows one to examine the multi-faceted
nature of a relationship. More importantly, the identification of polarity and strength
allows one to quantitatively describe the extracted food-disease-gene networks,
thereby presenting the general public a much-needed, concise summary of recent
research findings.

We empirically evaluate this system on three small datasets. The results are
promising. This system, however, exhibits several limitations. First, the current
system was only evaluated based on three relatively small datasets. Second, it
lacks the ability to recognize synonymous entities. For instance, “soy products”
and “soy food” are currently treated as two different entities. Third, it is unable
to detect the following relationships between entities of the same semantic type:
“is-a”, “component-of”, “part-of”, and “instance-of”. It is important to address the
above two limitations, since such information will have a significant impact over the
connectedness of the resulted food-disease-gene networks. Fourth, the extracted re-
lationships are currently categorized by their polarity and strength. It is also nec-
essary to categorize these relationships based on semantics, for example, based on
the actual verbs employed in a relationship-depicting phrase (e.g., “increase” and
“inhibit”). Finally, the graphic user interface needs extensive user studies to ensure
its usability and user-friendliness. The authors are currently investigating a variety
of strategies to overcome these limitations.

Glossary: Binary relationship extraction, Food-disease-gene networks, Nutritional
genomics, Relationship polarity and strength, Relationship integration and visual-
ization, Semantics-based sequential features.
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Mining Tinnitus Data Based on Clustering
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Abstract. Tinnitus problems affect a significant portion of the population and are
difficult to treat. Sound therapy for Tinnitus is a promising, expensive, and complex
treatment, where the complete process may span from several months to a couple
of years. The goal of this research is to explore different combinations of important
factors leading to a significant recovery, and their relationships to different category
of Tinnitus problems. Our findings are extracted from the data stored in a clinical
database, where confidential information had been stripped off. The domain knowl-
edge spans different disciplines such as otology as well as audiology. Complexities
were encountered with temporal data and text data of certain features. New tem-
poral features together with rule generating techniques and clustering methods are
presented with a ultimate goal to explore the relationships among the treatment fac-
tors and to learn the essence of Tinnitus problems.
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1 Introduction

Tinnitus affects a significant portion of the population. It is rather a symptom than
a disease. The definition of Tinnitus based on its individual characters was well
discussed by Jastreboff [5]. For many years, Tinnitus was believed impossible to
be treated. Not until recently, Tinnitus Retraining Therapy (TRT), which has been
developed by Jastreboff (for details, see [5] and [4]) is a promising, complex, and
expensive treatment based on the neurophysical model of tinnitus, and is aimed at
inducing and sustaining habituation of tinnitus-evoked reactions and tinnitus percep-
tion (neurophysiology is a branch of science focusing on the physiological aspect
of nervous system function (for details, see [5])). On one hand, TRT has provided
relief for many patients as well as generated a high volume of medical data in the
format of matrix-in-matrix, which is not suitable for traditional data mining algo-
rithms. On the other hand, due to the fact that objective methods are lacking to detect
Tinnitus symptoms, it is also interesting for the clinical doctors to be able to learn
the essences of Tinnitus through the audiological evaluation data. Thus, the authors
started their initial research by exploring the relationships among the complex fac-
tors of the treatment and recovery patterns in different categories of patients for the
purpose of optimizing the treatment process as well as learning the essence of the
Tinnitus problems.

The rest of this section will focus on the basic domain knowledge necessary to
understand TRT and its data collection.

1.1 TRT Background

The domain knowledge for tinnitus involves many disciplines, primarily including
otology and audiology. Tinnitus appears to be caused by a variety of factors in-
cluding exposure to loud noises, head trauma, and a variety of diseases. An in-
teresting fact is that Tinnitus can be induced in 94% of the population by a few
minutes of sound deprivation [2]. Decreased sound tolerance frequently accompa-
nies tinnitus and can include symptoms of hyperacusis (an abnormal enhancement
of signal within the auditory pathways), misophonia (a strong dislike of sound) or
phonophobia (a fear of sound) [5]. Past approaches to treatment tend to have been
based on anecdotal observations and treatment often focused on tinnitus suppres-
sion. Currently a wide variety of approaches are utilized, ranging from sound use
to drugs or electrical or magnetically stimulation of the auditory cortex. Jastreboff
[4] proposed an important new model (hence treatment) for tinnitus that focuses
on the phantom aspects of tinnitus with tinnitus resulting exclusively from activ-
ity within the nervous system that is not related to corresponding activity with the
cochlea or external stimulation. The model furthermore stresses that in cases of
clinically-significant tinnitus, various structures in the brain, particularly the limbic
and autonomic nervous system, prefrontal cortex, and reticular formations play a
dominant role with the auditory system being secondary. Tinnitus Retraining Ther-
apy (TRT), developed by Jastreboff, is a treatment model with a high rate of success
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(over 80% of the cases) and is based on the neurophysical model of tinnitus. Tin-
nitus Retraining Therapy ”cures” tinnitus-evoked reactions by retraining its associ-
ation with specific centers throughout the nervous system, particularly the limbic
and autonomic systems. The limbic nervous system (emotions) controls fear, thirst,
hunger, joy and happiness and is involved in learning, memory, and stress. The lim-
bic nervous system is connected with all sensory systems. The autonomic nervous
system controls functions of the brain and the body over which we have limited
control, e.g., heart beating, blood pressure, and release of hormones. The limbic and
autonomic nervous systems are involved in stress, annoyance, anxiety etc. When
these systems become activated by tinnitus-related neuronal activity (tinnitus signal)
negative symptoms are evoked [5]. Unfortunately, many patients seeking treatment
other than TRT are often told that nothing can be done about their tinnitus. This can
have the negative effect of enhancing the limbic nervous system reactions, which
then can cause strengthening of the negative effect of the tinnitus on a patient (see
Fig. 1: [5]).

 

Fig. 1 Block diagram of the neurophysiological model of tinnitus

TRT is aimed at evoking and sustaining habituation of tinnitus-evoked reactions
and tinnitus perception. Degree of habituation determines treatment success, yet
greater understanding of why this success occurs and validation of the TRT tech-
nique will be useful [1]. The ultimate goal is to lessen or eliminate the impact of
tinnitus on the patient’s life [5]. Jastreboff has observed statistically significant im-
provement after three months and treatment lasts approximately 12-18 months.

1.2 TRT Data Collection

Tinnitus Retraining Therapy combines medical evaluation, counseling and sound
therapy to successfully treat a majority of patients. Based on a questionnaire from
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the patient as well as an audiological test, a preliminary medical evaluation of pa-
tients is required before beginning TRT. Sensitive data from the medical evaluation
is not contained in the tinnitus database O presented to the authors (except that Jas-
treboff maintains this data). Much of this data would contain information subject to
privacy concerns, a consideration of all researchers engaged in medical database ex-
ploration. Some medical information, however, is included in the tinnitus database
such as a list of medications the patient may take and other conditions that might be
present, such as diabetes.

Category Impact 
of Life 

Tinnitus Subjective 
Hearing Loss

Hyperacusi
s 

Prolonged 
Sound-Induced 
Exacerbation 

Treatment 

0 Low Present -  - - Abbreviated counseling  

1 High Present - - - Sound generators set at mixing point 

2 High Present Present - - Hearing aid with stress on enrichment of the 
auditory background 

3 High Not relevant Not relevant Present - Sound generators set above threshold of hearing 

4 High Not relevant Not relevant Present Present Sound generators set at the threshold; very slow 
increase of sound level 

 
 Fig. 2 Patient Categories

Patient categorization is performed after the completion of the medical evalua-
tion, the structured interview guided by special forms and audiological evaluation,
this interview collects data on many aspects of the patient’s tinnitus, sound toler-
ance, and hearing loss. The interview also helps determine the relative contribution
of hyperacusis and misophonia. A set of questions relate to activities prevented or
affected (concentration, sleep, work, etc.) for tinnitus and sound tolerance, levels
of severity, annoyance, effect on life, and many others. All responses are included
in the database. As a part of audiological testing left and right ear pitch, loudness
discomfort levels, and suppressibility is determined. Based on all gathered informa-
tion a patient category is assigned (see Fig. 2). A patient’s overall symptom degree
is evaluated based on the summation of each individual symptom level, where a
higher value means a worse situation. During a medical treatment, comments may
be recorded by the doctors or nurses together with a treatment category. Beside sur-
veys for the purpose of symptom evaluation, the TRT process also includes sound
therapy, which involves sound parameters for the ear(s), such as mixing point, sup-
pression mask, stochastic resonance (adding low level signal noises), and various
sound levels that are applied to a patient. The TRT emphasizes on working on the
principle of differences of the stimuli from the background based on the fact that the
perceived strength of a signal has no direct association with the physical strength of
a stimulus, using a functional dependence of habituation effectiveness model, in Fig.
3. Therefore, once a partial reversal of hyperacusis is achieved, the sound level can
be increased rapidly to address tinnitus directly.
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Fig. 3 Functional dependence of habituation effectiveness on physical intensity of a sound

2 Information Retrieval

This paper involves the construction of a database D in the desirable format for
classifiers construction based on the database O that was mentioned in the previ-
ous section. It uses the term ”attribute” to refer to a column in the table from the
database O and the term ”feature” to refer to a column in the database D. Also, due
to the intuition of the process in each visit, recovery of any patient with only one
visit cannot be evaluated. Therefore, such records had been removed during the ex-
periments. Features have been developed in this research for the following types of
data: text, continuous temporal data, categorical temporal data, among which con-
tinuous temporal data have standard statistical features (such as average as well as
standard deviation) and new temporal features, as shown in Fig. 4.

Based on subject type, the medical record information for TRT can be grouped
into two types: one is to describe properties of a patient, which are relatively stable
(e.g., gender, age, occupation, marriage status, etc.); another one is to store prop-
erties of a visit of a patient, which may change relatively more frequently than the
former type (e.g., total recovery score, drug prescript, clinical doctor’s comments,
audiological parameters of sound therapy, etc.).

In the light that total visit of each patient during the TRT process varies from
several to, sometimes, over fifteen, the authors of this paper developed different
formulas and algorithms to capture such subtle changes about visit over time and to
transform the sparse data into an ideal data format for traditional classifiers, where
each observation describes a patient.



232 X. Zhang et al.

 

Fig. 4 Features in the Database O

The rest of this section will introduce the features for those three different data
types respectively.

2.1 Mining Text Data

Many of the attributes in the original database that are stored in text format may con-
tain important information which may have correlation to the new feature tinnitus
recovery rate, and to the overall evaluation of treatment method. Some preliminary
work has been done in this area with several text fields that indicate the cause or
origination of tinnitus.

Text mining (also referred to as text classification) involves identifying the re-
lationship between business categories and the text data (words and phrases). For
details, see [14]. This allows the discovery of key terms in text data and facilitates
automatic identification of text that is ”interesting”. The authors designed a new
Boolean feature that indicates if tinnitus was induced by exposure to a loud noise.
When performing extraction on data entered in text format it is important to recog-
nize that the data may have been entered in a non-systematic manner and may have
been entered by multiple individuals. The authors are making the assumption that
careful text mining is worthwhile on the tinnitus database in many of the comment
style attributes. The following are the text mining steps that were used:

• Term extraction transformation was used which performs such tasks as tokeniz-
ing text, tagging words, stemming words, and normalizing words. By this trans-
formation, 60 frequent terms were determined from a text attribute that describes
how tinnitus was induced.

• After reviewing these terms, some terms were determined to be inconsequential
in the domain. These terms were classified as noise words as they occurred with
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high frequency. These terms were then added to the exclusion terms list, which is
used as a reference table for the second run of the term extraction transformation.

• The second Term extraction transformation resulted in 14 terms which are related
to the Tinnitus induced reason of ”noise exposure”. The terms included in the
dictionary table are ”concert”, ”noise”, ”acoustic”, ”exposure”, ”music”, ”loud”,
”gun”, ”explosion”, ”pistol”, ”band”, ”headphone”, ”firecracker”, ”fireworks”,
and ”military”.

• Fuzzy-lookup transformation was applied which uses fuzzy matching to return
close matches from the dictionary table to extract keywords/phrases into the at-
tribute ”keywords”. This attribute indicates whether the induced reason for Tin-
nitus is related to exposure to a noise of some type. As mentioned previously, it
is well recognized that noise in general and impulse noise in particular are the
most common factors evoking tinnitus.

After adding this new attribute to the table, decision tree algorithms were applied
in order to produce relevant rules. Twenty-nine patients have the value of true for
the attribute ”keywords”, where each observation was associated to a patient iden-
tification number. The patients identified by this process can be considered clearly
to have tinnitus induced by noise exposure. The main purpose of the text mining
process is to add extra information to the study in order to improve the accuracy of
the prediction model. While expanding the dictionary table will help improve the
knowledge gained, relaxation of the rules used for text extraction may serve to en-
hance the rate of positive responses. This will be addressed in future work, along
with more text attributes such as patient occupation, prescription medications, and
others.

2.2 Temporal Feature Design for Continuous Data

TRT is a complex process with bunches of treatment as well as symptom parameters
including not only drug prescriptions, but also audiological therapy, counseling, and
evaluations, during which all para-meter values may be subjective to change over
time for each individual patient. Therefore, the treatment-record database is sort of
matrix-in-matrix format, which is not suitable for traditional data mining algorithms.

Temporal features have been widely used to describe subtle changes of continu-
ous data over time in various research areas, such as stream tracer study [9], music
sound classification [11], and business intelligence [6]. It is especially important
in the light of the tinnitus treatment process because examining the relationship of
patient categorization, the total scores, and audiological test results over time may
be beneficial to gaining new understanding of the treatment process. Evolution of
sound loudness discomfort level parameters in time is essential for evaluation of
treatment outcome for decreased sound tolerance, but irrelevant for tinnitus; there-
fore it should be reflected in treatment features as well. The discovered temporal
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patterns may better express treatment process than static features, especially consid-
ering that the standard deviation and mean value of the sound loudness discomfort
level features can be very similar for sounds representing the same type of Tinnitus
treatment category, whereas changeability of sound features with tolerance levels
for the same type of patients makes recovery of one type of patients dissimilar. New
temporal features include:

Sound level Centroid C is a feature of center of gravity of an audiological therapy
parameter over a sequence of visits. It is defined as a visit-weighted centroid.
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where ϕ represents the group of audiological features in the therapy, C is the gravity
center of the sound audiological feature V , V (n) is an audiological therapy feature
V in the nth visit, T means the total number of visits.

Sound level Spread S is a feature of the Root of Mean Squared deviation of an
audiological therapy feature over a sequence of visits with respect to its center of
gravity.
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where ϕ represents the group of audiological features in the therapy, S is the spread
of the audiological feature V , V (n) is a sound level feature V in the nth visit, T
means the total number of visits. Recovery Rate R describes the recovery over time.
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where V represents the total score from the Tinnitus Handicap Inventory in a patient
visit. V0 is the first score recorded from the Inventory during the patient initial visit.
Vk represents the minimum total score which is the best out of the vector of the
scores across visits. V0 should be greater meaning the patient is worse based on the
Inventory from the first visit. Tk is the date that has the minimum total score, T0 is
the date that relates to V0.

A large recovery rate score can mean a greater improvement over a shorter pe-
riod of time. XY scatter plots were constructed using recovery rate compared to
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against patient category, and recovery rate compared to against treatment category
in order to explore potentially interesting patterns and relationships among those
dimensions.

 

Fig. 5 Recovery Rate

2.3 Temporal Feature Design or Categorical Data

During a period of medical treatment, a doctor may change the treatment from one
category to another based on the specifics of recovery of the patients; the symp-
toms of a patient may vary as a result of the treatment; more so, the category of
patient may change over time (e.g., hyperacusis can be totally eliminated and con-
sequently the patient may move from category 3 to 1). Other typical categorical
features, which may change over time in the database O include sound-instrument
types as well as visiting frequencies. Statistical and econometric approaches to de-
scribe categorical data have been well discussed by Powers [7]. In our database,
statistical features such as the most frequent pattern, the first pattern and the last
pattern were used to describe the changes of categorical data over time.

Most frequent pattern MFP counts the pattern, which occurs most frequently for
a particular patient. First and last pattern FP/LP represents the initial and final state
of a categorical attribute respectively.

2.4 System Overview

Our TRT data mining system consists of five parts: data cleaning, feature extraction,
K-means clustering, classification tree construction, and rules generation, as shown
in Fig. 6.

A data cleaning procedure filters out inapplicable patient records. For example,
patient with only one record is impossible to be analyzed. A feature extraction com-
ponent transforms the data from the format of matrix-in-matrix to the desirable one
with minimum information loss for the purpose of constructing classifiers. A K-
means clustering mechanism is applied to produce ideal number of bins for a deci-
sion attribute. Decision tree classifiers are then to be constructed for rules extraction.
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Fig. 6 Two Clusters

3 Experiments and Results

Tools used in this research include Microsoft SQL Server text mining package
and SAS clustering functions. Types of learning desired for the sparse data in the
database D include classification learning to help with classifying unseen examples,
association learning to determine any association among features (largely statisti-
cal) and clustering to seek groups of examples that belong together. Decision tree
study was performed using C4.5 [8], a system that incorporates improvements to the
ID3 algorithm for decision tree induction. C4.5 includes improved methods for han-
dling numeric attributes and missing values, and generates decision rules from the
trees [10]. In this study C4.5 was used in order to evaluate the recovery rate by all
of the attributes in the research database and to learn patient recovery by loudness
discomfort levels, new temporal features and problem types.

We performed experiments for three different tasks: Experiment type I explored
Tinnitus treatment records of 253 patients and applied 126 attributes to investigate
the association between treatment factors and recovery; Experiment type II explored
229 records and applied 16 attributes to investigate the nature of tinnitus with respect
to hearing measurements; Experiment type III compared the recovery rate among
different category of patients. All classifiers were 10-fold cross validation with a
split of 90% training and 10% testing.

3.1 Experiment Type I

Total score was used to represent the difference of overall symptom level between
the initial visit and the last visit as a decision attribute, where the data domain
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contains over two hundred different integer values and therefore not suitable for
traditional rule-extraction algorithms. Thus, the authors applied K-means cluster-
ing techniques to discretize the domain. Intuitively, total score cannot be applied
to patients with only one record, and all such patient records thus were removed
from the database D. Due to the limitation of the dataset size, the authors tested up
to five bins to maintain a desirable number of supports. In Table 1, we observed
a significant gap of the average cluster distance between three-bin clustering and
four-bin clustering, which indicated that, regarding to the attribute of total score it-
self, the four-bin clustering was the most efficient one among these experiments.
We also observed that in two-bin clustering, the cutting point is at the score of
20, which coincidences the clinical doctor’s empirical cut value for a significant
recovery.

Table 1 Average Distances

2 Clusters 3 Clusters 4 Clusters 5 Clusters

11.6 10.2 7.0 6.7

In Table 2, the cutting points are listed by the ascending order of total score.
Tree classifiers had been constructed based on the above discretization methods and
produced interesting rules with different semantics of the decision attribute. This
paper focuses on discussing the rules with precision and recall close to and above
60% and a support threshold of seven.

Table 2 Cutting Points

2 Clusters 3 Clusters 4 Clusters 5 Clusters

(−∞,20) (−∞,−18) (−∞,−18) (−∞,−42)
[20,+∞) [−18,28) [−18,10) [−18,−14)
− [28,+∞) [10,36) [−14,10)
− − [36,+∞) [10,40)
− − − [40,+∞)

Fig. 7 shows the percentage of new temporal feature rules, where the dark regions
represent rules having new temporal features and the light pattern regions stand
for rules having no new temporal features. We observed that four-bin clustering
(with optimal data-driven cutting points) had the highest percentage of new temporal
features.

The rest of this section will explain the resultant rules respectively.
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Fig. 7 Rules Having New Temporal Feature vs. Rules Having no Temporal Features

3.2 Two-Bin Clustering

Tree classifiers were constructed based on the two-bin clustering method, which
resulted in a Boolean decision attribute. The semantic meaning of the decision at-
tribute happened to be the same as empirical one from the clinic doctors.
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 Fig. 8 Two Clusters

Fig. 8 shows the two-bin clustering, where the total score can be interpreted as
either ”significant” or ”insignificant”. In this experiment, we collected the following
rules:

Rule 1. When the total visit is not more than two times, the average WN of the right
ear is smaller than 30, and the average right ear sensitivity degree is greater than
90, the recovery tends to be insignificant.
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Rule 2. When the instrument model is Tr-COE, the recovery tends to be insignificant.

Rule 3. When the problem in the last visit is Tinnitus and the standard deviation of
R4 of the right ear is smaller than 5.77, the recovery tends to be insignificant.

Rule 4. When the standard deviation of the right ear Tinnitus loudness is smaller
than 5.66, the recovery tends to be insignificant.

Rule 5. When the instrument model is ITE, the recovery tends to be significant.

Table 3 For Rules in the Test by Two-Bin Clustering

Rule Precision (%) Recall (%) Support

1 95.8 89.4 23
2 80.0 64.5 8
3 70.6 63.4 12
4 72.7 61.1 8
5 86.7 69.0 13

Three-Bin Clustering

Three clusters were generated in this experiment, where the semantic meaning of
”significant” is slightly more restricted than the empirical definition by the clinic
doctors. The cutting points of clustering pattern were approximately symmetric,
which were complied the common sense of ”neutral”.

Fig. 9 shows the three-bin clustering, where the total score can be interpreted as
either ”significantly improved”, ”neutral”, or ”significantly worse”. In this experi-
ment, we collected the following rules:
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 Fig. 9 Three Clusters
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Rule 6. When the average loudness discomfort level-50 of the right ear is less than
74.5, the recovery of a patient tends to be neutral.

Rule 7. When the weighted spread of the WN of the left ear is less than 0.29, the
recovery of a patient tends to be neutral.

Rule 8. When the instrument model is Tr-COE, the recovery of a patient tends to be
neutral (complying Rule 2).

Rule 9. When the standard deviation of the right ear Tinnitus loudness is smaller
than 5.66, the recovery of a patient tends to be neutral (complying Rule 4).

Rule 10. When the instrument model is ITE, the recovery tends to be significantly
improved (same as Rule 5).

Table 4 For Rules in the Test by Three-Bin Clustering

Rule Precision (%) Recall (%) Support

6 100 93.0 19
7 73.0 59.3 92
8 80.0 64.5 8
9 75.0 61.1 9
10 87.5 69.0 14

Four-Bin Clustering

The four-bin clustering had a larger range for non-insignificant recovery and split
the range into two categories. The semantics of category three differed from the doc-
tor’s empirical definition of significant, which included both significant and neutral.
Assuming that there is an approximately even distribution in each cluster, based on
the cutting point, the possibility of significant over neutral is about 1:1.

Fig. 10 shows the four-bin clustering, where the total score can be interpreted
as either ”extensively improved”, ”significantly improved or neutral”, ”neutral”, or
”significantly worse”. In this experiment, we collected the following rules:

Rule 11. When the average loudness discomfort level-50 of the right ear is less than
74.5 and total number of visits is not 2, the recovery of a patient tends to be neutral
(similar to Rule 6).

Rule 12. When the symptoms in last visit include both Tinnitus and hearing loss,
the weighted centroid of the Tinnitus pitch matched from the left ear is greater than
0.26, and the weighted spread of the threshold of hearing for matching sound for the
left ear is not greater than 0.25, the recovery of a patient tends to be significantly
improved or neutral.

Rule 13. When the symptoms in last visit include Tinnitus, hyperacusis, and hearing
loss, the weighted centroid of the Tinnitus pitch matched from the left ear is not
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greater than 0.125, and the weighted centroid of the loudness discomfort level-8000
of the right ear is greater than 0.64, the recovery of a patient tends to be extensively
improved.

Rule 14. When the instrument type is ITE, and the weighted spread of the discrimi-
nation level of the left ear is not greater than 0.36, the recovery of a patient tends to
be extensively improved (complying Rule 5 and Rule 10).

Table 5 For Rules in the Test by Four-Bin Clustering

Rule Precision (%) Recall (%) Support

11 81.2 70.2 13
12 100.0 88.2 11
13 100.0 82.0 7
14 73.3 53.4 11

Five-bin Clustering

Like the four-bin clustering, the five-bin clustering had a larger range for non-
insignificant recovery and split the range into two categories. The semantics of cat-
egory four differed from the doctor’s empirical definition of significance, which
included both significant and neutral. Assuming that there is an approximately even
distribution in each cluster, based on the cutting point, the possibility of significant
over neutral is about 2:1.

Fig. 11 shows the five-bin clustering, where the total score can be interpreted
as either ”extensively improved”, ”significantly improved or neutral”, ”neutral”,
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”significantly worse”, or ”extensively worse”. In this experiment, we collected the
following rules:

Rule 15. When the symptoms in the last visit include both Tinnitus and hearing loss,
the total number of visits is not 2, and the average loudness discomfort level-8000
of the right ear is greater than 101, the recovery of a patient tends to be significantly
improved or neutral.

Rule 16. When the total number of visits is not 2 and average R2 of the right ear
is not more than 25, the recovery of a patient tends to be significantly improved or
neutral.

Rule 17. When the symptoms in last visit include both Tinnitus and hearing loss,
the weighted centroid of the Tinnitus pitch matched from the left ear is greater than
0.26, and the weighted spread of the threshold of hearing for matching sound for the
left ear is not greater than 0.19, the recovery of a patient tends to be significantly
improved or neutral.

Rule 18. When the total number of visits is greater than 4, the symptoms in last
visit include both Tinnitus and hearing loss, and the weighted centroid of the L12 of
the left ear is greater than 0.59, the recovery of a patient tends to be significantly
improved.

Rule 19. When the symptoms in last visit include Tinnitus, hyperacusis, and hearing
loss, the weighted centroid of the tinnitus loudness of the left ear over the sound
level threshold of the right ear is not positive, and the weighted spread of the dis-
crimination of the left ear is not greater than 0.15, the recovery of a patient tends to
be extensively improved.

Rule 20. When the symptoms in last visit include both Tinnitus, and hearing loss, the
weighted centroid of L12 of the left ear is not greater than 0.59, and the weighted
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centroid of the loudness discomfort level for Tinnitus pitch of the left ear is not
greater than 0.11, the recovery of a patient tends to be neutral.

Table 6 For Rules in the Test by Five-Bin Clustering

Rule Precision (%) Recall (%) Support

15 86.7 75.7 13
16 83.3 70.0 10
17 100.0 88.2 11
18 91.7 79.4 11
19 88.9 73.1 8
20 78.6 66.2 11

3.3 Experiment Type II

The standard deviation of audiological testing features related to loudness discom-
fort levels was derived and stored in various attributes in the analysis table. Loudness
discomfort level is related to decreased sound tolerance as indicated by hyperacusis
or dislike of sound-misophonia, and phonophobia - fear of sound. Loudness discom-
fort levels change with treatment and patient improvement, unlike other audiological
features. For this reason the audiological data related to loudness discomfort levels
is included in analysis. Decreased values of loudness discomfort level parameters
are not necessary for decreased sound tolerance but they are always lower in case
of hyperacusis. In this research the relationship between loudness discomfort level
parameters and decreased sound tolerance was investigated. The temporal feature of
problems was used as the decision attribute to represent the most often symptoms in
all visits of a patient. The value of this feature may be a symptom or a combination
of symptoms, where the order in the combination implies the importance of individ-
ual symptoms. For example, ”THL” means that Tinnitus (T) is the most important
symptom and that Hyperacusis (H) is the second most important one and that Hear-
ing Loss (L) is the least important one for a patient. Based on the same thresholds
as those in the Experiment I, we collected the following rule:

Rule 21. When the loudness discomfort level-50 of the right ear is between 19 and
40, Tinnitus tends to be a minor symptom for a patient most time.

The support of the rules is 27, the precision is 100.0%.

3.4 Experiment Type III

Scatter plot analysis in Fig. 12 shows that when recovery rate R is compared to
patient category, patient category 4 has a smaller rate of recovery value possibly
indicating slower or reduced treatment success than that of other patient categories.
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Fig. 12 Scatter plot for the LDL parameters.

4 Conclusion

TRT is a complex treatment process, which generates high volume of matrix data
over time: some attributes have relatively stable values while others may be subjec-
tive to change as the doctors are tuning the treatment parameters as well as the symp-
toms of patients are altering. Understanding the relationships between and patterns
among treatment factors helps to optimize the treatment process. The authors in-
vestigated new features to describe the subtle changes of data, whose domain spans
from different disciplines, such as otology as well as audiology for the purpose of
classification tree construction. Different clustering methods have been applied to
quantize scores into decision attributes. The cutting point of two-bin clustering that
was found in the experiment supported the empirical opinion of the clinical doctors
about significant recovery. We observed that greater number of bins tended to in-
crease both the precision and recall of the same resultant rules and that rules based
on different clustering methods had no conflictions to each other.

Interesting rules about the relationship recovery against symptoms, audiological
therapy parameters, and other factors were revealed during the experiments. Also,
during the experiments we observed that the new temporal features for continuous
data gave more interesting rules especially for extensively improved recovery cases,
which confirmed our assumption that carefully designed temporal features may con-
tribute to a better representation of the characteristics of subtle changes over time.
Due to the fact that over 77.36% of the patient body in the database has positive
recovery results, we may not have enough examples to learn rules about negative
cases.

The paper presented an initial research on data mining of medical data about TRT.
Expending the patient records will increase the precision as well as the total num-
ber of rules. More temporal features for both categorical attributes and continuous
attributes shall be explored. It is also interesting to explore the efficient, economic,
and independent group of treatment factors to reduce the high expense of the TRT
treatment.



Mining Tinnitus Data Based on Clustering and New Temporal Features 245

References

1. Baguley, D.M.: What Progress Have We Made With Tinnitus. Acta Oto-
Laryngologica 556, 4–8 (2006)

2. Heller, M.F., Bergman, M.: Tinnitus in normally hearing persons. Ann. Otol. 62, 73–83
(1953)

3. Henry, J.A., Jastreboff, M.M., Jastreboff, P.J., Schechter, M.A., Fausti, S.: Guide to Con-
ducting Tinnitus Retraining Therapy Initial and Follow-Up Interviews. Journal of Reha-
bilitation Research and Development 40(2), 159–160 (2003)

4. Jastreboff, P.J.: Tinnitus as a phantom perception: theories and clinical implications. In:
Vernon, J., Moller, A.R. (eds.) Mechanisms of Tinnitus, pp. 73–94. Allyn and Bacon,
Boston (1995)

5. Jastreboff, P.J., Hazell, J.W.P.: Tinnitus Retraining Therapy - Implementing the Neuro-
physiological Model. Cambridge University Press, Cambridge (2004)

6. Povinelli, R.J., Xin Feng, X.: Temporal Pattern Identification of Time Series Data using
Pattern Wavelets and Genetic Algorithms. In: Proceedings of Artificial Neural Networks
in Engineering, pp. 691–696 (1998)

7. Powers, D., Yu, X.: Statistical Methods for Categorical Data Analysis. Academic Press,
London (1999)

8. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann, San Francisco
(1993)

9. Waldon, M.G.: Estimation of Average Stream Velocity. Journal of Hydraulic Engineer-
ing 130(11), 1119–1122 (2004)

10. Witten, I.H., Eibe, F.: Data Mining: Practical Machine Learning Tools and Techniques.
Morgan Kaufmann Publishers, San Francisco (2005)

11. Zhang, X., Ras, Z.W.: Differentiated Harmonic Feature Analysis on Music Information
Retrieval for Instrument Recognition. In: Proceedings of IEEE International Conference
on Granular Computing, Atlanta, GA, May 10-12, pp. 578–581 (2006)

12. Zhang, X., Ras, Z.W., Jastreboff, P.J., Thompson, P.L.: From Tinnitus Data to Action
Rules and Tinnitus Treatment. In: Proceedings of 2010 IEEE Conference on Granular
Computing, pp. 620–625. IEEE Computer Society, Silicon Valley (2010)

13. Thompson, P.L., Zhang, X., Jiang, W., Ras, Z.W., Jastreboff, P.J.: Mining Tinnitus
Database for Knowledge. In: Berka, P., Rauch, J., Zighed, D. (eds.) Data Mining and
Medical Knowledge Management: Cases and Applications, pp. 293–306. IGI Global
(2009)

14. Nahm, U.Y.: Text Mining with Information Extraction, Ph.D. thesis, Department of Com-
puter Sciences, University of Texas at Austin (August 2004)



M. Biba and F. Xhafa (Eds.): Learning Structure and Schemas from Documents, SCI 375, pp. 247–274. 
springerlink.com                                                             © Springer-Verlag Berlin Heidelberg 2011 

DTW-GO Based Microarray Time Series Data 
Analysis for Gene-Gene Regulation Prediction 

Andy C. Yang and Hui-Huang Hsu* 

 

Abstract. Microarray technology provides an opportunity for scientists to analyze 
thousands of gene expression profiles simultaneously. Due to the widely use of 
microarray technology, several research issues are discussed and analyzed such as 
missing value imputation or gene-gene regulation prediction. Microarray gene ex-
pression data often contain multiple missing expression values due to many rea-
sons. Effective methods for missing value imputation in gene expression data are 
needed since many algorithms for gene analysis require a complete matrix of gene 
array values. In addition, selecting informative genes from microarray gene ex-
pression data is essential while performing data analysis on the large amount of 
data. To fit this need, a number of methods were proposed from various points of 
view. However, most existing methods have their limitations and disadvantages. 

To estimate similarity between gene pairs effectively, we propose a novel  
distance measurement based on the well-defined ontology structure for genes or 
proteins: the gene ontology (GO). GO is a definition and annotation for genes that 
describe the biological meanings of them. The structure of GO can be described as 
a directed acyclic graph (DAG), where each GO term is a node, and the relation-
ships between each term pair are arcs. With GO annotations, we can hence acquire 
the relations for the genes involved in the experiment. The semantic similarity of 
two genes within biological aspect can be identified if we perform some quantita-
tive assessments on the gene pairs with their GO annotations. 

In this chapter, we first provide the reader with fundamental knowledge about 
microarray technology in Section 1. A brief introduction for microarray experi-
ments will be given. We then discuss and analyze essential research issues about 
microarray in Section 2. We also present a novel method based on k-nearest 
neighbor (KNN), dynamic time warping (DTW) and gene ontology (GO) for the 
analysis of microarray time series data in Section 3. With our approach, missing 
value imputation and gene regulation prediction can be achieved efficiently. Sec-
tion 4 introduces a real microarray time-series dataset. Effectiveness of our 
method is shown with various experimental results in Section 5. A brief conclu-
sion is made in Section 6. 

                                                           
Andy C. Yang · Hui-Huang Hsu  
Department of Computer Science & Information Engineering,  
Tamkang University, Taipei, 25137, Taiwan R.O.C. 
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1   Introduction 

Content of this section tends to bring essential knowledge for the reader to under-
stand the process of microarray technology. The importance of this technology is 
also mentioned. This section ends with the description of microarray data process-
ing and its relation to the ontology structure: the gene ontology (GO). 

1.1   What Is Microarray? 

Microarray is a widely-used biological experimental approach in this decade. It 
makes it possible to perform large amounts of gene or protein data experimental  
operations at the same time. The concept of microarray is based on the differential 
reactions acted by each sample on the microarray gene chip relative to the experi-
mental conditions. Generally, microarray technology is divided into two aspects: 
cDNA microarray and Affymetrix microarray. In cDNA microarray, controlled and 
experimental samples are dyed with two different colors and then hybridized to gen-
erate various experimental results.  Affymetrix microarray is chosen while biologists 
or associations need to perform tests on huge amounts of data that are previously 
cloned and manufactured by Affymetrix microarray producers. Applications of 
cDNA microarray are more common in several biological research laboratories be-
cause one can produce cDNA microarray chips with data of interest more easily. On 
the other hand, costs of Affymetrix microarray are much more expensive than 
cDNA microarray. Therefore, we focus on cDNA microarray in this chapter. 

1.2   Importance of Microarray Technology 

Traditionally, biologists need to perform the same operation for biological ex-
periments due to the limitation of instruments. For example, if we want to experi-
ment on one gene sample and observe its reactions, we have to prepare the sample 
for several copies. This pre-processing task is critically time-consuming, not to 
mention much more time needed during the process of molecular or biological  
experiments. With the development of microarray technology, performing ex-
periments on genes of interest becomes much easier because biologists can now  
retrieve enough amounts of data they need with little time required. Due to this 
high throughput biological technology, numerous gene expression data are gener-
ated simultaneously. In the meanwhile, the large amounts of data provide us great 
challenges of analysis. Retrieving meaningful information hidden in these data is 
essential to facilitate the development of drugs, or the discovery of diseases. 

1.3   Microarray Data Processing 

Procedures of microarray experiments can be described as following steps: 
 
– Prepare cDNA data for a certain gene which is going to be experimented. 
– Print the cDNA data of interest onto microarray chips.  
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– Design the suitable probes consisting of two cDNA or mRNA samples: 
One controlled sample  and one experimented sample. 

– Label the two different probe samples with red (experimented sample) and 
green (controlled sample) fluorescent dyes. 

– Hybridize probes to the microarray chip, and clean up the chip. 
– Scan the hybridized microarray chip with computer instruments and save 

the quantified data for subsequent analyses. 

As listed above, quantified data are generated after scanning the hybridized mi-
croarray chip. These data represent different degrees of reactions for each gene 
sample. In other words, we can identify whether a gene tends to act as controlled 
or treated samples by calculating the ratio of red and green colors in the quantified 
data for this gene. For example, if the quantified data of two genes are with four 
and two for their red-green ratio respectively, it means the gene with larger red-
green ratio acts like the treated sample than the other gene. For observation con-
venience, these data are usually transformed into the logarithm format with base 
two. These logarithmic data for genes on a gene chip are called microarray gene 
expression data. 

Microarray time series data are matrix-like collections of gene expression val-
ues that represent reactions for each gene at different time slots as shown in Table 
1. Each row in the microarray time-series data stands for a gene ORF profile, 
while each column in the matrix represents the specific time point. Different kinds 
of microarray time series data are with different time slots due to distinct gene 
sampling time and frequency. Gene expression values in the microarray time-
series data may be positive or negative numbers. Positive gene expression values 
of some gene samples on the chip show that these genes are induced with treated 
sample, and negative values mean repressed reactions. The task is to analyze these 
gene expression values in different time slots and find the correlations between 
genes for the inferring of gene-gene interactions. 

Table 1 Microarray time series data  

Gene Time Slot 1 Time Slot 2 … Time Slot n 

Gene #1 0.56 0.80  0.90 

Gene #2 -0.24 -0.1  0.60 

Gene #3 0.12 0.24  0.50 

… … …  … 

Gene #n 0.78 -0.14  -0.56 

1.4   Microarray and Gene Ontology 

Gene ontology (GO) is a biological definition and annotation for genes that de-
scribes the biological meanings of each gene. Generally, most known genes have 
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specific annotations (terms) in GO structure within three independent domains: 
molecular function (MF), biological process (BP), and cellular component (CC). 
Terms within three above domains record and represent various molecular or bio-
logical meanings for each annotated gene from different aspects respectively. Mo-
lecular function considers the biological or biochemical activity at the molecular 
level. Biological process consists of many molecular functions that are involved in 
a related biological activity or reaction. It denotes a biological objective which 
genes contribute to. Cellular component records the place in cells where a gene 
product is active. One gene may have more than one annotation in each domain. 
These annotations provide hidden information for corresponding genes from the 
biological aspect. 

The main task in microarray gene expression data analysis is to identify the 
gene pairs or groups that are highly co-expressed under individual experimental 
conditions. Usually, various distance measurements or classification / clustering 
operations are performed on gene expression values in microarray data. However, 
these kinds of procedures only take gene expression values into consideration so 
that they lack biological explanations and are not effective, either. With proper us-
age of gene ontology, this task can be done more efficiently and accurately. Detail 
descriptions about gene ontology and its importance in microarray data analysis 
are shown in Section 3.2. 

2   Research Issues in Microarray Time-Series Data 

Microarray technology is getting more and more popular due to its high through-
put for biological data. Research on microarray technology or relative data analy-
sis can be categorized into various aspects. In this section, we discuss three major 
research issues about microarray including missing value imputation, gene regula-
tion prediction, and gene clustering or statistical operations. Brief descriptions and 
literature review are presented for these three issues. 

2.1   Missing Value Imputation 

Before further analysis of microarray data, one critical issue must be addressed: 
missing value imputation. Microarray time series data usually consist of multiple 
missing values. Certain portions of gene expression values that do not exist in mi-
croarray gene expression raw data are called missing values. It is necessary to  
effectively estimate and impute these missing values for subsequent analysis of 
microarray gene expression data. Acuna and Rodriguez discuss the reason why 
missing values occur in [1]. These values possibly resulted from inaccuracy of ex-
perimental operations, or unobvious reaction at several time slot points of certain 
genes. Fig. 1 illustrates the missing value problem in microarray time series data. 
If there is a particular gene I with one missing value at time slot J, then YIJ is used 
to represent the target missing value. For example, G3,3 in Fig. 1 stands for a miss-
ing value of gene 3 at the third time point of that gene. 
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Ouyang et al. find that there are about 5% to 90% missing values existing in 
various available microarray gene expression time series datasets respectively [2]. 
Studies also argue that simply ignoring or removing missing values from the raw 
data could lose meaningful information of these genes [3][4]. For these large 
amounts of data, it is required to first impute these missing values with effective 
methods. Without imputation for missing values, further analysis cannot be per-
formed. To date, many imputation methods for handling missing values in mi-
croarray time series data have been developed. Troyanskaya et al. summarize and 
implement three methods: singular value decomposition based method (SVD-
impute), weighted k-nearest neighbor (KNN-impute), and row average imputation 
[5]. The results in the paper show that the KNN imputation outperforms SVD-
impute and naive methods such as zero or row average imputation. The most suit-
able number of parameter k in KNN method is also proved to be set between 10 
and 20 in the paper. Afterward, several imputation methods are proposed based on 
KNN. For example, Kim et al. develop a new cluster-based imputation method 
called sequential k-nearest neighbor (SKNN) method [6]. The method imputes the 
missing values sequentially from the gene having least missing values, and uses 
the imputed values for the later imputation. The study is typically an example 
showing the effectiveness of KNN with some improvements on it. 

 
 

 

Fig. 1 Missing values in microarray time series data 

In addition to KNN or KNN-based imputation methods, there are still other  
imputation methods proposed from different standpoints. Oba et al. propose an es-
timation method for missing values based on Bayesian principal component analy-
sis (BPCA) [7]. The method combines mathematical theorems with parameters 
that need not to be complicated. The results of BPCA outperform the KNN and 
SVD imputations according to the authors’ evaluations. Moreover, an imputation 
method based on the local least squares (LLS-impute) formulation is proposed to 
estimate missing values in the gene expression data [8]. Both KNN and LLS im-
putations need to find similar genes for a target gene while imputing gene missing 
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values. Other proposed methods take various points of view into consideration. 
Regression modeling approaches are also used to solve the missing value imputa-
tion problem despite it is difficult to determine the parameters used for regression 
models [9-11].  

For existing imputation methods, BPCA is shown to outperform others. But it 
is not easy to determine the number of principal axes, either [12][13]. Among all 
related works and published research, existing methods for microarray missing 
value imputation mainly utilize k-nearest neighbor (KNN) or KNN-like  
approaches to estimate the missing values. When applying KNN to impute miss-
ing values, we have to choose k similar genes without missing entries at the time  
slot point as the target missing value. This issue is discussed in the following  
subsection. 

2.2   Gene Regulation Prediction 

In the gene cell cycle or in a biological process, the expression level of one gene is 
usually regulated by other genes. There might be one-to-one or many-to-one regu-
latory relations. If one gene regulates other genes, it is called an input gene. On the 
contrary, if one gene is a regulated target, it is called an output gene [14]. For tran-
scriptional regulations among all genes, there are two sorts of situations, activation 
and inhibition. In activation regulations, the expression of the output gene is in-
creased with the presence of the input gene, and vice versa. In other words, an ac-
tivator gene regulates the activatee gene in the biological process so that the gene 
expression level of the two genes forms the trend of positive correlations. On the 
contrary, a trend of negative correlations results from the inhibition regulations. 

Typically, microarray time series data analysis aims to observe and find out 
pairs of genes with highly-correlated relations as above-mentioned. This kind of 
issue is called gene regulation prediction. Research on this issue has been per-
formed for these years, and a variety of approaches have been proposed. The most 
commonly-used distance measurement is Euclidean distance or statistical calcula-
tions such as Pearson correlation coefficient (PCC). However, these kinds of dis-
tance measurements have many disadvantages. For example, Euclidean distance 
of two sequences is very sensitive to the points on the sequences that are far away 
from other points or the mean. These points are so-called outliers and they often 
occur in many domains. The existence of outliers influences a lot while measuring 
the similarity of genes [15]. PCC is a statistical measurement to identify whether 
two sequences are relative to each other or not. But PCC is not suitable here be-
cause for microarray time series data we have to focus on the local similarity but 
not the global correlation of two genes. The reason is that even genes with known 
regulations may have reaction time delay and offsets on the time axis [16]. As a 
result, comparing local similarity is more important than comparing the distance 
of whole time slot points while identifying similarity of two genes. Moreover, 
gene pairs in microarray data are often of different length. This reduces the practi-
cability of gene regulation prediction methods requiring time sequences of the 
same length in real microarray datasets. 
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Other commonly proposed solutions include similarity analysis [17][18] or 
Bayesian networks [6][19]. Yeung et al. aim to find potential regulatory gene pairs 
by finding dominant spectral component of gene pairs [20]. Results of our ap-
proach for regulatory gene prediction are compared with Yeung’s work because 
datasets and effectiveness assessment we use are the same. Among above regula-
tory genes prediction methods, some of them may have success for the analysis of 
microarray time series data, but their effectiveness is very limited. The most  
important reason is that these methods take only gene expression values into con-
sideration and they lack external or biological information of genes. External  
information such as gene ontology for genes themselves is regarded as a hint to 
increase the accuracy of distance measurements between gene pairs [21][22]. This 
kind of external information for genes is proved to be helpful. As a result, it is 
necessary to apply a distance measurement that not only has the capability of 
pointing out local similarity but is also effective even with certain existing outliers 
in microarray time-series data. Furthermore, gene ontology information for genes 
should also be taken into consideration. 

2.3   Gene Clustering and Statistical Operations 

Clustering analysis and statistical operations are also used while dealing with mi-
croarray time series data [23][24]. Clustering is grouping similar genes into a fi-
nite set of separate clusters. This concept aims to group genes into several sets so 
that genes falling in the same group tend to have similar reactions to experimental 
conditions or genes themselves. Hierarchical clustering is the most commonly 
used clustering approach for microarray time series data. Genes with similar bio-
logical functions or reactions are found and collected step by step. Eventually, 
gene groups are constructed that provide some information for biologist to per-
form further analysis. However, clustering analysis can be taken as the extension 
of gene-gene regulation prediction. This is because we still need to identify the 
distance of gene pairs when we are going to build clusters for genes. 

Statistical analysis for microarray time series data is performed from different 
standpoints. Several techniques such as t-test, p-test, or some hypotheses are used 
to predict whether genes have similar reactions or not. Nevertheless, statistical 
analysis usually requires large amounts of data sets and time-consuming calcula-
tions. Accordingly, we do not leave space for this issue. We mainly focus on mi-
croarray data analysis for gene-gene regulation prediction in this chapter. 

3   DTW-GO Based Microarray Data Analysis 

In order to find the distance between gene pairs for missing value imputation and 
further gene regulation prediction, we propose a novel and effective approach. Our 
approach takes both gene expression values and external biological information for 
genes into account. Dynamic time warping (DTW) algorithm is used in our ap-
proach as the substitution for commonly-used Euclidean distance while estimating  
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distance between gene pairs. This is because the importance of finding whether 
there exist subsequences with highly similar relations is emphasized while analyz-
ing whole microarray time series data [8][16]. We then try our method with several 
variants of DTW to further improve its efficiency and accuracy. 

Moreover, we also add gene ontology (GO) information for genes themselves 
into our approach to make the distance measurement more accurate. GO is a defi-
nition and annotation for genes that describe the biological meanings of them. 
Each known gene has a specific annotation (term) in GO structure within three in-
dependent domains: molecular function (MF), biological process (BP), and cellu-
lar component (CC). Terms within three above domains consider different aspects 
respectively. One gene may have more than one annotation in each domain. These 
GO terms are quite informative because they provide biological meanings for 
genes. In our approach, GO terms are taken as the external information for genes 
while estimating the distance between gene pairs.  

Finally, we combine our approach with the k-nearest neighbor (KNN) method 
to first impute missing values. After missing values are estimated, the prediction 
of regulatory gene pairs can be done with our approach as the distance measure-
ment. This section briefly describes the DTW algorithm and the GO structure, fol-
lowed by defining our approach that combines the above algorithm and informa-
tion for genes with the KNN method for missing value imputation and the 
eventual prediction of regulatory gene pairs. 

3.1   Dynamic Time Warping 

It has been shown in many domains that dynamic time warping (DTW) algorithm 
works well on finding the similarity for a pair of time series data [25][26]. In gen-
eral, DTW is widely-used in voice and pattern recognition because it obtains a 
precise matching along the temporal axis, and it maximizes the number of point-
wise matches between two curves [27][28]. If two series with time slot points are 
given as input, the DTW algorithm can discover the best possible alignment be-
tween them by calculating the minimum sum of whole matched points on the two 
time series. 

DTW is a recursive algorithm that starts with matching each point-to-point pair 
from the first element to the last element on the two input sequences. In Fig. 2, if 
we are going to align two sequences that are similar with observation, the applica-
tion of Euclidean distance or Pearson correlation coefficient on these two se-
quences may be ineffective because of shifts on time axis. With DTW mapping 
method, local similarity can be found as the best mapping path within the two se-
quences to be aligned. As a result, if two genes with similar gene expression val-
ues at certain time slot points in microarray time series data are analyzed by DTW, 
it is more precise to determine the similarity between these two genes. This is be-
cause DTW can discover their similarity that cannot be identified with other  
distance measurements. 
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Fig. 2 Time series sequence similarity measurement 

Equations of DTW algorithm are as follows: 
 

Distance of two time slot points: 

The distance between the elements of the two time series is computed as: 
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where Wv, WD, and WH denote the weighted value for the paths in the vertical, di-
agonal, and horizontal directions respectively. 

 
Output: DTW distance for two sequences X and Y: 
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where length of X and Y are n and m respectively. 
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3.1.1   Refinement of the DTW Algorithm 

To further increase the efficiency and accuracy of our approach, we survey and 
analyze some variants of DTW and try to add them in our approach. Variants of 
DTW are usually divided into two aspects: speeding up and accuracy increasing. 
In the following subsections, we describe these two sorts of refinements for our 
approach. 

3.1.1.1   Computational efficiency of DTW 

DTW has a critical disadvantage: high computational cost. Typically, time com-
plexity of the traditional DTW algorithm is O(n*m) for two input sequences with 
length n and m respectively. As we will show in Section 4, we use the Spellman’s 
dataset to perform missing value imputation with totally 6178 genes in the dataset. 
If we naively use original DTW algorithm to calculate DTW distance of the whole 
6178 genes, the computational time cost is awfully amazing that reduces the prac-
ticability of the algorithm. To solve this problem, several methods are proposed to 
speed up the calculation of DTW. Among all existing methods, we find the most 
useful one called FastDTW algorithm proposed by Salvador & Chan [29]. The au-
thors propose their algorithm that has only linear time and space complexity. 
FastDTW uses a multilevel approach with three following operations: 

 
(1)Coarsening: Coarsening means that FastDTW shrinks a time series into a 

smaller one which represents the same curve as accurately as possible with 
fewer data points. 

 
(2)Projection: After FastDTW performs the coarsening step, it will find a 

minimum-distance warping path at a lower resolution, and use the path to 
guess another minimum-distance warping path in a higher resolution. 

 
(3)Refinement: Finally, FastDTW refines each warping path in every resolu-

tion projected from a lower resolution with local adjustments. 
 
If there are 32 points in an original time series, FastDTW cuts the data of points 

needed from 32 with two-times reducing rate (32->16->8->4->2). However, ac-
cording to our experiment, we find that coarsening with three-times reducing rate 
performs better than coarsening with two-times reducing rate in terms of the data-
set involved. This is because the datasets we use contain only 18 or 17 time points 
and need not too many coarsening operations. As a result, we modify the 
FastDTW algorithm and set the coarsening rate as three-times. 

3.1.1.2   Accuracy of DTW 

Except computational cost, there’s the other attractive issue for the original DTW 
algorithm called the singularity problem [30]. In some cases, DTW generates un-
intuitive alignments where a single point on one time series is mapped onto a large 
subsection of the other time series. This kind of unexpected alignment is the  
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singularity problem. When the two sequences to be aligned are basically similar 
but with only slightly different amplitude at the peaks or valleys mapped on the 
two sequences, DTW will perform a one-to-many mapping for the time points. 
This kind of mapping will easily fail to find obvious and intuitive alignments for 
sequences. Therefore, it is essential to mitigate the singularity problem of DTW.  

We survey and analyze several adjustments aiming to reduce the singularity 
problem of DTW and choose four of them to implement in our approach. In the 
following paragraph, we give a brief description about the four adjustments. 

 
(1)Windowing: Berndt and Clifford  proposed a restricted version of DTW so 

that the allowable paths for the DTW algorithm are limited with a warping 
window : |i-j| ≦ w, where w is a positive value [31]. This constraint may 
mitigate the seriousness of singularity problem but it is not able to prevent it. 

 
(2)Slope weighting: Kruskall and Liberman proposed a modification of DTW 

so that the recursive equation in original DTW algorithm is replaced by r(i,j) 
= d(i,j) +min{r(i-1,j-1) , X*r(i-1, j), X*r(i, j-1)}, where X is a positive real 
number [32]. With this constraint, the warping path is increasingly biased 
toward the diagonal if the weighted value X gets larger. This modification of 
DTW takes the weighted value into consideration and it tries to slightly en-
courage the warping path to go in the diagonal direction to reduce singular-
ity. 

(3)Step patterns (Slope constraint): Itakura proposed a permissible step for 
the warping path with r(i,j) = d(i,j) +min{r(i-1,j-1) , r(i-1, j-2), r(i-2, j-1)} 
[33]. With this constraint, the warping path is forced to move one diagonal 
step if the previous step goes in the parallel direction to an axis.  

 
(4)Derivative Dynamic Time Warping: Keogh and Pazzani introduced a 

modification of DTW called Derivative Dynamic Time Warping (DDTW) 
[34]. The authors consider only the estimated local derivatives of gene ex-
pression values in sequences instead of using the whole gene expression val-
ues themselves. The estimation equation is as follows: 

 Distance for two time points in two sequences: 
 dis(i, j) = | E(Xi) – E(Yi)|

2  
 where E(Xi) ={ (Xi – Xi-1) + [(Xi+1 – Xi-1) / 2] } / 2 ,  
 and E(Yi) ={ (Yi – Yi-1) + [(Yi+1 – Yi-1) / 2] } / 2   (5) 
 DDTW takes moving trends of certain subsequences into account in order to 

identify the distance of the two sequences. 
 
These methods tend to form some constraints to force the warping path not to 

go along the horizontal or vertical direction too much. For the four variants of 
DTW, we consider slope weighting should bring the best results for imputation 
because it is more flexible and slightly encourages the warping path to go to the 
diagonal. Forcing the warping path to go to the diagonal too much may mitigate 
the singularity problem, but it is also at the risk of filtering the most suitable 
alignment of two genes.  
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We aim to retrieve suitable modifications of DTW to make our approach the 
best distance measurement. To fit this need, we implement the four above modifi-
cations for DTW in our approach. We also compare the imputation effectiveness 
resulted from of these modifications of DTW in order to improve the accuracy of 
our approach while applied in missing value imputation. Experimental results 
show that performing slope weighting brings the best result. The detail is dis-
cussed in Section 5. 

3.2   Gene Ontology 

The structure of GO can be viewed as a directed acyclic graph (DAG), where each 
GO term is a node, and the relationships between each term pair are arcs. Nodes 
with parent-children relations imply they are similarly defined within biological 
functions or reactions, while the children nodes are more specific. In other words, 
GO is a hierarchical structure, where child terms are more specialized and parent 
terms are less specialized. Each node in GO can have several parent nodes and 
several children nodes just in case that relations between each node do not form a 
cycle. The most commonly-used relations in GO are “is-a” relations and “part of” 
relations. For example, if the relation “term A is a term B” exists in GO, it means 
term A is a subtype of term B. By contrast, if the relation “term A is part of term 
B” stands, it means all children terms of term A with term A itself belong to term 
B. Each term in GO has one unique GO id for it, but the number of GO id does not 
represent the similarity between terms. These terms are used to annotate (describe) 
each gene to identify possible biological functions of it. 

Fig. 3 illustrates an example of GO.  For instance, GO id 0015749 shown in 
Fig. 3 denotes a term “monosaccharide transport”, which has the relation “is-a” 
with its parent term (GO id 0008643). Equally, the parent-children relation be-
tween terms at consequent levels starting from one specific node can be traced 
level by level to the root node. If we start from the term GO: 0015749, we can 
trace the path from the selected node to the root as “GO: 0015749->GO: 0008643-
>GO: 0006810->GO: 0051234->GO: 0008150”. With this directed acyclic graph 
structure, we can easily query the GO annotation terms of each gene in microarray 
gene expression time series data to give a general view of the biological activities 
of the genes involved. 

Since each gene may have totally different terms in the three independent do-
mains, deciding which domain we are focusing on is hence very important. Be-
sides, one gene may be annotated by more than one term even in the same domain. 
Moreover, each term can have more than “one-to-one” relation with its parent 
term or children term. This forms various complicated reticular relations for anno-
tated genes. Typically, a completed tracing path of GO annotation terms for one 
gene from the root to the leaf nodes is complex. Therefore, the way how we can 
use gene ontology differs from the involved data themselves and the algorithm we 
are applying. Sometimes it can also depend on which kind of analysis we are per-
forming. With GO tern annotation, each gene can have a uniform representation 
across biological databases. As a result, GO annotations for genes can be taken as 
their external information while determining distance among them. For more  
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information about gene ontology, please refer to the Gene Ontology website. With 
GO annotations, we can hence acquire the relations for the genes involved in the 
experiment. The distance of two genes within biological aspect can be identified  
if we perform some quantitative assessments on the gene pair with their GO  
annotations. 

 

 

Fig. 3 Example of gene ontology 

3.2.1   Application of Gene Ontology 

The main task in microarray gene expression data analysis is to identify the gene 
pairs or groups that are highly co-expressed under individual experimental condi-
tions. The most common procedure is performing distance measurement or classifi-
cation and clustering on gene expression values. Nevertheless, with the usage of 
gene ontology, this task can be done more efficiently and accurately. Lord et al. in-
vestigate the validity of using GO information as semantic distance for gens com-
pared with using traditional distance measurement [35]. Effectiveness of taking GO 
annotations as external information for genes is proved in the work. The authors also 
recommend choosing the “is_a” relation between gene pairs when determining dis-
tance for genes because “is_a” relation occupies almost 90% of all relations  
recorded. Consequently, we take the “is_a” relation into account in our approach be-
cause it is the most used relation in GO structure. Another example of using gene 
ontology is in [36]. In the study, GO terms are used as the information content.  
Semantic closeness is defined if the most immediate parent node is shared by two 
annotation terms. The authors also merge various GO-based distance measurement 
algorithms that consider intra and inter ontological relations by translating each rela-
tive term into a hierarchical relation within a smaller sub-ontology.  

To our best knowledge, Tuikkala et al. propose the first method that uses gene 
ontology [37]. Operations of the algorithm proposed by the authors can be briefly 
descried as follows: 

 
– First find the sets of GO ids for each pair of genes being identified. 
– Create a table recording the tracing path of all terms annotated for both 

genes. 
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– Calculate the probability of the occurrence of each term in the table. 
– Estimate all the parent-children relations of each term in the path-tracing 

table to determine whether the two genes have common ancestors. 
– For genes that have shared parent nodes in the GO tracing path, calculate the 

mean probability of occurrence of all their matched GO term combinations. 
– The mean probability of occurrence is taken as the distance between gene 

pairs. 
 

This study proposes a typical approach that combines GO with gene expression 
values into processing to retrieve better missing value imputation results. The 
method proposed by the authors utilizes the information content for each annota-
tion term in GO structure. According to the authors, probability of occurrence of 
each node has to be first calculated. This numeric value of each GO term is called 
the p value and it represents how informative this term is. If a term has a larger p 
value, it is often visited by most tracing paths in GO structure. As a result, the in-
formative degree of this term is hence reduced. If the p values of GO terms that 
annotate one gene pair are large, these two genes tend to be less related. 

Our approach takes the concept in Tuikkala et al.’s work into account. How-
ever, the authors in the work only find the minimum p value of shared ancestors of 
GO terms for two genes. This operation is insufficient because in GO structure 
two GO terms that are used to annotate different genes may have several relations. 
Having ancestors in common is only one of the relations for these two GO terms. 
We have to consider whether GO term pairs that annotate gene pairs form the par-
ent-children relation, or they are even the same one. Theoretically, two genes with 
GO terms in common tend to be more relative than two genes having GO terms 
that only have shared ancestors. As a result, our approach gives different weighted 
values while calculating p values for the three term-term relations: the same terms, 
parent-children relation, and ancestor- sharing relation. The three relations are 
marked as case1, case2, and case3 in order as shown in Fig. 4. The star symbol in 
Fig. 4 illustrates the closest shared ancestors or two GO terms A and B. To find 
the best weighted values for these three relations, we implement several parame-
ters and the results will be discussed in Section 5. Finally, the mean p value of all 
GO term pair combinations for two genes is used to the further semantic distance 
measurement of these two genes. 

 

 

Fig. 4 Three relations between GO terms 
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3.3   DTW-GO Based Microarray Data Analysis 

Our approach aims to provide an accurate distance measurement that takes both 
gene expression values and external information for genes into account. To fit this 
need, we survey and analyze existing assessments that provide distance measure-
ments for gene pairs. Tuikkala et al. propose a distance measurement combining 
both distance for gene expression values and GO information for these genes as 
the semantic distance. Accuracy for the method is validated in the paper. The 
equation of the distance measurement for two genes (gx, gy) in Tuikkala et al.’s 
work is as follows: 

             
),(*),(),( yx
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yx
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yx ggDggDggDIS α=     (6) 

where DGO is the average p value of all GO term pairs used to annotate gx and gy, 
α is a positive weighted parameter that controls how much the semantic dissimi-
larity value contributes to the combined distance. DEXP is Euclidean distance of 
(gx, gy).  

 
We then modify equation (6) as follows: 
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where DGO_NEW is our estimation of p values of all GO term pairs used to annotate 
gx and gy as mentioned in Section 3.2.1,αis the positive weighted parameter as 
shown in equation (6). DDTW is the DTW distance of (gx, gy). In equation (7), we 
replace Euclidean distance with DTW distance, and replace original p value esti-
mation with our approach. This is because we consider that DTW is more suitable 
than Euclidean distance while calculating distance between gene expression val-
ues. Equally, we use our new estimation for semantic distance between gene pairs 
to retrieve higher accuracy. After defining our distance measurement for gene 
pairs, the way we apply our distance measurement in missing value imputation 
and gene regulation prediction are described in coming subsections. 

3.3.1   Missing Value Imputation 

In this subsection, we propose a novel missing value imputation approach combin-
ing our distance measurement with the k-nearest neighbor (KNN) method. The 
KNN method selects genes with expression values similar to those genes of inter-
est to impute missing values. For example, if we consider gene G that has one 
missing values at experiment time slot T, KNN would find K other genes that 
have a value at experiment time slot T, but with expression values most similar to 
Gene G in experiments time slot points except for T. A weighted average of val-
ues at experiment time slot T from the chosen K closest genes is then used as the 
estimation for the missing value in gene G. The weighted value of each gene in the 
K closest similar genes is given by the distance of its expression to that of gene G. 
Euclidean distance is commonly used to determine the k closet genes which are 
similar to the target gene G with missing values to impute. Here we use our  



262 A.C. Yang and H.-H. Hsu
 

distance measurement as the estimation to determine the closeness of gene pairs. 
The steps of our approach for missing value imputation are as follows: 

1. In order to impute the missing value GIJ for gene I at time slot J, the KNN-
impute algorithm chooses k genes that are most similar to the gene I and with 
the values in position k not missing. 

2. The missing value is estimated as the weighted average of the corresponding 
entries in the selected k expression vectors:  

                                                 GIJ = iJ
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and g* denotes the set of k genes closest to gi, DIS(g*, gi) is our distance meas-
urement as shown in equation (7). Missing values for the target gene are hence 
imputed with our approach. 

When applying the KNN-based method for the imputation of missing values, 
there are no constant criteria for selecting the best k-value. Choosing a small k 
value produces poorer performance after imputation. On the contrary, choosing a 
large neighborhood may include instances that are significantly different from 
those containing missing values. However, one study shows that setting k-value 
between 10 and 20 brings the best results for KNN imputation [5]. KNN can be an 
effective and intuitive imputation method if it works with a proper distance meas-
urement for genes such as our approach. 

3.3.2   Gene Regulation Prediction 

After missing values are imputed with our imputation approach, we will then per-
form gene regulation prediction. Our approach first calculates and records the dis-
tance for all gene pairs with equation (7). The mean of numeric distance for all 
gene pairs is then calculated, assume DISmean. Gene pairs with distance less then 
DISmean are retained and recorded as potential regulatory gene pairs. These re-
corded gene pairs are subsequently compared with the known regulatory gene 
pairs called Filkov’s datasets for validation. Detailed information for Filkov’s 
datasets will be given in Section 4. Afterward, the number of mapping gene pairs 
between the validation datasets and gene pairs found based on our distance meas-
urement is gathered. Theoretically, potential regulatory gene pairs should have 
shorter distance compared with the others in all gene pair combinations. The detail 
algorithm of our approach for gene regulation prediction is described as follows: 
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Algorithm for the proposed approach to identify regulatory gene pairs: 

1. For all gene pair combinations, calculate the distance of each gene pair with 
equation (7). 

2. Calculate the mean distance of all gene pair combinations, assume DISmean. 
3. Record gene pairs with distance less than DISmean, assume SSIM. 
4. Compare SSIM with Filkov’s datasets. Count the number of matched gene pairs. 

4   Datasets and Performance Assessment 

In order to evaluate the effectiveness of our approach for missing value imputation 
and gene regulation prediction, we evaluate it on a real microarray dataset. In this 
section, we first give a brief description about the dataset used in our experiments. 
Subsequently, we introduce general performance assessment for missing value 
imputation and gene regulation prediction respectively. 

4.1   Real Microarray Dataset 

In this chapter, the microarray dataset we used is proposed by Spellman et al. and 
Cho et al. [38][39]. The data were obtained for genes of Yeast Saccharomyces cer-
evisiae cells with four synchronization methods: alpha-factor, cdc15, cdc28, and 
elutriation. Spellman’s dataset is widely used as the real dataset in microarray re-
search [5][7][8]. These four subsets of the dataset contain totally 6178 gene ORF 
profiles with their expression values across various amounts of time slots. In the 
dataset, the alpha sub-dataset contains 18 time points with seven minutes as the 
time interval, while the cdc28 sub-dataset contains 17 time points with ten minutes 
as the time interval. Here we choose alpha and cdc28 sub-datasets in Spellman’s 
microarray datasets as the testing data because these two sub-datasets contain 
more non-missing gene expression values. Alpha sub-dataset contains missing 
values with nearly uniform distribution, while cdc28 sub-dataset contains a great 
portion of missing values occurring almost at some time points. These four kinds 
 
 

 

Fig. 5 Spellman's yeast dataset 
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of sub-datasets record the gene expression reactions during different phases in cell 
cycle. With in these sub-datasets, empty values at certain time slot points are the 
missing values that we are going to impute and estimate. Fig. 5 illustrates the for-
mat of Spellman’s dataset. 

4.2   Assessment of Imputation Accuracy 

For assessment of imputation accuracy, genes with missing values in microarray 
gene expression data are first filtered to generate a complete matrix. There are 
3422 and 835 genes in the complete matrix for alpha and cdc28 sub-datasets, re-
spectively. Missing values with different missing rates ranging from 1%, 5%, 
10%, 15% and 20% in the complete matrix are deleted at random to create testing 
datasets. Afterward, we impute missing values in the generated testing datasets 
with our approach and other methods to recover the deleted missing values for 
each data set. The estimated values are compared to the original values in the 
complete matrix. For numeric accuracy assessment of missing value imputation, 
the commonest way is to calculate the Normalized Root Mean Square (NRMS) er-
ror. Equation for NRMS error is as follows: 

                 NRMS = 
][])[( 2

knownknownpredict ystdyymean −
  (11) 

where predicty and knowny  are estimated values and known values in 

the complete matrix respectively, and ][ knownystd is the standard deviation of 

known values. An imputation method is said to outperform others if the NRMS er-
ror of it is less than that of other imputation methods. 

4.3   Accuracy of Gene Regulation Prediction 

Filkov et al. review related literature and collect all known gene regulations of al-
pha and cdc28 subsets in Spellman’s yeast cell dataset [40]. They also build a da-
tabase to record all known gene regulations. In our evaluation, the known gene 
regulations recorded in Filkov’s database are taken as the validation datasets. In 
the database, the number of recorded gene activations and inhibitions for alpha 
subset is 343 and 96 respectively, while for cdc28 subset is 469 and 155 accord-
ingly. All these regulations are in the format of A (+) B that denotes gene A is an 
activator that activates gene B. Similarly, C (-) D represents an inhibitor gene C 
which inhibits gene D. Among these regulations recorded in Filkov’s database, 
one gene could be the activator or inhibitor for more than two other genes. For ex-
ample, gene ABF1 stands for the activator for totally eight different genes in 
cdc28 subset. Nevertheless, gene names in Filkov’s database are denoted as the 
gene standard name, while the gene systematic names are used in Spellman’s 
dataset. The systematic and standard names of a gene are like two kinds of aliases 
for this gene. As a result, a mapping procedure between gene standard name and 
systematic name is required. For this purpose, we designed a program to perform 



DTW-GO Based Microarray Time Series Data Analysis 265
 

this operation. The reference database for this phase is the Saccharomyces Ge-
nome Database (http://www.yeastgenome.org/) database. The SGD database acts 
as a platform for biologists to refer and query yeast gene information including the 
gene standard name and systematic name. During the process of gene name map-
ping, we find that some of the gene standard name in Filkov’s database cannot be 
found in Spellman’s dataset due to the different naming conventions. For example, 
the mapping systematic name for gene with standard name STA1 cannot be found 
in the SGD database. Consequently, regulations with gene STA1 are filtered that 
causes the decrease of gene activations in cdc28 subset from 469 to 466. There-
fore, the pre-processing of the raw data is necessary. First, we parse all regulations 
of alpha and cdc28 sub-datasets in Filkov’s database and retrieve unrepeatable in-
volved genes. The parsing result is shown in Table 2. Involved genes in alpha and 
cdc28 sub-datasets are 295 and 357 respectively. 

Table 2 Parsing result for Gene Regulations 

Content 
Dataset No. of 

Genes 
No. of Acti-

vations 
No. of Inhi-

bitions Total 

alpha 295 343 96 439 

cdc28 357 466 155 621 

 Theoretically, the number of pairwise gene combinations for alpha subset is 
C(295,2) which equals to 43365, and the number of pairwise gene combinations 
for cdc28 subset is C(357,2) which equals to 63546. Known regulations in 
Filkov’s database are marked as the validation measurement to estimate the accu-
racy of the gene regulation prediction methods. Finally, we apply our approach on 
these gene pairwise combinations and count the number of potential regulatory 
gene pairs found by our approach that are also listed in Filkov’s database. Regula-
tions of activations and inhibitions are summed up separately. The results are 
shown and discussed in Section 5. 

5   Experimental Results and Discussion 

This section presents the way we design our experiments for missing value impu-
tation and gene regulation prediction, following by results of our experiments and 
discussions about them. 

5.1   Design of Experiments 

To apply our approach, we need to determine several conditions and parameters 
used in the equations of our approach. These include which DTW adjustment and 
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corresponding parameters that can produce the best results, the weighted value α 
in equation (7) that controls how much the semantic distance contributes to the 
combined distance, the selection of the proper GO domain, and the decision of 
weighted values of the three relations for GO terms. First, we set the weighted 
value α of our distance measurement as zero to focus on expression values them-
selves to test the effect of imputation performed by the four adjustments for DTW. 
We combine KNN method and DTW algorithm modified with FastDTW, along 
with four adjustments on DTW to impute missing values in alpha and cdc28 test-
ing datasets. NRMS errors are then calculated as the assessment to determine 
whether an imputation method is effective or not. We choose the adjustment 
method for DTW that generates the best results as the distance measurement for 
gene expression values used in our approach. Subsequently, we try different com-
binations of parameters for weighted value α, GO terms used within the three GO 
domains, and various weighted values for three relational cases. The parameter set 
which brings the best results for our distance measurement is chosen. The com-
parison for NRMS errors of our approach and other methods is made. Due to 
space limitations, parts of experimental data are not listed. The number of K for 
KNN is set from 10, 15, 20, 50, and 100. DTW with weighting value ranges from 
1.2 to 1.8 because we find that the effectiveness is reduced if the weighting value 
is larger than 1.8. DTW with windowing parameter ranges from 2 to 5 for the 
same reason. For each experiment, we run 10 times and calculate the average 
value to reduce the randomness. Finally, we apply our approach to predict poten-
tial regulatory gene pairs and count the number of matched pairs with Filkov’s 
data set as the validation of our prediction approach. 

5.2   Results and Discussion 

In this subsection, we present our experimental results and discussions on the ef-
fect of DTW adjustments, effect of parameters used in GO, accuracy of missing 
value imputation, and practicability of gene regulation prediction in order. 

5.2.1   Effect of DTW Adjustments 

We find that the best result is achieved when we apply our proposed method with 
FastDTW-based modification and slope weighting with weighted value between 
1.5 and 1.8. This indicates that DTW works well with slightly weighted values 
that force the warping path not to form the “one-to-many” mappings. Only with 
proper variants of DTW such as slope weighting can the imputation results be fur-
ther improved. Therefore, we use slope weighting with weight value 1.8 as the ad-
justment for our approach.  

5.2.2   Effect of Parameters Used in GO Similarity for Our Approach 

After choosing slope weighting with weighted value 1.8 as the adjustment of 
DTW for our approach, we have to discover the best parameters for conditions and  
 



DTW-GO Based Microarray Time Series Data Analysis 267
 

parameters used for the GO part of our approach. For the three GO term-term rela-
tions, we try several combinations of the parameters and find that the best parame-
ter for case2 is near the double as the parameter for case1. Similarly, parameter for 
case3 should be slightly less than the double of parameter for case2. The arrange-
ment for these parameters conforms to the concept that if two GO terms are close 
or even the same in GO structure, the similarity for these terms is higher. For the 
validation of choosing the best parameters, we experiment different parameter 
values.  Due to the space limitation, here we only propose the best parameter for 
the three GO term relations: the same terms, parent-children relation, and ances-
tor- sharing relation as case1 = 1, case2 = 2.4 and case3 = 4.5. 

Table 3 NRMS values for different parameters of GO similarity in alpha and cdc28 dataset 

GO domain 
 

Value of α 

Molecular 
Function 

Biological 
Process 

ALL 

alpha 0.74894 0.93786 0.63011 
0.25 

cdc28 0.82003 1.00207 0.71102 
alpha 0.73745 0.92661 0.62369 

0.50 
cdc28 0.81060 0.99125 0.70331 
alpha 0.74048 0.94236 0.66014 

0.75 
cdc28 0.82358 1.10559 0.74224 
alpha 0.75984 0.94713 0.69971 

1.00 
cdc28 0.82276 1.13171 0.77186 
alpha 0.76688 0.95967 0.73014 

1.25 
cdc28 0.82053 1.13705 0.81677 
alpha 0.78104 0.95140 0.74144 

1.50 
cdc28 0.82201 1.14055 0.82746 
alpha 0.79860 0.96237 0.75324 

1.75 
cdc28 0.82555 1.14442 0.82738 
alpha 0.79925 0.97145 0.75984 

2.00 
cdc28 0.83850 1.15595 0.81154 
alpha 0.80934 0.98366 0.76658 

2.25 
cdc28 0.83339 1.15542 0.81108 
alpha 0.81479 0.99147 0.77897 

2.50 
cdc28 0.86462 1.16412 0.81766 
alpha 0.82369 1.00647 0.79471 

2.75 
cdc28 0.86146 1.16831 0.82707 
alpha 0.83471 1.02169 0.80036 

3.00 
cdc28 0.88596 1.17059 0.82822 
alpha 0.85901 1.03004 0.80996 

3.25 
cdc28 0.90022 1.18341 0.83748 
alpha 0.86971 1.05526 0.82748 

3.50 
cdc28 0.91826 1.18641 0.84589 
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Another task is to determine which GO domain produces the best results. For 
this experiment, we separate the GO terms for genes within the three domains: 
biological process (BP), molecular function (MF), and cellular component (CC). 
We then experiment the imputation results with GO terms within these three do-
mains respectively, compared with the imputation results with the combinations of 
them. The result of CC is simply removed because the number of GO terms in CC 
is much less than terms in BP and MF so that it provides very little information for 
genes. Experimental results show that using all GO terms in the three domains 
produces the best results. This makes sense because GO information for genes is 
not sufficient without enough GO terms provided.  

Besides, the weighted value αin equation (7) is also needed to be determined. 
Largerαvalues mean that the semantic distance is strongly emphasized to our dis-
tance measurement. We also try various values set between 0.25 to 3.5 as litera-
tures suggest and record the corresponding imputation results. For experimental 
convenience, we focus on the testing data set with missing rate = 20% because 
missing rate of the involved real microarray data is close to the rate. Experimental 
results for determining these parameters are listed in Table 3. The results show 
that setting αas 0.5 brings the best imputation result. 

5.2.3   Accuracy of Missing Value Imputation 

After all parameters for our approach are determined, we then perform missing 
value imputation on alpha and cdc28 sub-datasets with our approach. We also im-
plement several existing methods such as the KNN method, BPCA, and LLS for 
comparison. Experimental results are shown in Fig. 6 and Fig. 7 for alpha and 
cdc28 sub-datasets respectively. We observe and compare the results above and 
hence make some summaries. As shown in Fig. 6, the imputation method that only 
utilizes KNN with FastDTW achieves better results than using KNN. This proves 
that taking DTW distance as the distance measurement is more suitable than tak-
ing Euclidean distance while handling microarray time series data. BPCA and  
 

 

Fig. 6 Imputation results of alpha dataset 
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Fig. 7 Imputation results of cdc28 dataset 

LLS seem to outperform KNN. Our approach is the most effective method when 
using FastDTW with slope weighting and proper parameters for GO distance 
measurement. Sequences of effectiveness of these imputation methods may 
change a little in certain percentage of missed data. This may result from the ran-
domness while deciding which values to be removed in the complete matrix. We 
also experiment on the effectiveness of our semantic distance measurement based 
on GO with that of Tuikkala et al.’s work. Experimental results show that the 
NRMS error of our approach is about 0.4 less than that of Tuikkala et al.’s work. 
We do not list the whole experimental results due to space limitation. 

Fig. 7 illustrates almost the same situation as Fig. 6. Basically results of all im-
putation methods are worse than results in alpha sub-dataset. This is because the 
cdc28 sub-dataset contains more missing values than the alpha sub-dataset. Theo-
retically, NRMS error increases when there are many missing values in the data-
set. Furthermore, even using FastDTW brings better results than BPCA when the 
missing rate is larger than 15%. This shows the weakness of BPCA while dealing 
with microarray time series dataset with a large portion of missing values. To 
summarize, using our approach with suitable parameters can retrieve the best im-
putation results. Besides, we find that methods relative to KNN including KNN, 
FastDTW, and FastDTW with adjustments retrieve the best results when the num-
ber of K is set between K =10 and K = 20. This stands for Troyanskaya’s research 
in 2001. As a result, while applying KNN or KNN-liked methods to impute miss-
ing values in microarray time series data, setting the number of K between 10 and 
20 generates the best result empirically. Assigning the value of K less than 10 or 
more than 20 will not bring a better result. 

5.2.4   Practicability of Gene Regulation Prediction 

After missing values are imputed with our approach, we then perform gene regula-
tion prediction. Yeung et al. propose their work for similar aim of regulatory gene 
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prediction [20]. Table 4 shows the experimental results of our approach and Ye-
ung et al.’s method. 

Table 4  Number of identified regulatory gene pairs 

Method Dataset / 
# of Known 
gene pairs PCC 

Yeung’s 
method 

DTW 
Our  

approach 

alpha(+)/ 343 36 223 215 297 

alpha(-)/ 96 5 55 56 66 

cdc28(+)/ 469 66 N/A 287 380 

cdc28(-)/ 155 14 N/A 87 101 

 
In Table 4, activation regulations and inhibition regulations from Filkov’s data-

base are separated. The four numbers lying in the first column denote the known 
gene regulations from Filkov’s database for alpha and cdc28 sub-datasets. The 
numbers of mapping gene pairs found by the four methods, including Pearson cor-
relation coefficient (PCC), Yeung et al.’s method, distance measurement with only 
DTW, and our approach are listed in the corresponding grids of the table. Gene 
pairs are said to be similar if their PCC values are larger than 0.5 according to Ye-
ung et al.’s work. We can see that PCC can only find very few mapping known 
regulatory gene pairs, while Yeung et al.’s method than PCC. However, Yeung et 
al. only experiment alpha sub-dataset. Therefore we mark the result of cdc28 sub-
dataset of Yeung et al.’s method with N/A. Obviously, with our method we can 
find much more known regulatory gene pairs compared with other methods. In al-
pha activation regulations, we can even find almost 297/343 = 86% of known 
regulatory gene pairs and 380/469 = 81% of known regulatory gene pairs in cdc28 
activation regulations. The results show that our approach is not only accurate for 
missing value imputation but also effective for regulatory gene prediction. 

6   Conclusions 

In this chapter, we introduce a novel approach that provides an effective distance 
measurement for genes based on gene ontology (GO) annotations. GO is the struc-
tural definition for genes that provides biological information about genes or pro-
teins. With the application of GO terms, external information such as biological 
functions for genes can be exploited so that the effectiveness of microarray data 
analysis is improved. We then perform missing value imputation by taking our 
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approach as the distance measurement for gene pairs combined with the KNN 
method. We also analyze and implement modifications of DTW both for effi-
ciency increasing and accuracy improvement to achieve better imputation results. 
After missing values are imputed, our approach is then used to predict potential 
regulatory gene pairs. Experimental results show that our approach with specific 
adjustments outperforms other methods not only for missing value imputation, but 
also for gene regulation prediction. Our approach facilitates analysis for microar-
ray time series data.  
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Comprehensive Framework for XML Document
Similarity Represented in 3D Space
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Abstract. XML is attractive for data exchange between different platforms, and
the number of XML documents is rapidly increasing. This raised the need for tech-
niques capable of investigating the similarity between XML documents to help in
classifying them for better organized utilization. In fact, the idea of similarity be-
tween documents is not new. However, XML documents are more rich and informa-
tive than classical documents in the sense that they encapsulate both structure and
content; on the other hand, classical documents are characterized only by the con-
tent. According, using both the content and structure of XML documents to assign
a similarity metric is relatively new. Of the recent research and algorithms proposed
in the literature, the majority assign a similarity metric between 0.0 and 1.0 when
comparing two XML documents. The similarity measures between multiple XML
documents may be arranged in a matrix whereby data mining may be done to cluster
closely related documents. In this chapter the authors have presented a novel way
to represent XML document similarity in 3D space. Their approach benefits from
the characteristics of the XML documents to produce a measure to be used in clus-
tering and classification techniques, information retrieval and searching methods for
the case of XML documents. We mainly derive a three dimensional vector per docu-
ment by considering two dimensions as the document’s structural and content, while
the third dimension is a combination of both structure and content characteristics of
the document. The outcome from our research allows users to intuitively visualize
document similarity.
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1 Introduction

Document clustering and classification is an important research area which has
a wide range of applications, e.g., email filtering, news monitoring, plagiarism
detection, among others. It has attracted considerable attention in the literature,
e.g., [4, 17]. A document is normally characterized by its content which is ana-
lyzed to derive a feature vector for each document. Once documents are represented
by their corresponding feature vectors, different measures could be applied to com-
pare and then cluster/classify the documents. However, techniques that have been
developed for handling classical documents are not as effective when applied to
documents represented using the eXtensible Markup Language (XML).

XML has become the de facto standard for semi-structured Web data encoded
in a textual format [16, 5]. XML has gained its popularity from its flexibility; it is
extensible and platform independent. Not surprisingly offline documents (e.g. Word
and Open Office documents) are trending toward structured XML formats [9]. There
has been great interest to store large data repositories such as digital libraries, on-
line news feeds and web-logs in XML format. With the trend for both online and
offline documents being encoded in XML-like structures, the problem of group-
ing documents by their relative similarity has received increased attention. As the
size of document collections grows, data mining techniques such as clustering and
classification become necessary to facilitate organization of documents for effective
browsing and efficient searching. In addition, all clustering and classification tech-
niques have a basic and vital requirement, namely the measurement of similarity
between individual objects. In the context of XML documents clustering and classi-
fication, most of the similarity measures that are applied by the employed algorithm
to calculate the similarity either work solely based on information retrieval methods
and ignore the structural patterns existing in the document tag structure, or the other
way around.

The work described in this book chapter attempts to measure the similarity be-
tween XML documents based on both content and structural information of XML
documents. Our main goal is to find an effective similarity measure that benefits
from the characteristics of the XML documents to produce a comprehensive ap-
proach that could be integrated into clustering and classification techniques, infor-
mation retrieval and searching methods when applied to the XML documents. In
order to precisely characterize both content and structure of XML documents for
measuring the XML documents similarity, we introduce an intuitive way to repre-
sent XML document similarity visually; this turns the investigation of document
similarity into an attractive approach for a variety of users ranging from profession-
als to naive users. While the outcome saves the time of professionals by allowing
them to get a better flavor of the comparison result, naive users also enjoy bet-
ter understanding of the outcome from the similarity comparison of documents by
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watching that on the screen. We have achieved this target by our work described
in this chapter by presenting a prototype for an algorithm to assign relative struc-
tural and content similarity metrics between a single XML document and multiple
other XML documents in three dimensions. The results of an execution of the al-
gorithm then may be directly mapped onto 3D space for immediate visual inspec-
tion. The theory of the algorithm, an evaluation of the approach, and a method for
back-compatibility converting a similarity vector measurement into a scalar metric
is presented.

The rest of this chapter is organized as follows. Section 2 presents the problem
statement. The employed similarity matrix is described in Section 4. Visual presen-
tation and experimental results are included in Section 5. Section 6 is conclusions
and future work.

2 Problem Statement

2.1 XML Background

The eXtensible Markup Language, XML, is a W3C standard for document markup
with simple, human-readable tags. Some of the attractions of XML are its ex-
tendibility, portability and the fact that it is a meta-markup language because there
is no fixed set of tags attached to the XML specification as it is the case with HTML.
Users are given the flexibility to define their own tags as they need them. This turns
XML into a domain independent markup language; it is in fact used for domains as
diverse as web sites, data interchange, vector graphics, object serialization, remote
procedure calls, databases, among others. The markup in an XML document de-
scribes the structure of the document which encapsulates the content; hence XML
documents are classified as semi-structured. Further, XML documents may be flat
or nested; however, nesting is a more natural representation as opposed to flat XML
documents that almost simulate the relational representation of the content. In other
words, the relational model suffers from and has been criticized for not supporting
nesting, though it gained its popularity for having a well defined underlying theory.
On the other hand, XML covers a wider perspective by facilitating both nested and
flat structures, hence allows for almost one to one mapping between XML structures
and relational database tables.

Another attractive characteristic of the XML technology is its flexibility in al-
lowing developers to load documents with semantics by choosing the tags to well
describe the content. For the sake of interoperability, individuals or organizations
may agree to use only certain tags, and only a particular structure. The markup per-
mitted can be documented in an XML Schema. Fortunately the XML schema has
been recently adopted by W3C as the standard for XML structure definition as op-
posed to data type definition (DTD), which is not as descriptive and effectives as the
schema. Documents can be compared to the schema and those matching the schema
are said to be valid. XML Schema is widely adopted to describe the structure of
XML documents, e.g., web data and databases. Knowing that a document is valid
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for a particular schema, assumptions can be made on the contained data and struc-
ture, allowing an efficient querying of the document; and even a better detection
of the similarity between documents. To sum up, the basic notion of an XML doc-
ument (herein referred to as document) will start the presentation. A document is
characterized by tags which are terms enclosed by angled brackets without spaces
in the term name. Tags are arranged in a hierarchy which provides the structure and
semantics of the data enclosed. Tags can appear in two forms: starting and closing
tags, or self-closing tags with no value present.

It is necessary for the proposed algorithm that documents are well-formed.
That is, tags are properly nested and each starting tag has a corresponding clos-
ing tag at the same level. As such, a document may be represented as an or-
dered tree wherein tags are referred to as nodes. For this reason, regular HTML
documents are not well-formed as XML documents because many tags such as
<rel>,<meta>,<img>,<script>, etc. do not need a corresponding closing tag and
do not need to be self-closing. XHTML documents, on the other hand, are a partic-
ular kind of XML document which can be processed by our algorithm proposed in
this work. A document which can be represented by an ordered tree can be traversed
such that from any given node the children of that node as well as its siblings may
be known. This way, any document object model (DOM) parser [20] or Simple API
for XML (SAX) parser [20] can be used with the algorithm described in this work.

3 Problem Definition

Given two XML documents that satisfy the following requirements:

• Are well-formed XML documents
• Are from any two XML schemas (or the same schema; the same schema case

requires less effort for deriving the similarity)
• Have the same or different content sizes

This chapter seeks to answer the following questions:

• How similar are the two compared documents?
• Can the similarity measure be represented as a three-dimensional vector which

intuitively and visually depicts how similar the two documents are by investigat-
ing how spatially close they are?

• Can the calculated metrics be reused (one-time calculation)?

These inquiries are answered by considering the similarity metric described in the
sequel.

3.1 Similarity Metric Overview

XML documents are characterized by both structure and content. Accordingly,
the similarity measures for XML documents, as described in the literature, in-
clude two major techniques: content-based and structure-based similarity measures.
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Taken alone, the similarity of content between two documents can be evaluated
by established methods using term frequency-inverse document frequency (TF-IDF)
and cosine similarity [2]. For measuring structural similarity, there exist novel ap-
proaches [15]. On the other hand, similarity measures for classical text documents
concentrate only on the content as the structure is missing, though classical doc-
uments implicitly structured into sections, paragraphs, etc. Alternative approaches
for deriving the similarity of XML documents have been also proposed to combine
different techniques to improve the efficiency and effectiveness of the similarity
measures for XML documents clustering and classification.

Fourier transformation is among techniques that have been applied to measure
similarity between XML documents. The motivation behind applying the Fourier
transformation to study the similarity of XML documents was originated from
the initial use of Fourier transformation to check the similarity among time series
data [1, 7]. In the context of time series data, each document is converted into a
discrete-time series signal. Then the discrete Fourier transform (DFT) is applied and
the transform is used to detect similarity [6]. Of course, the tags of the document
could be used in place of actual content for performing cosine similarity analysis.

A combination of elements semantics and the nested structures of XML doc-
uments have been used as a method of similarity measure by several groups of
researchers. For example, Park et al. [13] introduced similarity metrics that were
built by considering the similarities in tags’ names, tags’ values, and the structure
of tags. Based on these metrics, they developed a search system to find documents
that match the structure and content of a given XML document. Another method
based on elements semantics and the nested structures of XML documents was de-
veloped by Lee et al. [10] as well. They used synonyms, compound words, and
abbreviations to develop a set of extended-element vectors which were used in turn
to build a similarity matrix. Then, they measured similarity between XML elements
with the similarity matrix. The above mentioned method was also presented by Ma
and Chbeir [11]. However, they only considered measuring the similarity between
two XML documents. The similarity between two XML documents was measured
based on an overall value which was the aggregation of leaf nodes’ values similari-
ties according to the XML structure.

XML documents have tree structures in nature. Several research works have used
this property of XML documents to calculate the similarity metric. For example,
the similarity metric is calculated while converting a tree representation of an XML
document to the tree representation of another document [18, 3]. Tekli and Nier-
man [14, 12] developed a method to calculate the difference between two XML
trees by using the edit distance. In general, the edit distance is used to measure the
minimum number of node insertions, deletions, and updates required to convert one
tree into another. The edit distance can be converted to a similarity measure once
the number of edit operations is normalized by considering the number of nodes in
the tree.

In [8] a different technique is presented to measure the similarity between any two
XML documents. Documents that are structurally identical or structurally contained
in each other are identified by a string matching technique. A weight is assigned to
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the corresponding trees of two XML documents by considering their nodes’ names
and the paths in order to evaluate how much the content of the two documents are
similar.

We argue that by limiting a similarity metric to a scalar value in the interval
[0.0,1.0], the way two documents are similar is lost. For example, suppose a given
similarity algorithm determined that two documents are similar by 0.5. The latter
similarity may characterize only one of the two aspects of the XML documents,
namely structure and content. In other words, the structure might be very different
between the two documents and the content is similar, or it could be the other way
around. Expanding on this problem, what is the justification for grouping similar
documents together if we are ultimately unsure of what dimension they have as
similar? The similarity metric proposed in this chapter is a three-dimensional vector
which encodes structural similarity and content similarity, as well as a third value
which is a hybrid of the two.

4 Similarity Metric

4.1 Structural Encoding

From the research done by Flesca et al. [6], it is determined that pair-wise encod-
ing of nested tags achieves a higher resolution of structural encoding than simply
encoding each tag individually. This way, the relative hierarchical relationship be-
tween tags is encoded, and when compared to those of another document, these
structures can be compared instead of just textual tags.

Consider the following examples:

1.a) A nested XML structure with content

<outer>
<middle>

<inner>text</inner>
</middle>

</outer>

1.b) Same tags and content as (1.a), but different relationship

<outer>
<middle></middle>
<inner>text</inner>

</outer>

When the two samples shown above are encoded by single tags and these counts,
and then compared to each other, both structures appear to be perfectly similar to
each other. That is, the two sample contain one <outer>, one <middle> and one
<inner> tag set. However, when we take the pair-wise encoding of tags such that we
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note the frequency of a given tag and its parent tag together, the structural differences
become clear as depicted next.

2.a) Pair-wise structural frequency encoding of the structure given above in (1.a)

<outer> 1
<outer><middle> 1
<middle><inner> 1
<inner> 1

2.b) Pairwise structural frequency encoding of the structure given above in (1.b)

<outer> 1
<outer><middle> 1
<middle> 1
<outer><inner> 1
<inner> 1

Without yet explaining how to compare the two encodings shown in (2.a) and
(2.b), it can be easily seen that the two structures are not the same using the pair-
wise method.

4.2 Content Encoding

Content encoding is performed similarly to structural encoding using pair-wise en-
coding of textual terms. This is preferred over simply recording how many times
each word occurs in a given document because we want to preserve some sense of
context. For example, consider these two sentences:

3.a) Colorless green ideas sleep furiously.1

3.b) Furiously green colorless ideas sleep.

As with the structural encoding problem, if we take the frequency of each term in
(3.a) and compare those to the term frequencies of those in (3.b), the content looks
identical. However, if we perform pair-wise encoding of the terms in the sentences,
we can capture relative positioning of the terms as depicted next.

colorless 1
colorless green 1
green ideas 1
ideas sleep 1
sleep furiously 1
furiously 1

1 Favourite sentence of Noam Chomsky, respected linguist.
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The goal of encoding adjacent pairs of text terms is to detect content differences
on the syntactic level as opposed to just the superficial physical level. Then, for
example, if the only difference between two documents is that two words anywhere
in the document were swapped, this algorithm will detect that.

4.3 Nested Content Encoding

The third dimension of this chapter’s proposed metric is a hybrid encoding of both
content and structure which forgives both the differences between tag names be-
tween the two documents, as well as the relative positioning of content terms. Each
term is individually tallied and paired with how deep it occurs in the document. To
capture the idea better, consider the following example.

<outer>
<middle>

<inner>term</inner>
</middle>
<inner>term</inner>

</outer>

2 term 1
1 term 1

This metric takes into account identical text parts which may occur at different
levels in the XML document and distinguishes them. The number before the term
indicates how deep the term is located in the document, i.e., the level of nesting.

4.4 Difference Operator

Once the three metrics described above (structure, content and hybrid) have been
calculated for a given document, they do not need to be calculated anymore as long
as the given document does not change. They instead can be saved to disk or stored
in memory. Once two documents have been analyzed by the proposed algorithm
and the metrics have been assigned to them, the next task is comparing the metrics
to assign a similarity vector. We shall return to the XML fragments given in (2.a)
and (2.b).

The term merge-annihilate is now introduced. The two structural frequency en-
codings of the XML fragments give in (2.a) and (2.b) are merged in such a way that
if one term pair does not appear in the other listing for the other document, it as well
as its term count is added to the output. If a term pair exists in both lists, the abso-
lute value of the subtraction of their respective pair counts appears in the output. If
the same term pair exists with the same frequency in both lists, they annihilate each
other and the term pair does not appear in the output. The difference of (2.a) and
(2.b) is depicted next.
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<middle><inner> 1
<middle> 1
<outer><inner> 1

The difference information reported above reveals the structural difference be-
tween (1.a) and (1.b). If the above lists were empty, it would mean that the structure
of both documents were the same with regard to nesting and tag names. Because
there is a remainder in the merge-annihilate process, we can count the number of
remaining pairs (3) and assign that as the structural difference. The smaller the sum
of the frequencies of the remaining terms, the more similar the structure is between
two given documents. If two documents have a very different structure, then the
sum from the procedure above will be greater. It is only when we take a collec-
tion of documents and compare them all to a given document that we can visualize
which are spatially closer to the compared-with document. Because a structure can
be completely different (different tag names, different nesting, etc.) but the content
can be identical, we proceed to continue the merge-annihilate process on the con-
tent metrics between the two given documents. Finally, the relative content and the
relative structure of two XML documents may be different; yet they may contain
the same text terms. Accordingly, we proceed to the hybrid metric that takes into
account individual text terms and their nesting level. The final result is a 3-tuple
respective sum of frequencies of remaining terms from all three metrics.

5 Visual Representation and Experiments

Given a large collection of documents, once individual metrics have been derived
for each document (or retrieved from memory or disk), the merge-annihilate pro-
cess described above can be iteratively performed on all the document metrics in
question. The result will be a collection 3-tuples of difference metrics which can be
plotted on a graph as shown in Figure 1 and Figure 2 which report some testing re-
sults as described in the remainder of this section. We run two different experiments
and the results are in favor of the proposed approach as reported in the next two
sections (one per experiment).

5.1 MS Word Incremental Saves

For this experiment, we used a series of 20 XML documents generated by Word
2003. The process of creating them went as follows:

1. The origin document contained a single sentence and was saved as an XML file.
2. A moment later some words were added and it was saved as another file.
3. These words were rearranged and saved again to a third file.
4. As more modifications to the document took place, more saves were made to new

files.

Figure 1 shows an actual plot of the similarity between the 20 documents; there
are two noticeable point clusterings which can be observed. The first clustering
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Fig. 1 Sample 3D visualization of MS Word XML docs

contained a single sentence which was stylized with bolding, different fonts, differ-
ent font sizes, etc. The second clustering, farthest away from the origin, contained
two or more sentences and had further stylizations performed on the text. Relative
to the original document, one can already see visually that two major events took
place in composing the sample Word document and a host of minor events (styling)
took place as well. This first experiment already demonstrates the effectiveness and
applicability of the proposed approach.

5.2 Random News Documents

For the second experiment, a collection of 200 news XML documents [19] of the
same structure but very different contents of similar lengths (all were about 2kb)
have been compared and plotted in Figure 2. As expected, all the documents com-
pared to the original document (chosen at random) were far from the origin but all
remained along the same structural axis. This was expected because all the docu-
ments have identical structures.

In this experiment, the visual clustering does not mean that the documents in the
cluster are similar to each other. When compared to the origin document, it shows
that they are different in a similar way: different content.

This was a successful test because it clearly shows that, relative to each other,
none of the random news entries were more or less similar to the origin document
than any other document. There is of course skewing in the plot shown in Figure 2,
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Fig. 2 Random news documents with same structure

and this is due to common English phrases which contain conjunctions and pronouns
which frequently occur in news articles [21].

6 Conclusions and Future Work

As demonstrated in the conducted experiments, this line of research is promising.
The idea of visually representing the similarity between XML documents in a 3D
plot may be extended in the future to search engines which return visual search
results on the Web or even internally within a large organization where it is diffi-
cult if at all possible for users to realize the similarity between documents as the
search space increases. The key features of the experimental algorithm is the use of
pairwise encoding to capture structures and textual context within the document, as
well a hybrid metric to tie the two together. The merge-annihilate difference opera-
tor makes comparisons between these three measurements possible. However, it is
worth mentioning that though worked fine for the conducted experiments, we do not
want to go far and claim that this is the best algorithm. There is room for improve-
ment to the algorithm to utilize weights, statistical modeling, sum-of-squares met-
rics, thrice-wise encoding (for example), etc. At this stage of development, we have
demonstrated the effectiveness and applicability of the proposed approach which
can be used as a conceptual framework in future research. The next step is to com-
pare the metrics of all given documents to each other to produce a true 3D plot of
all relative similarities in order to see real clustering effects; this has been left as
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future work. Another step would be to explore modifications to the algorithm to
take into account common words and phrases. We anticipate that removing the most
common English words [21] from processing and leave content terms with higher
intrinsic meaning would further improve the power of the proposed approach. Fi-
nally, the algorithm as it stands now in based in Java and makes heavy use of hash
tables to keep track of pair-wise terms. These hash tables are based on binary trees
which have a logarithmic search and retrieval running time. The process of scanning
a single document is linear in terms of the physical lines in the XML file, but every
term must be checked and inserted into the hash table in three places. Technically,
the scanning algorithm runs in 3(NlogM) time, where N is the number of terms in
the document and M is size of the current hash table; how this can be improved to
take advantage of sorted lists needs to be explored in the future.
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1 Introduction

The World Wide Web has become an indispensable resource for people to gather in-
formation as the Web provides a quick search capability to its rich data and abundant
services. To retrieve desired and relevant information effectively, many techniques
have been proposed. In particular, recommender systems have been designed to as-
sist a user in navigating the myriad of information on the Web and suggest items
that the user is most likely interested in.

Most of the current recommender systems use the collaborative filtering approach
[4] that predicts the interest of a user by analyzing preference information collected
from a group of similar users. Collaborative filtering has been widely used in many
applications such as e-commerce [35], netnews [33], and hobby-sharing in music,
movie, etc. [41].

1.1 Personalization and Browsing Behaviour

Many search engine users have the experience that the returned results of a query
are not exactly what they are looking for. Teevan et al. termed the ”large gap be-
tween how well search engines could perform if they were to tailor results to in-
dividuals, and how well they currently perform by returning a single ranked list of
results designed to satisfy everyone” as the potential for personalization [40]. With
the advance of monitoring and measuring techniques, implicit personal preference
information can be collected easily and harnessed effectively in recommender sys-
tems. A user’s Web browsing behaviours such as dwell time, mouse click, scroll
action, and search query, together with site visit history and personal document col-
lection, are often used in usage and content mining to assist in making personal
recommendation.

In the ”Stuff I’ve Seen” system [10], personal contextual items, such as authors
and thumbnails from the documents that the user has already seen, are used to search
for relevant information. The SEARCHY system [28] filters and re-ranks the Web
search results by exploiting the user’s profile as obtained from her Web browsing be-
haviour. Morita et al. proposed an information reminder system [29] where a user’s
action such as printing, copying and pasting, are recorded during a Web browsing
session. This user profile is then utilized to provide personalized information to the
user. Chirita et al. proposed a personalized query expansion method to retrieve Web
information based on the personal collection of text documents, emails, cached Web
pages, etc. [8].

In a previous work [39], we proposed an adaptive personalized recommender
system using a preference-thesaurus constructed based on Web browsing behaviour
and user feedback. This system is personalized for an individual user by capturing
her browsing behaviour into a preference-thesaurus. Moreover, the system can adapt
to different users as well as their changing behaviour and interest through direct
feedback and continuous update to each individual’s preference-thesaurus. Explicit
user preference information based on user feedbacks and implicit measures such as
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browsing history are being used in interest prediction and information filtering. The
browsing behaviours captured are the ones associated with actions such as book-
mark, print, and save. The contents of the pages associated with these actions are
analyzed and used to predict future interest.

1.2 Motivation and Objectives

Current personalized information provision systems recommend or navigate to
preferable information based on the implicit assumption that a user’s preference
is strongly correlated to her browsing behaviour. However, to the best of our knowl-
edge, this assumption has only been investigated in a few limited studies. Moreover,
recommendation is formulated using only content-based information filter.

Recommender systems based on browsing behaviour have also been used suc-
cessfully in assistive technology for the mobility or visually impaired [38]. While
researching literature in assistive technology for Web browsing, we came upon a re-
cent study conducted by Francisco-Revilla and Crow [13]. They investigated how
users interpret the layout of news and shopping pages. Their study reveals that users
look for familiar structural elements and use them as references and entry points,
before even looking at the main content. Although the target application of their
work is in the assistive technology area, this prompts us to postulate that the layout
and design of Web pages may also be used as an information filter for establishing
user preference.

The objectives and contributions of this chapter are multi-fold. First, an extensive
survey on Web browsing behaviour and user behavioural models is presented. Then,
previous work on structure and layout of Web pages, though almost all targeted to-
wards the facilitation of Web page design, is discussed. Our proposed recommender
system architecture is introduced to reflect how the various modules are integrated.
The implementation of the recommender is shown with the important inner working
details. Finally, a system design to capture layout and structure information of Web
pages, together with how such information can be used for recommendation, are
presented.

Specifically, this chapter aims to (1) reinforce the notion that there is a posi-
tive correlation between Web browsing behaviour and information preference; (2)
strengthen the concept that content-based information filtering is a valid approach
for recommendation; (3) promote the novel idea that the layout and design of a Web
page is a plausible visual information filter for establishing user preference and thus
is useful for recommendation.

2 Literature Review and Survey

User Web browsing behaviour is used in many applications including recommender
systems and Web page re-design. Much research work has been done in exploiting
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information derived from various browsing and navigation behaviour to predict and
improve the Web search process. By analyzing a user’s Web browsing behaviour,
her personal preference can be inferred and utilized in recommending information
[2, 5, 11, 36]. For example, if a user spends a considerable amount of time on some
Web pages, it is reasonable to regard the user is more interested in the contents
of these Web pages than other pages. Also, search engine keywords and results
are very important factors to detect personal interest [11, 28]. By analyzing such
browsing behaviour information, a user’s preference can be established and used
to recommend information that suits one’s individual taste. For instance, if a user
browses some Web sites related to Mozart over a long period of time or repeatedly,
it can be inferred that the user prefers classical music and she may also be interested
in Beethoven and Bach. Likewise, if a user prints Web articles about digital cameras
and MP3 music players, it is highly likely that she is also interested in some related
electronic devices such as DVD players and mobile phones.

We postulate that some specific actions performed during Web browsing are pos-
itively correlated to a user’s preference. Also, specific actions could be correlated to
particular interest genres. There are many Web browsing behaviours and it is diffi-
cult to identify which ones are influential to a specific user’s preference, since each
user has her peculiar browsing behaviour that may not be universally held by oth-
ers. For example, although selecting terms on a Web page by mouse-clicks seems
to be an important Web browsing behaviour, however, there are some people who
click and select items without much thoughts or intentions. In general, bookmarking
is a useful resource but old bookmarks may not reflect a user’s current interest. It
is therefore important to filter out non-influential browsing behaviours in order to
make recommendation. We have carried out an extensive literature review on brows-
ing behaviour and found answers to some of the above questions in our survey.

As stated in Section 1, we are interested in the relationship between a user’s pref-
erence and the layout and design of a Web page, in addition to the correlation be-
tween user interest and browsing actions. Therefore, we view a browsing behaviour
consisting of two identifiable components: action and visual. Actions are the brows-
ing interaction a user has with the browser such as bookmark and print. Each action
also has a visual aspect related to the layout and design of the page, for example, a
user most likely prefers a Q & A type of document if she bookmarks such type of
pages frequently.

2.1 Browsing Behaviour: Action

Browsing behaviour actions are the ones that a user interactively enters into a
browser including bookmark, print, save, etc., and the derived ones such as dwell
time. These are implicit measures for recommendation effectiveness collected dur-
ing a browsing session as opposed to explicit measures that require users to state
their preference or rank a list of items.

Teevan et al. developed a prototype system that makes use of three sources to im-
prove relevance and search personalization: (1) Explicit ratings; (2) implicit click-
through behaviour; and (3) implicit content-based measures including information
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created, copied, or viewed by an individual [40]. Furthermore, they found that im-
plicit behaviour-based measures are useful in capturing relevance while content-
based measures are more suitable for capturing an individual’s variation.

Similarly, Seo and Zhang learned a user’s preference by observing the user’s
browsing behaviour implicitly [36]. In their system, a user’s implicit feedbacks are
profiled including time for reading, bookmarking, scrolling, and following up the
hyperlinks in a document.

2.1.1 Dwell Time

In one of the early studies in user behaviour and relevance judgment, Morita and
Shinoda performed extensive experiments on user behaviour and emphasized that
reading time is an important behavioural indicator [30]. Since then, many re-
searchers have established that user browsing time is a major parameter to determine
a user’s interest of the content [9].

Based on the assumption that the more an object contains the information needed,
the longer the viewing time, Liang and Lai [25] presented a time-based approach
to determine user interest in news services. In addition, keywords are identified and
their position and frequency in the document are analyzed.

Recently, Liu et al. proposed to model the dwell time, the time spent on a docu-
ment, using the Weibull distribution [27]. They also demonstrated the possibility of
predicting dwell time distribution.

2.1.2 Other Actions

Many researchers have revealed that click-through is the second most important
browsing behaviour behind dwell time [27]. Meanwhile, Claypool et al. established
a strong positive correlation between dwell time and mouse scrolling [9]. On the
other hand, Seo and Zhang found in their studies of implicit user feedbacks that
bookmarked URL reflects a user’s strong opinion of relevance [36].

Kumar and Tomkins performed a large-scale study of user online behaviour based
on Yahoo toolbar logs [20]. They developed a taxonomy of pageviews consisting of
three high-level classes: content, communication, and search; moreover, they found
that the ratios of all online pageviews for the three classes are half, one-third, and
one-sixth, respectively.

Multiple tabs in browsers have also been a subject of research study. Viermetz
et al. investigated the impact of multiple-tab browsing on Web usage mining and
its relevance to business applications [43]. Huang et al. examined the effect of
parallel browsing sessions on design implication for Web sites, browsers, and search
interface [15].

Weinreich et al. conducted an extensive long-term client-side Web usage study
[42]. They discovered that users do not use backtracking in Web navigation as fre-
quent as previously thought. One reason for this is due to the usage of multiple win-
dows and tabs. They concluded that Web designers must consider the limited real
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estate space provided by the browser. This points to the importance and the effect of
the layout and design of a Web page on user’s browsing behaviour and experience.

2.1.3 Classification of Browsing Behaviour

Oard and Kim [32] developed a framework that categorizes observable behaviour
into broad classes. Objects at different levels of abstraction, such as a term, para-
graph or a document, can be examined, retained, referred, or annotated. The exami-
nation category consists of the actions view, listen and select. The retention category
has behaviours, such as bookmarking, that indicate possible future use of an object.
Activities that relate two objects, such as linking, form the reference category. The
last category annotation consists of actions, such as highlighting, that intentionally
add value to an object. The objective of this framework, however, is for modelling
information content using observable browsing behaviour.

Kelly and Teevan later added create as a fifth broad category of observable be-
haviour that includes editing and authoring [19]. They reviewed and classified re-
search work on implicit feedback using this framework of observable behaviour.
However, they concluded that “what can be observed does not necessarily reflect
the user’s underlying intention”. This assertion agrees with the fact that the visual
aspects of browsing behaviour are implicit feedbacks that cannot be observed di-
rectly but can only be estimated statistically.

2.1.4 Browsing Behaviour Models

Zheng et al. developed a user interest model based on the following five behaviours:
save page, print page, bookmark page, frequency of visit and dwell time on a page
[45]. Li and Feng proposed a page interest estimation model based on information
found in Web access log, including page size, frequency of access, date of visit and
the time spent of each visit [24]. They purposely did not ask for user feedback nor
collect any user identifiable information to avoid privacy issues.

Yu and Liu proposed a ‘Short-term User Interest Model’ for personalized rec-
ommendation to accommodate changes in user’s interests over time [44]. Using
the assertion that a user’s interests are related and concentrated in a short period of
time, they concluded that Web pages visited are semantically associated. Further-
more, they used a semantic link network to represent these similar pages.

Burklen et al. presented their ‘User Centric Walk’ algorithm as the basis for mod-
elling browsing behaviour [5]. Their system consists of two models. The Web graph
model includes parameters on the structure and the size of the document, while the
access behaviour model considers Web page popularity, path length, viewing time,
revisiting, link choice, and jump probability.

Sah et al. proposed an architecture to generate dynamic link and personalization
using linked data, and the user’s browsing strategies [34]. The user strategy model
includes search/purposive browsing that looks for specific information, general
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purpose/explanatory browsing that stemmed from interests, and serendipity/
capricious browsing which is undirected browsing.

2.2 Browsing Behaviour: Visual

A Web page’s structure includes objects such as text bodies, images, videos, and
their associated tags and labels. A Web page’s layout includes elements such as
background colour, font size, font style, font colour, style sheets, in addition to the
locations of objects.

Lerman et al. believed a Web page contains many explicit and implicit structures
in the layout and content. They presented an automatic approach for record extrac-
tion and segmentation from Web tables [23].

Song et al. asserted that a Web page can be partitioned into several blocks and the
importance of those blocks is not equivalent [37]. They found that users do have a
consistent view about the importance of blocks on a web page. Using machine learn-
ing techniques, they managed to find functions to describe the correlations between
page blocks and importance values. Lim et al. described an algorithm for selecting
the main content of a Web page automatically [26]. This is done by first segmenting
the page into several blocks and then extracting the main content from the important
blocks.

Cai et al. argued that traditional link analysis algorithms ignore the fact that a
Web page contains multiple semantics [6]. They treated a Web page as a set of
blocks and linkages are from blocks to pages rather than from pages to pages.

Layout of a Web page is an important part of the Web site design. Most Web
pages are designed using either standardized layout templates or some logical place-
ment based on the nature of the site. Individuals do have their own favourite layouts,
therefore, layout is an important factor in capturing user’s preference.

Fiala et al. used a component-based XML document format to enable Web con-
tents and adaptive presentations to be automatically adjusted to user’s preference
[12]. Kawai et al. developed a content fusion system that displays news items in the
user’s favourite layout format [18].

Lam and Chan proposed a graph mining algorithm to study how and what specific
patterns and features of layout can affect advertising click rate [21]. Examining a
page’s five general areas: header, footer, left sidebar, right sidebar, and body, they
investigated how the layout influences click rate, either positively or negatively.

Karreman and Loorback conducted a study to investigate the visual effect of text
structure on users’ browsing behaviour [17]. Their results showed that users prefer
text structured as list than as paragraphs. Moreover, they found that sites with text
lists have their pages visited and appreciated more by the users.

2.2.1 Multimedia Objects

In addition to semantic information from the text body, the structure and semantics
of images and videos are also useful in the modelling of user browsing behaviour.
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Lee et al. proposed a keyword extraction method for videos by analyzing the
distance of text blocks to a video [22]. This ‘layout distance’ is an indication of how
relevant a text block is to the video, and thus important keywords can be extracted
from the relevant text blocks.

Textual and link information such as labels and tags of images can be obtained
easily and exploited in modelling user behaviour. He et al. presented a method to
segment a Web page into blocks and obtain textual and link information of images
extracted from blocks that contain those images [14].

Song and Lim partitioned a page into blocks to extract important contents [26,
37]; we, however, use the partitioned blocks to extract visual information. Citing the
fact that a page can have semantics associated with the different areas within it, we
exploit this further in our proposed system [6]. These are elaborated in Section 4.

We concur with Karreman and Loorback’s finding that emphasizes the visual
aspect (i.e., the structure and layout) of a page, is highly relevant to a user’s browsing
behaviour. Furthermore, we believe a user’s preference on the layout of a page could
be useful in recommender systems.

3 A Recommender System Based on Browsing Behaviour

Our proposed recommender system suggests items that match a user’s preference
in content, layout and design. A user’s preference on the two aspects of browsing
behaviour (i.e., action and visual) is monitored, extracted, and stored in a preference-
thesaurus which is updated continuously. In this section, we describe the overall ar-
chitecture and implementation details of our recommender system, based on brows-
ing behaviour of actions. Representation and recommendation of the visual aspects
of browsing behaviour are presented in the next section.

3.1 Recommender System Architecture

Figure 1 shows the architecture of our system. It consists of three iterative phrases.
During the first phase, a user’s Web browsing behaviours are monitored and an
important term set is extracted for each behaviour. An initial personal preference-
thesaurus is constructed based on each behaviour’s term set and its term score. In
the second phase, Web documents to be recommended are ranked by the similar-
ity between the preference-thesaurus term set and each document. During the final
learning phase, the preference-thesaurus is updated based on the user’s evaluation
feedback on the most recent recommended items.

3.1.1 Web Browsing Behaviour Monitor

The user’s Web browsing behaviours, such as the typical ones shown in Table 1, are
monitored continuously, and important term set from each behaviour is extracted as
shown in Figure 1 (P1). The behaviour term sets and their scores are stored in the
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Web Browser 
(User)

(B) Informa�on 
Recommender

Keyword Total
Score

Web browsing Behavior
Browse Search …

t1 s1 v11 v21

t2 s2 v12 v22

t3 s3 v13 v23

… … … … …

(A) Web-Browsing 
Behavior Monitor

(C) Preference-Thesaurus 
Database

(E) Web Document 
Database

WWW

(P1)

(P2)

(P3) (P4)

(P6) Feedback

w1 w2 …(D) Personal Weight Value:

(P7) 

(P5)

Fig. 1 Recommender Architecture

preference-thesaurus database (P2). For example, for Web pages browsed as shown
in Table 1, terms appeared on a Web page are regarded as important terms related to
a user’s preference. The score of each extracted term is the accumulated browsing
time of the Web pages that contain the term. For clipboard copy, terms copied onto
the clipboard are extracted and their scores are the frequency of copies.

3.1.2 Information Recommender

The candidate documents or their URLs for recommendation are stored in the Web
document database. These Web documents are collected by the user through var-
ious means such as Web crawling, RSS feeds, search engine results, etc. Recom-
mended documents are ranked by calculating the similarity between the preference-
thesaurus made up of weighted behaviour term sets and each document in the Web
document database (P3, P4), and presented to the user (P5).

3.1.3 Evaluation Feedback

In this phase, the user evaluates whether Web documents recommended are rele-
vant or not (P6). The top-n Web browsing behaviours associated with the relevant
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Table 1 Typical Web browsing Behaviour

ID Web browsing behavior Term set to be extracted
I1 Web pages browsed Terms appeared on the Web pages
I2 Terms on Web pages selected by

mouse-click
Terms selected

I3 Terms on Web pages copied onto
the clipboard

Terms copied onto the clipboard

I4 Keywords searched within Web
pages

Search keywords

I5 Web pages saved Terms appeared on the saved Web
pages

I6 Web pages printed Terms appeared on the Web pages
printed

I7 Web pages bookmarked Terms appeared on the Web pages
bookmarked

I8 Search keywords input to the Web
search engines

Search keywords input to the Web
search engines

I9 Web pages browsed from search
results

Terms appeared on the returned
Web pages browsed

documents as indicated by the user are identified by the similarity between the be-
haviours’ term sets and the relevant documents. Here, n is the number of behaviours
which term set’s score is greater than zero, and these n behaviours are deemed to be
influential on user’s preference. The personal weights associated with the top-n be-
haviours are increased (P7) to reflect the most recent changes in browsing behaviour
and preference.

3.2 Recommender Implementation

3.2.1 Extraction of Influential Browsing Behaviour

In evaluation feedback, a user evaluates an item on the recommended list, by nav-
igating to the linked page or giving it a score according to her preference. The
recommender then associates the specific item with certain influential browsing be-
haviours, as shown in Figure 2.

For example, Table 2 shows the ranking of browsing behaviours for three explicit
feedbacks: EFB-1, EFB-2, and EFB-3. In the table, each Ix corresponds to a Web-
browsing behaviour. For instance, I5, I6, I7, and I9 refer to save, print, bookmark,
and browsed from search results, respectively. In this example, the user prefers a
music-related document in EFB-1 and EFB-2, and a politics-related document in
EFB-3.

For EFB-1 and EFB-2, I9 (browsed from search results), I6 (print), and I7 (book-
mark) are identified as the most influential Web-browsing behaviours. Thus, one
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(A) Web Browser (C) Adap�ve Recommender

(B) Preference Thesaurus

(iii) Evalua�on 
Feedback

(i) Captures term sets 
and the associated 
behaviors into 
preference thesaurus

(ii) Recommenda�on

Detec�on of the influen�al 
browsing behaviors to 
predict a user’s preference

Keyword
Total
Score

Web browsing Behavior
Browse Search …

t1 s1 v11 v21
t2 s2 v12 v22

t3 s3 v13 v23
… … … … …

Fig. 2 Extraction of influential browsing behaviour

Table 2 Example of Web-browsing behaviour ranking

Rank EFB-1 (music) EFB-2 (music) EFB-3 (politics)
1 I9 I9 I7

2 I6 I6 I6

3 I7 I7 I5

4 I2 I5 I3

5 I1 I1 I1

can assert that the specific user searches, prints, and bookmarks music related docu-
ments regularly. In addition, based on EFB-3, I7 (bookmark), I6 (print), and I5 (save)
are deemed to be strong influential behaviours. This user seems to prefer bookmark-
ing, printing, and saving politics related articles. One can also deduce that in general,
this user bookmarks her preferred documents.

The most influential browsing behaviours for each individual user can be ex-
tracted from the positive items selected from the recommended list via this evalua-
tion feedback mechanism.

3.2.2 Personal Preference-Thesaurus Construction

Typical Web browsing behaviours and their corresponding term sets as shown in
Table 1 are extracted by monitoring the user’s browsing behaviour and are used to
construct a personal preference-thesaurus.

Let a Web browsing behaviour be Ix. Let the term set be Tx that includes the m
terms extracted from behaviour Ix.
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I1 I2 I3 · · · Ix

t1 s11 s21 s31 · · · sx1
t2 s12 s22 s32 · · · sx2
t3 s13 s23 s33 · · · sx3
t4 s14 s24 s34 · · · sx4
... · · · · · · · · · · · · · · ·

t|T | s1|T | s2|T | s3|T | c sx|T |

Fig. 3 Personal preference-thesaurus matrix

Tx = {tx1, tx2,tx3, · · · , txm} (1)

where txi (i = 1,2, · · · ,m) is a term included in Tx. The total term set T of all terms
appeared in each Tx is represented as follows:

T =
x⋃

i=1

Ti (2)

By using each term included in the term set T and each behaviour Ix, a term-
behaviour matrix is created as shown in Figure 3, which is referred to as the personal
preference-thesaurus matrix. In Figure 3, each element si j is the score of a term t j

for a behaviour Ii.
Most of the score si j’s are defined as the frequency of a behaviour. For instance,

the behaviour clipboard copy’s score si j indicates how many times a user copied the
term t j to the clipboard. Other scores are expressed in different units such as the
browsing time in behaviour Web page browsed. Since the units of each behaviour
may be different (frequency, time, etc.), the score of each behaviour Ii is normalized
in the manner of (5), (8), and (11) as described in the next sections.

3.2.3 Web Documents Recommendation

Typical Web browsing behaviours and their corresponding term sets as shown in
Table 1 are extracted by monitoring the user’s browsing behaviour and are used to
construct a personal preference-thesaurus. The recommendation of Web documents
is based on the similarity between the personal preference-thesaurus and each Web
document.

First, a document vector space S using the term set T is created. Each document
di in the Web document set D is represented as a vector di based on term frequencies
appeared in the document as follows:

di =

⎡⎢⎢⎢⎣
e1

e2
...

e|T |

⎤⎥⎥⎥⎦ (3)
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where, ek is the term frequency of tk (tk ∈ T ) in the document di, and |T | is the
number of terms in the term set T .

Second, in order to realize personal document retrieval for the document set D,
personal ranking is performed in the following steps.

Step-1: A query based on user’s Web browsing behaviours is created, first by rep-
resenting each behaviour Ik as a vector Ik. Each element sk j is that behaviour’s term
score in the personal preference-thesaurus matrix.

Ik =

⎡⎢⎢⎢⎣
sk1
sk2
...

sk|T |

⎤⎥⎥⎥⎦ (4)

Step-2: By summing the behaviour vectors Ik’s, a query vector q is created as
follows:

q =
x

∑
k=1

wk · Ik

|Ik| ,
x

∑
k=1

wk = 1 (5)

where, x is the number of Web browsing behaviours, wk is a weighing value for each
behaviour Ik and is normalized with 1-norm. Since the relative importance of each
behaviour cannot be pre-determined, therefore the initial values of wk’s are set as
follows:

winit
k =

1
x

(6)

Step-3: The similarity between the query q and each Web document d in D is cal-
culated. Various similarity measures such as asymmetric measure, Jaccard measure
and extended Jaccard measure can be used for this purpose. Here, the commonly
used Cosine measure is employed:

sim(q,d) =
(q ·d)
|q||d| (7)

Then, each document is ranked according to its Cosine similarity score.

3.2.4 Document Evaluation Feedback and Re-recommendation

In (5), it is assumed that each weight wk of behaviour Ik differs for each person due
to individual’s Web browsing habit. Therefore, it is necessary to set wk adaptively
based on the characteristic of each user’s Web browsing behaviour.

When a user selects a document of her interest from the recommended rank list,
the behaviour Ik that strongly affect the similarity score of the selected document
can be identified. The weight corresponding to the behaviour Ik is then increased,
and a new personal query qnew is formed. This feedback process is performed in the
following steps.
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Step-1: From the recommended rank list, a user selects a document d f (∈ D) which
she is interested in.

Step-2: In order to detect the influential behaviour Ik that strongly affects the simi-
larity score between each behaviour Ik and d f , the following Cosine similarity mea-
sure is used:

score(Ik,d f ) =
(Ik ·d f )
|Ik||d f | (8)

The behaviour Ik is ranked according to the similarity score.

Step-3: The weight of a behaviour Ik whose score in (8) is greater than 0 is
increased:

wk = wk + αk (9)

where, αk is an incremental value of wk. Let the rank of the behaviour Ik be r. Each
αk is set according to its rank in Step 2 as follows:

αk = winit
k · 1

r
=

1
x · r (10)

Step-4: The new personal query vector qnew is represented as follows:

qnew =
x

∑
i=1

wnew
i · Ii

|Ii| ,
x

∑
i=1

wnew
i = 1 (11)

where, wnew
i is the weight for each behaviour Ik, and is normalized with 1-norm after

Step-3 when (9) and (10) are processed.
Using the new query qnew, the ranking process as described in Section 3.2.3

is performed again. The Web documents with the top-n similarity scores are rec-
ommended to the user. This feedback is an iterative process so that even if a user
changes her information preference and browsing behaviour over time, appropriate
recommendation can still be made with the adaptive capability of our system.

4 Structure, Layout, and Schema Learning

4.1 Profiling Layout and Design

Similar to content preference as described in the last section, our system profiles
personal preference on the visual aspects (i.e., layout and design) of a Web page
continuously by monitoring a user’s action browsing behaviour such as printing
and bookmarking. Common layout and design attributes are extracted from the Web
page, analyzed, and stored in the preference-thesaurus. Attributes of interest include
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background and foreground font style, size, and colour, shape and colour of icons,
link position and colour, video and image position, etc.

4.2 Formalizing Layout and Design

When a user is browsing a Web page W , its layout and design scheme WS is profiled.
We define WS as a 4-tuple:

WS = 〈A,O,C,S〉 (12)

A is a set of n×m square-shaped areas Ax,y partitioning the page as shown in Figure
4. The numbers n and m depend on, and are adjusted to the width and height of W .

A = {A1,1,A2,1, · · · ,An,1,A1,2,A2,2, · · · ,An,2, · · · ,A1,m,A2,m, · · ·An,m} (13)

The second WS element O is a set of object type otp for each object appeared in W .

O = {ot1,ot2, · · · ,otp} (14)

For example, table, list, link, image, video, icon, background-area with boundary,
and so on are elements of object type O. HTML objects such as table 〈TABLE〉 · · ·
〈/TABLE〉, list 〈UL〉· · · 〈/UL〉, link 〈A〉· · · 〈/A〉, and image 〈IMG / 〉 can be extracted
by parsing DOM nodes of a HTML document. Similarly, object node information
can be obtained from DOM nodes of an XML document. For icon detection, a small
image is recognized as an icon, if its size is smaller than a threshold value.

There are two typical ways to create background-area with boundary: (1) a simple
boxed-area using CSS description and (2) a complex-shaped background-area using
image files. The first type of bounded area can be detected by parsing HTML tags
and their corresponding CSS descriptions. To detect complex-shaped bounded area,
some image processing techniques for pattern recognition can be used.

The third element C is a set of colour cq used in W , and the fourth element S is a
set of shape feature sr for each object,

C = {c1,c2, · · · ,cq} (15)

S = {s1,s2, · · · ,sr} (16)

Among many options, 8-bit colours can be used in the colour set C. In the shape
feature set S, basic shapes such as box, rectangular-box, circle, solid line, and dotted
line can be used.

4.2.1 Representing Layout and Design

In order to represent how many objects belonging to object type otp that are located
in area Ai, j, we define a matrix Mo,
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A1,1 A2,1 A3,1 An,1

A1,2 A2,2 A3,2 An,2

A1,3 A2,3 A3,3 An,3

A1,m A2,m A3,m An,m

x

y

…

…

…

…

…………

Fig. 4 n×m square-shaped areas on a partitioned page

1 2 3 · · · N = (n×m)
A1,1 A1,2 A1,3 · · · An,m

ot1 f11 f21 f31 · · · fN1

ot2 f12 f22 f32 · · · fN2
...

ot p f1p f2p f3p · · · fN p

where, fxy is the frequency of otp in Ai, j.
In addition, the colour scheme of objects belonging to otp is represented using

cq. We define a matrix Mc as follows:
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@link-1

@link-2
@link-4

@link-3
@link-5

@link-6

@link-7 @link-8 @link-9 @link-10

@img-1

@img-2

@item-1 @item-2

@area-1

@area-2

@area-3

@area-4

@area-6

@area-5

@icon-1, 2, 3
@icon-4, 5, 6
@icon-7, 8, 9

Fig. 5 Example of the layout and design of a Web page

c1 c2 c3 · · · cq

ot1 v11 v21 v31 · · · vN1

ot2 v12 v22 v32 · · · vN2
...

ot p v1p v2p v3p · · · vN p

where, vxy is the number of pixels, or the colour histogram using RGB value, for
rendering objects belonging to otp.

We define a matrix Ms to represent the shape feature of objects belonging to otp

using sr as follow:

s1 s2 s3 · · · sr

ot1 u11 u21 u31 · · · uN1

ot2 u12 u22 u32 · · · uN2
...

ot p u1p u2p v3p · · · uN p

where uxy is the number of objects belonging to oty that has a shape feature sx.

4.2.2 A Layout and Design Example

Figure 5 shows the layout and design of a Web page. Using this example, the fol-
lowing steps illustrate how the three matrices Mo, Mc, and Ms are generated:
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Step-1: The Web page is partitioned into 12 square-shaped areas A1,1, A2,1, A3,1,
A1,2,· · · , A3,4, proportional to the page’s height and width.

Step-2: Objects are extracted from the Web page. In this example, five types of
objects are extracted: 10 hyperlinks (@link), 2 images (@img), 2 items (@item), 6
boundary areas (@area), and 9 icons (@icon).

Step-3: The matrix Mo represents the number of objects within each area. When an
object appears in more than one area, it contributes to the frequency count of each
of the overlapped areas.

Mo:

A1,1 A2,1 A3,1 A1,2 · · · A1,4 A2,4 A3,4

@link 2 2 2 0 0 0 0
@img 0 0 1 0 0 0 0
@item 0 0 0 0 0 1 1
@area 2 2 2 1 1 1 1
@icon 1 1 0 0 0 3 3

Step-4: The matrix Mc is generated using the number of pixels, or the colour his-
togram using RGB value, for rendering each object. For this example, let each object
use the colours as follows (in practise, the same type of objects could have different
colour attributes):

[@link] black (=c1) : 70px, red (=c3) : 20px, blue (=c4) : 10px
[@img] black: 50px, blue: 30px, green (=c5) : 200px, yellow (=c6) : 150px
[@item] black : 80px, red: 80px
[@area] white (=c2) : 1000px, orange (=c7) : 300px, light blue (=c8) : 300px
[@icon] black : 80px, red: 80px, blue: 80px

Mc:

c1 c2 c3 c4 c5 c6 c7 c8 · · · cq−1 cq

@link 70 0 20 10 0 0 0 0 0 0
@img 50 0 0 30 200 150 0 0 0 0
@item 80 0 80 0 0 0 0 0 0 0
@area 0 1000 0 0 0 0 300 300 0 0
@icon 0 0 80 80 0 0 0 0 0 0

Step-5: The matrix Ms is created by counting the number of shape features of each
object. In this example, let each object use the shape feature as follows (for simplic-
ity, it is assumed that the same type of objects have the same shape features):

[@img] 2 squares (=s1)
[@area] 1 square and 5 rounded-squares (=s2), 1 dotted line (=s5)
[@icon] 3 squares, 3 circles (=s3), and 3 triangles (=s4)
Typically, the hyperlink objects and item objects have no shape feature.
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I1

I2

I3

I|I|

… … … …

Mo Mc Ms

Profile: <Mo, Mc, Ms, Ix>

Web page W

Fig. 6 Learning design and layout associated with browsing behaviour

Ms:
s1 s2 s3 s4 s5 · · · sr

@link 0 0 0 0 0 0
@img 2 0 0 0 0 0
@item 0 0 0 0 0 0
@area 1 5 0 0 1 0
@icon 3 0 3 3 0 0

4.3 Layout and Design Learning

When a user exhibits a browsing behaviour Ix on Web page W , the layout and design
of Web page W is profiled. The three matrices Mo, Mc, and Ms, representing the
visual aspects associated with the browsing behaviour Ix, are created and stored in
the preference-thesaurus.

pro f ilelayout&design(W, Ix) −→ 〈Mo,Mc,Ms, Ix〉 (17)
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When a user, continuously or in separated sessions, browses Web pages and per-
forms a browsing action or behaviour Ix, the three matrices Mo, Mc, and Ms, associ-
ated with the visual aspects of Ix, are updated by summing their current state with
the stored state.

Mo(Ix) = Mo(Ix)+ Mo(Ix)cur (18)

Mc(Ix) = Mc(Ix)+ Mc(Ix)cur (19)

Ms(Ix) = Ms(Ix)+ Ms(Ix)cur (20)

where, Mo(Ix), Mc(Ix), and Ms(Ix) are accumulated matrices through profiling, and
Mo(Ix)cur, Mc(Ix)cur, and Ms(Ix)cur are the ones being currently profiled.

In order to represent the entire profile associated with all browsing behaviours
Ix (x = 1,2, · · · , |I|) defined, as shown in Figure 6, the averages of the matrices are
used for matching purpose later and are calculated as follows:

M∗
o =

∑|I|
x=1 Mo(Ix)

|I| (21)

M∗
c =

∑|I|
x=1 Mc(Ix)

|I| (22)

M∗
s =

∑|I|
x=1 Ms(Ix)

|I| (23)

Alternatively, the profiling can be obtained by using moving averages to smooth
out irregular fluctuations and highlight consistent behaviour, while at the same time
taking into account the possible changes in the visual preference of a user. Using
moving averages of previous h number of actions or behaviours provides the flexi-
bility of examining behavioural trends simply by changing h. Also, the total number
of actions profiled, may be dependent on the need of specific application; thus, it is
advantageous to establish a profile using moving averages on a per-action basis.

For example, let matrices profiled at h previous actions be Mh
o (Ix), Mh

c (Ix), and
Mh

s (Ix), moving averages of the current action and h previous actions for H-action
matrices are calculated as follows:

M
H
o (Ix) = ∑H

h=0 Mh
o (Ix)

H
(24)

M
H
c (Ix) = ∑H

h=0 Mh
c (Ix)

H
(25)

M
H
s (Ix) = ∑H

h=0 Mh
s (Ix)

H
(26)
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The accumulated matrices are then represented as:

M
∗
o(H) =

∑|l|
x=1 M

H
o (Ix)

|I| (27)

M
∗
c(H) =

∑|l|
x=1 M

H
c (Ix)

|I| (28)

M
∗
s (H) =

∑|l|
x=1 M

H
s (Ix)

|I| (29)

4.4 Layout and Design Matching

In order to recommend a Web page W with user’s preferable layout and design,
the similarity between the current visual context 〈Mo,Mc,Ms〉 of W and the profile
〈M∗

o ,M∗
c ,M∗

s 〉 has to be calculated. We have chosen a simple Euclidean distance
measure for this purpose,

Pre f erence(W )
= Similarity(〈Mo,Mc,Ms〉,〈M∗

o ,M∗
c ,M∗

s 〉)
= w1×MatrixSim(Mo,M

∗
o)+w2 ×MatrixSim(Mc,M

∗
c )+w3 ×MatrixSim(Ms,M

∗
s )

(30)

where,

MaxtrixSim(A,B)

= |a11 −b11|+ |a12 −b12|+ · · ·+ |a21 −b21|+ |a22 −b22|+ · · ·+ |amn −bmn| (31)

and w1, w2, and w3 are the weights assigned to the object, colour, and shape
preferences that show a personal order of importance.

When there are multiple pages with similar contents, one can use the layout and
design similarity for the purpose of recommendation. The MaxtrixSim values of
these pages can be used to rank similar-content pages.

If moving averages are employed, the following alternative formula can be used
to establish the preference:

Pre f erence(W )

= Similarity(〈Mo,Mc,Ms〉,〈M∗
o(H),M∗

c(H),M∗
s (H)〉)

= w1 ×MatrixSim(Mo,M
∗
o(H))

+ w2 ×MatrixSim(Mc,M
∗
c(H))

+ w3 ×MatrixSim(Ms,M
∗
s (H)) (32)
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5 Conclusions

In this chapter, we presented a literature survey on Web browsing behaviour, a
recommender system based on user browsing behaviour, and the representation and
manipulation of attributes associated with the design and layout of Web pages. By
modelling and capturing the visual aspects of a Web page, we believe this user pref-
erential information is valuable to complement recommendation utilizing content
similarity.

The recommender system that tracks the action aspect of browsing behaviour
has been designed and implemented. Preliminary results are positive and warrant
further investigation. The design presented here for the visual aspect of a Web page
is currently being implemented and incorporated into the recommender.

We plan to have an extensive user study over a long period of time to ascertain
the link between information preference and browsing behaviour, and to validate
the premise that there is a correlation between user preference and the design and
layout of Web pages. This correlation study will be carried out with user experiential
interviews and empirical data reviews.
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Glossary of Terms and Acronyms

CSS (Cascading Style Sheets)
DOM (Document Object Model)
HTML (HyperText Markup Language)
Q & A (Questions and Answers)
RGB (Red Green Blue Colour Model)
URL (Uniform Resource Locator)
XML (Extensible Markup Language)



MANENT: An Infrastructure for Integrating,
Structuring and Searching Digital Libraries

Angela Locoro, Daniele Grignani, and Viviana Mascardi

Abstract. Digital Libraries represent the commitment of research communities
to preserve authoritative and well structured sources of knowledge, and to share
archival organisations, methods and resources thanks to systems relying on stan-
dard metadata formats. This chapter describes some natural language processing
techniques exploited for automatically extracting structural information from docu-
ments stored in Digital Libraries, based on the exposed metadata. The most promi-
nent results achieved in this area are surveyed and discussed. As an example of
an infrastructure for integrating, structuring and searching Digital Libraries based
on natural language processing and semantic web techniques, we discuss the MA-
NENT system. MANENT is a working prototype offering services of Digital Li-
brary content management and record classification and retrieval. It is hosted on a
server at the Computer Science Department of Genova University and, starting from
2011, it will become publicly available. 475,000 records drawn from 138 reposito-
ries that all over the world expose OAI-PMH services have been downloaded, stored,
and their automatic classification is under way.

1 Motivation

Scientific outcomes rely on institutional networks of researchers, leveraged by the
Web in their intertwined activity that “help them in criticising and rectifying their
findings and preserving the acquired knowledge by transmission to others” [35]. The
community does not simply represent an aggregate of individuals based on social
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relations through which information flow, but it is instead a community of prac-
tice, whose coherent behaviour is defined by the commitments of all its members
[44]. In this scenario the presence of even more efficient tools for storing, filtering,
sharing and retrieving all the needed theoretical and analytical knowledge becomes
crucial. Although the Web seems to represent the ultimate technology for trans-
forming the process of knowledge proliferation and availability, it is more and more
clear that this technology is “a source of unprecedented amounts of information. In a
content-rich environment where much material is no longer evaluated by traditional
gatekeepers such as editors before it has the potential to reach large audiences, the
ability to find trustworthy content online is an essential skill” [22].

Organisational criteria for storing resources should reflect the specific goals of
structured information. If the goal is that of building an archive, then the most rel-
evant element is the faithful adherence of the documents to their original source,
obtained by strictly relating the document to the documental base of origin. In more
operative scenarios the organisational criterion is the relational one.

On the one hand, as digitisation is a time consuming and costly effort, a care-
ful analysis of the sources complexity should drive the design of effective devices
oriented to a clear separation between the standard archival layer and the relational
layer, tailored for specific enquiries. Only in this way changes occurring during ac-
tivities can be done and remain at the operative level without any impact on the
consolidated structure of the documental base.

On the other hand managing fragmented information turns out to cause an irre-
ducible selection of some properties and the loss of other ones, which is typical of a
process where the user selects pieces of information and re-contextualises them by
creating, de facto, a new source of information as a result of researches [24]. A log-
ical separation between the documental base and the data manipulated by the user
can be obtained by setting up a work environment where the researcher may cus-
tomise and create new metadata structures by following specific research projects
criteria. The outcome of this process will generate a new source binded to the doc-
umental base on which it depends.

Moreover in the digitisation era every information object is available and ac-
cessible worldwide. The dynamic nature of a networked environment where such
artifacts are created or their virtual surrogates are placed, outbursts the importance
of how and to which extent the information and its context should be delivered
to the final user. The role of metadata attached to any information source is then
twofold: their schema represents both the high-level document structure and its se-
mantic references to their contextual structure. The first role models the document
itself, the second role encompasses the original conditions in which it was created
and released as information source. These conditions are characterised by the piece
of world knowledge strictly related to the document itself, that is a kind of informa-
tion that surrounds the document content at one step of inference from all the other
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objects that it implicitly or explicitly refers to (i.e. authors as people, which are part
of a community, with their authoritative power and reputation as well as references
that link the document to other documents, and so on).

This chapter surveys some methods, tools, and results relevant for the area of Dig-
ital Library integration, structuring, and searching. The approaches we are mainly
interested in, are those based on semantic web and natural language processing tech-
niques. Indeed, these are the founding techniques upon which MANENT roots. MA-
NENT performs harvesting of metadata exposed in standard format from real world
digital libraries and automatically classifies documents by topic, according to the
WordNet Domain structure. This structure has been reproduced into a “WordNet
Domain Ontology” that allows MANENT to easily represent and exploit seman-
tic relations among domains. MANENT allows the user to search documents by
expressing queries in natural language. It supports a “topic-based” search of doc-
uments relevant for the user query, based on the WordNet Domain Ontology. A
more sophisticated “text-based” search, usually used for refining the topic-based
one, exploits text semantic similarity between the user query and text that appears
in documents metadata.

The chapter is organised as follows: Section 2 overviews standards, techniques
and tools upon which MANENT roots. Section 3 describes MANENT and Section 4
reports the experiments we conducted with it and the results we obtained. Section 5
analyses the related work. Section 6 concludes and outlines the future developments
of our research.

2 Background

MANENT and the infrastructures for Digital Library integration and structuring we
will describe in this chapter rely on semantic web and natural language process-
ing approaches. In this section we briefly recall the most recent standards, tools,
and techniques relevant for designing and implementing such infrastructures. We
assume a basic knowledge of XML [48], RDF [47], RDFS [46], and of WordNet
[33].

2.1 Standards for Digital Library Access and Description

The Open Archives Initiative Protocol for Metadata Harvesting, OAI-PMH [34],
provides an application-independent interoperability framework based on metadata
harvesting. A OAI-PMH framework involves data providers, who administer sys-
tems that support the OAI-PMH as a means of exposing metadata, and service
providers who use metadata harvested via the OAI-PMH as a basis for building
value-added services.

OAI-PMH is hence based on a client-server architecture, in which “harvesters”
request information on updated records from repositories. Requests for data can be



318 A. Locoro, D. Grignani, and V. Mascardi

based on a datestamp range, and can be restricted to named sets defined by the
provider. Data providers are required to provide XML metadata according to the
Open Archives Initiative Protocol for Metadata Harvesting [36] and the Guidelines
for Repository Implementers [37].

2.2 Ontologies and Related Languages and Tools

According to T. Gruber’s definition “in the context of computer and information sci-
ences, an ontology defines a set of representational primitives with which to model
a domain of knowledge or discourse. The representational primitives are typically
classes (or sets), attributes (or properties), and relationships (or relations among
class members). The definitions of the representational primitives include informa-
tion about their meaning and constraints on their logically consistent application”
[21].

One of the most widespread languages for describing ontologies is OWL [45], a
semantic markup language that extends the vocabulary of RDF.

Protégé is a widely adopted open source ontology editor and knowledge acquisi-
tion system developed by Stanford Center for Biomedical Informatics Research at
the Stanford University School of Medicine [38].

2.3 WordNet Domains and the WordNet Domains Ontology

WordNet Domains1 [27, 7] is a project developed by the Fondazione Bruno Kessler
(FBK), Trento, with the purpose of providing WordNet synsets with a syntagmatic
layer beside the existing paradigmatic layer (represented by semantic relations such
as for example hyperonymy and meronymy). The project has the scope of better
characterising a word meaning within its use in the language and in texts, hence
reducing ambiguity.

The theory underlying WordNet Domains is that of Semantic Domains [28], stat-
ing that words in the lexicon can be grouped together into sets of strongly associ-
ated concepts, determined by the lexical coherence property. Based on such property
some set of words tend to highly co-occur in texts, which means that an underly-
ing semantic layer of associations among them exists and thus can be modelled
accordingly.

The operation of tagging WordNet synsets with domain labels has been con-
ducted by the FBK team partially by hand (by annotating a subset of synsets) and by
automatically extending such labels to related synsets through the WordNet hierar-
chy, fixing the automatic procedure with corrections where necessary. The domain
labels are those of the Dewey Decimal Classification system2, a standard largely

1 http://wndomains.fbk.eu/index.html.
2 http://www.oclc.org/dewey/versions/default.htm.

http://wndomains.fbk.eu/index.html
http://www.oclc.org/dewey/versions/default.htm


MANENT: An Infrastructure for Structuring and Searching Digital Libraries 319

adopted by library systems. The task of labelling synsets has been conducted on
WordNet version 2.0. For the more recent versions of WordNet, mappings files from
the oldest version to the newest exist and are freely available.

Table 1 shows an excerpt, for the first 32 top-ranked domain labels, of the number
of WordNet 3.0 synsets which have been tagged by domain labels. Each synset can
be labelled with more than one label and the whole number of synsets upon which
this statistics was conducted is 115.248.

Table 1 WordNet Domains labels and number of synsets tagged with each label. The facto-
tum label refers to words whose use in the language is not related to any specific domain of
discourse.

Domain � Syn
biology 23814
plants 17849
factotum 16099
animals 12265
chemistry 6495
geography 5169
medicine 4223
person 3790
anatomy 3340
religion 2249
gastronomy 2215
buildings 2107
history 2044
military 2033
politics 2032
literature 1986

Domain � Syn
law 1887
music 1857
linguistics 1760
metrology 1673
administration 1462
physics 1342
pharmacy 1339
psychological features 1327
transport 1283
geology 1269
food 1197
fashion 1194
economy 1157
entomology 1075
physiology 1065
industry 1008

As part of our recent research on automatically discovering the WordNet domain
of ontology entities and of entire ontologies, we took the WordNet Domains taxon-
omy3 and codified it in OWL using Protégé. We called this new ontology WordNet-
Domains.owl. It consists of 160 domain labels divided as follows:

− 11 first level classes which represent the upper layer of domains classification.
They are: applied science, doctrines, factotum, free time, metrology, number,
person, pure science, quality, social science, time period;

− 42 mid level classes that are used to tag synsets representing concepts used at an
intermediate level of generality (e.g. medicine, economy, sport, and so on);

− 107 low level classes that are subclasses of one of the 42 mid level concepts
or belong to a further level of specialisation and are also used to tag synsets,
which are relative to concepts used in more specialised domains (e.g. psychiatry,
banking, athletics and so on).

3 Available at the official page of the project:
http://wndomains.fbk.eu/hierarchy.html. Last accessed on 30 June 2010.

http://wndomains.fbk.eu/hierarchy.html
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In [26] we describe how we used the WordNet Domains ontology to successfully tag
ontology concepts with WordNet Domains in an automatic fashion. We tagged each
concept from one ontology with the label assigned to the WordNet synsets whose
lemmas correspond to the concept itself, expanded the domain label tags assigned to
each concept with the top domain labels contained in the WordNet Domains ontol-
ogy through an inference procedure based on its hierarchy, and computed frequen-
cies on the whole set of tags to determine the most frequent domains at ontology
level as well as at concept level. Following this approach, we were able to success-
fully assign the correct domain among the first-level ones to each of the 17 real
ontologies we used as testbed, and the correct domain among the mid level classes
to 15 of them.

In MANENT, we exploit our WordNet Domains ontology in a very similar way,
and with the same satisfactory results (see Section 4).

2.4 Text Semantic Similarity

The problem of determining the semantic similarity of sentences has been widely
discussed in the literature starting from the late sixties, when two pioneer works
[41, 39] were published on concrete applications of text similarity measures.

From then on, significant research results were achieved on this topic. Many re-
cent papers compare similarity measures according to different viewpoints [32, 4,
31].

In MANENT we are experimenting the WordNet-based semantic similarity mea-
surement application by T. Simpson and T. Dao4, licensed under The Code Project
Open License (CPOL).

Given two words s and t, Simpson and Dao’s algorithm computes SenseWeight, a
weight calculated according to the frequency of use of the senses assigned to s and t
respectively by exploiting the adapted Lesk algorithm [5] and the total of frequency
of use of all senses, and PathLength, the length of the connection path from s to t.

The similarity of s and t is computed as
sim(s, t) = SenseWeight(s)*SenseWeight(t)/PathLength

and the similarity of two sentences X and Y is computed based on the similarities
of < s,t > such as s ∈ X and t ∈ Y .

Other sentence semantic similarity measures will be tried in the future: MA-
NENT functionality of refining queries by exploiting text similarity measures is still
in an early stage. For demonstrating the feasibility of our approach, however, Simp-
son and Dao’s application was powerful enough, and easy to use.

4 http://www.codeproject.com/KB/string/
semanticsimilaritywordnet.aspx.

http://www.codeproject.com/KB/string/semanticsimilaritywordnet.aspx
http://www.codeproject.com/KB/string/semanticsimilaritywordnet.aspx
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3 MANENT

In this Section we introduce the MANENT architectural and functional features. In
order to keep the chapter readable for both specialists and non-specialists, we avoid
the technical details and keep our discussion at a high level of abstraction.

The architectural layer we propose in MANENT aims at fostering research com-
munities of practice and encompasses a digital library infrastructure and an OAI-
PHM harvesting service that conveys information exchange and retrieval as well
as automatic classification of metadata contents by topic. The key characteristic of
MANENT is that of modelling, describing, storing and retrieving information ob-
jects by means of an OWL ontology derived from EAD (Encoded Archival De-
scription [13]) as a formal and standard conceptualisation of archival rationales
maintained by the Library of Congress in partnership with the Society of Ameri-
can Archivists.

Moreover, automatic classification and search services are also provided in MA-
NENT. The WordNet Domains Ontology is exploited for automatically classifying
heterogeneous documents owned by hundreds of Digital Libraries, based on the
schema mining of the metadata associated with them. Once the metadata harvester
retrieves the metadata describing information objects, a service for automatic do-
main detection of such contents is run in order to provide a classification of both
local and remote information based on their topic. A mechanism for extracting the
most relevant keywords from metadata annotations (either local or remote) and for
tagging them with domain labels has been developed and will provide new struc-
tured data for classifying contents, extending existing schemas and ontologies or
simply indexing and searching resources based on them.

3.1 The MANENT Architecture

The MANENT architecture includes the following components:

− User Interface Portal for archive visualisation, browsing, searching, content
management and administration tasks.

− Digital Library Content Manager, the core content management component
in charge of the basic functionalities such as managing contents and requests
for visualisation and browsing, managing and updating collections, adding new
documents, and so on.

− Collection Template Composer for designing and structuring EAD compliant
archives.

− Collections Object Manager, consisting in all the operations needed to access
the knowledge base. Every operation is essentially a SPARQL [42] wrapper.

− Knowledge Base Component, the repository with all its Collections and Col-
lectionSets data.
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− Metadata Integration Service, offering services for integrating different meta-
data format. This component contains the metadata mapper interface for easy
configuration of metadata matching tasks.

− Metadata Harvester Service, working as a web service interface for OAI-PMH
metadata harvesting.

− Metadata Classification Service, providing automatic classification by topics of
the repositories metadata records harvested; the service is treated in a dedicated
Section (namely Section 3.2) due to its higher relevance with respect to the scope
of the chapter.

Besides exploiting the WordNet Domains ontology for offering classification ser-
vices, MANENT relies on two OWL ontologies that model the hierarchical struc-
ture of MANENT archives (“Archives Structure Ontology”), and the basic elements
for translating metadata formats into OWL (“Metadata Structure Ontology”) respec-
tively. We may consider these two ontologies as the MANENT “meta-model”.

The “Archives Structure Ontology”

Inside this ontology the following classes are defined:

− Collections: represent a set of documents ordered and preserved together; collec-
tions are created under CollectionSets; collections may be the result of a single
process or of a specific activity and are described through a metadata structure de-
rived from EAD and designed by means of the Collection Template Composer. At
the time being MANENT digital objects are maintained in the filesystem while
the knowledge base keeps a reference to their path through the dao5 tag. The
solution is temporary and the creation of a Digital Object Management System
based on OWL is foreseen.

− CollectionSets: high level containers for aggregating related or linked Collec-
tions. Each CollectionSet may contain either Collections or CollectionSets that,
in this case, are called CollectionSubSets. The two elements represent a set of
collections created or collected by a single user or institution during their activi-
ties. As for a Collection each CollectionSet is also described through a metadata
structure derived from EAD, with the difference that, in this case, their structure
is fixed a-priori with a set of tags that is not changeable.

The “Metadata Structure Ontology”

Inside the “Metadata Structure Ontology” the class Element has been defined to
represent the set of all XSD elements of the EAD XML Schema [14]. Each of them
is translated into an individual of that class. The result is the EAD ontology that is
stored in the knowledge base. This procedure is extended to XML Schemas of any

5 Encoded Archival Description Tag Library, Version 2002, EAD Elements, <dao> Digital
Archival Object, http://www.loc.gov/ead/tglib/elements/dao.html.

http://www.loc.gov/ead/tglib/elements/dao.html
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Fig. 1 A Collection browsing and visualisation workflow in MANENT

other metadata formats (i.e. in this way the MARCXML [29] XML Schema may
become MARCXML ontology).

The device responsible for the translation, namely XSD2OWL, is able to parse all
the XSD elements and convert them in individuals of the class Element following the
“Metadata Structure Ontology”. For each XSD element, attributes and relationships
are detected and created. At the end of the process the generated ontology is stored
in the knowledge base.

Browsing Contents in MANENT

Figure 1 depicts a typical MANENT browsing operation. The Digital Library Con-
tent Manager receives a request from the user, keeps in memory its type and invokes
the proper methods of the Collections Object Manager while waiting for results.
When data are ready they are organised based on the resource type description (Col-
lectionSet or Collection) and visualised.

Collection Management

CollectionSets and Collections are created with a request for the creation of a new
element sent to the Digital Library Content Manager. The component queries the
Collections Object Manager to obtain the proper schema and sends it to the interface
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Fig. 2 An example of Collection creation workflow in MANENT

for user data insertion. Once completed, the two components communicate again in
order to store the new data in the knowledge base and visualise it to the user.

The Collection Template Composer is dedicated to the creation of a Collection
and may be activated only inside the CollectionSet. It consists of an interface whose
purpose is to let the user customise the Collection structure by selecting different
combinations of the tags set based on the EAD ontology; as the Collections Tem-
plate Composer is constrained by the EAD ontology, the insertion of different tags
from those expected is not allowed.

The creation procedure for a Collection is depicted in Figure 2 where the user
selects a CollectionSet, sends a request for creating a new collection, creates it, and
the results are stored in the knowledge base and visualised.

The Metadata Integration Service

As already discussed, MANENT represents metadata in an internal format derived
from EAD and formalised in the EAD ontology. A matching service is responsi-
ble for the mapping of different metadata formats with the EAD ontology provided
that they are previously translated in OWL ontologies by means of the XSD2OWL
procedure. In order to integrate information expressed in a format F different from
EAD, a manual conversion from F’s metadata format and the EAD ontology is re-
quired. An easy-to-use interface drives the user in the definition of “F to EAD”
mappings. Of course, this conversion is needed only once: when mappings from
F elements to the EAD ontology have been defined, they are stored into the MA-
NENT knowledge base and will become part of the available representation formats
of MANENT collections.
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Fig. 3 The MANENT Metadata Harvester and Metadata Classification Services

The Metadata Harvester Service

This service is responsible for metadata harvesting and relies on OAI-PMH proto-
col release 2.0. The Web Services implemented are integrated with the MANENT
interface that accesses data retrieved by means of the harvester itself. Figure 3 ex-
emplifies the service.

The harvesting mechanism is built upon URLs belonging to data providers6,
which are under the administration of the Open Archives Initiative7. These are pe-
riodically read and stored locally.

The service is modelled according to Open Archives Initiative guidelines [37],
while the download procedures are those envisioned by the OAI-PMH standard8.
The service reads one after the other the URLs listed in the data providers page.
Two kinds of harvesting are supported:

− Complete, where the repositories description, the list of metadata formats, the
repositories structure and, for each metadata format, the list of records are down-
loaded.

− Incremental, where only those records added in the period between the last down-
load and the current time instant, are downloaded.

6 “Data Providers [are] systems that support the OAI-PMH as a means of exposing meta-
data”; The Open Archives Initiative Protocol for Metadata Harvesting, Document Version
2008-12-07T20:42:00Z,
http://www.openarchives.org/OAI/openarchivesprotocol.html.

7 http://www.openarchives.org/Register/ListFriends.
8 http://www.openarchives.org/OAI/openarchivesprotocol.html.

http://www.openarchives.org/OAI/openarchivesprotocol.html
http://www.openarchives.org/Register/ListFriends
http://www.openarchives.org/OAI/openarchivesprotocol.html
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3.2 Metadata Classification According to the WordNet Domains
Ontology

On the documents’ metadata retrieved and stored following the approach described
in the previous section, we run our classification algorithm that automatically as-
signs a set of WordNet domains to each document, based on its metadata. Since
concepts in the WordNet Domain Ontology (see Section 2) correspond to WordNet
Domains, this activity amounts to linking each document to one or more concepts
in the WordNet Domains ontology, hence classifying it according to the WordNet
Domains ontology structure.

Our approach integrates statistical and semantic natural language processing
techniques. Stemming from an assignment of domain labels to each relevant noun
found in document metadata and computing their occurrencies, we extend such do-
main labels with super-domains ones by reasoning on the WordNet Domains hi-
erarchy. We then propagate frequencies of super-domain labels by summing sub-
domains frequencies up to the topmost domain nodes. The list of the most relevant
domains is output by a scoring function that weights domain labels according to
the metadata type they appear in (i.e., we weight the dc sub ject field in the Dublin
Core [12] metadata schema more than the dc description one, since our goal is to
classify documents by topic and we expect that dc sub ject represents the document
topic better than other fields).

A detailed description of the main steps of our procedure is introduced in the
following paragraphs, where we depict the pre-processing steps conducted on meta-
data contents, the tagging stage, and the score computation. To better exemplify each
passage we apply the automatic classification methodology to the record shown in
Figure 4, described following the Dublin Core metadata schema.

dc:title A weather forecast study
dc:subject global warming
dc:description This paper deals with a study on weather
based on forecasts of the last 30 years where the weather
has changed due to climate conditions.

Fig. 4 Example of document metadata

For each record we execute the following steps.

Tokenisation and POS tagging. By exploiting the GATE 9 Natural Language Pro-
cessing tool we tokenise the text in the record, tag contents with a POS (part-of-
speech) tagger and retain only noun words.

Lemmatisation. We lemmatise each noun in order to gain the canonical word forms
from derivationally formed ones. To acquire the lemma from one noun we use the
WordNet dictionary.

9 http://gate.ac.uk.

http://gate.ac.uk
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Lemmas occurrencies count. We count the occurrencies of each lemma in each
metadata content slot. The formula we apply is

∀lemmai ∈ metadata j = Fmetadata j (lemmai) =| lemmai |
and results in the total number of times the lemma occurs into a metadata slot.

Filtering. In case the lemmas occurrencies count results in a huge amount of nouns
with low occurrence, which do not characterise the domain of discourse (which may
happen with the dc:description field in particular), we filter out the least relevant
words on this metadata field, by normalising the occurrencies of each word and
retaining only those words whose frequencies sum amounts to 50% of the total
frequencies counts. The frequency computation is as follows:

p(wi) =
f req(wi)

∑W
i=1 f req(wi)

where w is a word lemma, f req is the number of occurrencies of that lemma, W is
the total number of occurrencies of the whole set of words in the description field.
The sum of all p(wi) amounts to 1.

Assignment of the right WordNet domain to each lemma. We look into the
“WordNet synsets - WordNet Domains” mapping files (WnToWnD)10 and assign
to each word lemma its domain labels as they result from such file. The result of the
mapping operation on our example record is shown in Figure 5.

dc:title weather [meteorology] forecast [meteorology] study
[school]
dc:subject warming [meteorology]
dc:description paper [factotum] study [school] weather
[meteorology] forecast [meteorology] year [time period]
weather [meteorology] climate [meteorology] condition
[factotum]

Fig. 5 Document metadata after text processing: domain labels are in squared brackets

Extension of WordNet domains to super-domains following the WordNet Do-
mains hierarchy. Besides the “direct tagging” with the WordNet domain associated
with the given lemma (if any), we also tag lemmas with the super-domain labels of
the domain labels just assigned. By looking at the WordNet Domains ontology and,
hence, at the whole domain hierarchy space, we add all the superclasses, from the

10 The WordNet Domain version we used is 3.1. For conversion from WordNet 2.0 to Word-
Net 3.0 synsets we use mappings files available at
http://www.lsi.upc.es/˜nlp/tools/mapping.html.

http://www.lsi.upc.es/~nlp/tools/mapping.html
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direct superclass up to the root domain label. What we obtain in the end is a set of
domain labels associated with each lemma, that we represent as

Dom(li) = {d | d ∈ D}
where l stands for the lemma and d stands for a domain label belonging to the
WordNet Domains set of labels D.

Lemmas that were tagged with no domain label are eliminated.

Score computation. We associate the number of occurrencies of each word with
the domain labels by means of the following formula

∀d ∈ Dom(li),Dom(li) ∈ metadata j = Fmetadata j (Dom(li)) =| li |
and we apply a weight to this number, according to the type of metadata field
to which the domain labels belong to. In this case we weighted domain labels in
dc:subject 1, domain labels in dc:title 0.5, and domain labels in dc:description 0.25.
For each domain label we then compute the following score function:

s(di) =
3

∑
j=1

Fmetadata j (di)∗wj =

Fdc:sub ject(di)∗ 1 + Fdc:title(di)∗ 0.5 + Fdc:description(di)∗ 0.25

Ranking of domain labels. We rank the domain labels according to the resulting
score. Each relevant root domain together with its sub-domains, if present, will ap-
pear in the ranking. An example of the final results of our procedure on our sample
document is depicted in Figure 6.

[pure science, earth, meteorology] (3)
[social science, pedagogy, school] (0.75)
[factotum] (0.5)
[time period] (0.25)

Fig. 6 Document domain classification according to WordNet Domains hierarchy after score
computation and ranking

The Factotum domain is filtered out. If we want to visit the sub-domains and take
the best of them with highest score we can see if the most specific domain has been
ranked.

Querying and Matching Metadata Contents to Discover Semantic Similarities

Starting from a natural language query expressed by a user, we extract the Word-
Net domains associated with them by using the approach discussed above, and we
exploit them to retrieve those records whose WordNet domains better match those
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in the user’s query. The matching criterion we adopt is to look for records whose
WordNet Domains have the highest overlapping with the user’s ones. For refining
the query, we use relevant keywords extracted from the metadata and match them
with the keywords extracted from the user’s query. Moreover, we may use semantic
text similarity to further refine queries, when a set of records annotated with the
WordNet domains and keywords matching those extracted from the user’s query
have been found and more fine-grained search must be performed.

4 Experiments and Results

We conducted our experiments on a dataset composed by 10 repositories, chosen
among 138 randomly picked up from the 1.342 all over the world repositories that
expose OAI-PMH services. We downloaded only records within a temporal range
(January 2008 to October 2010), able to capture the more recent entries of each
harvested provider, for a total of 475.000 records; to begin with, we selected 10
repositories, for a total of 1000 records automatically classified, showing different
features in terms of both their content and their structure, and we asked to domain
experts in the records’ disciplines to manually verify the correctness and complete-
ness of the automatic classification over 100 of them (10 for each repository).

The harvesting procedure is the one depicted in the “complete harvesting” para-
graph except for minor details that do not change its behaviour in a substantial way.
Since the only format always available for all the repositories is the Dublin Core (dc
from now on), we harvested records in this format.

The selection of the 10 repositories out of 138 as well as of the 100 records be-
longing to them to be manually inspected has been based on different qualitative
aspects. A discriminating factor was the completeness of the metadata available for
each record (i.e., most records of the 10 repositories have at least one dt:title, one
dc:subject and one dc:description field). Another relevant factor was the domain of
the repository from which the 100 manually evaluated records were drawn from:
we considered mono-thematic repositories as well as miscellaneous ones. Notwith-
standing an ideal choice would have been to capture at least one repository for each
of the WordNet top domains, this choice turned out to penalise completeness of
the metadata subset, as most of the 138 repositories lack some of the metadata we
choose to exploit for our analysis.

A good compromise was then to select as many metadata complete repositories
as possible. For our experiments we performed a further selection on the dataset
language, by automatically detecting only metadata records written in English. To
operate such selection we used the Java Text Categorisation Library (JTCL)11 [11],
a tool for guessing the language of sentences. A description of the 10 repositories
is outlined in Table 2. For each of them we report the institution that owns the
repository and the total number of records downloaded. In the rest of this section
we will identify such repositories by their number, from r1 to r10. In the sequel, we
refer to the 100 records that were manually inspected as “the benchmark”.

11 http://textcat.sourceforge.net.

http://textcat.sourceforge.net
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Table 2 The 10 repositories from which we selected our benchmark

Institution owning the repository � rec

r1. Centro de information y gestion tecnologica Matanza, Cuba 154
r2. University of Stirling, Scotland 2.204
r3. Queensland Dept. of Primary Industries and Fisheries, Australia 1.502
r4. Nara University of Education Academic Repository, Japan 1.962
r5. University of Bayreuth, Germany 250
r6. University of Hohenheim, Germany 304
r7. University of Fukui, Japan 1.639
r8. University of Regensburg, Germany 386
r9. Stellenbosch University, South Africa 3.393
r10. Indiana University, USA 831

As dc standard allows the multiple cardinality of each metadata (i.e. each docu-
ment may be described by more than one dc:subject field and so on), our algorithm
processes them in order to obtain a unique entry for each metadata type by con-
catenating all contents of a dc field as they appear in the document metadata record
description.

Once the benchmark was set up through such preliminary normalisation steps,
we proceeded by applying the classification procedure depicted in the previous sec-
tion to each record in the benchmark. For each record we obtain a list of relevant
keywords as well as the prevailing domain labels arranged hierarchically.

The topic detection results are reported in Table 3 where, for each repository and
each domain label whose ranking score was among the first three ones, the number
of documents automatically classified according to such domain is shown.

In particular the ranking mechanism adopted for each record works as follows:

− for the top level WordNet Domains (namely, the 11 first level classes that include
applied science, doctrines, factotum, free time, metrology, etc; see Section 2)
ranked according to the first two higher scores, search their direct sub-domains
(the 42 mid level classes that include medicine, economy, sport, and so on) at the
same ranking level down to the third ranking score;

− do the same for their leaf domains (classes at the lowest level: psychiatry, bank-
ing, athletics, ...), if they exist and if the scoring function has ranked them among
the first three ranking scores.

For the final classification shown in Table 3 we used the entire set of domain labels
ranked at record level as explained above and we aggregated each domain label by
summing up the number of records tagged with them. For conciseness, we only
show the first two top domains with higher rank and, for each of them, the first three
higher sub-domains.

To evaluate the correctness and completeness of our classification algorithm we
asked domain experts to manually check our benchmark.
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Table 3 Final classification of the benchmark, an excerpt

domain label r1 r2 r3 r4 r5 r6 r7 r8 r9 r10
social science 66 70 35 74 32 49 44 63 83 46

commerce 5 11
economy 28 18 16 7 27 12 11
industry 13 10
law 29
pedagogy 20 51 2 11 16 11 11
politics 24 12 7 9 65 11
publishing 11
religion 9
sociology 29
telecommunication 6 14

applied science 43
architecture 29
computer science 12
engineering 12

pure science 46 86 39 79 63 81 51 76 83
biology 24 63 19 24 29 35 16 10 37
chemistry 11 25 11 40 23 41 12 7 46
earth 14 27 14 17 16 69
physics 26 16 21

The evaluation results are summarised in Table 4 where, for each group of
records, we report the presence of the relevant dc metadata with their number, the
number of correctly detected top level domains (top lev. column), sub-domains (sub-
dom. column) and, if present and properly assigned, the number of leaf domains
(leaf dom. column). The total number of domain labels assigned (� dom. lab. col-
umn) together with the average number of labels assigned to each record (avg lab.
column), that we recall are resulting from the ranking mechanism selection above
explained, are also shown. A sum of each column value is reported in the Tot row
and the percentage value (see row % on Tot) has been obtained by dividing the to-
tal of correctly assigned domain labels for the number of records correctly tagged,
while the average number of total labels assigned to each record is reported in the
avg row and has been obtained by dividing the total number of labels assigned to
the benchmark (518) by 10. Moreover, an indication of relevant top level domains
and direct sub-domains that are missing, meaning that our procedure was not able
to guess them, is reported in the discussion below together with an overview of the
results.

The overall results of the evaluation show that about 89% of the records were
tagged with a correct top domain label whereas 72% have being assigned a correct
sub-domain label, which are very encouraging results. At the leaf level, only 20%
of the leaf domain labels were correctly set. Following the preliminary results of
[26] we confirm our claim: the top level domains and their direct sub-domains are
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Table 4 Manual evaluation over the benchmark carried out by domain experts

rep. title subj. descr. top lev. sub-dom. leaf dom. � dom. lab. avg lab.
r1 8 4 10 8 5 0 61 6.1
r2 5 14 10 8 5 0 56 5.6
r3 7 9 10 10 8 0 42 4.2
r4 6 10 8 9 9 4 66 6.6
r5 7 6 10 9 9 1 42 4.2
r6 10 4 10 9 6 2 40 4
r7 6 12 10 7 5 1 55 5.5
r8 7 28 12 10 8 2 45 4.5
r9 7 16 10 9 5 0 48 4.8
r10 7 8 10 9 9 0 63 6.3
Tot 70 111 100 87 69 10 518
% on Tot 89% 72% 20%
avg 5.18

those able to better classify documents, while the leaf domains are still difficult
to be reached and correctly detected. In support of this evidence we may observe
that 50% of the records examined do not even have a leaf domain in the first three
ranking scores and only 10% of the records have been tagged with a sound leaf
domain.

For the limited significance of leaf domain labels we exclude them from the fol-
lowing discussion, that provides a qualitative evaluation of the results obtained in
each individual repository.

The main lesson that we learned from this evaluation, is that records about
medicine, genetics and biology are among the most difficult ones to correctly clas-
sify in an automatic way. This is quite surprising, since, instead, they are among the
easiest ones to classify for a human being, even without specific skills in the field.
Computer science is again almost hard to recognize, probably because of the use of
very technical terms.

These results, once confirmed by experiments on larger benchmarks, might pro-
vide the basis for suggesting an extension to the WordNet Domains classification in
order to keep track of specific terms that strongly characterise a domain, but that are
not considered yet.

− In Repository 1, 5 records out of the 10 in the benchmark deal with com-
puter science but were not correctly tagged with this sub-domain. On the other
hand, the 5 remaining records were correctly tagged with top and sub-domain
applied science → computer science or engineering, which result both correct,
and the only one about sociology was correctly labelled with the social science
top domain even if the automatically detected sub-domain was not sociology, but
economy and commerce.

− In Repository 2, 9 records out of 10 were assigned the correct top level do-
main, while only 50% of the records were tagged with a correct sub-domain. The
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only record whose top domain classification failed was about applied science
→ computer science. Other relevant missing sub-domains were sociology (for 2
records), biology (1 record) and again computer science (1 record) despite their
top level domains were correctly found.

− For Repository 3, all the top level domains were exactly detected and 8 records
out of 10 were tagged with their correct sub-domain. The two records with wrong
sub-domains dealt with agricultural systems from the point of view of soil fer-
tilisation and of agricultural models. The correct tagging should have been ap-
plied science → agriculture.

− In Repository 4, 9 records out of 10 were tagged with correct top domains
and sub-domains. The only misclassified record should have been tagged with
pure science → mathematics.

− Repository 5 shows a situation similar to Repository 4, with 9 out of 10 records
correctly classified at top level as well as sub-domains level. The misclassified
record was about medicine and genetics.

− For Repository 6, the 4 misclassified records (including the one with wrong top
level) are about biology.

− In Repository 7, only 7 records out of 10 have been classified with a correct
top level domain. As a consequence only 50% records were assigned a correct
sub-domain. The records with wrong classifications lacked pure science and bi-
ology (1 record) as well as applied science (2 records), sociology (1 record) and
medicine (3 records).

− Repository 8 has only 2 records out of 10 with misclassification at sub-domain
level, caused by missing pedagogy and sociology labels respectively.

− For Repository 9, 9 records out of 10 were correctly classified at the top do-
main level (the misclassified one should have been tagged with social science →
publishing) whereas only 5 records were assigned the right sub-domain. Among
these ones, 4 records miss the pedagogy and psychology sub-domains. One
record represents a borderline case, since it contains only 2 words and the hu-
man expert herself could not assign a discriminating sub-domain.

− In Repository 10 only 1 record was misclassified and its top and sub-domains
should have been applied science and medicine respectively.

From the above results we may conclude that the top level domains classification
gives very positive results. As shown in Table 4, our procedure tags each record
with a limited amount of domains (about 5 on average) in order to limit noise and
to provide very synthetic results.

Considering the top level domain classification, in 20% of the repositories (r3,
r8), 100% records were correctly classified; in 50% of the repositories (r4, r5, r6, r9,
r10), the correct classification applied to 90% of the records; in 20% of the reposi-
tories (r1, r2), to 80% of the records. The worst case is represented by Repository 7
where only 70% of the records found a correct top level domain classification.

In 50% of the repositories, sub-domain classification succeeds for more than 80%
of the records (r3, r4, r5, r8, r10). In the remaining repositories, the percentage of
records assigned a correct sub-domain is between 50% and 60%.
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Thanks to these experiments carried out on a large set of records, we observed
that many dc:subject entries do not affect the classification performance. This
confirms our impression that the manual creation of metadata is often error-prone
and a service as the one MANENT provides may prove useful in real world scenar-
ios where data provided by users are incomplete.

Despite completeness of our classification procedure (namely, how many domain
labels that should have tagged the record, were actually discovered by it) cannot
reach impressive values because of the limited number of domain labels we assign
to each record, correctness (namely, how many domain labels discovered by the
classification procedure, are indeed correct) is very good. Refining techniques such
as metadata content relevant keywords, extracted and tagged with domain labels as
well as sentence similarity methodologies may be further applied to improve the
completeness while keeping the correctness.

5 Related Work

In this Section we outline some state of the art Digital Libraries infrastructures as
well as approaches that exploit WordNet Domains.

5.1 Related Work on Digital Libraries Infrastructures

The consistent amount of investments towards European projects dealing with dig-
ital libraries infrastructures for cultural heritage and preservation12 witnesses the
swift growth of a research field becoming crucial for the management of informa-
tion commitment foreseen in the near future.

Studies on the state of the art of semantic digital libraries architectures [6], [25]
emphasise some conclusive aspects for the sustainability of new generation infra-
structures. They are:

− easy to use information discovery that may strongly rely on natural language
facets;

− design of digital libraries infrastructures and services that should more and more
rely on trusted reference models and well grounded standard resource description
formats enriched with semantics;

− basic services such as indexing and classification augmented with user-centered
annotations for systems customisation and evolution;

− interoperability at different levels of granularity: from document descriptions,
through systems architectures and their tight integration.

Projects that have contributed to the fulfillment of this vision towards the integration,
structuring and searching of Digital Libraries are, to cite only a few, the TELplus

12 http://cordis.europa.eu/fp7/ict/telearn-digicult/, following the
link to “DigiCult”.

http://cordis.europa.eu/fp7/ict/telearn-digicult/
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project13 and the DELOS project14. The main outcomes are the definition of a Ref-
erence Model [10] for Digital Libraries systems design and a Digital Library Man-
agement System [2]. Formal models for semantic annotations [3] have been studied.
A set theoretic model [17] for managing hierarchical structures such as those of the
OAI-PMH metadata harvester at resource level and those of the EAD at archival de-
scription level has been defined. A search and retrieval component [16] focusing on
annotations similarity measures based on boolean operators and hypertext relational
features is also provided.

The BRICKS [25] infrastructure joins the flexibility of a service oriented dis-
tributed architecture able to orchestrate interoperability among digital library nodes.
A metadata manager component that relies on RDF representation of different stan-
dard schemas is in charge of providing advanced query search based on SPARQL
syntax.

In JeromeDL [25] several ontologies have been integrated under the MarcOnt15

ontology umbrella, whose design roots from MARC 21 bibliographic standard. Mar-
cOnt is expressed in OWL and encompasses FOAF[18], Dublin Core, BibTeX16

and S3B Tagging 17 ontologies, each of them representing one aspect of a semantic
digital library system, namely people, resources, metadata and users annotations re-
spectively. Based on that some services are built to provide semantic query in form
of regular expressions templates from which the users may choose. Moreover search
operations are based on full-text and bibliographic search as well as query expansion
based on keywords suggested by the users that are saved in their preferences profile
for later use and results ranking. To the best of our knowledge topical information
in JeromeDL, which can be based on several classification standard such as DDC18,
UDC19 and LCC20 has to be manually added by librarians or resources owners and
no automatic classification service is foreseen.

In the HarvANA system [23] institutional metadata and users annotations are
both harvested and aggregated. An OAI-PMH interface to remote user-annotation
servers has been developed for storage and retrieval whereas a mapping proce-
dure from RDF converted annotations to Dublin Core schema is performed. In this
way the system is able to index both metadata records and user defined annotation
records. The search operation on resources can be then performed on both kind of

13 http://www.theeuropeanlibrary.org/telplus.
14 http://www.delos.info.
15 http://www.marcont.org/ontology/2.0.
16 http://purl.org/net/nknouf/ns/bibtex.
17 http://s3b.corrib.org/tagging.
18 Dewey’s Decimal Classification.
19 Universal Decimal Classification, http://www.udcc.org.
20 Library of Congress Classification
http://www.loc.gov/aba/cataloging/classification.

http://www.theeuropeanlibrary.org/telplus
http://www.delos.info
http://www.marcont.org/ontology/2.0
http://purl.org/net/nknouf/ns/bibtex
http://s3b.corrib.org/tagging
http://www.udcc.org
http://www.loc.gov/aba/cataloging/classification
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semantic information. As far as we know the system works mainly with images
repositories and annotations are suggested to the users via a controlled vocabularies
interface, hence no automatic tagging service is provided.

Starting from the mid nineties, the use of ontologies for the integration of large
heterogeneous information sources has been the subject of a very lively research
activity [43].

Among the recent systems that exploit ontologies for annotating and classifying
documents in knowledge sources, we mention SOBA [9] which processes structured
information, text and image captions to extract information and integrate it into a
knowledge base whose coherence is ensured by a reference ontology, built at system
design time.

The approach discussed in [8] is even closest to ours, since it presents a frame-
work for integrating digital library knowledge sources as well as facts extracted
from the content under consideration by means of an ontology-based digital library
system. Documents in the knowledge sources are annotated and classified accord-
ing to the PROTON upper ontology21 using natural processing techniques, in the
same way as we annotate and classify records according to the WordNet Domain
Ontology. Bloehdorn et al. allow users to express queries in natural language, as
we do. The main differences between our work and Bloehdorn et al.’s one is that
in their work, topics extracted from metadata and unstructured documents are in-
stances of the Topic concept in PROTON and can be automatically organised in a
subTopic hierarchy, thus allowing the PROTON ontology to grow during time. We
use the WordNet Domains ontology instead and with a bottom-up approach such
that an expansion of the domain labels assigned to relevant keywords extracted from
metadata contents, and hence a subset of WordNet synsets, is applied by attaching
super-domain labels to the lemmas considered. Moreover, WordNet has been trans-
lated into different languages thus providing multilingual facilities that can be easily
integrated with our domains tagging procedure. Also, we use MANENT to harvest
metadata records retrieved from more than 1,300 digital libraries spread all over the
world. To the best of our understanding, Bloehdorn et al.’s infrastructure was used
for annotating documents in the Digital Library of British Telecommunications only.

The PIRATES framework [6] is part of a semantic layer, included in a service-
oriented architecture, providing primitive services to the applications built on top
of the digital library which communicates with. The framework provides primitive
services to automatically classify, annotate and recommend specific content using
techniques based on natural language processing. A controlled, ontology-based vo-
cabulary, is used to classify documents as result of the automatic tagging process.
The PIRATES framework is still a theoretical model, although a prototype version
has been already developed. We are aware neither of a massive use of PIRATES on
a large number of digital libraries, nor of an experimental evaluation as the one we
performed.

21 http://proton.semanticweb.org.

http://proton.semanticweb.org


MANENT: An Infrastructure for Structuring and Searching Digital Libraries 337

5.2 Related Work on WordNet Domains

Gliozzo and Strapparava [1, 19] have built a Domain Model on top of WordNet Do-
mains and have exploited it in several Natural Language Processing tasks in order
to provide a topic similarity measure to documents. Their WordNet Domains Model
(WNDDM) is formed by the set of all WordNet Domains (WND) and the set of Word-
Net synsets in WordNet (Synsc). In this model a function applied to each element
of Synsc results in a subset of WND (that we can call WNDc) associated with that
element whereas a domain relevance function is able to return a real value for each
element of W NDc, which represents the relevance (rel from now on) of each domain
label in WNDc. In this model all the senses for a word w can be viewed as a subset
of Synsc and hence as a union of all those WNDc associated with each element of
this subset (and we can call this union Synscw). The domain relevance function for
each w in W NDDM is computed as the averaged sum of all the rel calculated on
Synscw.

The Domain Model explained above has been instantiated for defining the “Do-
main Driven Disambiguation” (DDD) methodology [28, 19]. This method has the
peculiarity to apply disambiguation level to a domain and hence it is interesting in
all those tasks where the results do not need to be as fine grained as a word level
disambiguation task requires.

This methodology is based on Domain Vectors (DVs) that represent the domain
relevance of an object with respect to a Domain Space, which is a vectorial space.
Each value of the vector is an estimate of domain (a dimension) in the Domain
Space.

Given a target word w to be disambiguated, DDD is computed on every single
term of a context window CW surrounding the target term w and gives a score to
each possible sense s of the term w. The building blocks of the score computation
function are the DV for w, represented by the relevance values computed by the
functions of the WNDDM and the DV for CW , which are computed according to
the Domain Relevance Estimation technique in [20]. Moreover, a prior probability
function, relative to a specific distribution of sense s in a reference corpus, is used
as a smoothing parameter. The final result undergoes a fixed threshold in order to
filter out not relevant outcomes.

A work similar to ours is that of [15] where the DOMINUS framework is de-
scribed and an approach for tagging documents with WordNet and WordNet Do-
mains is carried out in order to provide text categorisation and extraction of relevant
keywords. Stemming from the document structured elements, such as title, abstract,
body and bibliography, the authors exploit some natural language processing steps
and extract WordNet synsets and the domain labels associated with them. With the
aid of a density function based on Naı̈ve Bayes they assign weights to synsets, vary-
ing upon the structured element just considered, and hence propagate them to do-
main labels in order to obtain both a classification of the document by topic and a
raked list of the keywords that best represent the document content. The main dif-
ferences with our work from the point of view of the local classification procedure
are that we use metadata contents instead of document contents and we exploit the



338 A. Locoro, D. Grignani, and V. Mascardi

WordNet Domains as an ontology in order to augment the domain label associated
with WordNed synsets with super domains label, hence automatically structuring a
hierarchical classification service. The main differences from the point of view of
the global procedure are that we operate on documents metadata of different ex-
isting digital libraries all over the world obtained through our metadata harvesting
service.

6 Conclusions and Future Work

In this chapter we described MANENT, an infrastructure for integrating, structur-
ing and searching Digital Libraries. The technologies and standards enabling the
realisation of infrastructures of this kind have been reviewed, as well as the related
work.

The experimental results we obtained by evaluating the reliability of MANENT
automatic classification of 100 records drawn from libraries spread all over the
world are extremely encouraging.

Besides completing and testing the implementation of all the MANENT services,
in order to release a working prototype in mid 2011, there are some improvements
that will drive our medium-term future work:

− Integration of different metadata formats: as anticipated in Section 3, we pro-
vide the user the means for defining her own mappings from any metadata format
to our EAD ontology. However, we plan to provide a set of already defined, built-
in mappings from the most commonly used metadata formats. We would also like
to provide a visualisation service for showing our built-in mappings and allowing
users to define their own in a graphical and intuitive way.

− Integration of a community in MANENT: in the same way as we already
foresee an active involvement of users in the definitions of mappings between
metadata schemas, we would like to extend the user involvement to any ser-
vice provided by MANENT. Becoming more and more similar to a community,
MANENT, besides containing documents, should also “contain persons”. Com-
munities of practice are characterised by homogeneous patterns of experiences.
Digital libraries are the results of the interplay between such implicit knowledge
and the explicit layer that they incorporate. In a knowledge society a swift and
efficient access to all of the knowledge devices, either people or artifacts, is a
pressing requirement. Linking people to collections, enabling communities to
annotate digital objects in MANENT and providing a working space for users to
collect, organise and annotate such digital objects is the social dimension that,
besides the organisational one, should become MANENT’s most characterising
feature.

− Integration of digital objects in the knowledge base: the MANENT prototype
stores digital objects in the filesystem. In the near future a mechanism for stor-
ing them in the knowledge base should be provided. The idea is to exploit the
METS [30] metadata format, after a proper conversion in OWL, to describe such
resources in the light of the MANENT rationale, which keeps the collections
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descriptions separated from that of single resources. This would also enable the
straightforward provision of MANENT contents via OAI-PMH.

− Classification of multilingual resources: as an extension of our automatic clas-
sification service a study for providing classification of multilingual contents is
on its way. Our choice of adopting a WordNet based approach has also been
driven by its already available multilingual versions provided by worldwide
institutions [49].
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ini, C. (eds.) ECDL 2007. LNCS, vol. 4675, pp. 14–25. Springer, Heidelberg (2007)

9. Buitelaar, P., Cimiano, P., Frank, A., Hartung, M., Racioppa, S.: Ontology-based infor-
mation extraction and integration from heterogeneous data sources. Int. J. Hum.-Comput.
Stud., 66(11), 759–788 (2008)

10. Candela, L., Castelli, D., Ferro, N., Ioannidis, Y., Koutrika, G., Meghini, C., Pagano, P.,
Ross, S., Soergel, D., Agosti, M., Dobreva, M., Katifori, V., Schuldt, H.: The DELOS
Digital Library Reference Model. Foundations for Digital Libraries. ISTI-CNR, PISA
(2007)

11. Cavnar, W.B., Trenkle, J.M.: N-Gram-Based Text Categorization. In: Proceedings of the
Third Annual Symposium on Document Analysis and Information Retrieval, pp. 161–
175 (1994)

12. Dublin Core Metadata Element Set,
http://www.dublincore.org/documents/dces/

13. EAD: Encoded Archivial Description,
http://www.loc.gov/ead/

http://www.dublincore.org/documents/dces/
http://www.loc.gov/ead/


340 A. Locoro, D. Grignani, and V. Mascardi

14. EAD XML Metaschema,
http://www.loc.gov/ead/ead.xsd

15. Ferilli, S., Biba, M., Basile, T., Esposito, F.: Combining Qualitative and Quantitative
Keyword Extraction Methods with Document Layout Analysis. In: Proceedings of the
Fifth Italian Research Conference on Digital Libraries (IRCDL 2009). DELOS: an As-
sociation for Digital Libraries (2009)

16. Ferro, N.: Annotation search: The FAST way. In: Agosti, M., Borbinha, J., Kapidakis,
S., Papatheodorou, C., Tsakonas, G. (eds.) ECDL 2009. LNCS, vol. 5714, pp. 15–26.
Springer, Heidelberg (2009)

17. Ferro, N., Silvello, G.: The NESTOR framework: How to handle hierarchical data struc-
tures. In: Agosti, M., Borbinha, J., Kapidakis, S., Papatheodorou, C., Tsakonas, G. (eds.)
ECDL 2009. LNCS, vol. 5714, pp. 215–226. Springer, Heidelberg (2009)

18. FOAF: Friend of a Friend ontology, http://www.foaf-project.org/
19. Gliozzo, A., Strapparava, C.: Semantic Domains in Computational Linguistics. Springer,

Heidelberg (2009)
20. Gliozzo, A., Strapparava, C., Dagan, I.: Unsupervised and supervised exploitation of

semantic domains in lexical disambiguation. Computer Speech & Language 18(3), 255–
299 (2004)

21. Gruber, T.: Definition of Ontology. In: Liu, L., Özsu, M.T. (eds.) Encyclopedia of
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Low-Level Document Image Analysis and
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Emanuele Salerno, Pasquale Savino, and Anna Tonazzini

Abstract. This chapter deals with the problem of processing and analyzing dig-
ital images of ancient or degraded documents to increase the possibilities of in-
ferring their structures. Classification and recognition are needed to infer structure
but, when dealing with degraded documents, they are particularly difficult to ap-
ply directly to unprocessed images. This is why an intermediate step is needed that
extracts automatically the “perceptual components” of the documents from their ap-
pearance. By “appearance” of a document, we mean the “raw” data set, containing
the “sensorial components” of the object under study. Ancient documents of histor-
ical importance pose specific problems that are now being solved with the help of
information technology. As much information as possible should be drawn from the
physical documents and should be structured so as to permit specialized searches to
be performed in large databases. The tools we use to treat unstructured, low-level
information are both mathematical and descriptive. Under a mathematical point of
view, we model our appearance as a function of all the perceptual components, or
patterns we want to identify. Once the model has been established, its parameters
can be learned from the data available and from reasonable assumptions on both
the model itself and the patterns. Our descriptive tools form a specialized metadata
schema that can help both the storage and the indexing of all the digital objects pro-
duced to represent the original document, and provides a complete description of all
the processing performed. Suitable links fully interconnect the various descriptions
in order to relate the different representations of the physical object and to trace the
history of all the processing performed. Inferring structure is much easier by ana-
lyzing the patterns and their mutual relationships than by analyzing the appearance.
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1 Introduction

1.1 Motivation, Objectives and Contributions

Learning the structure of a document always requires an accurate classification of
the various patterns appearing on its support (paper, parchment, etc.). This task, in
turn, requires a reliable segmentation, which is very difficult when based on unpro-
cessed images of ancient or heavily degraded documents. Our statistical approach
to document analysis [21] models the appearance of the document as a mixture of
various patterns each having its perceptual (and structural) significance. Disentan-
gling these patterns from the sensed mixtures can help image analysis in various
ways. First, virtual restoration [19, 25]: if some of the patterns contributing in the
appearance is unwanted (e.g., if it represents a distortion or an interference to the
meaningful part of the document), it can be removed, thus enabling a more easy and
accurate classification of the other parts1. Second, segmentation and classification
[15]: perceptually distinct parts of the document can embody structurally different
parts (such as main text, footnotes, titles, colophons, pictures, etc.). Being identi-
fied as separate patterns, these can be segmented, classified and then recognized
much more easily than from the raw appearance of the document. Third, extraction
of hidden features [20]: some patterns that are barely detectable from the appear-
ance can be enhanced or even isolated, and can be used per se or as cues to infer
structure. This is the case with stamps, watermarks, margin notes, etc., which often
carry valuable information on the history and the authenticity of a document. At this
stage, our approach to document image analysis is thus a low-level one, since it is
only based on pixel information and does not exploit geometric or other high-level
features. A fundamental step to infer structure from the low-level output is to find a
standard procedure to describe precisely the features of all the maps available and
all the settings employed by the image processing algorithms as well. This is done
via a metadata schema that also allows us to effectively store all our images into a
large searchable database [2].

This chapter first describes the data models we use to account for the appearance
of a document (Section 2), and then some of the procedures we apply to extract
meaningful patterns from their spectral or spatial peculiarities (Section 3). Section
4, then, is an overview of the metadata schema we propose, and Section 5 shows
some of the results we obtain through our procedures.

1.2 Background

In the most intuitive and direct sense, image restoration techniques are applied to
document images to remove or mitigate the degradations originated by ageing of

1 It is to note, however, that for some scholars all the patterns are meaningful, since they all
mark the history of the document and, as such, they must not get lost.
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the originals (tears, stains, seethrough...) or by nonidealities of the image capture
system (blur, sensor noise...). An immediate effect of this kind of restoration is the
enhancement of the readability of the documents, either by a human reader or by an
automatic procedure, such as optical character recognition (OCR).

Restoring the original appearance of a degraded document can also help to in-
fer (automatically or not) its structure, since the distinctive features that mark the
various structural components of the document are distinguishable more easily in
the restored than in the degraded version. From an appearance-only representation,
however, the meaningful patterns must only be identified by spatial features that are
often difficult to define and detect.

Ancient and historically important documents are often heavily degraded and
weakly structured, but their importance justifies the application of specialized ac-
quisition procedures, such as diversity imaging. Depending on the type of diversity
employed to capture the images, different patterns can be distinguished on the ba-
sis of their peculiarities in the different components of the data. As an example, if
spectral diversity is used, spectrally distinct patterns can be isolated by exploiting
the channel selectivity offered by the data.

Spectral diversity can be obtained simply by color cameras (which produce three-
component, e.g. RGB, images) or by specialized multispectral or hyperspectral sys-
tems, which can produce even hundreds of narrowband channels from both the vis-
ible and nonvisible ranges. From this kind of data, we proposed to use linear blind
source separation techniques to extract the patterns superimposed to each other in
the multiple views available [21]. Although based on a largely approximated model,
this approach proved to be useful for both virtual restoration and hidden feature
extraction. In the particular case of double-sided documents, where the appearance
can be degraded by interferences from one side to the other2, the same blind source
separation techniques associated with a special kind of viewpoint diversity, namely,
recto-verso acquisition, make it possible to distinguish effectively between the pat-
terns that are in the front page (recto) and in the back page (verso) of the document.
This can be done by only assuming two patterns, corresponding to the “original” ap-
pearances of the recto and the verso sides, independently of the number of spectrally
distinct patterns present in the images. This means that a separation of the two sides
from the related seethrough interferences can even be done from grayscale images
(that is, just from a two-component input [23]). Adding spectral diversity to recto-
verso data also allows us to free the pages from seethrough effects and separate
spectrally distinct patterns [24].

It is quite useful to archive the documents being processed in a digital library
that also contains a description of their content and of the processing they were
subject to. This enables an easy search of documents according to their content, to
the processes applied on them, and to any possible component detected in them.

The documents in the digital library need a detailed description of their content
and structure. Metadata are widely used to provide structured information about
data and are useful for different purposes, ranging from content-based retrieval

2 These types of degradations are collectively referred to as seethrough.
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to document administration. In particular, descriptive metadata describe the doc-
ument content with the purpose of supporting its retrieval. Descriptive metadata
may provide information at different levels of detail for different types of data. To
this purpose, several de-facto standards are available. For example, the Dublin Core
Metadata (DCMI) [8] are used to provide simple and easily exchangeable metadata,
the MPEG-7[14] standard is primarily used to describe multimedia information,
MARC-21 is a standard defined by the Library of Congress and widely used by li-
brarians, while IFLA/FRBR [9] is a general conceptual framework used to describe
heterogeneous digital media resources. Specific applications adopt the metadata for-
mat that is more suitable to their needs. In many cases, the existing formats do not fit
the application needs, and defining a new metadata format or extending an existing
one becomes necessary. Administrative metadata provide a description of the doc-
uments that enables their management within the digital library. They are usually
adopted to control the access to the documents and to their components, to support
their protection against misuse, to preserve the digital resources, but can also be used
to describe how the document content has been obtained, and which processing was
applied to it.

2 Modeling the Appearance of an Ancient Document

Let us assume we have a diversity acquisition system that produces a 2D vector
map x(i, j) with N components, called appearance. The nature of the components
of x (the channels) depends on the type of diversity used to capture the image3.
Let us also assume that all the channels at pixel (i, j) carry information from the
same spatial location, that is, all the channels are spatially coregistered. In general
this can be obtained through suitable image registration algorithms, whose details
are not treated here (see [24] and references therein). The appearance can be seen
as the superposition of a number M of information layers (we call them patterns),
represented collectively as a vector function s(i, j) whose components describe per-
ceptually distinct configurations often carrying higher-level information. In the case
of a document image, the patterns can represent the main text, pictures, titles, foot-
notes, the typical texture of the document support, and any other interfering pattern
originated by the degradation of the physical document or nonidealities in the im-
age capture system. Our data model considers each channel as a function of all the
patterns.

x(i, j) = f(s), (1)

where the vector function f (the mixing operator) can be of any kind (linear or non-
linear, instantaneous or with memory, stationary or space-variant, etc.) Model (1)

3 That is, spectral band, for color or multispectral acquisitions, viewpoint or acquisition
time, for multiview or multiframe acquisitions, respectively, or diversity from any other
feasible combination of illumination and capture modalities.
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thus represents any kind of superposition among the different patterns. What this
means in the case of a diversity document image is clear: the appearance results
from a generalized superposition of the spatial-color patterns present on the page.
Possible nonlinearities can result from the physics of the document or from a poor
tuning of the capture system. Possible noninstantaneousness can emerge from the
different optical features of the capture system in different channels or from the
particular capture modalities of some patterns (transmission imaging, etc.) Possible
nonstationarity can derive from nonuniformity in the document support. The image
formation modalities in the different channels can be so complicated that function
f should normally be considered unknown, or at least known with a coarse accu-
racy. This is the very start of our problem: the goal is to isolate the patterns s from
the appearance x, taking into account that f is not perfectly known. Depending on
the particular case, we could need to estimate f and reconstruct all the components
of the pattern vector s, or just to extract a few components of s, the others being
considered as nuisance quantities. Of course, the former is a very difficult task to
be performed from scratch. Any particular application suggests a parametric form
for the mixing operator and/or relevant properties of the individual patterns that can
help the reconstruction. Hereafter, we show some of the forms that model (1) can
assume.

First of all, function f could (normally do) contain a stochastic part, perhaps the
most trivial case being the presence of an additive noise contribution n(i, j). Since
this is always the case with sensor noise, we always assume the presence of such
a contribution, although we do not introduce it explicitly into the data model un-
less it is used to derive the estimation algorithm. In fact, this is seldom the case in
document image processing, since the image capture hardware and procedures are
normally very well controlled, so that the noise component is well below the other
error sources (oversimplified data model, unwanted patterns in the original, etc.)

Our first attempt to constrain the data model was to assume a linear and instan-
taneous data model, thus making the problem suitable to be solved via the standard
independent component analysis (ICA) techniques (see, e.g., [11]). The application
of ICA requires the patterns (or sources, in the ICA terminology) to be mutually
independent, thus our attempt was motivated by the conjecture that the individual
patterns (even if not strictly independent) are normally less correlated than the ap-
pearance channels. The mixing model in this case becomes

x(i, j) = As(i, j) (2)

where the unknown operator f has been paramaterized as a constant mixing ma-
trix A, and any individual pixel in the appearance only depends on the same pixel
in the source vector. This model is very simple, and very fast ICA algorithms can
be applied to estimate it. The quality of the results depends on the ability of the
simple model to produce realistic data. Indeed, in some applications we obtained
something similar to a true separation; in other applications, where the model was
less justified, we obtained good results anyway, but just from the point of view of
image enhancement. Two problems can hamper this approach: one is the already
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mentioned inadequacy of the model, the other is a possible lack of mutual inde-
pendence, which undermines the hypotheses of ICA. The former is more serious
than the latter, in our experience, since we have seen that good results can even be
obtained when mutual independence is not verified. Indeed, a simple decorrelation,
obtained by techniques such as principal component analysis (PCA), is often suffi-
cient to free some of the patterns from the interfering material. In one case ICA and
PCA have proved to be equivalent [23]: the separation of main text and seethrough
from recto-verso grayscale data. In this case, model (2) is specialized by a 2× 2
symmetric mixing matrix. This peculiarity was also exploited to perform the same
task from color or multispectral data [24], which also allow a reconstruction of the
original colors to be performed. Model (2) has also been used to remove seethrough
from single color scans of double-sided documents [21, 19], and to extract partially
hidden patterns or erased texts in palimpsests [20, 15].

A linear noninstantaneous model can partially account for both the optical per-
formance of the capture system and the diverse modalities of light propagation. The
elements of the mixing matrix in a stationary noninstantaneous model are not con-
stant anymore, but become convolutional kernels, so that the matrix-vector product
in Eq. (2) becomes a matrix convolution:

x(i, j) = [A∗s] (i, j) (3)

In the cases where noninstantaneousness is due to the interaction of light with the
physical document, the kernels are normally unknown, and must be estimated along
with the patterns. This happens, for example, when some of the channels are trans-
mission images and the light is scattered by the document support before reaching
the sensor, or when one or more patterns enter the appearance because they show
through the support4. Solving the blind source separation problem in this case is not
always easy, unless specific constraints on the mixing kernels are available. Con-
versely, when noninstantaneousness is due to the capture equipment, the convolution
kernels are normally known very well. A common case, for example, occurs with
multispectral imaging apparatuses, whose focusing point spread functions (PSF)
normally depend on the channel, but are known from the design and the calibration
of the acquisition system. In this case, Eq. (3) can be particularized as

x(i, j) = [H ∗As] (i, j) (4)

where A is again an N ×M constant matrix, and H is an N ×N diagonal matrix
whose entries are the known PSFs of the N channels. Of course, estimating the pa-
rameters and the sources when the problem can be modeled via (4) is normally much
easier than from the general model (3). We do not treat here the space varying prob-
lem, characterized by general, shift-variant kernels, although some nonstationarity
is always present for the nonuniformity of the document support. Some estimation
algorithms show a certain robustness against moderate nonstationarity effects de-
spite these are not introduced explicitly in the data model.

4 That is, by the definition we use here, when seethrough is present.
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Finally, let us consider the case where the mixing is nonlinear. As already stated,
a model for this phenomenon is given by Eq. (1), but such a general model does not
help much to solve the problem, if no information is available on the nonlinear vec-
tor function f. Typical examples of nonlinear models emerge from an analysis of the
showthrough phenomenon. Indeed, considering the physics of the interaction of the
light with a document, it is apparent that the verso pattern contributes nonlinearly to
the appearance of the recto page. Two nonlinear models for showthrough have been
proposed in [17] and [12]. Both assume grayscale recto-verso data, and a common
form for them can be {

xrecto(i, j) = srecto(i, j)+ fvr(sverso)
xverso(i, j) = sverso(i, j)+ frv(srecto)

(5)

where the meaning of the symbols is clear, but the quantities involved are opti-
cal densities rather that reflectances. In [17] the nonlinear functions fvr and frv are
derived from an approximated theoretical analysis of showthrough5, and contain a
convolutional part whose PSF is compensated via adaptive filtering. Approximating
the showthrough patterns by the corresponding scanned versions (that is, the appear-
ances of the two sides) enables a noniterative restoration algorithm to be derived. In
[12], the type of nonlinearity is derived empirically, approximated and parametrized,
and then estimated blindly through a recurrent network. A fixed showthrough PSF is
then introduced to mitigate the effects of using instantaneous relationships to model
a noninstantaneous phenomenon. In many cases, models of the type (5) allow the
drawbacks of linear instantaneous models to be avoided.

3 Extracting Pattern Information from Low-Level Processing

With a generic model specified as in (1), we mean that each intensity map that com-
poses the appearance vector is given by some mixture of a number of supposedly
“original” intensity maps (the patterns), each representing some distinct feature of
the original document. The goal of “separating” the individual patterns, however,
is somewhat different from a traditional (hard) classification, since in the standard
case each pixel in the appearance maps is labeled by one of a number of mutually
exclusive classes (e.g., main text, background, picture...). If we solve one of our
models, conversely, we extract a number of source functions that are defined over
the whole image domain, and a single pixel can be labeled by more than one class.
The value of each source function in a pixel denotes the “intensity” of a class in that
pixel, namely, the degree of membership of that pixel to one class. Actually, once
all the components of vector s(i, j) have been reconstructed, we do not know which
classes they are related to. Thus, this is a segmentation, where each pixel is given the
degrees of membership to a number of “segments”, with no immediate possibility

5 Showthrough is the type of seethrough interference that is caused by the interaction be-
tween the document and the probing light produced by the scanning system.
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to assign a class to anyone of them. The segments are not a partition of the image
domain as in classical segmentation, but a superposition of continuous functions
defined all over the image domain. This is the concept of “soft segmentation” [18],
which is useful in many applications where the patterns can be superimposed to
one another. Hereafter, we give some details about our experience with separation
algorithms only based on linear models. We do not report results with nonlinear
models since these are the subject of a research that is still in progress.

3.1 Linear Instantaneous Case

Model (2) is based on two fundamental assumptions: i) Since we consider images of
documents containing homogeneous texts or drawings, we can reasonably assume
that the color of each source is almost uniform, i.e., we have mean reflectance in-
dices akl for the l-th source at the k-th observation channel; ii) The source patterns
sl(i, j), l = 1,2, ...,M denote the “quantity” of the M patterns that concur to form
the color at pixel (i, j).

In the simplest single-side case, i.e., for RGB scans, vector x has dimension
N = 3. Most documents can be seen as superpositions of only three (M = 3) dif-
ferent sources, namely, a “background”, a “main text” and an “interfering texture”.
In general, however, the size of the “color” vector obtained from multispectral or hy-
perspectral sensors is larger than 3. Likewise, we can also have M > 3 if additional
distinct patterns are present in the original document. In principle, depending on
the capture system and the particular document analyzed, N and M can assume any
value. All our approches, however, can manage to separate all the patterns if N ≥ M.
In some cases, a few pure patterns can even be extracted from an observation vector
whose size is smaller than the total number of patterns (that is, if N < M), but all the
remaining patterns are necessarily mixed in one or more output maps.

When the observations are two grayscale images of the recto and verso of a doc-
ument page, affected by seethrough interferences, the linear instantaneous model
derives from a simple particularization of Eq. (2){

xrecto(i, j) = a11srecto(i, j)+ a12sverso(i, j)
xverso(i, j) = a21srecto(i, j)+ a22sverso(i, j)

(6)

where either the recto or the verso maps are obtained by flipping horizontally the
observed maps, in order to match the seethrough appearances to the original patterns
from which they are generated. In this case, a12 and a21 represent the attenuations
through which the main recto and verso patterns appear as seethrough in the oppo-
site sides. Such attenuations depend on the features of the document support and
other factors, such as ink fading. Since it is often reasonable to assume an isotropic
behavior for the document support, we can often set a12 = a21. Also, it is always
reasonable to assume a11 = a22. These properties can be enforced explicitly or im-
plicitly to solve the seethrough cancellation problem.
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In the general linear instantaneous model (2), the elements akl of matrix A are
not known. This means that, when no additional assumption is made, the problem
of extracting s from x is underdetermined. One condition under which this type of
problems can have a unique solution (up to scaling and permutation, see [11]) is
that the source functions are mutually independent. In this hypothesis, and if some
additional assumptions are verified6, both the sources and the mixing coefficients
can be estimated from the data alone. In the multispectral, single side case, this
means that the various patterns must be spectrally different. In the recto-verso case,
some specific physical constraints ensure this condition to be verified and also allow
us to relax the strict independence requirement, so that separation can be achieved
by simply orthogonalizing the data images.

The recto-verso model can also be extended to the multispectral case:{
xk

recto(i, j) = ak
11sk

recto(i, j)+ ak
12sk

verso(i, j)
xk

verso(i, j) = ak
21sk

recto(i, j)+ ak
22sk

verso(i, j)
, k = 1,2, ...N (7)

where the superscript k denotes one of the N spectral channels. The general 2N×2N
linear system thus becomes either a set of N linear 2×2 systems or, equivalently, a
2N ×2N block diagonal system with 2×2 blocks. In the case (7), reasonable prop-
erties of the sources are that, for any possible pair of channels (k,h), the recto and
verso components sk

recto and sh
verso are almost uncorrelated, whereas the recto sources

sk
recto and sh

recto are strongly correlated since they are just different frequency com-
ponents of the same reflectance function. The same is true for any pair of verso
sources. This means that, solving the 2N×2N system by ICA or channel decorrela-
tion would be a mistake, since zero correlations would be forced between strongly
correlated pairs. However, since the N linear 2×2 systems associated to the individ-
ual channels are independent of each other, we can solve them separately. By this
strategy, when the pages are captured by RGB sensors, the original document col-
ors can be reconstructed by recomposing the restored color channels. This fact has
been exploited to produce restored documents that, while cleansed of the unwanted
interferences, maintain their original appearances as much as possible.

3.1.1 Solution through Independent Component Analysis

The ICA approach [11] enforces mutual independence on the estimated sources.
This is equivalent to assume a factorized form for the joint prior distribution of s:

P(s) =
M

∏
l=1

Pl(sl) (8)

The estimated sources ŝl must result from a linear combination of the channel maps,
that is, ŝl(i, j) = wT

l x(i, j), where vector wl contains the combination coefficients.

6 Other necessary assumptions are that A must be full-rank, with N ≥ M, and all but at most
one of the components si, seen as random processes, must be nongaussian.
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The separation problem can be formulated as the maximization of the distribution
in (8), subject to the constraint x = As. This is equivalent to searching a matrix
W = (wT

1 ,wT
2 , ...,wT

N)T that, when applied to the data x = (x1,x2, ...,xN), produces
a vector Wx whose components ŝl are maximally independent. By taking the log-
arithm of Eq. (8), the problem solved by ICA in the square case (M = N) is then:

Ŵ = argmax
W

∑
i, j

∑
l

logPl
(
wT

l x(i, j)
)
+ T log |detW | (9)

and matrix Ŵ is an estimate of A−1 up to arbitrary scale factors and permutations
on the columns. Hence, each component ŝl is one of the original source patterns
up to a scale factor. A substantial difficulty arising from solving problem (9) is that
normally the source priors Pl are not known. As the ICA principle is effective for
nongaussian sources, we only know that each Pl must describe either a supergaus-
sian or a subgaussian variable. Just requiring Pl to behave either way has proved
to give very good estimates for the mixing matrix and for the sources as well, no
matter what the true source distributions are [4]. The FastICA algorithm [11] solves
problem (9) by a fixed-point iteration scheme, giving a choice among a number of
non-linearities to model various types of nongaussian distributions.

3.1.2 Solution through Channel Decorrelation

Although we obtained some promising result by ICA [21], there is no apparent
physical reason why our sources should be mutually independent, so, even if the data
model were correct, the ICA principle is not ensured to be able to separate the differ-
ent patterns. However, it is intuitively and experimentally apparent that decorrelating
the observed image channels can help maximizing the information content in each
component of the output vector. This amounts to force the data cross-covariances to
zero, i.e., to orthogonalize the data images. Some standard linear color space trans-
formations have proved to approach this result. Indeed, the authors of [13] compared
the performances of many such transformations, and found that the ones that obtain
maximum-variance components are the most effective. The reference to evaluate
the performances of any fixed transformation was the Karhunen-Loeve transform7,
which is known to give orthogonal output vectors, one of which has maximum vari-
ance. Rather than looking for fixed transformations with approximated results, we
seek a “custom” transformation through an M×N matrix W

y(i, j) = Wx(i, j) (10)

such that all the cross-covariances between the output components vanish or, in
other words, the components of vector y are mutually orthogonal:

〈ym · yn〉 = 0, ∀m,n = 1, ...,M, m �= n (11)

7 Also called principal component analysis (PCA), whose aim is to find the most informative
among a number of random variables [6].
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where the notation 〈·〉 means expectation and, with no loss of generality, we assume
zero-mean data vectors. It is clear that no unique matrix W can be found, since,
given an orthogonal vector set, any rigid rotation thereof is still orthogonal. Our
N ×N data covariance matrix is:

Rxx =
〈
x ·xT〉

(12)

Since the distribution of vector x is not available, we can only compute the expecta-
tions needed from the data sample at our disposal, assumed as stationary. From (10)
and (11), our problem is to find a matrix W such that the covariance matrix of y is
diagonal, that is,

Ryy =
〈
Wx ·xTW T 〉

= W RxxW T = DM (13)

where DM is any diagonal matrix of order M. Let us perform the eigenvalue decom-
position of matrix Rxx:

Rxx = VxΛxV T
x (14)

where Λx is the diagonal matrix of the M nonzero eigenvalues of Rxx, and Vx is the
N ×M matrix whose columns are the related eigenvectors. In all practical cases, of
course, all the eigenvalues are nonzero for the presence of noise. N −M of them,
however, have the same order of magnitude as the noise and are not significant
to represent the data set. Equation (14) can still be written by only using the M
dominant eigenvalues to build matrix Λx. It is easy to verify that all the following
choices for W satisfy Eq. (13):

Wo = V T
x (15)

Ww = Λ− 1
2

x V T
x (16)

Ws = VxΛ− 1
2

x V T
x (17)

In particular, Wo produces a PCA solution [6] with DM = Λx. Matrix Ww yields a set
of orthogonal components with unit norms (DM = IM). This is why using matrix Ww

is called whitening, or sphering8. Note that a whitening matrix can be multiplied
from the left by any orthogonal matrix, and the result is still a whitening. In par-
ticular, if we use matrix Ws, we have a whitening matrix with the further property
of being symmetric9. In [6], it is observed that, when A is square and symmet-
ric, left-multiplying x by Ws is equivalent to perfoming ICA. This is the theoretical
result we exploited to solve the recto-verso case. In the multispectral, single side
case, we have been applying the above matrices to images of ancient documents,
both manuscript and printed, with the aim at emphasizing possible hidden features.
For each test image, the results are of course different for different orthogonalizing

8 Left-multiplying a vector by matrix Ww is also called Mahalanobis transform.
9 Observe that Eq. (17) yields an N×N matrix, and the related transform is only valid when

M = N.
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matrices. In some cases, whitening can even isolate some of the pure patterns, which
is part of the final aim of ICA processing.

3.2 Linear Convolutional Case

The original patterns that form the appearance of a document are often strongly
blurred. This blur can be different from pattern to pattern and from observation to
observation. As an example, in the recto of a double-sided document, the pattern
interfering from the verso is always blurred for the scattering of light through the
support. The same pattern is not, or much less, blurred in the verso side. Also, in
many cases the noise affecting the scans cannot be neglected. In all these cases,
the performances of the algorithms based on noiseless instantaneous models are
normally poor, and we tried to adopt a linear stationary model that, still neglecting
possible nonlinearities, includes unknown convolution kernels as in (3) plus additive
noise components. In this formulation, the k-th channel data map is given by

xk(i, j) =
M

∑
l=1

(Hkl ∗ sl)(i, j)+ nk(i, j), k = 1,2, ...N, l = 1,2, ...M (18)

where Hkl is the convolution kernel acting on the l-th pattern in the k-th channel. In
the recto-verso scenario, Eq. (18) provides an extension to Eq. (7):{

xk
recto(i, j) = sk

recto(i, j)+
(
Hk

12 ∗ sk
verso

)
(i, j)+ nk

recto(i, j)
xk

verso(i, j) =
(
Hk

21 ∗ sk
recto

)
(i, j)+ sk

verso(i, j)+ nk
verso(i, j)

, k = 1,2, ...N (19)

where the symmetry properties of the linear instantaneous model still hold true.
Through model (18), our problem becomes one of blind source separation from
noisy convolutional mixtures or, in other words, of joint blind deconvolution and
separation.

In [25], the problem of estimating the blur kernels, denoted collectively by H, and
the deblurred sources has been approached in a Bayesian setting, and formulated as
a joint maximum a posteriori probability estimation problem:(

ŝ,Ĥ
)

= argmax
s,H

P(s,H|x) = argmax
s,H

P(x|s,H)P(s)P(H) (20)

where the sets of variables s and H are assumed independent of each other, and the
quantities P(s,H|x), P(x|s,H), P(s) and P(H) are the joint posterior distribution, the
likelihood, and the prior distributions, respectively. We approach this optimization
problem through the following scheme, alternating componentwise maximization
with respect to different groups of variables:

Ĥ = argmax
H

P(x|s(H),H)P(s(H))P(H) (21)
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where
s(H) = argmax

s
P(x|s,H)P(s) (22)

Our likelihood P(x|s,H) is derived by assuming the sensor noise to be white and
Gaussian with zero mean, and the prior P(s) to be the product of the priors on the
individual sources. We adopted a local autocorrelation model for each source in the
form of generic local smoothness Markov random fields, augmented to account for
the regularity features of realistic edge maps. The Markov-random-field models are
particularly suitable to describe both printed and handwritten text images [22]. In
addition, accounting for a well behaved edge process is particularly useful for de-
blurring. The information accounted for by P(H) regards positivity constraints, al-
lowed magnitude ranges, and, in the recto-verso case, the symmetry properties men-
tioned above. To solve the problem, we proposed an iterative strategy that performs
the maximization in (21) by simulated annealing and, at each iteration, computes
the sources through Eq. (22) by a graduated-non-convexity algorithm [5, 3]. Our
experimental validation, reported in [25], proves the effectiveness of the algorithm
on documents featuring two or more overlapping patterns, such as texts, stamps, pa-
per watermarks, and seethrough. In particular, accounting for the blur due to typical
degradations such as smearing, diffusion and fading of ink has proved to be neces-
sary to let the various patterns match in the data and, at the same time, to permit the
patterns extracted to be refocused.

4 A Metadata Schema to Describe Data, Procedures, and
Results

To infer the document structure, the results of low-level image analysis must be
made available to successive phases, first of all to a module that performs the clas-
sification of the patterns extracted. Including the appearance and the patterns into
a searchable data repository, along with a complete record of the processing per-
formed, enhances greatly the usefulness of the low-level results and enables the
higher-level tools to use all the information and data extracted during the low-level
analysis. The searchable data repository stores the description of all the documents
processed, their appearances (i.e., all the channels), the processing steps applied to
the channels, and the patterns extracted from each group of channels. The repository
also stores the representation of the maps corresponding to channels and patterns.
All the relationships between different entities are recorded, so that it is possible to
know how a pattern was obtained, and to perform further processing from intermedi-
ate results, if this is required by the classification strategies. The data repository also
enables a content-based retrieval of the data and the processing results, to support
the subsequent phases of structure recognition that make use of this content.

The creation of a searchable data repository entails adopting an effective meta-
data schema to identify precisely all the descriptive and technical features of all the
digital objects to be stored and of the processing results. Indeed, unlike traditional
archives, this data repository is not limited to support the retrieval of an object from
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Fig. 1 The structure of the metadata schema

its properties or its content. Since the digital objects are modified by many complex
processes, the data repository also records all the transformations an object was sub-
ject to, and the processes that produced each specific output. The retrieval procedure
uses metadata describing both the objects and the processes.

The metadata schema adopted describes the metadata of the physical object (the
document) and the metadata of its digital representation. Where possible, the meta-
data element names directly match the DCMI [8] element names, considering its
simplicity and the possibility to convert several schemas into DCMI terms. The
main difference is in the introduction of more entities than just Creation, as well
as in the qualification of the DC relation that is expected to be refined within the
DC standard. Furthermore, there is a need to describe more than just the resources
themselves. This entails the necessity of several entities (each with its own meta-
data format), and a data model to point out the relationships between them (e.g., “Is
A”, “Is Part Of”, “Is Depicted In”, “Is Related To”). The proposed metadata model
derives from the models used to describe structured and highly interconnected in-
formation, such as Audio-Video material [10, 16, 7] and heterogeneous multimedia
cultural heritage material [2], and consists of four entities, as sketched in Figure 1.

The PhysicalObject entity contains metadata elements that describe the physi-
cal document being processed. They include elements such as the Title of the ob-
ject, its Description, its Location, Type, etc. A physical object may have a relation
to other physical objects, for example to the ones belonging to the same collec-
tion or produced by the same author, and has a relation to one or more digital
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representations. The features of each digital representation are described by the Dig-
italRepresentation entity, which describes a visual surrogate of a physical object. By
the terminology adopted in this chapter, these are the channels coming from the dig-
ital acquisition. The metadata elements of DigitalRepresentation include the Format
used to represent the images, the Acquisition modality used, and a reference to the
Digital images containing the acquisitions. The digital representations of a physical
object are processed by several algorithms to improve their quality, to separate the
patterns, etc. The result is described by the DigitalElaboration entity. Each Dig-
italRepresentation may produce one or more digital elaborations, and any digital
elaboration may be obtained as the result of another elaboration. The DigitalElab-
oration entity contains elements such as the Format used to represent the images
corresponding to the different spectral bands, the ElaborationProcess performed on
the digital representation (or digital elaboration), when it was done, in order to ob-
tain the current digital elaboration, and a reference to the Digital images containing
the elaborations. Finally, a DigitalElaboration is composed of DocumentPatterns,
which are the document parts extracted during the elaboration. It must be stressed
that, at this stage, these parts are not recognized as belonging to specific classes of
document elements. Classification is expected to be performed as part of a higher-
level document analysis.

Metadata describing a document and its elaborations are represented in XML
format [26] and stored in a digital library supporting searches based on document
content as well as on the relations existing between document representations [1].

The rich information stored in the metadata archive at the completion of the
low-level document analysis can be used by high-level document analysis, which
may take advantage of the document elements extracted, their relationships with
other elements extracted from the same document, the structural information about
them, and the possible relationships with elements belonging to other documents.
Indeed, classification may use results of classifications performed on other docu-
ments, which can contain elements similar to the ones being processed.

5 Experimental Evaluation

This section shows examples where the strategies presented in Sections 2 and 3 are
used to either clean the document appearance (mitigation of interferences) or ex-
tract partially hidden or entangled patterns, such as stamps, watermarks, and erased
strokes. The examples include a description of how the metadata are associated to
the raw images and to the processing history and results.

The first example is the extraction of a barely visible watermark from a data set
of two infrared images, one in both reflection and transmission, with front and back
illumination, and the other in transmission, with back illumination (Fig. 2).

One of the output channels of a 2×2 ICA on these data contains a pattern repro-
ducing the watermark. Figure 3 shows the ICA output as is. Simple postprocessing
can be applied to further enhance the pattern extracted.

Another example is related to an RGB data set captured from an illuminated
manuscript, with a colored dropcap in it (Fig. 4). Two outputs from a 3× 3 ICA
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Fig. 2 Reflection-transmission (left, front and back illumination) and transmission (right,
back illumination) infrared data images of a document printed on watermarked paper

Fig. 3 Watermark pattern extracted from the data images in Fig. 2

feature the isolated dropcap pattern (whose color can also be recovered) and the
main text pattern.

To appreciate the difference between linear instantaneous and convolutive pro-
cessing, we use the grayscale recto-verso pair shown in Fig. 5. In Fig. 6, we show
the result of symmetric whitening as described at page 353. Observe that the par-
tially cancelled seethrough strokes are surrounded by a halo due to the convolution
effect that has been neglected and, perhaps, to small registration errors. Since the
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Fig. 4 Left, RGB scan from an illuminated manuscript (grayscale version). Dropcap (center)
and main text (right) patterns extracted by linear instantaneous ICA.

Fig. 5 Grayscale double-sided acquisition of a document affected by seethrough. Left: recto
side; right: verso side (horizontally flipped and coregistered with the recto).

level of this halo is higher than the one of the residual seethrough, it also produces
an error in the estimation of the background color. Clipping the highest region in the
image histogram would partially correct this effect. The result obtained by the con-
volutional procedure (21)-(22) using the data model (19) with N = 1 is shown in Fig.
7. It is apparent that in this case the seethrough cancellation has been much more ef-
fective than above, and that no halo is present. Also, the intrinsic nonstationarity of
the seethrough effect has been partially recovered by virtue of the local smoothness
enforced by the Markov random field priors. The inclusion of seethrough convolu-
tion kernels has thus solved one of the problems related to the noninstantaneousness
of the data model. A residual problem, however, easily visible in Fig. 7, is an erosion
of the printed characters where the seethrough has been subtracted. This is specifi-
cally due to linearity, and can only be avoided by resorting to a nonlinear model.
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Fig. 6 Seethrough cancellation on the data in Fig. 5 by symmetric whitening

Fig. 7 Seethrough cancellation on the data in Fig. 5 by algorithm (21)-(22)

A further, and concluding, example demonstrates an application of seethrough
cancellation and feature extraction from resto-verso RGB scans, and is described
in detail to permit the resulting metadata structure to be introduced. Figure 8 shows
the recto from a double-sided RGB scan of a heavily distorted manuscript. The verso
is not shown.
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Fig. 8 Recto side from an RGB double-sided scan heavily affected by seethrough (grayscale
version)

DR1 DR2

Rr Rg Rb

spectral bandsRecto

Vr Vg Vb

spectral bandsVerso

PO1

recto/verso

Fig. 9 Example of the schema of the Physical Object, DR1 and DR2

Figure 9 shows the metadata associated to the manuscript (the Physical Object
PO1) and to the Digital Representation of the recto and of the verso scans.

The scans of the recto and verso sides are represented by two Digital Representa-
tions (DR1 and DR2). DR1 (the recto side) is constituted of 3 grayscale images, Rr,
Rg, and Rb, corresponding to the red, green and blue channels of the physical ob-
ject, respectively. Analogously, the Digital Representation DR2 of the verso consists
of 3 maps, Vr, Vg, and Vb, corresponding to the red, green and blue channels, re-
spectively. DR1 and DR2 are connected through a recto/verso link. After flipping the
verso horizontally, the first procedure we must apply is spatial coregistering: one of
the six channel maps available is taken as the reference, and all the remaining maps
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Fig. 10 Example of the schema of the Physical Object, digital scans and image registration

Fig. 11 Restored recto from an RGB double-sided scan obtained through channel-by-channel
symmetric whitening (grayscale version)
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Fig. 12 Stamp pattern extracted by instantaneous linear ICA from the RGB data in Fig. 11

are transformed so as to locate all their pixels precisely on the reference map. This
produces two Digital Elaborations, DE11 and DE21, still having 3 channels each, and
connected again through a recto-verso link. Figure 10 shows the metadata entities
created so far, together with the links among them. For example, the links from both
DR1 and DR2 to DE11 specify that the registration involved DR1 as well as DR2. The
next process is seethrough reduction by the model in (7) with N = 3 and the orthog-
onalization procedure (17) applied separately to the three 2× 2 subsystems related
to the red, green and blue components of the data. The six output images can then
be recomposed to form the restored recto and verso color images. This produces the
Digital Elaborations DE12 and DE22, of 3 channels each, again connected through a
recto-verso link.

The result for the recto is shown in Fig. 11, where the reduction of seethrough
and the good reconstruction of the original colors are apparent. At this point, fur-
ther processing is possible on the processed data. For example, one could want to
extract the stamp pattern from the RGB image in Fig. 11 by a 3× 3 linear instan-
taneous ICA. This further elaboration of DE12 results in the Digital Patterns DP1,
DP2 and DP3, constituted of 3 grayscale images. The output channel containing the
stamp pattern (DP3) is shown in Fig. 12. The representation (through the proposed
metadata schema) of all elaborations performed on the manuscript is shown in Fig-
ure 13. The figure only illustrates the instances of the different entities and their
relationships. The values of the metadata elements are not shown.
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Fig. 13 Representation of the Physical Object, of its Digital Representation, Digital Elabo-
rations and Document Patterns

6 Conclusions and Future Work

Ancient documents are often weakly or nonuniformly structured, so inferring auto-
matically their structures can be very far from being easy. For various reasons, they
can also be heavily distorted, so that even the very basic classification procedures
are likely to fail when applied to raw data. These difficulties can always arise with
any nonstandard document, even with modern ones. On the other hand, the impor-
tance of today’s effort to digitize the rich heritage conserved in our libraries and
archives will increase as much as accessing the digital libraries will be made easy
and effective. A great help in this sense will come from the availability of structural
and content information about the digital objects and, of course, this will become
affordable for most stakeholders inasmuch as automatic procedures for structure
learning are available.

We argue that low-level processing can be very important to provide clean data
for the subsequent tasks of segmentation and classification, which are the first steps
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to learn structural information. With reference to ancient documents seen as partic-
ularly difficult cases, but with no loss of generality, we report here some low-level
processing strategies we experimented in recent years, along with some results ob-
tained by these strategies applied to digital images of real documents. The class
of algorithms we present here is based on generative models that require diver-
sity data, that is, in any possible sense, vector data images. On the one hand, this
means that our procedures can be exploited fully on data coming from specialized
imaging systems (multispectral, etc.), whose use is only justified on particularly pre-
cious or historically important documents. On the other hand, however, and this is
demonstrated by the experimental results shown here, impressive results can also be
obtained from simple RGB images or pairs of grayscale scans. This opens a wide
range of opportunities on already existing data, captured without considering the
possibility of extracting information automatically.

By extending existing metadata representations, the metadata schema we are
proposing describes the semantic content of the documents in its whole, and the se-
mantic content of the results obtained after processing. Suitable links interconnect
the various descriptions to relate the different representations of a physical docu-
ment, and to trace the processes related to all elaborations, from digital acquisitions,
to the enhanced versions, to the extracted features. This information can be used
to assist the classification of new image components according to similar images
previously classified, bringing to a significant improvement of the overall document
structure recognition process.

All the processing methods shown here are not very expensive computationally if
based on an instantaneous model, including the iterative methods used for ICA. The
decorrelation techniques, in turn, are just standard linear algebra. This opens future
opportunities to implement an increasing amount of sophisticated computation by
embedded systems, so that integrating some low-level processing in specialized cap-
ture devices could become both feasible and convenient. Using linear convolutional
models avoids some of the drawbacks of instantaneous processing, but leads to more
expensive algorithms. One of our future directions of research will be to make these
algorithms more efficient. A rich schema of descriptive metadata is essential to in-
clude semantics into the digital descriptions that come out from document image
capture and from both the low- and high-level processing and analysis stages. De-
vising largely automatic tools to do this job would be decisive to solve the problems
related to the conservation of human knowledge. As a first step, we are planning to
link our metadata editor and our capture and processing codes.

Besides implementation aspects, there are a number of problems that are still
open to innovative solutions. Surpassing the simple linear and instantaneous models
is extremely important to develop the most specialized and accurate tasks. This in-
variably drive us to complicated methods, which are less tractable, both analytically
and numerically, and normally result in expensive algorithms. Moreover, increasing
the accuracy of a data model may lead to decreasing its general applicability: as
much a method is based on a physically accurate model as narrow is its range of
application. A wide area is thus left to research devoted to modelization and devel-
opment of new algorithms. At present, besides studying prior pattern probabilities



366 E. Salerno, P. Savino, and A. Tonazzini

to include into instantaneous and convolutional linear models, we are exploring the
capabilities of ad hoc nonlinear models for restoration. Assessing the performances
of these new methods in as many cases as possible, and comparing the results with
the ones obtained through the methods described here, will enable us to identify the
applications where using a complicated procedure offers advantages that make it
preferable to simple but approximated strategies.

List of Acronyms

DCMI Dublin Core Metadata Initiative
FRBR Functional Requirements for Bibliographic Records
ICA Independent Component Analysis
IFLA International Federation of Library Associations and institutions
OCR Optical Character Recognition
PCA Principal Component Analysis
PSF Point Spread Function
RGB Red, Green, Blue color space
XML eXtended Markup Language.
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Model Learning from Published Aggregated 
Data 

Janusz Wojtusiak and Ancha Baranova* 

Abstract. In many application domains, particularly in healthcare, an access for 
individual datapoints is limited, while data aggregated in form of means and stan-
dard deviations are widely available.  This limitation is a result of many factors, 
including privacy laws that prevent clinicians and scientists from freely sharing 
individual patient data, inability to share proprietary business data, and inadequate 
data collection methods. Consequently, it prevents the use of the traditional ma-
chine learning methods for model construction. The problem is especially impor-
tant if a study involves comparisons of multiple datasets, where each is derived 
from different open-access publications where data are represented in an aggre-
gated form. This chapter describes the problem of machine learning of models 
from aggregated data as compared to traditional learning from individual exam-
ples. It presents a method of rule induction from such data as well as an applica-
tion of this method to constructing of the predictive models for diagnosing liver 
complications of the metabolic syndrome – one of the most common chronic dis-
eases in humans. Other possible applications of the method are also discussed. 

1   Introduction 

Open – access publications are one of the most important sources of scientific data 
vital for healthcare research and industry. These publications can be automatically 
searched and retrieved from the internet and in many instances they are used to 
build foundation for further studies. Unfortunately, it is often not possible to obtain 
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the original datasets on which the published studies were performed.  This is be-
cause more often than not, scientists are reluctant or not allowed to share their orig-
inal data. This is particularly the case in medical, behavioral, and social studies in 
which data are protected by patients’ privacy laws.  Many studies also use confi-
dential financial, management or security datasets that cannot be shared outside an 
organization. The most common reasons for which data are not available are: 

- Patient privacy.  Privacy laws preventing sharing and using individual 
patient data are enforced in most countries.  While particulars may differ, 
the privacy laws often require informed consent of each patient for his or 
her personal data to be used for a specific study. Examples of such laws 
are the U.S. Health Portability and Accountability Act of 1996 [1], and 
the Directive 95/46/EC of the European Parliament and the Council of 24 
October 1995 that cover the protection of individuals with regard to the 
processing of personal data and the movement of such data [29]. 

- Confidentiality.  In many cases collected datasets remain confidential as 
they include information that cannot be shared due to business or other rea-
sons.  This is often the case with financial information (i.e. hospital billing 
datasets) or existing patients’ records (i.e., electronic medical records) that 
a company keeps protected from competitors. To attain access to such data, 
special agreements are required, and these are often impossible to arrange. 

- Keep data within a research group for further use. All aspects of col-
lecting data take enormous efforts. Those who have access to reliable  
datasets have better chances of publishing their research results and, 
therefore, better performance reviews and possibility of funding.  How-
ever, while most researchers do agree that all research data should be 
shared, not many are actually willing to share their own datasets.  

- Lack of public trust in sharing data. People are concerned about sto-
rage and sharing of their personal information as data by public sector 
and private organizations. This includes but is not limited to data like 
DNA fingerprints and electronic medical records.  

- No individual data are recorded.  In many cases no individual data are 
collected, recorded, or reported in the final dataset(s). Some examples of 
this type of datasets include public health data that combine reports from 
multiple local governments or organizations that communicate to public 
only summaries for each area of assessment, and results of large scale 
experiments in which datasets are simply too large to store and, therefore, 
need to be immediately processed and aggregated before storing.  Such 
datasets are found, for instance, in astronomy and physics. 
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Recently, some research funding agencies, including the National Institutes of 
Health, implemented a policy requiring that data collected in supported studies, 
mainly clinical trials, be available to others for research purposes.  This policy, 
however, covers only a small fraction of studies performed worldwide. 

Most publications, for many of the above reasons, will include only summaries 
of data in aggregated forms.  This is partially due to public health surveillances 
and data collection systems, which rely on aggregated data collected by distributed 
institutions [7]. Traditional machine learning methods are not suited for such data-
sets, as they are designed to work with individual data points.  This chapter focus-
es on the use of aggregated data extracted from medical publications. However, 
the methodology is translatable and can be applied in other domains. 

2   Mission, Objectives, and Contributions 

Analysis of published aggregated data requires a new class of machine learning 
methods. Aggregated data are most often presented as means and standard devia-
tions for several parameters measured over a group of observations (i.e., in certain 
cohort of patients). This chapter introduces a concept of a learning process based 
on aggregated data, and describes a rule-based approach to creating predictive 
models from such datasets. Specifically, the approach employs an AQ-based 
learning process that uses aggregated data to derive attributional rules that are 
more expressive than standard IF … THEN rules. This knowledge representation 
is briefly described in Section 5, and the learning algorithm in Section 6. 

There are several requirements for successful application of machine learning 
to aggregated data.  Many of these criteria are also applicable to traditional ma-
chine learning from individual examples. 
 

- Accuracy. Models have to provide reliable predictions, which is in most 
cases their main function.  Although models are learned from aggregated 
data, their accuracy is measured using individual datapoints within a tra-
ditional type of validation datasets.  Multiple measures of accuracy are 
available, all of which perform some form of accounting of correct and 
incorrect predictions and combinations thereof.  The most commonly 
used measures of accuracy include precision, recall, sensitivity, specifici-
ty, F-score, and others.  When only aggregated data are available, these 
measures can be estimated as described in Section 6.3. 
 

- Transparency. Medical and healthcare studies require models to be un-
derstood easily by people not trained in machine learning, statistics, and 
other advanced data analysis methods. In this sense, providing just the re-
liable predictions is not sufficient, as models should also “explain” why a 
specific prediction is made and what the model actually does. The con-
cept of understandability and interpretability is very well known in expert 
systems and early work on artificial intelligence, but has been largely ig-
nored by many modern machine learning methods. 
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- Acceptability. Models need to be accepted by potential users. While par-
tially related to transparency, acceptability requires that the models don’t 
contradict the knowledge of existing experts or are otherwise “reasonable.” 

 
- Efficiency.  Both model induction and model application algorithms need 

to be efficient.  Although machine learning from aggregated data in many 
cases does not involve very large datasets, data that is derived from rele-
vant publications can represent between tens and thousands of cohorts.  
Although much smaller than considered for data mining algorithms, ag-
gregated datasets should not be subjected to analysis by inefficient algo-
rithms with very large computational complexity. 
 

- Exportability. Results of machine learning should be directly transfera-
ble to decision support systems. It is not unusual that these learned mod-
els will work along with other existing models and need to be compatible.  
For example, learned models can be translated or directly learned in the 
form of rules in Arden Syntax [14], a popular representation language in 
clinical decision support systems. 

3   Related Work 

The problem of analyzing results of published studies is well known.  Systematic re-
views are used to gather, process, and analyze findings within a collection of closely 
related studies.  Their goal is to arrive at conclusions supported by many other stu-
dies.  Meta-analysis methods, often used in systematic reviews, are used to calculate 
statistical descriptions that characterize data used in multiple studies. Systematic re-
views and meta-analysis of published studies are important research tools, and are 
particularly popular in healthcare, policy, social sciences, and law. By combining the 
results of multiple studies, meta-analysis is able to increase the confidence in study 
conclusions and cross-validate the results of the particular study. Extensive theory 
has been built on how to aggregate results from multiple studies and derive statisti-
cally valid conclusions [15]. These methodologies are used in preparing systematic 
reviews such as those by the Cochrane Collaboration [13][4] in healthcare, and the 
Campbell Collaboration [5][9]. in public policy and law. 

In addition to other disciplines concerned with identifying knowledge in pub-
lished studies, although other forms exist including rarely use the same sets of  
attributes.  Literature-based discovery (LBD) seeks to identify unknown relation-
ships in data drawn from published results [12][30].  By bringing together results 
published in several papers, new relationships that were not considered in the orig-
inal studies can be found.  Several methods have been created to support LBD [3]. 
While the general framework of LBD is somewhat similar to the described me-
thod, its goal is to discover relationships, rather than build models.  
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Significant work has been done to develop methods for finding and classifying 
publications to be included in systematic reviews [18].  These include both re-
search and commercial systems working with publication databases. 

Surprisingly, despite the extremely fast growth of machine learning, a discip-
line that developed powerful data analysis and knowledge discovery tools, little 
work has been done to use advanced learning methods to support systematic re-
views and meta-analysis. Two machine learning areas that are closely related to 
the described method are statistical relational learning [11] [6] and inductive logic 
programming [16].   Both areas deal with the more general problem of learning 
from datasets with complicated structures, rather than the specific problem of 
learning from published results. 

4   Aggregated Data 

In this chapter we assume a usual situation in which each patient is an individual 
datapoint described using a set of attributes Al … Ak.  Typical machine learning 
programs use such individual datapoints in the form of attribute-value examples 
(1) where v1, v2, …, vk are values of attributes A1, … Ak. 
 

(v1, v2, …, vk)                                                     (1) 
 

Typically each example is described using the same attributes, thus the input data-
set used for learning is in the form of a flat attribute-value table.  In the case when 
some attributes are not present in a description of a specific example, meta-values 
(a.k.a. missing values) can be used. This form of data is, however, almost never 
included in published manuscripts for reasons outlined in the introduction. 

The most typical form of data available in publications is “aggregated tables,” 
although other forms including correlations coefficients, regression models, and 
others. An aggregated table includes a summary of data aggregated for one or 
more group of examples (i.e., patient cohorts), usually given as means and stan-
dard deviations or frequencies of attributes’ values in that groups.  Some papers 
report standard errors, variances, or confidence intervals that can be usually con-
verted into standard deviations.  In this chapter we assume that G1, …, Gn are 
groups of patients described in publications P1, … Pp. One publication often in-
cludes more than one group of patients (i.e., disease and healthy controls, or  
before and after treatment).    Usually, all patients within one group are described 
using the same set of attributes, although patient groups described in different 
publications rarely use the same sets of attributes.  

Table 1 illustrates example data derived from multiple publications related to 
metabolic syndrome.  It includes means and standard deviations of several 
attributes in two groups (NAFLD and controls) derived from studies about non-
alcoholic fatty liver disease (NAFLD).  
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Table 1 Example aggregated data derived from multiple publications. It is a subset of 
datasets used to induce rules described in Section 7.  

 NAFLD NAFLD SS NASH SS C_NASH 
M/F 15–2 155–19 ? ? 11–10 10–9 
Age 44+/-3 41+/-11 ? ? 41+/-13 43+/-14 

Weight 86.2+/-3.5 ? ? ? ? ? 
BMI 27.4+/-0.8 27.3+/-3.2 ? ? 33+/-45 31+/-4 

Height 1.77+/-0.02 ? ? ? ? ? 
FG 107.1+/-7.56 98.2+/-26.0 108.90+/-9.09 108.18+/-8.72 93+/-13 91+/-11 
FI 13.4+/-1.5 15.1+/-7.9 13.9+/-2.0 12.7+/-2.2 23.98+/-16.78 12.94+/-9.6 
TC 208.07+/-11.92 ? 211.53+/-19.23 199.61+/-7.69 207+/-36 280+/-50 

HDL 48.36+/-3.9 47+/-11 44.85+/-7.8 50.31+/-10.92 36+/-6 47+/-14 
LDL 126.36+/-11.15 ? 121.68+/-11.7 128.31+/-12.09 135+/-26 131+/-41 

T 181.56+/-31.15 138+/-93 191.35+/-40.05 178+/-26.7 230+/-85 165+/-75 
HOMA 3.61+/-0.55 ? 3.30+/-0.40 3.75+/-0.60 7.0+/-5.4 3.2+/-3.0 

FG = Fasting Glucose (mg/dl), FI = Fasting Insulin (mUI/l) , TC = Total Cholesterol, T = Triglycerides 

 
Aggregated values of attributes are given in the form of pairs (μA, σA). Where A 

is a measured attribute, and μA and σA denote its mean and standard deviation 
measured over a group, for which the aggregation was done.  Given that means 
and standard deviations for several parameters are available, each group can be 
described by an aggregated example given as (2). It can be simplified into (3) 
when order of attributes is defined. 

 

(A1 = (μA1, σA1), A2 = (μA2, σA2), …, Ak = (μAk, σAk))                   (2) 
 

((μA1, σA1), (μA2, σA2), …, (μAk, σAk))                                      (3) 
 

For non-numerical attributes, a typically used aggregated form lists frequencies of 
values in a group, explicitly showing distribution of examples.  For example, a 
group of patients may include 20% smokers and 80% non-smokers. 

Another type of data describes entire groups.  In medical or social publications 
these can be related to inclusion criteria for a specific study and additional facts 
about participants.  Although describing groups of data, these attributes refer di-
rectly to individual examples.  For, example if a study is performed among white 
males, then each individual subject in the data has precisely this value for 
attributes describing ethnicity and gender.  

Sample sizes (numbers of examples in groups) are always provided. Although 
they do not provide any information about the subjects themselves, but rather 
about groups, sample sizes constitute important information crucial during model 
induction and its coverage estimation.  Given both aggregated and not aggregated 
data, examples take the form (4).  

 
(size, (μA1, σA1),(μA2, σA2),...,(μAk, σAk)),vk + 1,...v1)               (4) 

 
Note that in one study an attribute can be in the aggregated form, in the second 
study the same attribute can be in non-aggregated form (i.e. used as inclusion 
criteria), and completely not available in the third study.  
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The forms of data outlined above differ from those typically used in machine 
learning from examples, dominated by learning from individual attribute-value 
examples in the form (1).  Although handling qualitative statements and back-
ground knowledge, which is a part of structured machine learning [8], and has 
been well studied in inductive logic programming [16] [25] and statistical rela-
tional learning [11], no special methods for learning from published results that 
stress aggregated data are available.  Furthermore, although relational learning as-
sumes using aggregates [26] [28], they deal only with individual examples with 
additional characteristics that are being aggregated.  This is in contrast to the pre-
sented method in which an aggregated example represents a group. 

5   Attributional Rules as Knowledge Representation 

An earlier part of this chapter discussed requirements for models induced from 
aggregated data.  Rule-based knowledge representation is known to satisfy several 
of the criteria. However, standard IF…THEN rules are using only conjunctions of 
simple statements and have limited expression power. Therefore, more expressive 
forms of rules are used in the presented work. 

The main representation of knowledge used in the described method is attri-
butional rules [21] whose one form is given by (5). Both CONSEQUENT and 
PREMISE are conjunctions of attributional conditions (6). The symbols <=, and |_ 
denote implication and exception operators, respectively. EXCEPTION is either an 
exception clause in the form of a conjunction of attributional conditions or an ex-
plicit list of examples constituting exceptions to the rule. ANNOTATION is an ad-
ditional statistical description, including, for example, the rule’s coverage. 

 

CONSEQUENT <= PREMISE |_ EXCEPTION : ANNOTATION          (5) 
 

[L REL R : A]                                                      (6) 
 

An attributional condition corresponds to a simple natural language statement. Its 
general form is (6), in which L is an attribute, a counting attribute (derived from 
other attributes), or a simple arithmetical expression over numerical attributes; R is 
an attribute value, internal disjunction or conjunction of values, a range, or an 
attribute; REL is a relation applicable to L and R; and A is an optional annotation 
that provides statistical information characterizing the condition. The annotation 
includes numbers of cases satisfied by the condition and its consistency. When L 
is a binary attribute REL and R may be omitted. Several other forms of attribution-
al rules are available, all of which resemble statements in natural language, and 
thus are interpretable by people not trained in machine learning [21]. 

The above choice of rule-based knowledge representation is based on the fact 
that it satisfies transparency and exportability criteria for models stated in Section 
2.  It can also provide accuracy comparable with other representations, without the 
need to employ special procedures that convert black-box representations to hu-
man-oriented explanations [2]. 
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The following section describes an algorithm for inducing attributional rules 
from data, and its extension needed to handle aggregated data. 

6   Rule Induction 

6.1   AQ Algorithm 

Many algorithms are available for inducing rules from data.  Despite their differ-
ences, the algorithms have two common elements: rule construction, and rule 
evaluation.  Although the described method for learning from aggregated data can 
be adapted to most rule learning systems, in this chapter the focus is on the AQ 
approach to rule learning [19] [20] [32]. This focus is important because the me-
thod has several advantages that make it suitable for learning from aggregated da-
ta. AQ generates attributional rules described above, deals with multiple data 
types [23] and meta-values [22], includes different generalization and reasoning 
methods, and is fairly flexible due to the large number of parameters that control 
the learning process.  The method follows the popular separate-and-conquer ap-
proach to rule learning that is summarized by [10], and is capable of using power-
ful statistical measures of rules quality that incorporate aggregated data found in 
published results. 

The AQ learning works in two main stages: rule construction and rule optimi-
zation. At the core of the first stage is a star generation algorithm, which creates 
multiple generalizations (in the form of attributional rules), called stars, of a se-
lected positive example that do not cover negative examples.  A combination of 
rules selected from one or more stars is used as a generated hypothesis.  Within 
the star generation, AQ applies an extension-against operator[20] whose goal is to 
find all possible rules that distinguish a given positive example, called seed, from 
a given negative example.  In the original method, the extension-against is a pure-
ly logical operation and it is denoted by the --| symbol.  In its simplified form for 
non-aggregated data, a seed s = (a1,…ak) extended against a negative example  n = 
(b1,…bk) is a set of one-condition rules shown in (7) for all attributes for which 
values in the seed and the negative example are different. 

s --| n =  ⋁[Ai ≠ bi] for all i such that ai ≠ bi                                (7) 

 

For example, (7, 5, 3) --| (2, 5, 4) = [A1 ≠ 2] ⋁ [A3 ≠ 4]. Here, the attribute A2 is not 
used because it takes the same value in the seed and the negative example. The 
operator works the same way for symbolic (nominal, structured, etc.) and numeric 
(interval, ratio, etc.) attributes. 

Multiple applications of the operator allow for the creation of rules that cover 
the seed and exclude negative examples.  Intersection of all such rules covers the 
seed and rule out any negative example. 
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At this stage of rule construction, AQ applies a beam search to filter out poten-
tially large number of generated rules. The method allows for multiple criteria of 
rule evaluation, most of which are based on statistical evaluation and complexity 
of rules.  In the second stage, rules/hypotheses are optimized to maximize their 
predictive accuracy while maintaining simplicity.  This process is somewhat simi-
lar to pruning, which is frequently done by learning programs. In AQ, rules are not 
only pruned, but can also be extended through a set of optimization operators 
working on attribute, condition, rule, and hypothesis levels. 

When learning from aggregated data, information about distributions of values 
in aggregated examples is used. Consequently, the extension-against operator is 
no longer purely logical.   

6.2   Rule Induction from Aggregated Data  

A general schema of learning from published results is presented in Figure 1.  Ag-
gregated and individual data are used for rule generation and evaluation, while qu-
alitative/quantitative results and background knowledge are used to constrain the 
generation of models.  Each rule is evaluated not only for coverage-based quality 
(statistical measures), but also by its simplicity and given constraints. There are 
several possible approaches to the problem of rule induction from aggregated ex-
amples.  This section briefly overviews these approaches, with the focus primarily 
on the third method that directly uses aggregated information within the AQ rule 
induction algorithm.  

 

 

Fig. 1 A flowchart describing the process of model development based on published aggre-
gated data. 

Sampling. One simple approach for learning from published results is to approx-
imate the original datasets by sampling.  An initial study [24], in which aggregated 
examples were sampled, indicated, however, that the method does not work well 
due to deficient information of interrelationships between attributes.  An important 
advantage of the method is that any machine learning method from examples can 
be applied, because individual examples are created during the sampling process. 
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Weighting. Another simple method is to use aggregated examples in the form (8) 
which includes only mean values. Standard deviations are used to weight exam-
ples [33] [34].  

(μA1, μA2,…,μAk)                                                   (8) 
 

By doing so, there is no need to significantly modify rule learning algorithms. 
However, the method ignores important information of “overlaping” groups. 

It is important to note that when using this method the rule induction algorithm 
treats aggregated examples as individual subjects and de facto learns rules that de-
scribe weighted groups.  Despite its simplicity, the method gave good results in an 
initial study presented in Section 7. 

Limitations of the above methods show the importance of using an algorithm 
that directly induces rules for classifying individual examples based on aggregated 
examples.  Such algorithm needs to effectively use information about distributions 
and “recognize” the fact that it is dealing with aggregated examples representing 
groups not with individual subjects. 
 
Extension-against. The AQ rule learning algorithm can use directly the form (4) 
of aggregated examples, and effectively incorporate the information about stan-
dard deviations when comparing aggregated examples. Assuming normal distribu-
tion, N(μAi, σ²Ai), over 95% of data described by the aggregated examples lay in the 
range given by condition (9).  

 

[μAi – 2σAi , μAi + 2σAi]                                                (9) 
 

Thus, when comparing two aggregated examples, a reasonable assumption is that 
two aggregated values are indistinguishable if the ranges (9) in the examples are 
intersecting. The modified extension against operator is defined by the formula 
(10) for numeric attributes.  

 

 s – – | n = V [xi ≠ (μAi 
n – 2σAi

n μAi
n + 2 σAi

n)]                                 (10)  

for all i=1..k such that [μAi 
s – 2σAi

s μAi
s + 2 σAi

s] ∩[μAi 
s – 2σAi

s μAi
s + 2 σAi

s]. 

For aggregated discrete attributes the extension-against operator is defined by the 
formula (11). 
 

s --| n =  V [Ai ≠ v1..vk], i = 1..n                              (11) 

                                               fs(Ai, vj) < fn(Ai,vj) + ε 
 
Here, fs denotes distribution of values in s and fn denotes distribution of examples 
in n. For example, if D(A1)={a,b,c,d}. D(A2) ={r,g}, s=(A1=(0.3,0.05,0,0.65), 
A2=(0.2,0.8)) and n=(A1=(0.5,0,0.3,0.2), A2=(0.27,0.73)), and ε=0.1, then  s --| n = 
[A1 ≠ a, c].  The attribute A2 is not used at all, because the difference between dis-
tributions for that attribute is within the margin ε. 
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For non-aggregated attributes, i.e. attributes that describe entire groups, the ex-
tension-against operator is not modified.   

6.3   Calculating Coverage 

A key component to any rule induction algorithm is the calculation of rules’ cov-
erage. Positive and negative coverage needs to be estimated for individual exam-
ples using aggregated examples representing groups. This is needed during both 
rule creation and rule optimization.  In order to estimate numbers of examples 
from a group satisfying a condition [A=a...b] learned from aggregated data (A is a 
continuous attribute), the probability (12) of an individual example satisfying the 

condition can be multiplied by the number of examples in the group. Фцσ² (A) is 
the cumulative distribution function, μ is mean value of A in the group, and σ is 
standard deviation of A in the group.  

 

p(A = a...b) = Фц,σ² (b) – Фц,σ² (a)                                   (12) 
 

In order to estimate the numbers of examples satisfying a rule an independence of 
attributes is assumed.  The rationale behind the assumption is that if two attributes 
were dependent, the rule learning program would not need to use both of them in 
the rule (as the value of one implies the value of another). Thus, probabilities (12) 
for all conditions in the PREMISE can be multiplied. The resulting joint probabili-
ty is then multiplied by one minus the joint probability of the EXCEPTION, which 
gives the probability of an example in the group satisfying the rule. Finally, the es-
timated number of examples from the group satisfying the rule is calculated by 
multiplying the joint probability by the number of examples in that group.  The 
operation is repeated for all groups for which aggregated data are available. 

In the presence of additional information such as covariance between attributes, 
it is possible to calculate a better estimation of the joint probability than when as-
suming independence of conditions. 

Using learned rules to classify new examples is straightforward, because they 
are intended to classify individual examples, not aggregated examples 
representing groups. Rules for classifying individual examples are learned from 
aggregated examples.  

7   Evaluation    

The initial methodology [33] [34] for learning from aggregated data has been ap-
plied to a small database derived from clinical research publications in a number 
of well-known peer-reviewed journals.  Part of the database was presented in Ta-
ble 1. The application was concerned with creating predictive models for diagnos-
ing liver complications in metabolic syndrome (MS). Metabolic syndrome and its 
secondary complications pose a significant challenge for practicing diagnosticians. 
Abdominal obesity appears to be its predominant underlying risk factor. Metabolic 
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abnormalities associated with MS, particularly a resistance to the insulin, predis-
pose people to non-alcoholic fatty liver disease (NAFLD) and its more severe ma-
nifestation, nonalcoholic steatohepatitis (NASH). The health-related costs asso-
ciated with these complications are substantial, thus early prediction and 
prevention of these conditions are of significant importance. Currently, it is not 
possible to make an accurate diagnosis of NAFLD and/or NASH without a liver 
biopsy. It is an invasive and costly procedure that is prone to complications, some 
minor, such as pain, and some more severe, including possibility of death as a re-
sult of bleeding or infection [27].   

An attractive alternative, pursued in the research, was to use panels of the se-
rum markers, because blood samples could be collected in a minimally invasive 
way.  However, the predictions made in prior studies using currently available 
prediction algorithms lack consistency. Typically, clinical studies of MS and its 
complications are performed on single groups of patients collected in one hospital, 
and use only simple statistical measures for group comparisons and correlation 
plotting. No large datasets concerning metabolic syndrome are available and data 
describing measurables in each patients are not available, either. Thus, only me-
thods that deal with results published in papers are applicable.   

The data used for this study were in the aggregated form (3).  They were col-
lected from articles published in peer-reviewed journals including Hepatology, 
Obesity Research, International Journal of Obesity, and some others.  For the pilot 
study, we retrieved aggregated clinical data from 20 separate hospital cohorts that 
included 12 groups of patients with present liver disease symptoms and 8 control 
groups of healthy subjects.  Every single group of patients was described in terms 
of the mean of attributes measured for this group of patients.  The total number of 
different attributes retrieved from papers was 152.  In each study however, differ-
ent attributes were measured, which added additional complexity to the problem.  
In fact, none of the attributes were present in all studies, even though these very 
similar studies were dealing with exactly the same clinical problem.   

The goal was to construct a set of rules for predicting non-alcoholic fatty liver 
disease (NAFLD), simple steatosis (SS), and Nonalcoholic Steatohepatitis 
(NASH). Data also included a number of healthy cohorts, represented as control 
groups serving as a contrast set for learning.  It should be noted that NAFLD is the 
most general condition that comprises both SS and NASH cases. Therefore, we 
first sought rules that differentiate NAFLD from healthy cases and then rules cha-
racterizing NASH, the most severe form of NAFLD.  

Below we present two example rules derived by the method.  The first rule 
states that there is presence of non-alcoholic fatty liver disease or its subtypes, if 
body-mass index is greater or equal 26.85, except for when aspartate aminotrans-
ferase level is at most 27.2 units/L and adiponectin level is at least 7.25 mg/ml.  
The rule’s condition is satisfied by eight groups of patients belonging to NAFLD 
or its subtypes, and two control groups. The exception part of the rule which con-
sists of two conditions filters out both control groups. The entire rule is satisfied 
by eight groups of patients belonging to NAFLD or its subtypes and non-control 
groups. The rule’s quality is 0.816, and its complexity is 25.  The second rule can 
be interpreted in an analogous way. 
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[Class=NAFLD] 

   <== [BMI>=26.85: 8,2] 
      |_ [AST<=27.2] & [Adiponectin>=7.25] 
       : p=8,n=0,Q(w)=0.816,cx=25 

[Class=NAFLD]  
   <== [Adiponectin<=6.18: 8,1] 
     : p=8,nmin=0,nmax=1,Q(w)=0.695,cx=5 

 

Similar rules have been obtained for predicting simple setatosis and nonalco-
holic steatohepatitis [34]. The rules are easy to interpret and are consistent with 
experts’ existing knowledge. An explanation of the parameters is in the AQ21 Us-
er’s Guide [31], the system that was used to implement the initial methodology.  

Validation of these rules for predicting NAFLD resulted in a positive predictive 
value (PPV) of 85-87%, reflecting relatively high “rule-in” characteristic of the 
algorithm. The best rule for the prediction of NASH relied on combination of fast-
ing insulin, HOMA and adiponectin values with an accuracy of 78%, with PPV of 
71% and negative predictive value (NPV) of 37%. 

The models generated by AQ21 are presented in the form of attributional rules, 
a highly transparent representation which is easy to understand by people not 
trained in advanced statistics, machine learning, and other computational technol-
ogies. Additionally, these kinds of models could be readily imported into existing 
clinical decision support systems and useful in the settings of point-of-care (POC) 
initial health assessment.  Simplicity of the developed models allows for the use of 
them on “the back of envelope” in settings where advanced diagnostics are not 
available (i.e. in developing countries). 

8   Discussion 

The presented methodology for learning from aggregated data has been developed 
within the well known AQ rule induction algorithm.  The algorithm is able to in-
duce from aggregated data attributional rules for classifying individual examples. 
The process is depicted in Figure 2. 

 

 

Fig. 2 Induction of models from aggregated data and application to individual data. 
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Traditional machine learning from examples methods are able to deal with ag-
gregated data when using the sampling method described in Section 6.  It is also 
possible to extend some the methods to deal directly with aggregated data, howev-
er, such extension depends on how the specific algorithm works and how it treats 
individual examples. 

Data used in the presented study were manually retrieved from selected publi-
cations.  It’s been recommended that this very labor-intensive process be per-
formed by at least two independently working people and then the results com-
pared and discrepancies discussed in a panel.  The selection process of 
publications to be included in the analysis should also be done by the panel [17].  
With the use of currently available technology the process cannot be fully auto-
mated, because it depends on the understanding of the publications. However, it is 
possible to aid personnel in performing this time consuming task.  Relevant publi-
cations can be pre-selected using advanced search tools available for databases 
such as PubMed.  Data tables can be automatically identified in publications and 
derived in a tabular form.  Ontologies and dictionaries can be used to discover dis-
crepancies in terminology and units.  Finally, text mining methods can be used to 
identify and retrieve data not present in tabular forms (i.e. inclusion criteria).  

9   Conclusion 

New methods are needed to create accurate and transparent predictive models 
from de-individualized published clinical data in aggregated forms.  Machine 
learning of attributional rules from published data, including aggregated clinical 
parameters, inclusion criteria, demographic information and target diagnoses, is 
able to derive such models.  

This chapter described a methodology for machine learning or attributional 
rules from aggregated published data. The described methodology may comple-
ment current systematic reviews and meta-analyses such as Cochrane Reviews.  
With rapidly changing clinical knowledge, such an automated method with the 
ability to incrementally update knowledge can prove to be the needed method to 
keep reviews up to date. 

Preliminary application of an early implementation of the method resulted in a 
set of attributional rules for predicting non-alcoholic fatty liver disease and its sub-
types in patients with metabolic syndrome. It illustrated validity of the method on 
a real-world important problem.  Machine learning software applied to the meta-
analysis of the published data may provide an easy, non-invasive way to diagnose 
most patients with NAFLD and NASH. Clinical parameters highlighted by ma-
chine learning process can be combined with other non-invasive biomarkers for 
NASH to increase their accuracy and test characteristics. 
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Data De-duplication: A Review

Gianni Costa, Alfredo Cuzzocrea, Giuseppe Manco, and Riccardo Ortale

Abstract. The wide exploitation of new techniques and systems for generating, col-
lecting and storing data has made available growing volumes of information. Large
quantities of such information are stored as free texts. The lack of explicit struc-
ture in free text is a major issue in the categorization of such kind of data for more
effective and efficient information retrieval, search and filtering. The abundance of
structured data is problematic too. Several databases are available, that contain data
of the same type. Unfortunately, they often conform to different schemas, which
avoids the unified management of even structured information. The Entity Resolu-
tion process plays a fundamental role in the context of information integration and
management, aimed to infer a uniform and common structure from various large-
scale data collections, with which to suitably organize, match and consolidate the
information of the individual repositories into one data set. De-duplication is a key
step of the Entity Resolution process, whose goal is discovering duplicates within
the integrated data, i.e., different tuples that, as a matter of facts, refer to the same
real-world entity. This attenuates the redundancy of the integrated data and, also,
enables more effective information handling and knowledge extraction through a
unified access to reconciled and de-duplicated data. Duplicate detection is an active
research area that benefits from contributions from diverse research fields, such as,
machine learning, data mining and knowledge discovery, databases as well as in-
formation retrieval and extraction. This chapter presents an overview of research
on data de-duplication, with the goal of providing a general understanding and
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useful references to fundamental concepts concerning the recognition of similar-
ities in very large data collections. For this purpose, a variety of state-of-the-art
approaches to de-duplication is reviewed. The discussion of the state-of-the-art con-
forms to a taxonomy that, at the highest level, divides the existing approaches into
two broad classes, i.e., unsupervised and supervised approaches. Both classes are
further divided into sub-classes according to the common peculiarities of the in-
volved approaches. The strengths and weaknesses of each group of approaches are
presented. Meaningful research developments to further advance the current state-
of-the-art are covered as well.

1 Introduction

Recognizing similarities in large collections of data is a major issue in the context
of information integration. The wide exploitation of new techniques and systems
for generating, collecting and storing data has made available very large collections
of data, such as personal demographic data, bibliographic information, phone and
mailing lists. Often, the integration of such data is a problematic process, that in-
volves dealing with two major issues, namely structural and syntactic heterogeneity.

Structural heterogeneity is essentially due to the lack of a common (explicit or la-
tent) structure in the available data, that avoids a proper organization of such data for
a more effective and efficient information retrieval, search and filtering. Structural
heterogeneity depends on the nature of the available data. In the case of structured
data, the individual repositories explicitly exhibit their own schemas and, thus, deal-
ing with the arising structural heterogeneity involves finding a common schema for
the representation of the integrated data. Instead, when the available data collections
are unstructured, such as in the case of free text, it is likely that they are character-
ized by a latent segmentation into specific semantical entities (e.g., personal de-
mographic information typically comprises names, addresses, zip codes and place
names, which indicate a convenient organization for the these kind of data). Such
a segmentation is not a-priori known and, hence, handling with structural hetero-
geneity of textual data means finding an explicit common schema from the various
latent ones (if any). In principle, such a common schema would allow to fit the inte-
grated textual data into some field structure, so that to exploit the mature relational
technology for more effective information management. Structural heterogeneity is
addressed through the exploitation of suitable methods and techniques that recon-
cile distinct collections of (structured or unstructured) data, by integrating them into
one data set with a uniform schema.

However, once reconciled, the integrated data can be affected by syntactic het-
erogeneity. This is a fundamental issue in the context of information integration
systems, that consists in discovering duplicates within the integrated data, i.e., syn-
tactically different records that, as a matter of facts, refer to the same real-world
entity. Duplicate detection is necessary to avoid data redundancy as well as inaccu-
racies in query processing and knowledge extraction [13]. A typical example is the
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reconciliation of demographic data sources into a data warehousing environment.
Consider, e.g., a banking scenario, where the main interest is to rank the credit
risk of a customer, by looking at the past insolvency history. In this setting, useful
information about payments may come from different sources, each of which likely
conforming to a different encoding of the data, so that names and addresses may
be stored in rather different formats. The reconciliation of the various data sources
is a first step towards the design of a decision support system. However, it is the
de-duplication of the reconciled data that allows to correctly analyze the attitude of
insolvency of the individual customers, thus enabling an effective decision making.

More generally, besides the post-processing of reconciled data, de-duplication
techniques are also particularly useful in all those applicative settings where large
collections of data are available. In such domains, such techniques can be exploited
in a preliminary exploratory phase, for the purpose of reducing the number of du-
plicated data, which ultimately improves the quality of the underlying data.

Four challenging requirements of duplicate detection are: (i) the capability to
handle huge volumes of data; (ii) efficiency; (iii) scalability; (iv) the availability of
incremental algorithms.

In particular, the requirement to process large bodies of data generally imposes
severe restrictions on the design of data structures and algorithms for de-duplication.
Such restrictions are necessary to ultimately limit both the computational complex-
ity of the de-duplication scheme (a required time, that is quadratic in the size of the
underlying database, is prohibitively high) and its I/O operations on disk (several
random accesses to secondary storage imply continuous paging activities).

Efficiency and scalability issues do play a predominant role in many applica-
tive contexts, where large data volumes are involved, especially when the object-
identification task is part of an interactive application, calling for short response
times. For instance, the typical volume of data collected on a daily basis in a banking
context amounts on average to 500,000 instances, representing credit transactions
performed by customers throughout the various agencies. In such a case, the naive
solution of comparing such instances in a pairwise manner, according to some given
similarity measure, is infeasible. As an example, for a set of 30,000,000 tuples (i.e.,
data collected in a 2 months-monitoring), the naive strategy would require O(1014)
tuple comparisons, which is clearly prohibitive.

Also, the detection of duplicates should preferably be performed in an incre-
mental manner, so that to properly account for the possibly streaming nature of the
data. In such cases, the available data collection is incrementally augmented through
the progressive integration of newly arrived data, whose prior de-duplication raises
a stringent online requirement, i.e., that the redundancy of such data is promptly
recognized. Practically speaking, the cost of incremental de-duplication should be
(almost) independent of the size of the available data.

This chapter surveys seminal research in the field of duplicate detection and dis-
cusses consolidated results in the light of the aforementioned requirements. The dis-
cussion proceeds as follows. Section 2 introduces the process of duplicate detection
and identifies two categories of approaches, namely, supervised and unsupervised
techniques. Section 3 deals with the supervised approaches. Section 4 is devoted to
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the unsupervised approaches. In both sections 3 and 4, the strengths and the weak-
nesses of each encountered family of approaches are discussed. Finally, Section 5
concludes by highlighting directions of further research, that can advance the cur-
rent state-of-the-art in duplicate detection.

2 Problem Description

Duplicate detection is a step of a more complex process, referred to as Entity Res-
olution [11, 13, 26, 41, 47, 73, 98], that plays a fundamental role in the context
of information integration and management. The typical scenario in the design of
information systems is the availability of multiple data repositories, with different
schemas and assumptions on the underlying canonical data representation. Schema
differences imply a segmentation of data tuples1 into sequences of strings, that cor-
respond to specific semantical entities. However, such a segmentation is not known
in advance and this is a challenging issue for duplicate detection. Moreover, the
adoption of various canonical data representations (such as the presence of distinct
data separators and/or various forms of abbreviations) coupled with erroneous data-
entry, misspelled strings, transposition oversights and inconsistent data collection
further exacerbates the foresaid difficulties behind the recognition of duplicates.
The goal of Entity Resolution is to suitably reconcile, match and consolidate the
information within the different repositories [14], so that all data exhibits a uniform
representation and duplicates are properly identified. The process of Entity Resolu-
tion consists of the following three steps.

• Schema reconciliation, which consists in the identification of a common repre-
sentation for the information in the available data [1, 18, 21, 66, 71, 77].

• Data reconciliation, that is the act of discovering synonymies in the data, i.e.
apparently different records that, as a matter of fact, refer to the same real-world
entity.

• Identity definition, aimed to find groups of duplicate tuples and to extract one
representative tuple for each discovered group. Representative tuples allow better
information processing as well as a meaningful compression of the size of the
original data.

The focus of this chapter in on the techniques for the detection of duplicated data,
typically employed in the second step of the Entity Resolution process. Duplicate
detection has given rise to a large body of works in several research communities,
where it is referred to with as many umbrella names, such as, e.g., Merge/Purge [53],
Record Linkage [39, 97], De-duplication [85], Entity-Name Matching [30], Object
Identification [79].

1 The term tuple is abstractedly used throughout the chapter to denote a reconciled fragment
of data, that can be either a textual sequence of strings or a structured record.
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In most of these approaches, a major issue is represented by the definition of a
method for comparing tuples, that typically consist of many components. Recog-
nizing similar tuples involves matching their constituting components. These can
represent both numbers and strings. Depending on the structured or unstructured
nature of the underlying data, such components can be either values of the fields of
some database schema or tokens from textual data. In both cases, approaches to data
de-duplication require dealing with mismatches between tuple components. While
research on the identification of mismatches between numbers is not yet mature, a
variety of schemes have been developed for dealing with various kinds of hetero-
geneity and mismatches between strings across different information sources [58].

A categorization of the most commonly adopted schemes for matching string
components in the context of duplicate detection is provided in [58]. Such a cate-
gorization includes two major classes of string (dis)similarity functions [50], i.e.,
character-based similarity metrics, that are meant for dealing with differences in
the individual characters of string components, and token-based similarity metrics,
that instead aim to capture a degree of similarity between two tuples, even if their
components are rearranged.

A detailed analysis of these metrics is beyond the scope of this chapter. For our
purposes, it suffices to know that the availability of such schemes for matching
individual component allows the design of suitable approaches to the detection of
duplicates in the domains of both structured and textual data [15, 29, 75, 76, 85], in
which individual tuples consist of multiple components. These approaches can be
divided into two broad and widespread families, i.e., supervised and unsupervised
techniques, which are respectively covered in section 3 and section 4.

3 Supervised Approaches to De-duplication

The common idea behind such category of approaches is to learn from the training
data suitable models for tuple matching [6, 81, 92, 36]. This involves learning prob-
abilistic models [39, 82] or deterministic classifiers [15, 30] characterizing pairs of
duplicates from training data, consisting of known duplicates. Such methods assume
that training data contain the wide variety of possible errors in practice. However,
such a comprehensive collection of training data very rarely exists in practice. Par-
tially, this issue was addressed by approaches based on active learning [85, 91].
These require an interactive manual guidance. In many scenarios, it is not plain to
obtain satisfying training data or interactive user guidance.

For what specifically regards supervised approaches to de-duplication, we ar-
gue that, being state-of-the-art proposals of the literature very heterogenous among
them, the most convenient classification to be proposed here is the one based on
the kind of data to be de-duplicated, and can be reasonably devised as follows:
(i) supervised approaches for de-duplicating relational data; (ii) supervised ap-
proaches for de-duplicating multidimensional data; (iii) supervised approaches
for de-duplicating Data-Mining data/results; (iv) supervised approaches for de-
duplicating linked and XML data; (v) supervised approaches for de-duplicating
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streaming data. The remaining part of this Section is organized in sub-sections
that strictly follow the proposed classification for supervised approaches to de-
duplication.

3.1 Relational Data De-duplication Approaches

In the context of relational data, [75] proposes an efficient algorithm for recog-
nizing clusters of approximatively duplicate records in large databases. The main
goal of the proposed algorithm consists in overcoming limitations exposed by a
previous relevant approach, the Smith-Waterman algorithm [89], which has been
early proposed for identifying common molecular subsequences in the context of
molecular biology research, by means of three innovative steps. First, an optimized
version of the Smith-Waterman algorithm is introduced in order to compute min-
imum edit distances among candidate duplicate records according to a domain-
independent approach. Second, a meaningful union algorithm for keeping track of
duplicate clusters as long as new duplicates are discovered is exploited. Third, a
novel priority-queue-based method is used to finally retrieve clusters of duplicate
records depending on the size and the homogeneity of the underlying database. Ex-
perimental results demonstrate the benefits of algorithm [75] over the state-of-the-
art Smith-Waterman algorithm.

[35] moves the attention on the problem of improving spatial join algorithms
over spatial databases via detecting duplicates that may occur in the set of candi-
date spatial database objets involved by (spatial join) queries. The most remarkable
contribution of this research consists of a significant improvement of performance
of two state-of-the-art spatial join algorithms, namely PBMS [83] and S3J [67],
as confirmed by experiential results shown in [35]. [35] clearly demonstrates how
duplicate record/object detection not only is useful for Data Mining and Data Ware-
housing, but even for Database query processing issues.

Blocking techniques [61] represent a traditional indexing approach for reducing
the number of comparisons due to data de-duplication, at the cost of potentially
missing some true matches. These techniques typically divide the target database
into blocks and compare only the records that fall into the same block. One tradi-
tional method is to scan the database and compute a value of an appropriate hash
function for each record. The value of the hash function defines the block to which
this record is assigned. The limit of this approach is that conventional hashing tech-
niques cannot be used for obtaining approximate duplicate detections, since the hash
value of two similar records could not be the same (due to unexpected collisions).

[85] focuses the attention on the presence of duplicates in data integration sys-
tems, hence it elects de-duplication as one of the most important research chal-
lenge to be faced-off in such systems. Indeed, integrating data from multiple and
heterogeneous sources easily exposes to the presence of duplicates, both data and
concept duplicates. Starting from limitations of actual approaches, which are mainly
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hand-coded in nature, [85] proposes an innovative learning-based de-duplication
method whose main idea consists in interactively discovering critical training pairs,
i.e. those training pairs that may effectively provide a benefit for the ongoing de-
duplication process, via so-called active learning [31]. This method is then em-
bedded into the core layer of a complete interactive de-duplication system, called
ALIAS, for which reference architecture and main functionalities are provided.
Overall, [85] indeed proposes a sort of learning-based classifier, whose perfor-
mance is assessed via a comprehensive set of experiments on both synthetic and
real-life data sets.

Christen [16] provides us with an extremely useful research experience on
the performance and scalability of so-called blocking techniques [61] for data
de-duplication. This study first depicts a meaningful “high-level” view about the
general data de-duplication process, and then a very comprehensive experimental
analysis and evaluation of performance issues as well as scalability aspects of block-
ing techniques, which puts in emphasis benefits and limitations of state-of-the-art
approaches, mostly focusing on main-memory management and time complexity
results. As a secondary, yet useful, result of [16] the author concludes that blocking
techniques are very sensitive to the ranging of parameter values, and, since find-
ing the optimal setting for these parameters depends on the quality and the specific
characteristics of the databases to be de-duplicated, it is not easy to apply these tech-
niques in real-life database settings, where the ranging above can become arbitrary
and completely-impredicative at all. The latter one is another significant lesson to
be learned with respect to data de-duplication research principles.

Christen again proposes the Febrl (Freely Extensible Biomedical Record Link-
age) system in [17]. Febrl is an open source tool, provided with a nice graphical user
interface, which embeds a relevant number of state-of-the-art data de-duplication
approaches in order to improve data cleaning and standardization in the domain of
health databases of Australia. The most distinctive characteristic of Febrl relies in
the fact that it is prone to house and integrate any novel arbitrary data de-duplication
technique one would like to embed in the system, hence providing interesting ex-
tensible and cross-analysis facilities that allow researchers to boost the finding ca-
pabilities in this so-interesting scientific area. In [17], Christen provides us with a
very detailed description of architecture and main functionalities of Febrl, plus dis-
cussion on data de-duplication tasks end-users are allowed to define and run in this
open source environment.

Finally, [51] focuses the attention on studying the quality of de-duplication re-
sults due to clustering-based approaches, in order to discover limitations and po-
tentialities of this family of data de-duplication methods. The analysis is conducted
within the context of the Stringer system, a modular architecture that provides a reli-
able evaluation framework for stressing the effectiveness-on-arbitrary-domains and
the scalability of clustering-based data de-duplication approaches. The result of this
study makes us aware about some surprising evidences: some clustering algorithms
that have never been considered for duplicate detection problems expose good per-
formance as regards both accuracy and scalability of the data de-duplication phase.
As a further result, in [51] authors conclude that it is not possible to obtain perfect
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duplicate clusters by means of actual methods available in literature, so that quan-
titative approaches (e.g., [52]) oriented to find accurate confidence scores for each
duplicate cluster detected are mandatory.

3.2 Multidimensional Data De-duplication Approaches

In the context of Data Warehousing systems, [27] proposes an efficient data rec-
onciliation approach, whose main benefit consists in introducing an approximate
matching method that incorporates Machine Learning [74] tools and statistical tech-
niques with the goal of sensitively reducing the spatio-temporal complexity due to
the very large number of comparisons to be performed in order to detect matches
across different data sources. The approach in [27], mainly proposed for data recon-
ciliation purposes (which, in some sense, is more general than data de-duplication
issues), can be straightforwardly adapted for data de-duplication purposes, yet pre-
serving similar performance.

In [2], authors investigate the problem of detecting duplicate records in the rele-
vant application scenario represented by Data Warehousing systems. To this end,
authors propose and experimentally assess DELPHI, a duplicate detection algo-
rithm tailored to the specific target of dimensional tables one can find in the data
layer of Data Warehousing systems. DELPHI takes advantages from the semantics
expressed by dimensional hierarchies available in such systems in order to improve
the quality and the effectiveness of state-of-the-art approaches for duplicate record
detection that, as authors correctly state, still expose a high number of false positives
over conventional database tables.

[69] proposes a nice theoretical work focusing on general aspects of data cleaning
for Data Warehousing. The idea carried out by [69] consists in a novel knowledge-
based approach that exploits the degree of similarity of nearby records of large
databases to detect duplicates within such databases. In more details, [69] trades-off
the recall of the duplicate detection phase, i.e. the sensitivity of the target method in
accepting as duplicates those records exposing a low degree of similarity with other
records, and the precision of the duplicate detection phase, i.e. the sensitivity of the
target method in accepting as duplicates only records having an high degree of sim-
ilarity with other records. This conveys in the so-called recall-precision dilemma
[69]. Authors propose a solution to this dilemma by means of a theoretical frame-
work that makes use of transitive-closure tools over suitable graphs modeling the
uncertainty of similarities among candidate records, and advocates for approximate
solutions.

Finally, in [30] authors address the particular context represented by large high-
dimensional data sets, and propose the innovative tasks of “entity-name match-
ing” and “entity-name clustering”, which, as authors claim, play critical roles in
data cleaning over high-dimensional data [30]. In more detail, “entity-name match-
ing” deals with the problem of taking two lists of entity names from two different
sources and determining which pairs of names are co-referent (i.e., refer to the same
real-world entity). The term “entity-name clustering” instead refers to the task of
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taking a single list of entity names and assigning entity names to clusters such that
all names in a cluster are co-referent. The major benefit due to [30] consists in
proposing an adaptive approach, meaning that accuracy of the duplicate detection
phase can be progressively improved by training.

3.3 Data-Mining Data/Results De-duplication Approaches

In the context of Data Mining, Winkler [99] studies the conceptual/theoretical over-
lap between duplicate detection and Bayesian networks, which are well-understood
tools of Machine Learning research [74]. In more detail, Winkler finds five spe-
cial conditions such that the Expectation Maximization (EM) algorithm [34] can be
used for parameter estimation within the core layer of Bayesian networks, in order
to gain a significant speed-up during the duplicate detection phase performed by
these networks. Hence, main results from [99] are of theoretical nature, and have
been further exploited for subsequent research in the duplicate detection context.
On the other hand, in [99] the author experimentally shows the performance gain
due to applying the EM algorithm for making Bayesian networks faster on dupli-
cate detection situations, and he also proves that this approach performs better than
traditional approaches that are, generally, based on iterative refinement methods.

In [88], authors address the record de-duplication problem in the context of
conventional Knowledge Discovery in Databases (KDD) [38] processes from a
completely-novel perspective that, indeed, turns to be innovative with respect to
previous research experiences. Here, the main idea consists in making use of an in-
novative multi-relational approach able of performing simultaneous inference for
all the pairs of candidate duplicate records, while allowing the model information to
propagate from one candidate match to another via exploiting the set of (database)
attributes these candidates share in common. Based on this theoretical model for rep-
resenting and processing candidate duplicate records simultaneously, authors design
the guidelines of a general framework for supporting the so-called collective infer-
ence of possible duplicates. Analytical and theoretical results presented in [88] are
fully-supported by a comprehensive campaign of experiments that truly demonstrate
the benefits of the multi-relational de-duplication approach over state-of-the-art con-
ventional ones on both syntectic and real-life data sets.

Finally, [44] deals with the problem of making data de-duplication methods au-
tomatic, in order to provide a more reliable and effective support to Data Mining
processes, hence avoiding tedious manual clerical reviews needed to (manually)
check possible data links that may still exist. It should be noted that the situation
above would be not even possible in some real-life critical application scenarios
where real-time linkage of streaming data is required (e.g., credit card transactions,
public health survey systems, and so forth). The main proposal from authors in
[44] consists in a decision-tree-based approach that embeds some state-of-the-art
compression methods aimed at improving the efficiency of the data de-duplication
phase. Combining efficient previous methods makes the approach proposed in [44]
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particularly suitable to support record de-duplication over very large data sets, per-
haps via invoking well-understood parallel processing paradigms.

3.4 Linked and XML Data De-duplication Approaches

The identity uncertainty problem related to the context of citing research papers,
which fall in the context of linked data, is investigated in [84], as a practical
data/object de-duplication issue arising in real-life information systems. This chal-
lenge is becoming relevant for a large spectrum of modern application scenarios,
as actually enormous, massive amounts of bibliographic knowledge is made avail-
able to open research communities via citation tools and more-conventional dig-
ital libraries via the Web. Hence, multiple observations may easily correspond to
the same (bibliographic) object, thus introducing severe flaws during the fruition
of bibliographic knowledge. Starting from these motivations, authors in [84] attack
uncertainty of identities via innovative probabilistic models over mappings defined
between terms and objects, and infer (probabilistic) matches via well-understood
Markov-Chain Monte Carlo [42] solving paradigms on top of such models. One
of the significant and singular particularities of the approach [84] is represented by
some specific optimizations introduced in the classical Markov-Chain Monte Carlo
solving method in order to generate efficient object candidates when the target do-
main contains a large number of object duplicates for a certain term. Experimental
results shown in [84] demonstrate the effectiveness of the proposed identity uncer-
tainty management approach over the bibliographic data set underlying the well-
known Web citation system Citeseer [68].

Correlation clustering [8] is an elegant clustering method that was originally
proposed for clustering graphs with binary edge labels modeling the existence of
correlation or un-correlation between the connected nodes. As highlighted in previ-
ous studies, correlation clustering can be adapted as a solving method for data de-
duplication problems. In fact, (i) nodes can store candidate duplicate data/objects,
(ii) labels can be assigned to edges on the basis of user-defined similarity scores
between pairs of nodes, and (iii) unconstrained clustering algorithms can be used to
cluster duplicate data/objects, based on a given threshold over similarity scores.

Detecting duplicates in XML data, which are relevant for modern Web applica-
tions and systems, is first investigated in [95]. [95] particularly considers the inter-
esting scenario of detecting duplicates for all the kinds of parent/child relationships
that can occur in an XML data set. Previous studies have focused on the problem of
detecting duplicates for 1 : n parent/child (XML) relationships only. The most rele-
vant contribution of [95] consists in the fact that an innovative comparison order of
pairwise classification is introduced, being this order able of reducing the number
of (re)classifications of the same pair of candidate duplicate XML objects. Two dif-
ferent algorithms that efficiently exploit this novel ordering solution are presented,
and experimentally tested on real-life movie data sets.



Data De-duplication: A Review 395

[96, 55] instead introduces the duplicate detection problem for graph data. Sim-
ilarly to the case of XML data [95], here authors make use of relationships among
objects (of the underlying database) in order to build a suitable graph modeling such
relationships, and then study how to improve the effectiveness and the efficiency of
traditional duplicate detection approaches over this graph, by reducing spatial and
time complexity. Here, the main idea consists of an hybrid approach that encom-
passes an initialization phase and an iterative phase, both aimed at gaining per-
formance over traditional solutions. Furthermore, the proposed framework argues
to achieve high scalability over large amount of data thanks to a proper RDBMS
layer, which provides support for some specific elementary routines of the duplicate-
detection-in-graphs phase by means of very efficient SQL statements implemented
in forms of well-understood stored procedures. In [96, 55], a wide and pertinent
experimental assessment of the proposed RDBMS-supported framework on both
synthetic and real-life data sets clearly demonstrates the effectiveness and the ef-
ficiency of the framework, even in comparison with traditional data de-duplication
approaches.

Finally, [70] moves the attention on duplicate detection over large XML docu-
ments, as a further extension of previous work [96, 55]. The proposed method is
based on the well-known cryptographic hashing algorithm Message Digest algo-
rithm 5 (MD5) by Rivest MD5 algorithm [12], an efficient algorithm that takes as
input messages of arbitrary length and returns as output message digests of fixed
length, and it encompasses three different modules: (i) the selector, which retrieves
candidate duplicate objects from the input XML document and a fixed set of can-
didate definitions; (ii) the pre-processor, which pre-processes candidate duplicate
objects in order to code them into 512-bit padded messages; (iii) the duplicate iden-
tifier, which finally selects the duplicate objects based on the MD5 algorithm run-
ning on the padded messages generated by the pre-processor module.

3.5 Streaming Data De-duplication Approaches

Finally, in the context of streaming data, [100] addresses the relevant research chal-
lenge represented by detecting duplicates in streaming data, which has received
considerable attention from the Database and Data Mining research communities
(e.g., [87]). Indeed, in the context of data stream processing, renouncing to the
uniqueness assumption on observed data items from an input stream is very de-
manding, as almost all the actual aggregation approaches over streaming data avail-
able in literature would need significant revision at both the theoretical and the
implementation-wise level. Based on this key observation, authors propose a fam-
ily of techniques able of computing duplicate-insensitive order statistics over data
streams, with provable error guarantees. The proposed techniques are proven to be
space- and time-efficient and suitable to support on-line computation of very high-
speed data streams. Authors complete their nice analytical and theoretical contribu-
tions by means of a comprehensive set of experiments on both syntectic and real-life
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data stream sets, which further confirm the effectiveness and the efficiency of the
proposed techniques.

4 Unsupervised Approaches to De-duplication

A major disadvantage of supervised approaches to duplicate detection is the require-
ment for appropriate amounts of labeled training data, which involves a considerable
human effort in labeling pairs of training data as either duplicates or non-duplicates.
This task becomes especially challenging when it comes to provide examples of
ambiguous cases (e.g., apparently duplicate tuples that are really non duplicates and
viceversa), from which to learn more effective models, that are capable to sharply
discriminate duplicates from non-duplicates [58]. In practice, supervised approaches
assume the availability of training data explaining the wide variety of possible er-
rors for each targeted entity. However, such comprehensive collections of training
data very rarely exist. Partially, this issue was addressed by resorting to active learn-
ing [85, 91]. Unfortunately, this still requires an interactive manual guidance. As a
matter of fact, in many practical applications of supervised duplicate detection, it is
not plain to obtain satisfying training data or interactive user guidance.

To avoid the limitations of supervised duplicate detection, a large body of unsu-
pervised approaches to data de-duplication has been proposed in the literature. Such
approaches essentially define suitable techniques for grouping duplicate tuples, so
that to minimize two types of incorrect matchings: false-positives (i.e., tuples recog-
nized as similar, that actually do not correspond to the same entity) and false-negatives
(i.e., tuples corresponding to the same entity, that are not recognized as similar). The
pursuit of such objectives has largely prompted the design of unsupervised classifica-
tion methods, mostly based on clustering or nearest-neighbor classification. Therein,
in order to meet the earlier requirements on effectiveness, efficiency and scalabil-
ity, various categories of schemes for approaching de-duplication in terms of unsu-
pervised classification have been developed. We focus on three major categories of
unsupervised de-duplication schemes, which are discussed separately in the rest of
this section. Precisely, subsection 4.1 covers the exploitation of consolidated cluster-
ing schemes for duplicate detection. Subsection 4.2 is devoted to de-duplication via
(dis)similarity-search in metric spaces. Finally, subsection 4.3 deals with duplicate-
detection through locality-sensitive hashing.

4.1 De-duplication Based on Clustering

Clustering methods [45, 59, 60] have been exploited for the de-duplication purpose
to divide a set of tuples into various clusters. The individual clusters refer to corre-
sponding real-world entities and meet the following two requirements: homogeneity,
i.e. pairs of tuples within a same cluster are highly similar and, hence, expected to
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be duplicates, and neatly separation, i.e. pairs of tuples within distinct clusters are
very dissimilar and, therefore, deemed to refer to distinct real-world entities.

A variety of clustering methods can be exploited in the context of duplicate de-
tection. A very effective approach would be using a hierarchical clustering method2,
equipped with an accurate component-wise similarity metric, such as edit distance,
affine gap distance, smith-waterman distance and Jaro distance (see [58] for a de-
tailed survey) to match tuple tokens. Unfortunately, the quadratic complexity of
hierarchical clustering in the number of available tuples, combined with the high
computational cost of the schemes for matching tuple components (that becomes
quadratic w.r.t. the length of tokens in the case of edit distance), would penalize the
efficiency and scalability of the resulting de-duplication process, up to the point of
making the latter impractical in the great majority of applicative domains, where
even a small amount of data is available.

Apart from hierarchical methods, several consolidated clustering algorithms [37,
40, 48, 49, 53] are at the heart of various de-duplication techniques. However, al-
though generally effective, these techniques do not generally guarantee an adequate
level of scalability. As a matter of fact, these approaches would not work adequately
in a scenario, where far too many clusters are expected to be found, as it does happen
in a typical de-duplication scenario, where the actual number of clusters of dupli-
cate tuples can be of the same order as the size of the database. The only suitable
approaches appear to be the ones in [23, 72].

Precisely [72] avoids costly pairwise comparisons by grouping objects in canopies,
i.e., subsets containing objects suspected to be similar according to some cheap (i.e.
computationally inexpensive) similarity function and, then, computing actual pair-
wise similarities only within the discovered canopies. Since in a typical duplicate
detection scenario there are several canopies, and an object is shared in a very few
number of canopies, the main issue of the approach is the creation of canopies.

In [23], an efficient two-phase approach is proposed: first determine the nearest
neighbors of every tuple in the database and, then, partition the original collection
into groups of duplicates. The efficiency of the algorithm strictly relies on the near-
est neighbors computation phase, where the availability of any disk-based index
(i.e., inverted index associated with edit or fuzzy similarity functions) is assumed.
Efficiency comes from the lookup order in which the input tuples are scanned, in or-
der to retrieve nearest neighbors. The order corresponds to a breadth first traversal of
a tree, where the children of any node are its nearest neighbors. The benefit consists
in accessing, for consecutive tuples, the same portion of the index, thus improving
the buffer hit ratio.

Despite their strengths, the approaches in [23, 72] are not meant for incremental
de-duplication.

2 Hierarchical clustering algorithms are well known in the literature for producing top qual-
ity results [60].
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4.2 De-duplication Based on (dis)Similarity-Search in Metric
Spaces

De-duplication can also be performed by grouping duplicates through neighbor-
driven clustering. Given a collection of tuples equipped with a suitable (dis)similarity
metric, the idea is that the cluster membership of a tuple should be established by
looking at the clusters to which other similar tuples belong.

Neighbor-driven de-duplication consists of three basic steps. Initially, the pair-
wise distance between tuples is computed. Then, a list of neighbors is retrieved for
each query tuple, that is, for each tuple to be de-duplicated. A tuple is essentially a
neighbor of the query tuple, when the former is similar to the latter according to the
adopted similarity metric. Ultimately, the cluster membership for the query tuple is
determined through a voting procedure, in which the retrieved neighbors, that are
likely duplicates of the query tuple, vote for the cluster to which the latter should
be assigned. The most basic voting scheme is the majority one, in which the query
tuple is assigned to the cluster that is most common among its neighbors.

Similarity-search [24, 56] plays a major role in neighbor-driven de-duplication,
since it allows the identification of all neighbors of a query tuple. However, the
high dimensionality [94] of the space in which the search is typically performed
is a major weakness of neighbor-driven de-duplication. Moreover, similarity-search
requires setting an appropriate upper bound (or, also, a threshold) to the maximum
distance from the query tuple, that actually identifies the neighborhood of the latter.
Computing a distance threshold is problematic, since, as it is pointed out in [23],
one absolute global distance threshold does not guarantee an effective retrieval of
neighbors. This has undesirable effects. Indeed, the identification of too few neigh-
bors may make duplicate clustering susceptible to overfitting. Instead, too many
neighbors may lead to noisy duplicate detection, since far dissimilar tuples may
be involved in the voting procedure. According to the results in [23], the distance
threshold should be actually considered as a local property of the individual group
of duplicates [23]. Therefore, each real-world entity in the data should require the
computation of a suitable distance threshold, that differs from the thresholds asso-
ciated with the other entities in the same data. Unfortunately, the tuning of several
distance thresholds would make the resulting de-duplication process impractical.
Additionally, the basic similarity-search for neighboring duplicates involves com-
puting similarities between all pairs of tuples in the underlying data, thus being
computationally quadratic in the overall number of available tuples. This exceed-
ingly penalizes both the efficiency and the scalability of de-duplication.

In order to speed up the basic approach to neighbor-driven de-duplication, var-
ious refinements have been proposed [2, 22, 46], that exploit efficient indexing
schemes. Unfortunately, these refinements are not specifically designed to approach
neighbor-driven de-duplication from an incremental clustering perspective. Therein,
neighbor-driven clustering would in principle benefit from an indexing scheme, that
supports the execution of similarity queries and can even be incrementally updated
with new tuples. Nonetheless, the syntactic heterogeneity of the tuples at hand is
likely to heavily increase the size of the index, which would ultimately degrade the
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performance of the overall neighbor-driven de-duplication process. To further elab-
orate on this point, the exploitation of an indexing scheme for neighbor-driven de-
duplication was empirically investigated in [32]. In particular, this study focused on
the M-Tree index [25], a well-known, state-of-the-art index/storage structure, which
looks like a n-ary tree.

The M-Tree allows to index and organize tuples, provided that a suitable distance
metric dist is defined for pairwise tuple comparison. Precisely, tuples are arranged
into a balanced tree structure, in which each node has a fixed size (related to the
size of a page to be stored on disk). The individual entries of a non-leaf node store
routing objects, i.e., summaries of the information about the contents of the subtrees
rooted at the children of that node. In turn, each routing object Or is associated with
two further elements: a pointer referencing the root of a sub-tree T (Or) (the so-
called covering tree of Or) and a covering radius r(Or), which guarantees that all
objects in T (Or) are within the distance r(Or) from Or. The search for the neighbors
of a query tuple t can be efficiently answered by simply traversing the M-Tree: at
each non-leaf node storing a routing object Or, the evaluation of both dist(t,Or) and
r(Or) allows to decide whether the corresponding subtree T (Or) contains candidate
neighbors and, hence, whether it has to be explored or not. In other words, querying
the M-Tree for the neighbors of a query tuple involves traversing the M-Tree and
ignoring those subtrees, that are reputed uninteresting for the search purpose.

A neighbor-driven approach to duplicate detection would strongly benefit from
the exploitation of an index structure such as the M-Tree, since the latter would, in
principle, answer similarity queries with minimal processing time and I/O cost. Ad-
ditionally, the M-tree has three features, that are highly desirable in a de-duplication
setting. First, it is a paged, balanced, and dynamic secondary-memory structure, ca-
pable to index data sets from generic metric spaces. Second, similarity range and
nearest-neighbor queries can be performed and results can be ranked with respect
to a given query tuple. Third, query execution is optimized to reduce both the num-
ber of pages read and the number of distance computations. However, the empirical
analysis in [32] revealed that, when several tuples exhibit heterogeneous syntactic
representations, the magnitude of the covering radii increases (especially at higher
levels) and, hence, most of the internal nodes of the M-Tree tend to correspond to
quite heterogeneous groups of tuples. Therefore, a high number of levels, nearly
linear in the number of distinct entities in the data collection, is required to suitably
index and organize the original collection of tuples. Thus, since in the typical de-
duplication scenario the number of entities is likely to be of the same order as the
number of available data tuples, the cost of similarity search actually tends to be
nearly linear in the number of the original tuples. Clearly, this negatively affects the
performance of the M-Tree and makes the overall neighbor-driven de-duplication
process unable to scale for manipulating very large collections of data.

The problem of finding all tuples similar to a certain query tuple has been
intensively studied within the database and information-retrieval communities with
important achievements. Unfortunately, the incorporation of these results in neighbor-
driven de-duplication would not make its computational cost independent on the size
of the available data.



400 G. Costa et al.

Some works from the database community, such as [86] and [5], focused on solv-
ing the problem exactly, by defining set-similarity joins, i.e. suitable operators for
database management systems. Informally, a similarity join is an operation for rec-
ognizing different representation of a real-world entity. More precisely, given two
relations, a similarity join finds all pairs tuples from the two relations, that are syn-
tactically similar. Similarity is evaluated by means of a string-based similarity func-
tion: two tuples are considered similar if the value of the similarity function for these
two tuples is greater than a certain threshold. An important drawback of the opera-
tors in [86] is that they scale quadratically with respect to the size of the data, which
makes their exploitation impractical in the de-duplication of very large databases.
The notion of set-similarity join was introduced in [5] as a primitive that takes two
collections of sets as input and identifies all pairs of sets exhibiting a strong simi-
larity. The latter is established through suitable predicates concerning the size and
overlap of the sets. Set-similarity joins are performed through signature-based algo-
rithms. These algorithms generate signatures for the input sets, with the desirable
property that, if the similarity of two sets exceeds a certain threshold, then the two
sets share a common signature. By exploiting this property, signature-based schemes
find all pairs of sets with common features and, eventually, output all those pairs
of sets whose pairwise similarity actually trespasses some preestablished thresh-
old. The algorithms developed in [5] for performing set-similarity joins improve the
basic performance of signature-based algorithms in two respects: the adoption of
a different scheme for computing set signatures as well as the incorporation of a
theoretical guarantee, according to which two highly dissimilar sets are not consid-
ered as duplicates with a high probability. The latter property of set-similarity joins
considerably lowers the overall number of false-positive candidate pairs and, also,
increases the efficiency of the resulting operators, that scale almost linearly in the
size of the input set. However, linear scalability comes at expense of a non trivial pa-
rameter tuning, since no single parameter setting is appropriate for all computations.
In practice, for a fixed parameter setting, the operators still scale quadratically and
some properties of the input data must be analyzed so that to establish an optimal
tuning, that ensures linear scalability.

Recently, an approach inspired from information retrieval methods [10] proposed
to scale exact join-set methods to large volumes of real-valued vector data. This
work refines the basic intuition in [86] of dynamically building an inverted list in-
dex of the input sets with some major indexing and optimization strategies, mainly
concerning how the index is manipulated to evaluate the (cosine) similarity between
the indexed records and the query one.

As a concluding remark, despite its effectiveness and the recent efforts for im-
proving its scalability, similarity search for duplicates is not always a feasible ap-
proach to neighbor-driven de-duplication. It was shown in [3, 4] that either the
space or the time required by the solutions devoted to expedite similarity search is
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exponential in the dimensionality of the data3. Moreover, it was also proven in [94]
that similarity search based on space-partitioning indexing-schemes degenerates
into a sequential scan of the data, even when dimensionality is moderately high.
Therein, theoretical and empirical achievements lead to postulate in [94] that all
approaches to nearest-neighbor search ultimately become linear in the size of the
data, when dimensionality is sufficiently high. In the context of neighbor-driven de-
duplication, the degeneration of the search for neighbors of the query tuple to a
linear scan is undesirable, especially when processing very large volumes of data
tuples.

4.3 De-duplication Based on Locality-Sensitive Hashing

De-duplication based on locality-sensitive hashing overcomes the limited scalability
of neighbor-driven de-duplication. The premise is that in many de-duplication sce-
narios there exist several tuples, that are predominantly dissimilar from one another.
Therefore, the number of groups of duplicates is likely to be of the same order as
the overall number of tuples. In this context, finding few tuples mostly similar to
the query tuple (i.e., to the generic tuple to be de-duplicated) is deemed to provide
enough information for assigning the latter to the most appropriate group of dupli-
cates through voting mechanisms.

The foregoing arguments motivate the exploitation of approximated similarity
search for nearest neighbors of the query tuple, which can be performed much faster
than exact similarity search by means of a suitable hash-based indexing method, that
expedites the overall de-duplication process. To elaborate, an index structure is used
to allow direct access to subsets of tuples with the same features.4 The assignment
of each individual tuple to the buckets of the index structure is managed by means
of suitable hashing schemes. Precisely, the buckets associated to one tuple are the
values of some hash function(s) on the features of the tuple. De-duplication bene-
fits from a typical situation of hashing known as collision: the higher the similarity
between two tuples, the likelier it is that these share the same features and, conse-
quently, that both are assigned the same hash values, thus falling within the same
buckets of the underlying index structure. This permits to narrow the search for
neighbors of the query tuple to a focused linear search for nearest neighbors among
those tuples falling within the buckets associated to (the individual features of) the
query tuple. Therefore, in the de-duplication of the latter, nearest neighbors can be
retrieved by issuing, against the index structure, similarity queries for neighboring

3 The dimensionality of a structured tuple is simply the number of attributes in its schema.
Instead, the dimensionality of a textual sequence can be viewed, in principle, as the number
of distinguishing string tokens, chosen to represent the textual sequence as a point in a
multidimensional space, according to the vector space model [7].

4 Features are essentially distinguishing properties of a tuple, that are also commonly re-
ferred to as indexing keys (e.g., q-grams [46], i.e., contiguous substrings of length q, can
be adopted to define suitable features for strings). Various key-generation schemes exist,
that operate according to both the nature of available data and the specific applicative re-
quirements.
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tuples with the same features as the query tuple. Hash-based indexing guarantees
that such queries can be efficiently answered. In particular, locality-sensitive hash-
ing allows an indexing method for approximated similarity search, with a sub-linear
dependence on the number of tuples. The idea behind locality-sensitive hashing is
to bound the probability of collisions to the similarity between the tuples. In other
words, a locality-sensitive hash function guarantees that the probability of collisions
is much higher for similar tuples than it is for dissimilar ones. An important family
of locality-sensitive hash functions, in which the similarity of two tuples is measured
by their degree of overlap, can be naturally defined through the theory of min-wise
independent permutations [19].

Various approaches to de-duplication based on locality-sensitive hashing have
been proposed in the literature [20, 32, 43, 57].

Locality-sensitive hashing was originally developed in [57], as an efficient tech-
nique for accurately approximating the nearest-neighbor search problem.

The approach in [43] refines the basic proposal of [57] in several respects, in-
cluding new theoretical guarantees on the worst-case time required for performing a
nearest neighbor search as well as the generalization to the case of external memory.
In particular, given a set of tuples and a family H of locality-sensitive hash func-
tions, the generic tuple is associated with a corresponding bitstring signature, that
identifies an index bucket. The bitstring is obtained from the values of k locality-
sensitive hash functions (randomly extracted from H ) over the tuple. Since the
overall number of buckets identified by the resulting bitstrings can be huge, a second
level of standard hashing is exploited to compress the foresaid buckets by mapping
their contents into one hash table T , whose buckets are directly mapped to blocks
on disk. The size of T is proportional to the ratio of the number of tuples to the
maximal bucket-size of T . In general, it is possible to loose proximity relationships
if a point and its nearest neighbor are hashed to distinct buckets. Therefore, in order
to lower the probability of such an event, the same tuple is stored in [43] into l hash
tables T1, . . . ,Tl , respectively indexed by as many independent bitstrings.

When it comes to de-duplicate a query tuple, its nearest neighbors are identified
through the technique in [43] as follows. The query tuple is hashed to the buckets
within the individual hash tables T1, . . . ,Tl . All tuples previously hashed within
these same buckets are gathered as candidate neighbors. A linear search is then
carried out across these candidates, to find the neighbors actually closest to the query
tuple. These are guaranteed to be at a distance from the latter within a small error
factor of the corresponding optimal neighbors.

The drawback of the technique in [43] is the requirement for the identification of
an optimal, data-specific tradeoff between two contrasting aspects of the index [9],
namely accuracy and storage space. By increasing l, accuracy is guaranteed for the
great majority of queries, through a correspondingly larger number of hash tables.
However, this makes the storage requirement inversely proportional to the error fac-
tor. Also, it raises the number of potential neighbors and, hence, the overall response
time. In such cases, one may act on k, since a high value of this parameter would
sensibly lower the number of collisions and, hence, mitigate the increase in response
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time. Unfortunately, large values of k augment the miss rate. By the converse, small
values of parameter l cannot guarantee accuracy for all queries.

An approach for identifying near duplicate Web pages is proposed in [20]. Here,
each Web page is first tokenized and then represented as the set of its distinct, con-
tiguous n-grams (referred to as shingles). The most frequent shingles are removed
from the set to both improve performance and avoid potential causes of false resem-
blance. After preprocessing, near duplicates are identified via a clustering strategy
that consists of the following four steps. A sketch is computed for each Web page,
by applying a suitable min-wise independent permutation to its shingle representa-
tion. Sketches are then expanded to generate a list of all the individual shingles and
the Web pages they appear in. Subsequently, this list is exploited to generate a new
list of all the pairs of Web pages with common shingles, along with the number of
shared shingles. Clustering is eventually achieved by examining the triplet elements
of the latter list. If a certain pair of Web pages exceeds a pre-specified threshold for
resemblance (estimated by the ratio of the number of shingles they have in common
to the total number of shingles between them), the two Web pages are connected
by a link in a union-find algorithm, that outputs final clusters in terms of connected
components.

The algorithm in [20] requires a considerable amount of time and space on disk,
especially due to the third phase, which makes it unscalable. Optimizations based on
the notion of super-shingle addressed such an aspect, although these do not properly
work with short Web pages. Yet, the de-duplication process strictly requires that the
resemblance threshold is very high to effectively prune several candidate pairs of
similar Web pages. Lower values of the threshold, corresponding to a typical setting
for similarity search, cause several negative effects. False positive candidates are
not appropriately filtered, which lowers precision. Very low values of the similarity
threshold may also diminish false negatives, with a consequently moderate increase
in recall. However, in such cases, the impact on the effectiveness of a small gain in
recall would be vanished by the corresponding (much larger) loss in precision.

An incremental clustering technique for duplicate detection in very large
databases of textual sequences is proposed in [32]. The techniques works by assign-
ing each newly arrived tuple to an appropriate cluster of duplicates. More precisely,
the de-duplication of a new tuple is accomplished by retrieving a set of neighboring
tuples from a hash-based index structure. Neighbors are highly similar to the new
tuple and, hence, their cluster membership provides useful information about the
real-world entity corresponding to the new tuple. The latter is eventually assigned
to the cluster of duplicates shared by the majority of neighbors.

The de-duplication process in [32] relies on a suitable hash-based index, that
maps any tuple to a set of indexing keys and assigns syntactically similar tuples to
the same buckets. In this manner, the neighbors of a query tuple can be efficiently
identified by simply retrieving those tuples stored within the same buckets assigned
to the query tuple itself, without either completely scanning the original database or
using costly similarity metrics. Indexing keys are computed through a two-step key-
generation procedure, in which locality-sensitive hash functions (based on a fam-
ily of practically min-wise independent permutations [19, 43]) are hierarchically
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combined for a twofold purpose: reflecting the syntactic differences both among
tuples and their components as well as enabling effective on-line matching. The
first step of the key-generation scheme recognizes similar tuple components (i.e.
string tokens) across tuples, despite some extent of syntactic heterogeneity. For this
purpose, the individual tuples are purged into intermediate representations. These
are obtained by encoding each component of the generic tuple via a min-wise hash
function, that bounds the probability of collisions of two string tokens to the overlap
between their respective sets of 1-grams (i.e., substrings of unit length) [46]. The
choice of such a hash function guarantees that two similar but different tokens are,
with high probability, assigned a same encoding. Therefore, any two tuples shar-
ing syntactically similar tokens are purged into two intermediate representations,
where such tokens converge towards a unique encoding. The second step of the
key-generation scheme associates the intermediate representations of the original
tuples with their indexing keys, through another min-wise hash function. The lat-
ter bounds the probability of collisions of two intermediate tuple representations
to the overlap between their first-step token encodings. Again, this guarantees that
two intermediate tuple representations sharing several first-step token encodings are
associated with a same indexing key.

As a matter of fact, multiple min-wise hash functions are exploited both at the
first and at the second step, for a twofold purpose, i.e., lowering the probability of
false positives and false negatives (that essentially allows for a controlled level of
approximation in the search for the nearest neighbors of the query tuple) as well as
gaining a direct control over the number of keys used for indexing any tuple, which
is necessary to guarantee the compactness of the overall storage space.

Interestingly, the approach in [32] has connections with several techniques from
the literature.

Foremost, the two-step procedure for hashing tuples can be viewed as a smarter
implementation of canopies (which are collected within the same buckets in the
index). The main difference is that the properties of min-wise hashing functions
allow to approximately detect such canopies incrementally.

Also, the key-generation scheme allows a constant (moderate) number of disk
writes and reads to/from the index structure on secondary memory, which are two
key aspects. Indeed, on one hand, the hash-based approach to de-duplication could
cause continuous leaps in the disk-read operations, even when a small number of
comparisons is needed for retrieving the neighbors of the query tuple. On the other
hand, the number of disk pages written while updating the index structure is espe-
cially relevant in the incremental maintenance of the latter. Notably, the constant
number of disk writes and reads is achieved in [32] along with a fixed (low) rate
of false negatives. These are likely contrasting objectives in hash-based approaches
to de-duplication, since few indexing keys must generally be produced to lower the
amount of I/O operations, although this tends to increase the rate of false negatives.

Yet, from a methodological point of view, the approach in [32] exhibits analo-
gies with the ones in [10, 86]. Indeed, a hash-based index is employed to maintain
associations between a certain tuple feature and the subset of all available tuples
that share that same feature. The actual difference with respect to the techniques
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in [10, 86] is that these approaches essentially pre-compute the nearest neighbors of
each tuple, so that retrieving them becomes a simple lookup. Instead, the approach
in [32] does not support neighbor pre-computation. Notwithstanding, it still enables
neighbor search in a time that, on average, is independent on the number of database
tuples.

Finally, the tradeoff between accuracy and storage space in [32] is much less
challenging than in [43], since there exists a single hash-based index. Moreover,
guaranteeing accuracy for all queries in [32] (i.e., lowering both the false-positive
and false-negative rates) can be simply achieved by hashing a same tuple into as
many buckets of the index as the number of first-step encodings of the tuple it-
self (for each such a representation, the concatenation of its second-step encodings
yields the hash key associated to the tuple). Actually, a very limited number of
distinct hash functions is used both at the first and at the second step to enforce
de-duplication effectiveness, at the acceptable cost of a compact storage space.

5 Conclusions and Further Research

Duplicate detection is a necessary building block both for information integration
and for the design of information systems, that allows more effective information
handling and knowledge extraction, through a unified access and manipulation of
consolidated and reconciled data. The current practices behind state-of-the-art ap-
proaches to duplicate detection have been discussed so far. Despite the consider-
able advances in the field, there are still various opportunities for further improve-
ments [41, 47, 58, 98]. An overview of some major open problems and challenges
is provided below.

5.1 Efficiency and Scalability

The detection of duplicates in very large volumes of data involves a huge number
of pairwise tuple comparisons. In turn, each tuple comparison encompasses sev-
eral matchings between the individual tuple components. A meaningful reduction
of the number and the cost of both types of comparisons is key to devise solutions
with which to improve the efficiency and scalability of de-duplication. Therein,
various strategies have been proposed: blocking [58], sorted neighborhood [54],
canopies [72], similarity joins [28] are some proposals for reducing comparisons
between pairs of tuples without penalizing de-duplication effectiveness, whereas
expedients such as [93] aim to speed up the individual comparison between tuple
components. However, despite all such developments, efficiency and scalability of-
ten contrast with effectiveness. Indeed, the current state-of-the-art techniques can be
divided into two broad classes [58], that highlight the foresaid contrast. Precisely,
the techniques relying upon results from the field of databases privilege efficiency
and scalability over effectiveness. On the contrary, other techniques exploiting con-
tributions from the areas of machine learning and statistics reveal to be more effec-
tive. Unfortunately, their reduced efficiency and scalability makes the application of
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such techniques better suited for collections of data, whose size is orders of magni-
tude smaller than the collections processable through the techniques of the former
type.

A worthwhile opportunity of further research is to devise new approaches com-
bining the strengths of both types of de-duplication techniques.

5.2 Systematic Assessment of De-duplication Performance

Although several approaches to data de-duplication have been proposed in the liter-
ature, there is not yet a comprehensive and systematic knowledge of their relative
performances in terms of de-duplication effectiveness as well as efficiency, across
various data collections and domains. Recently, some efforts have been geared to-
wards the design of evaluation frameworks [63, 64, 65], wherein to compare some
de-duplication techniques. However, the process of gaining a systematic insight into
the actual performances of de-duplication techniques is still in its infancy. The
performed comparisons take into account only a limited number of approaches,
that are compared on few collections of data from few real-world domains. Ad-
ditionally, some collections of data were not effectively processed in [64]. This de-
serves further insights, that may be useful for the development of more sophisticated
approaches.

Additionally, further research efforts for the identification of suitable perfor-
mance metrics and state-of-the-art approaches across real-world domains should
be fostered by the recent release of standard benchmarking data sets as the ones
from [33]. Hopefully, the increasing availability of standard data sets will shed light
on which metrics and techniques are best suited for the various applicative domains.

5.3 Ethical, Legal and Anonymity Aspects

Duplicate detection raises ethical, legal and privacy issues, whenever dealing with
sensitive information about persons [62, 80]. Meeting the related national and
international laws in force is thus a major requirement in the process of data de-
duplication and subsequent management. A wide discussion concerning some ma-
jor issues in data de-duplication and the mechanisms for the protection of individual
privacy can be found in [90]. Anonymity preservation is one challenging issue, that
is related to the release of large data collections for research and analytical pur-
poses. The public release of any collections of data demands balancing analytic and
research requirements with anonymity and confidentiality. Currently, a commonly
adopted expedient to maintain the anonymity of persons in the underlying data is
encrypting the identifying information. However, encryption may decrease the ef-
fectiveness of duplicate detection over time [78]. Another strategy for anonymity
preservation would be the focused removal of the information necessary for tuple
identification (and, hence, duplicate detection) from the available data sets. Unfortu-
nately, this would still involve trust in some suitable preprocessing of the data [62].
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One promising line of research for anonymity and confidentiality preservation is
the development of ad-hoc models, with which to accurately assess identifying in-
formation leakage in the context of duplicate detection [41]. This would be useful to
evaluate the leakage consequent to the release of identifying or sensible information
and may be adopted as a criterion for carrying out the necessary precautions, e.g.,
global recoding and local suppression, additive noise and data perturbation as well
as micro-aggregation (see [98] for a discussion of such precautions). Also, it would
be very useful to incorporate models of analytic properties and re-identification risk
in the process of de-duplication to answer two research questions, namely, under-
standing how the foresaid precautions compromise the analytic validity of the re-
leased data and estimating the re-identification rate if analytic validity is maintained.

5.4 Uncertainty

Uncertainty plays an important role in duplicate detection and is thus necessary to
deal with it. Therein, a proposal is to attach confidences to the individual tuples.
Confidences are essentially quantitative beliefs, whose actual meaning of confi-
dences depends on the targeted applicative settings. In certain domains, confidences
can be interpreted as the probability that the related tuples faithfully correspond to
certain entities [41]. In other settings, confidences can be viewed as measures of the
accuracy of the data.

While some efforts have been performed to efficiently compute the confidence of
the de-duplicated tuples when confidences are explicitly attached to the tuples [73],
the indirect estimation of some sort of de-duplication confidence, when uncertainty
is not originally available, appears to be still unexplored.

References

1. Agichtein, E., Ganti, V.: Mining Reference Tables for Automatic Text Segmentation. In:
Proc. of ACM SIGKDD Int. Conf. On Knowledge Discovery and Data Mining, Seattle,
Washington, USA, pp. 20–29 (2004)

2. Ananthakrishna, R., Chaudhuri, S., Ganti, V.: Eliminating Fuzzy Duplicates in Data
Warehouses. In: Proc. of Int. Conf. on Very Large Databases, Hong Kong, China,
pp. 586–597 (2002)

3. Andoni, A., Indyk, P.: Near-Optimal Hashing Algorithms for Approximate Nearest
Neighbor in High Dimensions. In: Proc. of IEEE Symposium on Foundations of Com-
puter Science, Las Vegas, Nevada, USA, pp. 459–468 (2006)

4. Andoni, A., Indyk, P.: Near-optimal Hashing Algorithms for Approximate Nearest
Neighbor in High Dimensions. Communications of the ACM 51(1), 117–122 (2008)

5. Arasu, A., Ganti, V., Kaushik, R.: Efficient Exact Set-Similarity Joins. In: Proc. of Int.
Conf. on Very Large Databases, Seoul, Korea, pp. 918–929 (2006)

6. Axford, S.J., Newcombe, H.B., Kennedy, J.M., James, A.P.: Automatic Linkage of Vital
Records. Science 130, 954–959 (1959)

7. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. Addison-Wesley,
Reading (1999)



408 G. Costa et al.

8. Bansal, N., Blum, A., Chawla, S.: Correlation Clustering. Machine Learning 56(1-3),
89–113 (2004)

9. Bawa, M., Tyson Condie, S., Ganesan, P.: LSH Forest: Self-Tuning Indexes for Simi-
larity Search. In: Proc. of Int. Conf. on World Wide Web, Chiba, Japan, pp. 651–660
(2005)

10. Bayardo, R.J., Srikant, R., Ma, Y.: Scaling Up All Pairs Similarity Search. In: Proc. of
Int. Conf. on World Wide Web, Banff, Alberta, Canada, pp. 131–140 (2007)

11. Benjelloun, O., Garcia-Molina, H., Menestrina, D., Su, Q., Whang, S.E., Widom, J.:
Swoosh: a generic approach to entity resolution. VLDB Journal 18(1), 255–276 (2009)

12. Berson, T.A.: Differential Cryptanalysis Mod 232 with Applications to MD5. In: Proc.
of Ann. Conf. on Theory and Applications of Cryptographic Techniques, pp. 71–80
(1992)

13. Bhattacharya, I., Getoor, L.: Collective Entity Resolution in Relational Data. ACM
Trans. Knowl. Discovery from Data 1(1), 1–35 (2007)

14. Bhattacharya, I., Getoor, L., Licamele, Louis: QueryTime Entity Resolution. In: Proc.
of ACM SIGKDD Int. Conf. on Knowledge Discovery and Data Mining, Philadelphia,
Pennsylvania, USA, pp. 529–534 (2006)

15. Bilenko, M., Mooney, R.J.: Adaptive Duplicate Detection Using Learnable String Sim-
ilarity Measures. In: Proc. of ACM SIGKDD Int. Conf. on Knowledge Discovery and
Data Mining, Washington, DC, USA, pp. 39–48 (2003)

16. Christen, P.: Towards Parameter-free Blocking for Scalable Record Linkage. Tech. Rep.
TR-CS-07-03, Australian National University, Canberra, Australia (2007)

17. Christen, P.: Febrl - An Open Source Data Cleaning, Deduplication and Record Linkage
System with a Graphical User Interface. In: Proc. of ACM Int. Conf. on Knowledge
Discovery and Data Mining, pp. 1065–1068 (2008)

18. Borkar, V.R., Deshmukh, K., Sarawagi, S.: Automatic Segmentation of Text into Struc-
tured Records. In: Proc. of ACM SIGMOD Int. Conf. on Management of Data, Santa
Barbara, California, USA, pp. 175–186 (2001)

19. Broder, A., Charikar, M., Frieze, A.M., Mitzenmacher, M.: Minwise Independent Per-
mutations. In: Proc. of ACM Symposium on Theory of Computing, Dallas, Texas, USA,
pp. 327–336 (1998)

20. Broder, A., Glassman, S., Manasse, M., Zweig, G.: Syntactic Clustering on the Web. In:
Proc. of Int. Conf. on World Wide Web, Santa Clara, California, USA, pp. 1157–1166
(1997)

21. Cesario, E., Folino, F., Locane, A., Manco, G., Ortale, R.: Boosting Text Segmentation
Via Progressive Classification. Knowl. and Inf. Syst. 15(3), 285–320 (2008)

22. Chaudhuri, S., Ganjam, K., Ganti, V., Motwani, R.: Robust and Efficient Fuzzy Match
for Online Data Cleaning. In: Proc. of ACM SIGMOD Conf. on Management of Data,
San Diego, California, USA, pp. 313–324 (2003)

23. Chaudhuri, S., Ganti, V., Motwani, R.: Robust Identification of Fuzzy Duplicates. In:
Proc. of Int. Conf. on Data Engineering, Tokyo, Japan, pp. 865–876 (2005)

24. Chavez, E., Navarro, G., Baeza-Yates, R., Marroquin, J.L.: Searching in Metric Spaces.
ACM Comput. Surv. 33(3), 273–321 (2001)

25. Ciaccia, P., Patella, M., Zezula, P.: M-Tree: An Efficient Access Method for Similar-
ity Search in Metric Spaces. In: Proc. of Int. Conf. on Very Large Databases, Athens,
Greece, pp. 426–435 (1997)

26. Cochinwala, M., Dalal, S., Elmagarmid, A.K., Verykios, V.S.: Record Matching: Past,
Present and Future. Technical Report, number CSD-TR #01-013. Department of Com-
puter Sciences, Purdue University (2001)



Data De-duplication: A Review 409

27. Cochinwala, M., Kurien, V., Lalk, G., Shasha, D.: Efficient Data Reconciliation. Infor-
mation Sciences 137(1-4), 1–15 (2001)

28. Cohen, W.W.: Data Integration using Similarity Joins and a Word-based Information
Representation Language. ACM Trans. on Inf. Syst. 18(3), 228–321 (2000)

29. Cohen, W.W., Ravikumar, P., Fienberg, S.E.: A Comparison of String Distance Metrics
for Name-Matching Tasks. In: Proc. of IJCAI Workshop on Information Integration on
the Web, Acapulco, Mexico, pp. 73–78 (2003)

30. Cohen, W.W., Richman, J.: Learning to Match and Cluster Large High-Dimensional
Data Sets for Data Integration. In: Proc. of ACM SIGKDD Int. Conf. on Knowledge
Discovery and Data Mining, Edmonton, Alberta, Canada, pp. 475–480 (2002)

31. Cohn, D.A., Atlas, L., Ladner, R.E.: Improving Generalization with Active Learning.
Machine Learning 15(2), 201–221 (1994)

32. Costa, G., Manco, G., Ortale, R.: An Incremental Clustering Scheme for Data De-
duplication. Data Min. and Knowl. Discovery 20(1), 152–187 (2010)

33. Database Group Leipzig. Benchmark datasets for entity resolution,
http://dbs.uni-leipzig.de/en/research/projects/object
matching/fever/benchmark datasets for entity resolution

34. Dempster, A.P., Laird, N.M., Rubin, D.B.: Maximum Likelihood from Incomplete Data
via the EM Algorithm. Journal of the Royal Statistical Society, Series B 39(1), 1–28
(2001)

35. Dittrich, J.-P., Seeger, B.: Data Redundancy and Duplicate Detection in Spatial Join
Processing. In: Proc. of IEEE Int. Conf. on Data Engineering, pp. 535–546 (2000)

36. Elmagarmid, A.K., Ipeirotis, P.G., Verykios, V.S.: Duplicate Record Detection: A Sur-
vey. IEEE Transanctions on Knowledge and Data Engineering 19(1), 1–16 (2007)

37. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A Density-Based Algorithm for Discovering
Clusters in Large Spatial Databases with Noise. In: Proc. of Int. Conf. on Knowledge
Discovery and Data Mining, Portland, Oregon, USA, pp. 226–231 (1996)

38. Fayyad, U., Piatetsky-Shapiro, G., Smyth, P., Widener, T.: The KDD Process
for Extracting Useful Knowledge from Volumes of Data. Communications of the
ACM 39(11), 27–34 (1996)

39. Fellegi, I.P., Sunter, A.B.: A Theory for Record Linkage. Am. Stat. Assoc. 64, 1183–
1210 (1969)

40. Ganti, V., Ramakrishnan, R., Gehrke, J., Powell, A.: Clustering Large Datasets in Ar-
bitrary Metric Spaces. In: Proc. of Int. Conf. on Data Engineering, Sydney, Austrialia,
pp. 502–511 (1999)

41. Garcia-Molina, H.: Entity resolution: Overview and challenges. In: Atzeni, P., Chu, W.,
Lu, H., Zhou, S., Ling, T.-W. (eds.) ER 2004. LNCS, vol. 3288, pp. 1–2. Springer,
Heidelberg (2004)

42. Gilks, W.R., Richardson, S., Spiegelhalter, D.J.: Markov Chain Monte Carlo in Practice.
Chapman and Hall, Boca Raton (1996)

43. Gionis, A., Indyk, P., Motwani, R.: Similarity Search in High Dimensions via Hashing.
In: Proc. of Int. Conf. on Very Large Databases, Edinburgh, Scotland, pp. 518–529
(1999)

44. Goiser, K., Christen, P.: Towards Automated Record Linkage. In: Proc. of Australasian
Data Mining Conf., pp. 23–31 (2006)

45. Grabmeier, J., Rudolph, A.: Techniques of Cluster Algorithms in Data Mining. Data
Min. and Knowl. Discovery 6(4), 303–360 (2002)

46. Gravano, L., Ipeirotis, P.G., Jagadish, H.V., Koudas, N., Muthukrishnan, S., Srivastava,
D.: Approximate String Joins in a Database (Almost) for Free. In: Proc of Int. Conf. on
Very Large Databases, Rome, Italy, pp. 491–500 (2001)

http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution
http://dbs.uni-leipzig.de/en/research/projects/object_matching/fever/benchmark_datasets_for_entity_resolution


410 G. Costa et al.

47. Gu, L., Baxter, R.A., Vickers, D., Rainsford, C.: Record Linkage: Current Practice and
Future Directions. Technical Report, number 03/83. CSIRO Mathematical and Infor-
mation Sciences (2001)

48. Guha, S., Rastogi, R., Shim, K.: CURE: An Efficient Clustering Algorithm for Large
Databases. In: Proc. of ACM SIGMOD Int. Conf. on Management of Data, Seattle,
Washington, USA, pp. 73–84 (1998)

49. Guha, S., Rastogi, R., Shim, K.: ROCK: A Robust Clustering Algorithm for Categorical
Attributes. Inf. Syst. 25(5), 345–366 (2001)

50. Gunsfield, D.: Algorithms on Strings, Trees and Sequences. Cambridge University
Press, Davis (1997)

51. Hassanzadeh, O., Chiang, F., Lee, H.C., Miller, R.J.: Framework for Evaluating Cluster-
ing Algorithms in Duplicate Detection. Proceedings of VLDB 2(1), 1282–1293 (2009)

52. Hassanzadeh, O., Miller, R.J.: Creating Probabilistic Databases from Duplicated Data.
The VLDB Journal 18(5), 1141–1166 (2009)

53. Hernández, M.A., Stolfo, S.J.: The Merge/Purge Problem for Large Databases. In: Proc.
of ACM SIGMOD Int. Conf. on Management of Data, San Jose, California, USA, pp.
127–138 (1995)

54. Hernández, M.A., Stolfo, J.: Real-world Data is Dirty: Data Cleansing and the
Merge/Purge Problem. Data Min. and Knowl. Discovery 2(1), 9–37 (1998)

55. Herschel, M., Naumann, N.: Scaling up Duplicate Detection in Graph Data. In: Proc. of
ACM Int. Conf. on Information and Knowledge Management, pp. 1325–1326 (2008)

56. Hjatason, G.R., Samet, H.: Index-Driven Similarity Search in Metric Spaces. ACM
Trans. on Database Syst. 28(4), 517–518 (2003)

57. Indyk, P., Motwani, R.: Approximate Nearest Neighbor - Towards Removing the Curse
of Dimensionality. In: Proc. of Symposium on Theory of Computing, Dallas, Texas,
USA, pp. 604–613 (1998)

58. Ipeirotis, P.G., Verykios, V.S., Elmagarmid, A.K.: Duplicate Record Detection: A Sur-
vey. IEEE Trans. Knowl. Data Eng. 19(1), 1–16 (2007)

59. Jain, A.K., Dubes, R.C.: Algorithms for Clustering Data. Prentice-Hall, Englewood
Cliffs (1998)

60. Jain, A.K., Murty, M.N., Flynn, P.J.: Data Clustering: A Review. ACM Comput.
Surv. 31(3), 264–323 (1999)

61. Jaro, M.A.: Advances in Record Linkage Methodology as Applied to Matching the
1985 Census of Tampa, Florida. Journal of the American Statistical Society 84, 420–
424 (1989)

62. Kingsbury, N.R., et al.: Record Linkage and Privacy: Issues in Creating New Federal
Research and Statistical Information. U.S. General Accounting Office (2001)

63. Kopcke, H., Rahm, E.: Frameworks for Entity Matching: A Comparison Data and
Know. Engineering 69(2), 197–210 (2010)

64. Kopcke, H., Thor, A., Rahm, E.: Evaluation of entity resolution approaches on real-
world match problems. Proc. of the VLDB Endowment 3(1), 484–493 (2010)

65. Kopcke, H., Thor, A., Rahm, E.: Evaluation of Learning-Based Approaches for Match-
ing Web Data Entities. IEEE Internet Computing 14(4), 23–31 (2010)

66. McCallum, A.: MALLET: A Machine Learning for Language Toolkit,
http://mallet.cs.umass.edu

67. Koudas, N., Sevcik, K.C.: Size Separation Spatial Join. In: Proc. of ACM Int. Conf. on
Management of Data, pp. 324–335 (1997)

68. Lawrence, S., Bollacker, K., Giles, C.L.: Autonomous Citation Matching. In: Proc. of
ACM Int. Conf. on Autonomous Agents, pp. 392–393 (1999)

http://mallet.cs.umass.edu


Data De-duplication: A Review 411

69. Low, W.L., Lee, M.L., Ling, T.W.: A Knowledge-Based Approach for Duplicate Elim-
ination in Data Cleaning. Information Systems 26(8), 585–606 (2001)

70. Lwin, T., Nyunt, T.T.S.: An Efficient Duplicate Detection System for XML Documents.
In: Proc. of IEEE Int. Conf. on Computer Engineering and Applications, pp. 178–182
(2010)

71. McCallum, A., Freitag, D., Pereira, F.: Maximum Entropy Markov Models for Informa-
tion Extraction and Segmentation. In: Proc. of Int. Conf. on Machine Learning, Stan-
dord, California, USA, pp. 591–598 (2000)

72. McCallum, A., Nigam, K., Ungar, L.: Efficient Clustering of High-Dimensional Data
Sets with Application to Reference Matching. In: Proc. of ACM SIGKDD Int. Conf.
on Knowledge Discovery and Data Mining, Boston, Massachusetts, USA, pp. 169–178
(2000)

73. Menestrina, D., Benjelloun, O., Garcia-Molina, H.: Generic Entity Resolution with
Data Confidences. In: Int. VLDB Workshop on Clean Databases, Seoul, Korea (2006)

74. Mitchell, T.M.: Machine Learning. McGraw-Hill, New York (1997)
75. Monge, A.E., Elkan, C.P.: An Efficient Domain-Independent Algorithm For Detecting

Approximately Duplicate Database Records. In: Proc. of SIGMOD Workshop on Re-
search Issues on Data Mining and Knowledge Discovery, Tucson, Arizona, USA, pp.
23–29 (1997)

76. Monge, A.E., Elkan, C.P.: The Field Matching Problem: Algorithms and Applications.
In: Proc. of Int. Conf. on Knowledge Discovery and Data Mining, Portland, Oregon,
USA, pp. 267–270 (1996)

77. Mukherjee, S., Ramakrishnan, I.V.: Taming the Unstructured: Creating Struc-
tured Content from Partially Labeled Schematic Text Sequences. In: Proc. of
CoopIS/DOA/ODBASE Int. Conf., Agia Napa, Cyprus, pp. 909–926 (2004)

78. Muse, A.G., Mikl, J., Smith, P.F.: Evaluating the quality of anonymous record linkage
using deterministic procedures with the New York State AIDS registry and a hospital
discharge file. Statistics in Medicine 14, 499–509 (1995)

79. Neiling, M., Jurk, S.: The Object Identification Framework. In: Proc. KDD Workshop
on Data Cleaning, Record Linkage, and Object Consolidation, Washington, DC, USA,
pp. 37–39 (2003)

80. Neutel, C.I.: Privacy Issues in Research Using Record Linkage. Pharmcoepidemiology
and Drug Safety 6, 367–369 (1997)

81. Newcombe, H.B.: Record Linking: The Design of Efficient Systems for Linking
Records into Individual and Family Histories. American Journal of Human Genetics 19,
335–359 (1967)

82. Newcombe, H.B., Kennedy, J.M., Axford, S.J., James, A.P.: Automatic Linkage of Vital
Records. Science 130, 954–959 (1959)

83. Patel, J., DeWitt, D.J.: Partition Based Spatial-Merge Join. In: Proc. of ACM Int. Conf.
on Management of Data, pp. 259–270 (1996)

84. Pasula, H., Marthi, B., Milch, B., Russell, S.J., Shpitser, I.: Identity Uncertainty and
Citation Matching. In: Proc. of Ann. Conf. on Neural Information Processing Systems,
pp. 1401–1408 (2002)

85. Sarawagi, S., Bhamidipaty, A.: Interactive Deduplication using Active Learning. In:
Proc. of ACM SIGKDD Int. Conf. on Knowledge Discovery and Data Mining, Edmon-
ton, Alberta, Canada, pp. 269–278 (2002)

86. Sarawagi, S., Kirpal, A.: Efficient set joins on similarity predicates. In: Proc. of SIG-
MOD Int. Conf. on Management of Data, Paris, France, pp. 743–754 (2004)

87. Shen, H., Zhang, Y.: Improved Approximate Detection of Duplicates for Data Streams
over Sliding Windows. Journal of Computer Science and Technology 23(6), 973–987
(2008)



412 G. Costa et al.

88. Singla, P., Domingos, P.: Multi-Relational Record Linkage. In: Proc. of ACM Int. Ws.
on Multi-Relational Data Mining, pp. 31–38 (2004)

89. Smith, S., Waterman, M.S.: Identification of Common Molecular Subsequences. Jour-
nal of Molecular Biology 147(1), 195–197 (1981)

90. Statistical Linkage Key Working Group. Statistical Data Linkage in Community Ser-
vices Data Collections (2002)

91. Tejada, S., Knoblock, C.A., Minton, S.: Learning Domain-Independent String Transfor-
mation Weights for High Accuracy Object Identification. In: Proc. of ACM SIGKDD
Int. Conf. on Knowledge Discovery and Data Mining, Edmonton, Alberta, Canada, pp.
350–359 (2002)

92. Tepping, J.B.: A Model for Optimum Linkage of Records. Journal of the American
Statistical Association 63, 1321–1332 (1968)

93. Verykios, V.S., Elmagarmid, A.K., Houstis, E.N.: Automating the approximate record-
matching process. Inf. Sci. 126(1-4), 83–98 (2000)

94. Weber, R., Schek, H.J., Blott, S.: A Quantitative Analsysis and Performance Study for
Similarity Search in High-Dimensional Spaces. In: Proc. of Int. Conf. on Very Large
Databases, New York City, USA, pp. 194–205 (1998)

95. Weis, M., Naumann, N.: Detecting Duplicates in Complex XML Data. In: Proc. of IEEE
Int. Conf. on Data Engineering, p. 109 (2006)

96. Weis, M., Naumann, N.: Space and Time Scalability of Duplicate Detection in Graph
Data. Tech. Rep. 25, Hasso-Plattner Institut, Potsdam, Germany (2007)

97. Winkler, W.E.: String Comparator Metrics and Enhanced Decision Rules in the Fellegi-
Sunter Model of Record Linkage. In: Proc. Section on Survey Research Methods,
American Statistical Association, pp. 354–359 (1990)

98. Winkler, W.E.: Overview of Record Linkage and Current Research Directions. Techni-
cal Report. Statistical Research Division, U.S. Census Bureau (1999)

99. Winkler, W.E.: Methods for Record Linkage and Bayesian Networks. Tech. Rep.
RRS2002/05, U.S. Bureau of the Census, Washington, D.C., USA (2002)

100. Zhang, Y., Lin, X., Yuan, Y., Kitsuregawa, M., Zhou, X., Yu, J.X.: Duplicate-insensitive
Order Statistics Computation over Data Streams. IEEE Transanctions on Knowledge
and Data Engineering 22(4), 493–507 (2010)



A Survey on Integrating Data in Bioinformatics

Andrea Manconi and Patricia Rodriguez-Tomé

Abstract. Data integration is an open challenge in bioinformatics. Querying and
retrieving data from remote and/or local sources and analyzing them are very
time consuming tasks for biologists. Data integration allows biologists to combine
knowledge from multiple disciplines. This has become a critical issue in biological
research in recent years. Advances in technology have pathed the way to a huge and
growing amount of available biological data. However, it is important to highlight
that the distinctive feature in integrating biological data is not mainly concerned
with the amount of data but with their complexity. Biological data sources are con-
sidered strongly heterogeneous in many aspects. Several approaches and systems
based on different technologies and techniques, have been proposed in the literature
to deal with the problem of integrating biological sources. Nevertheless it does not
exist yet an approach able to solve all mentioned problems. This chapter provides a
survey on data integration in the field of biological sources.

1 Introduction

In the last years, the steady growth of the Internet fostered the information explo-
sion on the Web. This exponential growth makes it increasingly difficult to man-
age the information. The more the increase of heterogeneous sources explodes, the
more combining the data sources under a single query interface becomes necessary.
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Advances in technology (e.g., high throughput technologies) have given rise to a
huge and growing amount of available biological data. This rapid growth has been
accompanied by an equivalent increase of biological sources and databases. The
number of resources listed in the Nucleic Acids Research database issues has in-
creased over the years (see Fig. 1), and in the 2010 issue [1], 1230 databases are
listed. Several types of data are exported by these biological sources. Genome, pro-
tein structure, protein model, protein protein, and microarray databases are some of
the typical data types. It should be stressed that relationships among these biological
data usually exist and are often difficult to identify.

Fig. 1 The number of re-
sources listed from 1998 to
2010 in the Nucleic Acids
Research database issues

In this perspective, data integration is a very important task for biologists. Data
integration allows biologists to combine knowledge from multiple disciplines. This
has become a critical issue in biological research in recent years. Querying and
retrieving data from remote and/or local sources and analyzing them are very time
consuming tasks.

Databases have become a common and everyday tool for biologists involved in
genome analysis, protein studies, microarray and proteomics, as well as molecular
entities. Databases in biology did not begin with sequencing. Before that, genetic
analysis projects had already managed their data on computer systems, to share, com-
pare, and analyze the information.Only to recall few examples, we can cite the CEPH
database [2][3], aimed at collecting markers from an international collaboration, and
OMIM [4][5] the Online Mendelian Inheritance in Man system, a compendium of
information on genetic disorders and genes now hosted at NCBI1 (National Center
for Biotechnology Information). Subsequently, the increase of biological data pro-
moted the design and the development of centralized archives of data. In particular,
GenBank2 [6] in the United States of America, EMBL3 (European Molecular Biol-
ogy Laboratory) [7] in Europe, and DDBJ4 (DNA Data Bank of Japan) [8] in Japan
have been developed. Independent at the beginning, the three databanks soon formed
an international collaboration with daily exchange of sequence and annotation data.

1 http://www.ncbi.nlm.nih.gov/omim/
2 http://www.ncbi.nlm.nih.gov/genbank/
3 http://www.ebi.ac.uk/embl/
4 http://www.ddbj.nig.ac.jp/
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However, this collaboration has been aimed at unifying the data collected neglect-
ing any aspect on their representation. In fact, the data stored in these archives are
presented differently to the user using a form of a textual representation called flat
file. This heterogeneity in format obliged users to design and develop different and
specialized tools aimed at wrapping each database. The same events were repeated
for each new database created, being it protein sequence (e.g., PIR [9], SwissProt
[10])-protein structure (e.g., PDB [11], MSD [12])-microarray (e.g., GEO [13], Ar-
rayExpress [14]),- as well as proteomics identification (e.g. PRIDE [15])-databases.
EMBOSS [16], the software suite provided by EBI (European Bioinformatics Insti-
tute), lists more than 20 different formats currently in use. The same approach for
handling data has been adopted in designing specialized analysis software tools. Very
often, a new tool will define its input and output format independently from those al-
ready in use. This entails that a user involved in performing analysis using both spe-
cialized data retrieved from biological sources and analysis software tools, spends
part of her/his time in the task of processing data for migrating them.

It is worth noting that the nonexistence of a standard for representing biological
data is not the only problem when analyzing them. Another known problem is re-
lated with the heterogeneity in naming. Each database uses its own way of naming
unique identifiers. Then, two different entities could very well be identified with the
same unique identifier on different systems. Without a convention aimed at tying
a name with its original resource, data end up losing their origin and get confused
between them. An effort to solve the problem has been made around 2005 to create
a global identity naming mechanism for objects in life science5. Unfortunately, this
proposal has not been widely accepted and very few databases have implemented
this identification mechanism.

The heterogeneity in formats and identifiers extends also to the naming conven-
tions. In fact, gene names and functions are not identified using the same conven-
tional names in all resources. While format heterogeneity can be solved designing
and developing specialized tools, it does not exist a software able to decide if two
different named genes are identical and have the same function. GMOD (Genome
Model Organism Database Project) has been the first that tackled the problem. In
1998, a consortium formed by researchers working on Drosophila (fruit fly), Mus
musculus (mouse) and Saccharomyces cerevisiae (baker’s yeast) began developing
an ontology to describe their data. Many other groups have joined the consortium,
extending the initial ontology to other species and creating new ones. This work
resulted in a new ontology called Gene Ontology (GO) [17] that has become fun-
damental for genome research. All these considerations show that the distinctive
feature in integrating biological data is not mainly concerned with the amount of
data but with their complexity [18].

Another important aspect that needs to be considered when dealing with data in-
tegration is related to the autonomy of biological sources. Due to their autonomy,
biological sources are free to modify their design or schema or remove data without

5 http://lsids.sourceforge.net
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any warning. Moreover, each source defines and provides different query interfaces
and often restricts the access to their data. These restrictions force end-users and
external systems to adapt and limit their queries to a certain form.

2 Mission

Integration of biological data is an open challenge for bionformatics. Several ap-
proaches and systems (i.e. WWW-query [19], k2/BioKleisli [20], and Discov-
eryLink [21]), based on different technologies and techniques, have been proposed
in the literature to deal with the problem of integrating biological sources. In par-
ticular, these approaches can be classified as data warehouse integration, mediator-
based integration, and navigational integration [22]. Despite the fact that several
approaches and systems have been proposed, it does not exist an approach able to
solve all mentioned problems. This chapter is a survey on approaches, methods and
systems for integrating data in the field of biological sources. We will discuss about
the integration approaches and technologies adopted to deal with the specific prob-
lems of integrating biological data. Both the advantages and the disadvantages of
the described approaches and systems will be shown. We will also present the new
trends and challenges.

The remainder of the chapter is organized as follows. First, the main approaches
adopted to deal with the problem of data integration will be described and discussed.
It will be followed by a survey of the main systems devised for integrating biological
data. After that, new trends and challenges in biological data integration will be
discussed. Finally, conclusions end the chapter.

3 Background

Data integration is the problem of combining data residing at different sources, and
of providing the user with a unified view of these data [23]. The systems devised
for integrating biological sources may differ in several aspects including i) the in-
tegration performed, ii) the data model, iii) the source model, and iv) the level of
transparency [24]. In the first point, it is possible to distinguish between brows-
ing oriented and query oriented systems. Browsing oriented systems are aimed at
supporting the user in an integrated browsing, whereas query oriented systems are
aimed at providing an environment where users can pose queries on an integrated
system. In the second point, it is possible to distinguish between systems that export
structured data from those that export unstructured or semi-structured data. In the
third point, it is possible to distinguish the systems on the basis of the existing re-
lationships among the integrated sources. Data sources can export complementary
or overlapping data. As for the fourth point, it is possible to distinguish between
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systems that enable the user to select the sources to involve in the query from sys-
tems that do not enable the user to do this task.

An accepted classification of these systems relies on their data model. In par-
ticular, it is possible to distinguish between systems that consider the sources as
exporting linked sets of browsable records, and systems that consider the sources as
exporting structured data. As for the former case, the integration involves the sup-
porting effective navigation across sources (navigational or linked-based integra-
tion). As for the latter case, we can detect two approaches depending whether the
integration brings all information retrieved by its sources in a centralized database
(data warehousing integration) or it leaves the information in the sources (view or
mediator-based integration and federated databases). In the following of this section
we summarize these approaches.

3.1 Linked-Based Integration

Typically, biological data exported by a source are cross-referenced with other bi-
ological data exported by other sources. It means that to obtain the desired data,
users browse across several Web pages by following hyperlinks. It is worth noting
that some of the Web pages provided in this way are otherwise hard to discover
browsing the Web. The linked-based is an approach aimed at facilitating the discov-
ery of these linked sources. It cross-references data in a source with data in another
source. When a query is asked, the answer detects all possible paths between two
entities [25]. Modeling the data with a classical relational database does not per-
mit to answer these queries. Therefore, data are represented using a model where
sources are defined as sets of pages with their interconnections [26]. It is important
to highlight that this approach performs a quick search of related links, rather than
a real integration of sources.

Several problems have to be considered when the linked-based approach is used.
In particular, we can observe that i) it is particularly vulnerable to naming ambi-
guities resulting in a lot of wrong connections among the sources, and ii) that to
work well this approach requires the cooperation of the curators of the Web sources.
Obviously, this is a wishful thinking.

3.2 Data Warehousing Integration

The data warehousing approach [27] is aimed at retrieving information from dis-
tributed sources and storing them in a centralized database (see Fig. 2). This ap-
proach relies on both an ad-hoc unified data model able to store the data from the
sources, and a specialized software called ETL (Extract Transform Load). ETL is
aimed at extracting the data from the sources, transforming (e.g. cleaning and fil-
tering) them to fit the data model, and loading the processed data into the warehouse.
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When a query is posed this is not evaluated on the sources but on the local schema.
Then, a data warehouse can be seen as a set of materialized views defined over the
sources [28].

Fig. 2 The macro-architecture of a data warehouse system. The ETL module extracts the
information from the data sources, transforms and loads it into the data warehouse.

This approach presents some advantages and disadvantages. As for the advan-
tages, it can be observed that being based on a local repository of the data, this
approach allows to reduce the problems associated with the network. Problems re-
lated with a low response time, and temporary unavailability of sources are avoided.
Another advantage is related with the possibility of optimizing the query using the
materialized views. It is worth noting that, additional and very important benefits
for bioinformatics result from the possibility to transform and validate the data be-
fore storing them in the warehouse [29]. As for the disadvantages, to maintain the
data warehouse is very demanding and extremely complicated. In fact, to deal with
the integration of new sources, and changes in the model of integrated sources, the
data model requires continuous modifications. Moreover, it is very important that
the warehouse be continuously updated according to changes on the data sources.
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3.3 Mediator-Based Integration

Conversely to the data warehousing, in the mediator-based approach [30] the infor-
mation is left in the sources. This approach relies on a mediated or global schema
aimed at describing the sources and the relations among them (see Fig. 3). In partic-
ular, it is responsible for providing an interface - a virtual set of relations - between
the sources [31].

Fig. 3 The macro-architecture of a mediator-based data integration system. The mediated
schema provides an interface between the sources.

Users ask queries on the global schema as if this was the only one schema, with-
out knowing the details of the data sources. To answer a query involves different
tasks. In particular, when a query is posed on the mediated schema a suitable medi-
ator will be responsible to reformulate the query on the local schema of the under-
lying sources. Then, this reformulated query is passed to a query optimizer which
produces a query execution plan that specifies how to evaluate the query. Finally,
the query execution plan obtains information from the sources. To this end, a set of
suitable wrappers specific for each source work to translate data from the source to
a form usable by the system.

Two approaches are mainly used to describe the relationships between the source
relations and the mediated schema, the Global As View (GAV) [32][33] and the
Local As View (LAV) [34][35][36].



420 A. Manconi and P. Rodriguez-Tomé

3.3.1 Global as View

In the GAV approach, each relation in the mediated schema is expressed in terms of
a query over the sources relations. To exemplify the concept, let us consider to in-
tegrate two biological sources: the structure protein database PDB and the database
of structural classifications CATH [37]. The first database contains data of proteins
with known structure (e.g. protein identifier, primary structure, atomic coordinates,
chemical features, biochemical features, experimental details), whereas the second
database contains data about the proteins classified with CATH. The relationships
between the sources and the mediated schema can be expressed as follows:

PDB(pdbid,structure)⇒ Protein(pdbid,structure) (1)

CATH(pdbid,classi f ication) ⇒Classi f ication(pdbid,classi f ication) (2)

The following expression describes how the CATH classified proteins can be
obtained:

PDB(pdbid,structure)∧CATH(pdbid,classi f ication)⇒ (3)

⇒Classi f ied(pdbid,classi f ication) (4)

We can observe that if, on the one hand, the query reformulation process is imme-
diate, on the other hand, to integrate new sources is non-trivial. As for the query
reformulation, being the relations on the mediated schema defined in terms of the
relations on the sources, we need only to unfold the definition of the firsts. As for
integrating a new source, this process requires to modify the mediator to take into
account all the ways the source can be used in the mediated schema.

3.3.2 Local as View

In the LAV approach, each relation in the sources is expressed in terms of a query
over the mediated schema relations. To exemplify the concept, we consider to in-
tegrating two biological sources S1 and S2. The first containing protein structures
experimentally determined using X-ray crystallography, and the second containing
protein structures experimentally determined using the nuclear magnetic resonance
(NMR). In this case, the sources can be described as follows.

S1(pdbid,structure)⇒ Protein(pdbid,structure)∧ exp method = Xray (5)

S2(pdbid,structure)⇒ Protein(pdbid,structure)∧ exp method = NMR (6)
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Conversely of the GAV approach, we can observe that if on the one hand to integrate
new sources is immediate, on the other hand the query reformulation process is non-
trivial.

3.4 Federated Databases

As in the mediator based approach, also in federated databases [38] the information
is left in the sources and a global schema materializes views on the local schemas.
The differences between the two approaches are to be found in the building of the
global schema. Federated databases systems adopt a bottom-up procedure, whereas
mediator based systems adopt a top-down procedure to build the global schema. In
fact, in mediator-based systems the global schema is built according to the local
schemas, whereas in federated databases the local schemas are built or extended
according to the global and federal schema.

4 Biological Data Integration Systems

4.1 Data Warehouse

A data warehouse is a physical collection of data taken from different sources and
merged into one single and homogeneous database. Data warehouses are read-only.
Updates are done by reprocessing all the different data sources. This process in-
cludes the extraction of semantics, format transformation, the identification of at-
tributes correspondence, and finally data integration. These steps are very much
time consuming. Furthermore, very often the original databases are independent
and not in a formal collaboration with the data warehouse. Changes in the original
schemas/formats are not reported in time to the data warehouse maintainers. This
adds to the difficulty of maintenance of the system. We can summarize the pros and
cons of a data warehouse system:

• Pros - All data are stored in one place. Users queries are not dependent of
network hazards between the different original data sources. Queries can be
optimized.

• Cons - Huge maintenance costs. Updating data is very much time consuming.
The acceleration rate of data production makes it very difficult to maintain data
up to date according to changes in the original sources. Due to the proliferation of
independent databases containing relevant data it is sometimes difficult to decide
where and when to stop integrating.

In the following, systems built to integrate biological data exploiting the data ware-
house approach are presented and discussed.
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SRS - The Sequence Retrieval System [39], originally developed at EMBL is cur-
rently distributed by Biowisdom6. SRS is a scalable data integration platform which
makes the data available on the Web. Any database distributed as a text file, XML
file or even relational database can be integrated, regardless of its original format.
SRS uses the ICARUS (Interpreter of Commands And Recursive Syntax) language
for creating scripts that describe the data format, the links between the different
data sources and other specifics for parsing the files. A parser script is specific to a
database - SRS comes by default with more than 80 parsers for the common biologi-
cal databases. The datafiles are then indexed. The SRS system provides the user with
an intuitive Web form based interface to query simultaneously as many databases
as are installed in the local system. It provides also a query language for advanced
users and a programing API for developers. Furthermore, SRS includes access to
some common bioinformatics tools from within its interface. SRS can be consid-
ered an efficient data warehouse system which can integrate many data source. Its
drawback is the complexity of the system administration, which needs a dedicated
full time administrator for medium to large installations. An example of a large in-
stallation can be found at the EBI7.

Entrez - The Entrez system [40] is provided by the NCBI8 as the access point to all
databases provided by NCBI. The system has an in-built neighboring concept that
allows linking different data sources without explicitly specifying the links - as it
is done by SRS. This allows the user to see the whole system as one big database
- a data warehouse. Queries will use those “links” to retrieve related data. A web
services API allows developers to build their own tools. The NCBI system works
only with the NCBI databases, and it is not possible to add other data sources, as it
is possible with SRS.

IGD - The Integrated Genome Database [41] project has been discontinued. It is
nevertheless the best example of a relational data integration. IGD has integrated
more than 20 different databases, federating them in one huge relational database, a
true data warehouse. Its own global schema was different from those of the under-
lying databases. For each different data source, the IGD team had to write specific
data and schema parsers and transformers, to extract data from its original database
and store it in the IGD database. The data was presented to the user by a graphical
interface. The IGD system was also integrated with AceDB (see later on), offering a
small portable database interface. The main drawback of IGD was the difficult and
time consuming maintenance of the system. These difficulties became more acute
with the advent of high throughput genomic projects.

6 http://www.biowisdom.com/2009/12/srs/
7 http://srs.ebi.ac.uk
8 http://www.ncbi.nm.nih.gov
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4.2 Database Federation

The idea behind a federation is that it is not necessary to create a central data ware-
house. Instead, databases participating in a federation are distributed and locally
maintained, but can cooperate. The end user will query the federation through a
software that will make appear the multiple databases as only one. Depending on
the application, the user might be able to choose which original source should par-
ticipate in the query. There are two different types of federation: mediator-based and
database-based.

4.2.1 Mediator-Based Federation

Databases to be integrated are independent from each other. A mediated schema pro-
vides an interface between the data sources and the client programs (software). The
systems described below are not any more in development while still referenced.

CORBA - CORBA (Common Object Request Broker Architecture) is an architec-
ture that facilitate data integration. It uses an interface definition language (IDL)
to describe data and methods available to query the database/run software, inde-
pendently of the database schema, database system and language. A server must
be implemented using that IDL interface, to provide access to the clients through
the Internet. Client and server do not need to be written in the same language.
While it is better that the server is developed by the database itself, it is not manda-
tory. In 1995, at EBI was started a project9 to develop new tools and methods
for integrating biological databases. The aim of that project was to investigate
the CORBA methodology and its possible applications for biological databases.
Effort was made at EMBL-EBI to create public interfaces to databases (EMBL
[42], RHdb [43]) and programs [44]. While not very complex, CORBA has a
steep learning curve. It never took out for production purposes in bioinformatics.
It has been abandoned at EMBL-EBI. International efforts were made within the
CORBA OMG10 to create some international standard for biomolecules [45] and
maps [46].

TAMBIS - The TAMBIS (Transparent Access to Multiple Bioinformatics Informa-
tion Sources) system [47] is based on the CPL (Collection Programming Language)
a functional programming language that allows data to be described and manipu-
lated. Data sources must each develop their own “CPL driver”, which means de-
velop the wrapper of their data in the CPL language, to be accessible by the system.
TAMBIS was a proof of concept and has never been fully applied.

9 EU FP4 Project BIO4-CT96-0346 (1996).
10 http://www.omg.org
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ISYS - The Integrated SYStem11 [48] was developed to provide a dynamic and flex-
ible platform for integration of molecular data sources and software.The system is a
Java application that has to be installed locally. Then it will give access to distributed
sources on the internet.

All these mediator based federations were developed around the same time
(1995-2005) and did not took off within the bioinformatics community, because
the community did not see the benefits of the system versus their complexity.

4.2.2 Database-Based Federation

In this case the databases must be active part of the federation. Each federation will
share a common database schema and software. Each database part of the federation
will provide a public version of its data in that schema, while keeping the possibil-
ity of having another internal or even public schema and format. Applications can
be developed to query this “federation” schema, even allowing for multiple queries
across databases.

AceDB - While no longer in full development, AceDB12 [49] has been the first sys-
tem to provide a common schema for multiple small genome projects. AceDB is
a combined software and specifically built object-oriented database, presenting the
user with a very useful graphical interface. The force of the system was speed and
data management, its drawback the user management - there was no concurrent ac-
cess possible. Later on a web access solved that problem. AceDB was first built
for the C.Elegans studies, but has been very much used for all the organism spe-
cific projects at Sanger Centre (UK), Arabidopsis project (AAtDB) [50], for the UK
Cropnet databases.

GMOD - GMOD13 [51] (Generic Model Organism Database project) is a set of
software tools for creating and managing genome-scale biological databases. These
databases will share a common schema, which allows interoperability and the reuse
of client interfaces and tools. Unlike AceDB, the GMOD databases are multi-user.
GMOD tools are in use at many community databases, where it is important to be
able to interact. A Genome viewer (GBrowse) offers a graphical and intuitive Web
client. While developed at the beginning for the Model Organism, organisms of huge
interest as models for others species, the GMOD system has been extended and now
can be applied to almost every genome project. GMOD databases are read-write
and serve as data management systems for the projects. A set of tools are provided
to help the maintainers to update the databases to a new version of the database
schema, which is updated when there is a need for a new data type. By keeping the
schemas up to date in all databases, the system acts as a federation of databases.

11 http://sourceforge.net/projects/isys2/
12 http://www.acedb.org/
13 http://www.gmod.org
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Ensembl - The Ensembl14 [52] genome annotation system, is being developed
jointly by the EBI and the Wellcome Trust Sanger Institute since 2000. While first
developed to present the completed data (chromosome per chromosome) from the
Human Genome sequencing project, it has been since then used for every completed
sequenced genome. Sequence data are analyzed, and automatically annotated. The
system is composed of a relational database, a complete graphical Web interface for
interactive use and a set of API and web services for programming query scripts. An
Ensembl database is read-only. Updates to the database are made at regular intervals
by the maintainers - new sequence data is merged and the whole data set is rean-
alyzed. Here again, since all databases share the same schema, it is possible for a
program to query multiple instances. The source code of the Ensembl database and
software is freely available and can be installed locally. The drawback is its com-
plexity, which demands a trained computer expert for installation and maintenance.
It is more convenient for users to access one of the official Ensembl installations.

BioMart - BioMart15 [53] is a query-oriented data management system developed
jointly by the OICR (Ontario Institute for Cancer Research) and the EBI. BioMart
consists in a database (with schema) and a set of tools to query this database.
Databases participating to the federation must extract data from the original data
sources, and import them in a local BioMart implementation. A centralized service
is available to keep track of all the databases in the federation. Various graphical
clients exist like Martview16 . A web services API is also available (MartService).
BioMart can be seen as a complement to Ensembl and GMOD, offering a greater
federation service. BioMart is not widely used even though it is not a difficult system
to implement.

5 Discussion

In the previous sections we have described and discussed the main approaches and
systems for integrating biological data. It appears clear that more needs to be done
to provide a suitable solution for the problem. For the aim of this discussion it is
important to highlight that when we refer to biological data we are considering raw
data, methods, tools, as well as data derived by analysis. We deem that advances
in integrating biological data can be obtained exploiting interoperability. Interoper-
ability refers to the ability of diverse systems and organizations to work together.
Several criteria can be used to figure out the interoperability between two systems.
For our discussion, we concentrate on three well-defined criteria: software, syntac-
tic, and semantic interoperability.

14 http://www.ensembl.org
15 http://www.biomart.org/
16 http://www.biomart.org/biomart/martview/
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• Software interoperability refers to the ability of two or more software compo-
nents to communicate and interact requiring little or no knowledge among the
softwares.

• Syntactic interoperability refers to the ability of two system to communicate and
exchange data. This involves that to ensure the interoperability between two sys-
tems common data formats and communication protocols must be adopted. Syn-
tactic interoperability is a pre-requisite to semantic interoperability.

• Semantic interoperability refers to the ability of two systems to properly and
automatically interpret the exchanged data. Semantic interoperability is aimed at
avoiding ambiguities in interpretation of data.

In our opinion major benefits in biological data integration can be obtained exploit-
ing the advances in Web technologies. In fact, advances in Web technologies are
aimed at developing these criteria of interoperability. The Web is undergoing a con-
tinuous evolutionary process that crosses four evolutionary eras, from Web 1.0 to
Web 4.0. The Web 1.0 or World Wide Web has been characterized by the absence
of interaction with the users (read-only), and by a keyword search based approach.
The Web 2.0 is mainly characterized by a social and collaborative nature. The com-
munication is many-to-many and not one-to-many as in the Web 1.0. The Web 3.0
will bring semantic to the Web where any published document will be described
with additional information and data (i.e. metadata) so that to enable the query, the
interpretation, and to perform tasks automatically on behalf of the user. Finally, the
Web 4.0 which currently is the last planned evolution of the Web will integrate the
Web 3.0 with artificial intelligence.

As for the Web 2.0, it contributes to exploit the software interoperability. The
Web 2.0 defined two technologies useful to this goal: web services and mashups. A
web service17 is typically a Web API that is accessed via Hypertext Transfer Pro-
tocol and executed on a remote system, hosting the requested service. The World
Wide Web Consortium defines a web service as “a software system designed to sup-
port interoperable machine-to-machine interaction over a network”. For Stein [22]
web services are a variant of linked-based integration. The heterogenous collection
of linked data resources on the Web becomes a world of services that are linked by
service names and definitions. We deem web services a very powerful technology
for bioinformatics. Web services enable users to create specific on-demand data in-
tegration. With web services, users dispose of a programming environment to easily
retrieve and analyze data. In our opinion, a very interesting and important bene-
fit of exploiting web services technology is related with its collaborative aspects.
Typically, bioinformaticians define specialized pipelines of web services to query,
retrieve, and analyze biological data. These pipelines can be shared with the scien-
tific community as new web services [54][55]. In this way, the concept of software
reuse goes hand in hand with the concept of data integration reuse that refers to
the ability of generating new pipelines for integrating data from existing pipelines

17 http://www.w3.org/2002/ws/Activity.html
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rather than from scratch. A mashup is a new application development approach that
allows users to aggregate multiple services to create a service for a new purpose
[56]. Mashup is aggregation oriented rather than integration oriented. Data taken
from different resources on the Web with RESTful API or RSS-based syndication
are used to make a new web application. If web services aim at composing different
services to create new ones, mashups are aimed at aggregating different services.
The main disadvantage in using mashups is related with the fact that they are not
designed to access desktop data. This is a considerable disadvantage for bioinfor-
maticians. Despite that, mashups are rapidly gaining importance in life sciences.

As for the Web 3.0, it contributes to exploit both syntactic and semantic inter-
operability. Several technologies (e.g. RDF [57], RDFS [58], OWL [59]) aimed at
providing a formal description of data have been developed. The goal in the bi-
ological context is to transform the Web of biological data in a single repository
of data and knowledge easy to query. Despite efforts in this direction, due to the
specific knowledge domain semantic integration continues to be an open challenge.
Data integration in Web 3.0 exploits ontologies. Ontology-based integration can be
classified as LAV.

An ontology is a formal representation of knowledge. Ontologies represent both
the concepts within a domain, and the relationships between these concepts. Sev-
eral ontologies aimed at representing several knowledge domains have been de-
fined. Typically, an ontology can be anchored to other more general ontologies
with the aim of reusing the knowledge. With reference to biological field it can
be observed that ontologies are defined independently of other ones preventing the
knowledge reuse and making even harder the problem of integration [60]. In gen-
eral, researchers do not work to define standard ontologies for a specific knowledge
domain. Obviously, this way of proceeding is in contradiction with the philosophy
of the Web 3.0. Another relevant problem is related with the ambiguous identifi-
cation of resources. Often, ontologies that refer to a common concept use different
URIs. In so way, a resource could have ambiguous descriptions [61]. Despite several
proposals [62] [63] aimed at standardizing the identification of biological concepts
there is no common accepted identification scheme.

6 Conclusions

In this chapter we have discussed the current approaches, methods, systems, and
open issues of integrating biological data. First we provided a detailed analysis of
the main problems related with this task. We have discussed on the complexity of
the problem due to the heterogeneity of both data and sources. We followed, a de-
scription of the state of the art of the approaches adopted to deal with the general
problem of data integration. According to these approaches we have described the
systems that define the state of the art in integrating biological data. Finally, we dis-
cussed and stated our vision on new trends and challenges. In particular, we exposed
how the specificity of the domain makes the problem of data integration even harder.
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Despite existing efforts, biological data integration continues to be an open chal-
lenge. It appears clear that integration can not be achieved without the cooperation of
the data providers. The Biocuration Association, formed by the curators/annotators
of databases might be the first step towards that cooperation, which could be driven
“bottom-up” from the biologist/users to the developers.
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Glossary

• API: Application Programming Interface
• CPL: Collection Programming Language
• ETL: Extract Transform Load
• GAV: Global As View
• IDL: Interface Definition Language
• LAV: Local As View
• NMR: Nuclear Magnetic Resonance
• OWL: Web Ontology Language
• RDF: Resource Description Framework
• RDFS: Resource Description Framework Schema
• REST: Representational Transfer State
• RSS: Really Simple Syndication
• URI: Uniform Resource Identifier.
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