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Preface

We welcome you to the joint proceedings of the 11th NEW2AN (Next Generation
Teletraffic and Wired/Wireless Advanced Networking) and 4th ruSMART (Are
You Smart) conferences held in St. Petersburg, Russia, during August 22–25,
2011.

Originally the NEW2AN conference was launched by ITC (International Tele-
traffic Congress) in St. Petersburg in June 1993 as an ITC-Sponsored Regional
International Teletraffic Seminar. The first implementation was entitled “Traf-
fic Management and Routing in SDH Networks” and held by R&D LONIIS.
In 2002 the event received its current name, NEW2AN. In 2008 NEW2AN
received a new counterpart in smart spaces, ruSMART, hence boosting in-
teraction between researchers, practitioners and engineers from different areas
of ICT. NEW2AN/ruSMART are established conferences with a unique cross-
disciplinary mix of telecommunications science in Russia. NEW2AN/ruSMART
have always featured outstanding keynotes from universities and companies
across Europe, USA and Russia. This year NEW2AN / ruSMART were co-
located with the 11th International Conference on Intelligent Transportation
Systems (ITS) Telecommunications, an international forum on recent advances
in information and communication technologies for safe, efficient and green
transport.

The 11th NEW2AN technical program addressed various aspects of next-
generation network architectures. New and innovative developments for enhanced
signaling protocols, QoS mechanisms, cross-layer optimization and traffic char-
acterization were also addressed. In particular, issues of QoE in wireless and
IP-based multiservice networks were dealt with, as well as financial aspects of
future networks. It is also worth mentioning the emphasis placed on wireless
networks, including, but not limited to, cellular networks, wireless local area
networks, personal area networks, mobile ad hoc networks, and sensor networks.

The 4th Conference on Smart Spaces (ruSMART 2011) provided a forum
for academic and industrial researchers to discuss new ideas and trends in the
emerging area of smart spaces that create new opportunities for fully-customized
applications and services for users. The conference brought together leading ex-
perts from top affiliations around the world. This year there was active participa-
tion by industrial world-leader companies and particularly strong interest from
attendees representing Russian R&D centers, which have a good reputation for
high-quality research and business in innovative service creation and applications
development.

This year the technical program of NEW2AN/ruSMART/ITST benefited
from joint keynote speakers from European, Russian and USA universities, com-
panies and authorities.



VI Preface

We wish to thank the Technical Program Committee members of both confer-
ences and associated reviewers for their hard work and important contribution.

This year the conferences were organized in cooperation with the FRUCT
Program, ITC (International Teletraffic Congress), IEEE, Tampere University
of Technology, Popov Society, and supported by NOKIA. The support of these
organizations is gratefully acknowledged.

Finally, we wish to thank the many people who contributed to the organiza-
tion. In particular, Jakub Jakubiak (TUT, Finland) carried a substantial load
of submission and review, website maintaining, did an excellent job on the com-
pilation of camera-ready papers and interaction with Springer. Many thanks go
to Natalia Avdeenko and Ekaterina Livshits (Monomax Meetings & Incentives)
for their excellent local organization efforts and the conference’s social program
preparation.

We believe that the 11th NEW2AN and 4th ruSMART conferences provided
an interesting and up-to-date scientific program. We hope that participants en-
joyed the technical and social conference program, the Russian hospitality and
the beautiful city of St. Petersburg.

June 2011 Sergey Balandin
Yevgeni Koucheryavy

Honglin Hu



Organization

NEW2AN International Advisory Committee

Nina Bhatti Hewlett Packard, USA
Igor Faynberg Alcatel Lucent, USA
Jarmo Harju Tampere University of Technology, Finland
Andrey Koucheryavy ZNIIS R&D, Russia
Villy B. Iversen Technical University of Denmark, Denmark
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Abstract. Pervasive computing solutions are now being integrated into 
everyday life. Pervasive computing systems are deployed in homes, offices, 
hospitals, universities. In this work we present ECSTRA – Enhanced Context 
Spaces Theory-based Reasoning Architecture. ECSTRA is a context awareness 
and situation awareness framework that aims to provide a comprehensive 
solution to reason about the context from the level of sensor data to the high 
level situation awareness. Also ECSTRA aims to fully take into account the 
massively multiagent distributed nature of pervasive computing systems. In this 
work we discuss the architectural features of ECSTRA, situation awareness 
approach and collaborative context reasoning. We also address the questions of 
multi-agent coordination and efficient sharing of reasoning information. 
ECSTRA enhancements related to those problems are discussed.  Evaluation of 
proposed features is also discussed. 

Keywords: Context awareness, situation awareness, context spaces theory, 
multi-agent systems, distributed reasoning, collaborative reasoning. 

1   Introduction 

Pervasive computing paradigm focuses on availability and graceful integration of 
computing technologies. Pervasive computing systems, like smart homes or 
micromarketing applications, are being introduced into everyday life. Context 
awareness is one of the core challenges in pervasive computing, and that problem has 
received considerable attention of the research community. 

The majority of pervasive computing systems are massively multiagent systems – 
they involve potentially large number of sensors, actuators, processing devices and 
human-computer interaction. 

In this paper we present ECSTRA - system architecture for multiagent 
collaborative context reasoning, and situation awareness. ECSTRA builds on context 
spaces approach [6] as context awareness and situation awareness backbone of the 
system. 

The paper is structured as follows. Section 2 discusses the related work. Section 3 
briefly addresses context spaces theory, an approach that constitutes the basis for low-
level context reasoning and situation awareness in ECSTRA. Section 4 describes the 
structure of ECSTRA framework and addresses each of its architectural components 
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in details. Section 5 describes the implemented mechanism for collaborative context 
reasoning and context information dissemination in ECSTRA. Section 6 provides and 
analyzes evaluation results. Section 7 discusses the directions of future work and 
concludes the paper. 

2   Related Work 

The research community proposed various approaches to address the problems of 
context awareness, situation awareness and distribution of context information. 

Padovitz et. al. in [6] propose ECORA architecture. Being a predecessor to 
ECSTRA, ECORA utilizes situation awareness mechanism on the basis of context 
spaces approach. ECORA was a source of an inspiration for ECSTRA, but ECSTRA 
was designed and developed from scratch. Comparing to ECORA, our approach has 
extended support for multiagent reasoning, enhanced support for sharing and re-using 
reasoning information and also enables integration of context prediction and proactive 
adaptation components [1,2]. 

In the paper [4] authors introduced ACAI (Agent Context-Aware Infrastructure) 
system. ACAI approach introduced multiple types of cooperating agents: context 
management agent, coordinator agents, ontology agents, reasoner agents and 
knowledge base agents. Context is modeled using ontologies. Comparing to ACAI, 
our approach features less specialized agents that are less coupled with each other. 
Agents are acting and sharing information without establishing sophisticated 
hierarchy. It makes our approach more robust and flexible to common disturbing 
factors like agent migration or communication and equipment failures. Instead of 
using the ontologies like ACAI, ECSTRA uses the methods of context spaces theory, 
that provide integrated solution from low-level context quality evaluation to situation 
awareness. 

The work [9] featured CDMS (Context Data Management System) framework. 
That approach introduced the concept of context space (the set of context parameters 
needed by context aware application) and physical space (the set of raw sensor data 
provided by environment). Dissemination of context data from physical spaces is 
arranged using the P2P network. The approach [9] provided very advanced solutions 
for context data retrieval: query evaluation, updates subscription, matching between 
context spaces elements and relevant physical spaces elements. Comparing to CDMS, 
our approach features much higher degree of independence between context aware 
agents. It ensures better capabilities of information exchange between peer reasoning 
agents, and it ensures the robustness to different agent entering or leaving the system. 
In our framework context reasoning is completely decentralized. Context aware 
agents are capable of exchanging the information between each other, not just from-
bottom-to-top manner. We utilize relatively flat publish/subscribe system, which 
allows us to employ loose coupling between multiple context aware applications, and 
make the system even more robust to reasoning agent migration. Our approach to 
context reasoning is based on context spaces theory and situation awareness principle, 
which provides simple, but yet flexible and insightful way to reason about real life 
situations. 
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The work [8] proposed MADIP multiagent architecture to facilitate pervasive 
healthcare systems. As a backbone MADIP utilized secure JADE [10] agent 
framework in order to maintain scalability and security criteria. ECSTRA uses Elvin 
publish/subscribe protocol [11], which provides sufficient functionality for the search 
and dissemination of necessary context information, and also ensures independence 
and loose coupling of reasoning agents. Exact mechanisms for context awareness and 
situation awareness are not in the focus of [8], while it was the main concern when 
developing ECSTRA. 

3   Theory of Context Spaces 

The context reasoning and situation reasoning mechanisms of ECSTRA framework 
are based on context spaces theory. The context spaces theory is an approach that 
represents the context as a point in a multidimensional space, and uses geometrical 
metaphors to ensure clear and insightful situation awareness. The main principles of 
context spaces theory are presented in [5]. 

A domain of values of interest is referred to as a context attribute. For example, in 
smart home context attributes can be air temperature, illuminance level, air humidity, 
etc. Context attributes can as well be non numerical, like on/off switch position or 
open/closed window or door. 

In spatial representation a context attribute is an axis in multidimensional space. 
Multiple relevant context attributes form a multidimensional space, which is referred 
to as context space or application space. 

The set of values of all relevant context attributes is referred to as a context state. 
So, the context state corresponds to a point in the multidimensional application space. 
Sensor uncertainty usually makes the point imprecise to a certain degree. Methods to 
represent context state uncertainty include context state confidence levels and 
Dempster-Shafer approach [7]. 

The real life situations are represented using the concept of a situation space. 
Reasoning over the situation space converts context state into a numerical confidence 
level, which falls within [0;1] range. In context spaces approach a situation 
confidence value is viewed as a combination of contributions of multiple context 
attributes. 

Confidence level can be determined using formula (1). 

∑ ∗
N

=i
iiS,iS )(xcontrw=(X)conf

1

                                               (1) 

In formula (1) confidence level for situation S at context state X is defined by 
confS(X). The context state vector X consists of context attribute values xi, the 

importance weight of i-th context attribute is wi (all the weights sum up to 1), the 

count of involved context attributes is N, and the contribution function of i-th context 
attribute into situation S is defined as contrS,i(xi). 

Contribution function is often a step function that is represented by formula (2). 
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Practically, any boundary can be included or excluded, for as long as the set of 
intervals covers entire set of possible values and the intervals do not overlap. For non-
numeric context attributes the intervals are replaced with the sets of possible values. 

Next section discusses our proposed ECSTRA framework. 

4   ECSTRA Framework 

ECSTRA (Enhanced Context Spaces Theory-based Reasoning Architecture) is a 
distributed mutiagent context awareness framework, with its architectural elements 
distributed across the pervasive computing system. ECSTRA is presented in figure 1.  

Environmental parameters are measured and supplied by sensors. From the 
perspective of this research, human-computer interaction can be viewed as providing 
sensor input as well. However, raw sensor data is not the context information yet. 
Pervasive computing system needs to label that information, put necessary tags on it, 
evaluate its uncertainty and reliability, and distribute it within the system. These 
functions are carried out by the gateways. Gateways process information obtained 
through sensor networks, translate it into context attributes (most importantly, assign 
the unique names and define the uncertainties) and publish it to the special 
publish/subscribe service. Therefore, gateways process the sensor readings and create 
low-level context information out of it. Sensor uncertainty estimations can be either 
provided by sensors themselves or calculated by the gateway. Usually gateways are 
deployed on the devices directly connected to the sensor network base stations. 

 

Fig. 1. Enhanced Context Spaces Theory-based Reasoning Architecture (ECSTRA) 
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Fig. 2. Reasoning Engine Structure 

ECSTRA uses publish/subscribe system as a tool to distribute the context 
information. We use Avis open source implementation [12] of Elvin publish/subscribe 
protocol [11]. Reasoning agents subscribe to necessary context attributes information, 
and gateways publish the data they have. With separate publish/subscribe approach 
the context dissemination process becomes very flexible and almost transparent. Both 
the gateways and the reasoning agents can migrate freely, and it takes just 
resubscription in order to restore the proper information flow. 

Reasoning engines are container entities that consist of one or more reasoning 
agents. The structure of reasoning engine and reasoning agents is depicted in figure 2. 

Reasoning agents directly perform the context processing and situation reasoning. 
Every reasoning agent works with some part of the context. Sharing reasoning process 
between several reasoning agents can help to make reasoning agents more lightweight 
and parallelize the reasoning process. 

Reasoning agent comprises context collector and application space. 
Context collector block has the following functions: 

1. Aggregating context data to a single context state. Sensor readings arrive one 
at a time, but application space requires the entire context state vector at any moment.  

2. Delivering new context states to the application spaces. Context collectors 
update the context state upon receiving of any new context attribute from 
publish/subscribe engine. 

3. Managing the subscription to context information. It is the responsibility of 
context collector to subscribe to the necessary context information and to re-subscribe 
after the agent migration or restart. 

4. Track the deterioration of quality of context over time. If there is no 
information received in a while, the context collectors update the context quality 
estimations and increase the expected uncertainty. 

The application space block and the situation space blocks within it correspond to 
application space and situation spaces of context spaces theory. Application space 
handles context reasoning process and defines all the questions of situation algebra 
(reasoning about situation relations in terms of logical expressions, see [5]) syntax 
and semantics. Situation space handles all the questions of situation representation. 
Currently ECSTRA supports original context spaces theory situation definition, fuzzy 
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situation inference [3], and a set of specially developed flexibility-optimized situation 
space formats, which are the subjects of ongoing work. 

Another function of application space is sending notification to the clients that new 
context data have arrived. Application space operates only with context states as input 
data, and between the changes of context state the reasoning results remain the same. 
The client does not have to be subscribed to context data change, in order to request 
reasoning from application space. If the client is interested in receiving the context 
state itself right after the update, it can subscribe directly to the context collector using 
the application space to context collector interface. 

As it was noted before, the context state within the application space does not 
change in the time between the notifications of context collector. That allows 
reducing the reasoning efforts by introducing the cache of reasoning results. If any 
ECSTRA client requested the reasoning about the certain situation, either like a single 
situation or within the situation algebra expression, the reasoning results are put into 
reasoning results cache. Later, if the context state did not change yet, but the same 
situation is requested again (once again, either as a single situation or a situation 
within algebra expression), ECSTRA takes the information from the cache. After 
context state changes, situation confidence levels might change as well, and cached 
results can no longer be trusted. Therefore reasoning results cache is cleaned when the 
new context state is received. 

External clients are not a part of ECSTRA (some exceptions are provided in 
section 5). They connect to the application space, send reasoning requests and obtain 
the result of reasoning. For example, CALCHAS context prediction and proactive 
adaptation framework [2] can be a client of ECSTRA. Usually reasoning requests are 
presented in the format of situation algebra expression, and reasoning results are 
either confidence level or Boolean value, that represents the validity of requested 
expression with respect to current context state. 

As a part of this work, we implemented several enhancements to original ECSTRA 
architecture, which take the advantage of multi-agent and distributed nature of 
pervasive computing system. 

5   Distributed Context Reasoning 

The architecture of ECSTRA was designed to allow distributed reasoning and 
information sharing between agents. ECSTRA allows sharing high-level reasoning 
results. This approach encapsulates low-level reasoning efforts of different agents and 
reduces the amount of overlapped reasoning efforts between several reasoning agents. 

Several particular features of ECSTRA enable distributed context reasoning. Those 
are context aware data retrieval, subscription-based reasoning result sharing and 
multilayer context preprocessing. 

5.1   Context Aware Data Retrieval 

Consider the following motivating scenario: the user is in a smart home. User’s 
context is managed by PDA and the light level is requested from the sensor in the 
room. Practically it makes sense to treat the current light level around the user as a 
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user’s context attribute. However, the context attribute “CurrentLightLevel” will be 
represented by different sensors depending on the context. Here the required sensor 
will depend on user location. 

To summarize, sometimes single context attribute corresponds to different sensors 
in different occasions. The context aware data retrieval aims to overcome that 
problem. The idea is to adaptively resubscribe to different context sources, depending 
on the current context information itself.  

The method is to enhance collector with two additional functions: resubscription 
on request, and masking the global name of context attribute to replace it with its 
local name. As a result, for the application space the technique is completely 
transparent, and the computational core does not require any modifications. New 
block, subscription manager is introduced to manage the subscription switching. 

Context aware data retrieval architecture is depicted in figure 3. 

 

Fig. 3. Context Aware Data Retrieval – Architecture 

 

Fig. 4. Context Aware Data Retrieval – Protocol 



8 A. Boytsov and A. Zaslavsky 

Context collector accepts commands from subscription manager. Subscription 
manager, in turn, contains the set of rules that define resubscription procedures.  
Subscription manager acts as a client to the application space. 

The simplified protocol of resubscription decision making is depicted in figure 4. 
The efficient use of that technique can allow to significantly reduce the number of 

context attributes under consideration, and to bring the number of involved context 
attributes down to the tractable numbers even for large-scale systems. Also it can 
significantly simplify the development of situation spaces. 

5.2   Reasoning Results Dissemination 

In practice several remote clients can be interested in the results of reasoning agent 
work. Moreover, situation reasoning results can be taken as context attributes by other 
reasoning agents (if carried out properly, it can simplify the reasoning activities). The 
possible enhancement for that case is to reason about the situation and then to return 
the reasoning result into publish/subscribe engine. In ECSTRA it is implemented in a 
manner, presented in figure 5. 

 

Fig. 5. Sharing of Reasoning Results 

As depicted in figure 5, situation sharing block returns the results of situation 
reasoning to publish/subscribe system. The subscribers to those results can be either 
other reasoning agents, or remote external clients themselves. The outer interface of 
situation sharing block resembles the interface of a gateway. It allows packing the 
shared information in context attribute-like format.  This format allows managing 
context attributes and shared situations in a unified manner. The situation reasoning 
results (in the format of confidence level or binary occurrence) can be subscribed to 
and taken as an input by other reasoning engine, and this can create hierarchical 
distributed reasoning structure. 

This approach can significantly reduce the necessary amount of reasoning activities 
and allow efficient sharing of information between reasoning agents and the external 
clients. Also this approach can naturally construct a hierarchy of reasoning activities, 
and this hierarchy will be relatively flexible and robust to agent migration and 
replacement, especially if combined with context aware data retrieval. 
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5.3   Multilayer Context Preprocessing 

If both the number of context attributes and the number of reasoning agents are large, 
the efforts for context preprocessing might be significant. Context preprocessing 
efforts can be reduced by applying the multilayer context preprocessing technique, 
depicted in figure 6. 

 

Fig. 6. Multilayer Context Preprocessing 

If N reasoning agents within reasoning engine have the common subset V of 
context state vector, the system can construct the context collector for context state V. 
Then obtained context state V can be used by all N context collectors directly. As a 
result, instead of N times preparing the vector V, that vector will be derived just once, 
and then distributed among all the interested reasoning agents. 

So, multilayer context preprocessing approach can reduce the context preparation 
efforts. It is completely tolerant to the migration of context sources. However, 
multilayer structure can cause problems during the reasoning agents migration. As a 
result, multilayer context preprocessing should be used when there are many 
reasoning agents, but those reasoning agents are not likely to migrate separately. 

6   Evaluation of Situation Reasoning 

The theoretical analysis of situation reasoning complexity is presented in table 1. The 
definition of the situation space is presented in section 3 in expressions (1) and (2). 
We refer to the total number of involved context attributes as N, to the number of 
involved intervals on i-th context attribute as mi, and to the total number of involved 

intervals on all the context attributes as M =∑
i= 1

N

mi . 

It should be noted that M ≥ N – there is at least one interval per context attribute. 
In practice often M>>N. Summarizing table 1, we expect that reasoning time will be 
linearly dependent on the number of intervals. 
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Table 1. Situation Reasoning Complexity 

Operation Order Details 
+ O(N) On formula (1) the sum contains N summands. There are 

no more additions involved. 
* O(N) On formula (1) every summand has one multiplication 

within. There are no more multiplications involved. 
comparison O(M) Consider formula (2). For every context attribute the 

necessary interval will be taken the last in the worst case. 
That gives O(M) comparisons as the worst case 
estimation. 

 

Fig. 7. Situation Reasoning Efficiency 

The experiment was performed as follows. Situation spaces and context states were 
randomly generated. There were 1000 randomly generated situations in a single 
application space. For every generated situation the number of intervals was 
generated uniformly between 1 and 60. Then the distribution of intervals between 
context attributes was generated uniformly. For every situation the reasoning was 
performed 10000 times without using the results cache, and then average reasoning 
time was taken as a result. Testing was performed on Lenovo ThinkVantage T61 
laptop. 

The results are depicted in figure 7. 
The exact analysis of hetersocedactic properties of situation awareness complexity 

is being done as a part of advanced situation awareness, which is mentioned as future 
work direction in section 8. For the purpose of current research averaging out the 
results for every number of intervals (right plot in figure 7) provides enough accuracy. 

Situation cache provides significant improvement in reasoning time. We performed 
testing on similar equipment. The number of generated situations varied from test to 
test, and for every situation reasoning results were in the cache. The reasoning time 
was calculated as an average for 1000 random reasonings. The results are presented in 
figure 8. 

More detailed results can be found in table 2. 
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Fig. 8. Situation Cache Efficiency 

Table 2. Situation Cache Efficiency 

Cache Size 
(situations) 

25000 26000 27000 28000 29000 30000 31000 

Average 
Reasoning 
Time (ms) 

0.0653 0.0628 0.0623 0.0623 1.1836 1.1972 1.4400 

 
As expected, if the reasoning result is taken from the cache, reasoning time does 

not depend on the size of situation space, but it does depend on the number of 
situations in the cache. As it is shown in table 2 and figure 8, until the amount of 
situations in the cache reach 29000, reasoning time is ~0.06 ms, which is less than 
time for reasoning about 1-interval situation. However, when the number of situations 
in the cache reaches 29000, the reasoning time starts to grow rapidly. 

So the general recommendation is to use the situation cache even for the situations 
with low number of intervals, unless the count of situations in the cache exceeds 28000. 

7   Conclusion and Future Work 

In this work we presented the pervasive ECSTRA computing framework and 
application, that is capable of context reasoning and  situation reasoning. ECSTRA is 
designed to fit multi-agent and highly distributed nature of pervasive computing 
systems. 

We identified the following possible directions of future work: 

• Advanced context aware data retrieval. Currently the context aware 
resubscription technique is defined by static rules. It might work well for the 
relatively small systems, but for large-scale pervasive computing systems like smart 
towns it will result in enormous amount of rules. In order to address large-scale 
context aware data retrieval problem, we need advanced language of re-subscription 
rules, combined with efficient context attribute naming technique. 
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• Advanced situation awareness. The situation reasoning techniques of context 
spaces theory provide a memory efficient and fast situation awareness solution, but 
sometimes they lack flexibility, and many real-life situations cannot be defined in the 
terms of expressions (1) and (2). The search of new situation definitions and analysis 
of its efficiency is the subject of ongoing work. 

• Reliable distributed context delivery. Reasoning agents are mostly vulnerable 
when they are migrating. If the context information update arrives during the 
migration of the agent (after unsubscribing, but before subscribing), it can as well be 
lost. In that case, loose coupling between sender and receiver, the important benefit of 
publish/subscribe system, becomes a disadvantage. The possible remedy for that 
problem is establishing some kind of knowledge storage agents that contain up-to-
date data. Another possible option is introducing the request for data within 
publish/subscribe space. 

• Smart situation cache. Currently situation cache can be either on or off. If 
situation cache is on, it stores any situation reasoning results. In section 6 we proved 
that situation cache significantly reduces reasoning time, unless there are tens of 
thousands of situations in it. Situation cache can be further enhanced by smart 
decision making about whether to put the situation in it or not. Situations in the cache 
can be preempted depending on number of intervals (and, therefore, expected saved 
time). Another possible enhancement is to allow entire situation algebra expressions 
in the cache. The implementation details of those techniques, as well as efficiency of 
those methods, are yet to be determined. 
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M. Mohsin Saleemi, Natalia Dı́az Rodŕıguez, Johan Lilius, and Iván Porres

Turku Centre for Computer Science (TUCS)
Department of Information Technologies, Åbo Akademi University
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Abstract. This paper presents an approach for developing context-
aware intelligent applications for Smart Space-based infrastructure. The
goal is to model and process context information using our development
tool and Nokia’s Smart-M3 architecture. We propose an adaptable and
scalable context ontology, an ambient computing framework based on
Smart Spaces and a rule based reasoning to infer high level context. Our
approach deals with key issues in context aware ubiquitous computing
such as adaptive and proactive changes in the environment, incorporation
of novel sources of context information and automatic code generation
from the context ontology to provide seamless interoperability.

1 Introduction

Context consists of any information that can be used to characterize the sit-
uation or state of an entity [7]. Entities can include anything e.g. a person, a
physical object, an application or a device that is used to interact with the user.
The concept of context has very broad view which can essentially consider any-
thing as a context such as physical objects, applications, environment and the
users. For example, physical context of a person can include his location, time
etc; his social context can include his social relations e.g. family and friends etc,
his activity context can include any tasks he performs in his daily life (watch-
ing TV, listening music, talking on phone, etc). In pervasive and context-aware
computing, a user should be able to readily accomplish an action which possibly
can include cooperation and collaboration with others using multiple devices
and networks as he moves in the environment. In this way, a whole new universe
of intelligent applications would automatically adapt to the user’s intention. For
example, your smart phone could notice that your favorite program starts in 5
min. based on your profile information or a fan page on Facebook and the TV
guide available on the broadcaster’s web page. Then it could use GPS to find
that you are not at home and deduce that it needs to start the PVR (Personal
Video Recorder) at home. This kind of intelligent applications need the context
information from different sources to adapt to the user’s preferences without
involving human interactions. The context-aware intelligent applications can be
realized by exposing the context information, internal data and functionality of

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 14–25, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Smart-M3 Architecture

the devices and ensuring data interoperability between them. This requirement
is due to the variety of devices to be used and the need for interacting with each
other within the context.

To enable the above mentioned cross-domain scenario and to solve the inter-
operability issue, one way is through the notion of Smart Space. A Smart Space
is an abstraction of space that encapsulates both the information in a physi-
cal space and the access to this information allowing devices to join and leave
the space. In this way the Smart Space becomes a dynamic environment whose
identity changes over time when a set of entities interact with it to share infor-
mation. For example, communication between the mobile phone and the PVR in
the above scenario does not happen point-to-point but through the Smart Space
whose members are the mobile phone and the PVR. We have developed a pro-
gramming interoperability solution for rapid application development in Smart
Spaces that can be extended to support context-aware intelligent applications
[10]. Our solution is based on Nokia open source Smart-M3 architecture [4], an
ideal choice for developing pervasive applications as it includes: 1) A blackboard
software architecture which is cross-domain, cross-platform and enables knowl-
edge share and reuse. 2) Ontology governance process (information stored in
RDF) ensuring seamless information interoperability.

2 Smart-M3 Architecture

The Smart-M3 (Multi part, Multi device and Multi vendor) architecture [12][4]
provides a particular implementation of Smart Space where the central repos-
itory of information is the Semantic Information Broker (SIB). The Smart-M3
space is composed of one or more SIBs where information may be distributed
over several SIBs for the later case. The devices see the same information, hence
it does not matter to which particular SIB in a M3 space a device is connected.
The information is accessed and processed by entities called Knowledge Proces-
sors (KPs). KPs interact with the M3 space by inserting, retrieving or querying
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information in any of the participating SIBs using access methods defined by
the Smart Space Access Protocol (SSAP). Smart-M3 provides information level
interoperability to the objects and devices in the physical space by defining
common information representation models such as the Resource Description
Framework (RDF). Since Smart-M3 does not constrain to a specific structure
of information, it enables the use of ontologies to express the information and
relations in a KP application providing multi domain support. Figure 1 shows
the overall Smart-M3 architecture.

3 Application Development for Smart-M3

We use an ontology-driven development approach for Smart-M3 for mapping on-
tologies to Object Oriented Programming[3][10]. Our approach consists of two
parts. The first part is the generator that creates a static API from an OWL
ontology. This mapping generates native Python classes, methods and variable
declarations which can then be used by the KP developer to access the data
in the SIB as structured and specified in the OWL ontology. The second part
is the middleware layer which abstracts the communication with the SIB. Its
functionality is the handling of RDF Triples (Subject, Predicate, Object) with
the generated API. This consists of inserting, removing and updating Triples
and committing changes to the Smart Space. It also provides functionality for
synchronous and asynchronous queries. Our approximation enables application
developers to use the generated API to develop new KPs and applications with-
out worrying about the SIB interface as the generated API takes care of the
connection to the SIB each time an object is created.

In this application development approach, the concept of application is not
the traditional control-oriented application running on a single device but a
number of independently operated KPs which may run on different devices and
are grouped together to be perceived as a single application. For instance, chat,
calendar synchronization and multi-player games are examples of applications
using this approach where a set of KPs, each handling a specific task, run on
multiple smart devices and coordinate and interact with each other through the
SIB to make a complete application. This coordination between KPs is done in
the form of data exchange through the SIB where KPs subscribe to or query
for specific data to perform a specified task. Application ontologies are used to
describe data in the SIB and directs the KPs to access and manipulate data
related to their functionality.

4 Context Ontology Model

Context information can be modeled using a variety of approaches such as key-
value models, graphical models, object oriented models, logic based models and
ontology based models [5]. We have chosen to use ontology based context mod-
eling because of several reasons. Firstly, as our Smart-M3 architecture provides
an interoperability solution based on ontology models, we can benefit from auto-
matic code generation and ontology reasoning. Secondly, ontologies are the most



A Framework for Context-Aware Applications for Smart Spaces 17

Fig. 2. Context Ontology of a user

promising and expressive models [5] fulfilling requirements for modeling context
information. Thirdly, ontology based models provide advantages of flexibility, ex-
tendibility, genericity and expressiveness which are key factors in context-aware
systems.

Information about the user’s context is significant if enables the ambient sys-
tem and applications to adapt to the user’s preferences. In this paper we refer to
all information that characterize the situation of a user as his context. In order
to make the system more adaptive to the user’s behavior, we propose to use
multiple dimensions as the context of a user. Figure 2 shows these dimensions
in an example context ontology. We divided the user’s context in two broad
categories, namely atomic context and inferred context. Atomic context refers
to the context data acquired directly from context providers. The sources of
atomic context can be any source providing relevant information to describe a
user’s situation. The inferred context refers to the information deduced from
the given context data. We modeled user’s context using six context dimensions:
Time, Locality, Devices, Activity, Occupancy and Associations. Although this is
not the only set, we believe that it is enough to capture most of the concepts.
The user’s context can be fully described in most of the domains by using these
dimensions.

As the context ontology defines the basic terms and relations related to the
user context that are applicable in every possible domain, we have defined it
as an independent layer as shown in Figure 2. The user interactions involve a
number of devices and appliances available in the environment which make the
context dimensions of the ontology consider their activities and associations as
domain independent types. The upper ontology in Figure 2 represents the core
concepts to model user’s situations in the environment and it appears feasible
to have an unified upper context ontology capable of dealing large communities
of users in wide range of domains. The lower part of Figure 2 shows the domain
specific ontologies which describe concepts related to the domain in question by
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Fig. 3. System architecture

enumerating the concepts presented in the upper context ontology. For example,
activity is a domain independent type of context but the tasks which are per-
formed under this concept in the office domain such as meeting, presenting etc.
are different when compared with tasks in the home-automation domain. Each
specific domain has its own definition of the user’s activity in that particular
domain and even for the particular applications in that domain.

The system can thus, deduce information not explicitly given in the ontology,
e.g. if the user is in the living room and the TV is ON then it implies that the
activity is watching TV. Similarly, the system can deduce that the user is busy
if he is talking on the phone, even if his calendar shows no activity at that time.
In this way, by using the context information from different dimensions, the
system can adapt to the user’s current behavior and make the decisions rather
dynamically.

5 System Architecture

Figure 3 shows the overall architecture of our context-aware system that sup-
ports pervasive applications from different domains. It consists of the following
components.

Context Providers: A range of context provider KPs give atomic information
about the user’s context. Context providers cover from low level data obtained
from sensors, GPS, RFID, WiFi, etc. to data from web services or user profiles.
Atomic context information from these providers is used to infer new context
information at higher level using inference rules and the context reasoner. The
system provides two levels of inferences. At the first level, atomic context infor-
mation infers new information while in the second the inferred context informa-
tion is used to infer higher-level information.
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Context DataType Interpreter : Context information from different data
sources has diverse chronological features and data formats. The system needs a
type conversion to map the value of one input type to another value of another
input type to allow new and innovative information sources to be used. E.g. the
temperature sensor’s integer value at a given timestamp must be converted to
the actual temperature in Celsius. GPS coordinates should be mapped to give
the corresponding building number. The context interpreter is responsible for
converting raw data to meaningful context information that can be put into
ontology for use by other components of the system. In this way the context
ontology is extended automatically. For this purpose all atomic data sources
should specify their functionality in terms of input and output data types as
well as other meta information such as how long is the validity of its data, how
accurate is the data, its nature i.e data is sensed or defined etc. This can be done
by using Web Ontology Language for Services (OWL-S) [1] which has capabil-
ity to specify characteristics and functionalities of all the information sources.
OWL-S would facilitate Context DataType Interpreter to easily map data values
from heterogeneous devices.

Context Reasoner/Rules Interpreter : This module is responsible for inferring new
higher level context from given atomic context information. The context reason-
ing is based on inference rules defined by KP developers which are then provided
to the Python Rule Module. Also other information sources and inference rules
can be provided as separate libraries. This module may trigger the execution of
rules based on the current context information which in turn infers new con-
texts. It enables the context-aware system to be tailored for specific application
scenarios. For example, if a user is in his bedroom, the bed sensorOn is true and
the lightOn is false, the reasoner can infer that the user’s activity is sleeping
and put this inferred context information in the Semantic Information Broker.
The context reasoner can also infer context properties using ontology reasoning
by specifying inter-ontology relationships. This means inferring hierarchy classes
and properties related to objects in the context (a sensor is attached to a sofa
and the sofa is in the living room; thus, the sensor is in the living room).

Ontologies: OWL ontologies define the context. They represent both data directly
sensed from context providers and information inferred from this data using in-
ference rules. The context ontology describes generic concepts related to the indi-
vidual and consists of atomic information from the information sources, inferred
information from the atomic information using the inference rules and the infer-
ence rules. The core context ontology of an individual is extended when the new
inferred information using the inference rules is added to it as shown in Figure 4.

Inference Rules : The inference process by the reasoner requires a set of infer-
ence rules that are used to infer new context related to an individual. These
inference rules are created using a predefined format (section VI) and provided
to the system as a set of imported libraries. The rules are domain specific and
deterministic and the rule interpreter uses them to combine instances of context
to infer new context information.
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Fig. 4. Ontology extension based on Inferred context

5.1 Inference Rules and Context Reasoning

In context-aware ubiquitous systems where the emergence of increasing number
of devices are used to perform desired services, we need to impose control con-
straining the participating devices’ behavior. Rules can define how to react when
a phone rings during a meeting; how to handle multiple requests to play different
channels on a single TV at the same time; how to infer the user’s activity using
the active context information from multiple KPs. The inference rules, based on
logic programming, allow context information origination from the provided set
of ontologies. Its evolution/adaptation is caused by KPs taking part in the appli-
cation. Figure 4 shows the ontological model after inferring context information.
Dotted ellipses represent the application specific part of the context ontology.

We have defined an inference rule using a 3-clauses pattern:
With clause models declarations and assertions.
When clause contains events that trigger the rule.
Then clause includes conclusions representing inferred information after the

rule is triggered.
Following there are few examples which illustrate our approach to define in-

ference rules. The first rule states that if the user is in room B4050 at a specific
time 13:20, and the room is occupied between 13:00 to 15:00 having more than
one person there, then the user’s activity is inferred as busy in a meeting.

with U:- User(id="1", role="Student", name="Mohsin"),

R:- Room(room No.="B4050", location= "ICT"),

P:- projector (id="101", type="ProModel")

when U.locatedIn (R, atTime"13:20"),

R.occupied("13:00-15:00"), P.locatedIn:- R,

R.number of people > 1, P.statusON

then U.busyInMeeting

The inferred context information can then be used by another rule to infer
other level information or to perform a task when some event is triggered. For
example, the following rule states that when the user is in the meeting then
forward incoming calls to his voice mail without interrupting him.

with U:- User(id="1", role="Student", name="Mohsin"),

Ph:- phone(id="10", type="Iphone", model="4G")

when Ph.incomingCall, U.busyInMeeting, Ph.owner:- U

then Ph.activeVoicemail
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There might be some emergency cases when the user does not want to ignore
incoming calls. The following rule overwrites the result of the previous one when
the calling person is the user’s wife giving a beep to the user’s phone. The user’s
relationship with the caller can be obtained from existing ontologies given to the
system, such as Friend of a Friend (Foaf) ontology in this case.

with U:- User(id="1", role="Student", name="Mohsin"),

Ph:- phone(id="10", type="Iphone", model="4G"),

C:- Caller(name="Samra", association="wife")

when Ph.incomingCall, U.busyInMeeting,

Ph.owner:- U, U.relation:- C

then Ph.beepOnce

The following rule infers based on the user’s context information that the user
is out for lunch.

with U:- User(id="1", role="Student", name="Mohsin"),

Res:- Restaurant(name="Unica", location= "ICT")

when ResOpen:- true, U.locatedIn(Res, atTime"12:15"),

timeInterval > 5 min

then U.havingLunch

A set of rules are to be specified for each domain. The rules above represent
office domain. Based on the context information from multiple context dimen-
sions, the system triggers, when certain changes happen, the activation of the
associated rules.

6 Implementation

We use Python’s meta-programming features to enable writing Python code
which includes logic programming statements representing inference rules. These
are inspired from the event-condition-action (ECA) rules model which is a tech-
nology from active databases for supporting dynamic functionality [9]. The in-
terpreter for the inference rules is in its early stage of development.

6.1 Development Framework

The first task is defining a script language to use OWL2 allowing the user to
express rules as section V showed. The second task is the integration of those
logic expressions to work with ontologies into a functional Object-Oriented lan-
guage. Because of its versatility, metaprogramming opportunities and ease of
prototyping (easy to learn and use) we chose Python. Thus, given a context, the
programmer could define in a simple way and beforehand the underlying rules
that pervasively help the user daily in his Smart Space.

The third task is the integration of first and second approaches with the
Smart-M3 Ontology to Python API Generator framework [3], which makes more
intuitive to the programmer the definition of pervasive applications. This tool
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provides automatic generation of a Python API for every OWL class as well as
setters and getters among other methods to interact effortlessly with the common
SIB through which all KPs communicate with each other.

In this section we focus on the second and third tasks and its motivation.
Given the functionality provided by the Smart-M3 Ontology-Python framework,
there is a need for designing a rule syntax language that allows users -with basic
programming skills- easy definition of rules to model DIEM applications. In this
way the need for learning OWL or query languages is minimized or null.

6.2 Programming Knowledge Processors in Python

The main feature of the Python Rules Module is to encapsulate, acting like a
bind, the SIB interface. Our implementation approach is inspired by Pythologic,
Prolog syntax in Python [2].

A Rule is structured as follows:

With() |= When() >> Then()

– With() Clause represents assumptions about existence of individuals.
– When() Clause represents conditions, when the KP must execute.
– Then() Clause represents actions to trigger.

In this way, the application programmer does not deal with RDF Triples
directly but mainly with logic Python expressions. Therefore, the programmer
could embed into Python code expressions like:

1 condition1 = lambda: user.isBusy()

2 condition2 = lambda: room.getOccupied ()

3 conditions = [condition1 , condition2 ]

4 action = lambda: user.setVoiceMail (True)

5 myRule = With ([user , room ]) // When(conditions ) >> Then(

action)

6 diem.addRule(myRule)

Listing 1.1. Rule definition with Python Rules Module

The underlying implementation of the Python Rules Module translates Python
logic expressions to the SIB API main interface: Query, Subscribe, Insert, Re-
move, Update. Thus, the Python Rules Module just needs to be imported to be
used with the KP class where the DIEM application is coded:

– With(): If instances in With() exist in the SIB (SIB-Query), proceeds to
evaluate When(). The check includes the ontology’s Python object declara-
tion, this is, other KPs know about it.

– When(): If When() is true (SIB-Query), executes Then(). If not, sets a SIB-
Subscription to the attributes in When clause. The subscription capability
provided by the Smart-M3 SIB allows knowing when the value of certain
attribute has changed so that the rule can be evaluated again avoiding, in
this way, unnecessary infinite query loops or traffic bottlenecks.
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– Then(): If With() & When() satisfy, executes Then(), which translates into
SIB-Update/ SIB-Add/ SIB-Remove/ SIB-Unsubscribe (results may update
RDF Triples).

A Knowledge Processor can be located e.g. in any smart phone or device and
can be for example a phone application for getting the local temperature from
the Internet or a sauna/thermostat activator. All the KPs can be created and
connected to the Smart Space (called ’x’ in this example) in the following way:

7 def main(args):

8 app = QtGui.QApplication (sys.argv)

9 smartSpace = (’x’, (TCPConnector , (’127.0.0.1 ’, 10010))

)

10 KP = PhoneKP.create(smartSpace )

11 # Definition of Rules

12 sys.exit(app.exec_())

Listing 1.2. KP Programming and Connection to the Smart Space ’x’

Straight after the KP is created, the user could define the Python rules related
to the existing KPs. Then, connect the KPs to the Smart Space and run them
is the only thing left.

If EmptyKP.py (provided by the Ontology-Python Generator) is used, instance
declarations will automatically translate to insertions of Triples into the SIB.
This allows other KP applications connected to the same Smart Space to know
about those individuals’ existence to interact with them. In the Python Rules
Module, every KP application contains a TripleStore instance (produced by
Ontology-Python Generator) representing the Smart Space’ SIB. At last, the
With(), When() and Then() clauses translate its Python statements to one of
the implementation options given by the Ontology-Python Generator. These are
SIB calls in RDF or WQL language. Our approach shows that learning OWL or
query languages is not needed for interconnections with the SIB and interactions
with other devices’ KPs.

7 Related Work

The research in context-aware computing provides a wide number of context-
aware systems and approaches for application development. Starting with con-
text modeling, there are plenty of different points of view, but since the ontology
model wins the rest regarding simplicity, flexibility, extensibility and expressive-
ness, we focus in comparison with ontology based systems and similar systems
to ours. A good compendium of pros and cons in relation to design architectures
and context models [5] shows that, already in 2004, similar advanced ontology-
based context models were presented.

CoBrA and SOCAM are some of them using their own OWL-based approach
for context processing while others like Context Managing Toolkit describe con-
text in RDF. CoBrA [6] is proposed as an agent-based infrastructure for context
modeling, context reasoning and knowledge sharing using context acquisition
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components. The Soupa and CoBrA-Ont Ontologies are some of the related tools.
They also provide techniques for user’s privacy control. SOCAM [8] introduces
another architecture for building context-aware services focused on information
sensing and context providers. A central server or context interpreter gains con-
text data through distributed context providers and processes it before sending
it to the clients. These and other projects as [14] focus basically on creating on-
tologies for context-representation but they do not intend to build a framework
for creating location- and context-aware development of services or applications
based on the semantic back end.

In [13], the authors extend typical operating system concepts to include
context-awareness. Gaia presents a similar representation to our RDF Triples
with 4-ary predicates (the 4th one is context-type) and it does not use OWL
but DAML + OIL. Gaia’s MVC model also differs from our blackboard archi-
tecture. In [11] and [15], the authors presented a framework that targets only
smart phone platform and technologies.

Context Toolkit [7] presents an approach to enable application development by
using reusable components. However, its attribute-value tuples are not clearly
meaningful enough making the application programming restricted. All these
systems use SQL to access the central database. Contrasting to our RDF/WQL
queries, we makes the queries to be restricted to a smaller set of statements.

With the purpose of facilitating the creation of services we can see that diverse
technology-specific frameworks have been created but none of them outcomes
with a clear functional programming tool. In comparison to the previous sys-
tems, our approach for modeling and processing context addresses the challenge
of context-aware ubiquitous computing in smart environments using automated
ontology code generation for Python. And our idea is expressive enough to rep-
resent domain specific context as abstract context data.

8 Conclusions and Future Work

In this paper, we expressed our ideas for context-aware applications for Smart
Spaces. We presented our contextual ontology for modeling context informa-
tion and the overall system architecture. The structure and syntax of inference
rules are described with office domain scenario. We conclude that Smart Spaces
are well suited for ambient applications to adapt to the user’s preferences be-
cause they can provide information about the physical environment which can
be shared and reused by many dynamic applications. In the future, we aim to
implement a context manipulation library for our Smart-M3 tool to process con-
textual information. Next challenges to be tackled are e.g. consistency related
issues as the insertion of individuals’ properties into the SIB for the whole Smart
Space could create ambiguity if not checked. Moreover, extra functionality to ef-
ficiently implement subscriptions to individuals’ attributes is needed. After the
basic functionality is consistent, new environments’s use cases could be applied.
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Abstract. Mobile devices are increasingly becoming the main mean of
interaction for inhabitants of ubiquitous computing environments. Per-
vasiveness of these devices as users’ personal gadgets and their high-tech
capabilities allow capturing of broad contextual information about the
physical environment, users social profile and preferences. These mod-
ern roles of mobile devices facilitate a number of user and environment
related context consuming and producing applications to be hosted on
these devices. But without a coordinating component on the mobile de-
vice these context consumers and providers are a potential burden on
device resources, specifically the effect of uncoordinated computation
and communication shortens the battery life. In this paper we briefly de-
scribe the concept of a Mobile Context Broker and focus on the energy
conservation benefits gained through the context coordination facilities
provided by the Mobile Context Broker executing on a smart mobile
device. The reported results signify reduction in energy consumption.

Keywords: Mobile Context Broker, Energy Conservation, Performance
Evaluation.

1 Introduction

Ubiquitous computing is characterised by pervasively connected devices that un-
obtrusively become part of our daily experiences. These computing devices are
not just personal computers but include wearable sensors, mobile devices and
environmental sensors that project a digital snapshot of the environment, its
inhabitants and their activities. Context-based applications and services based
on these interconnected digital artefacts have the potential to enhance our ex-
periences and interactions with the digital world. The complexity and dynamics
exposed by the real world increase tremendously once the processing moves out
from the well controlled and understood limits of the desktop environment. The
challenge, and ultimate success, in this domain lies in application and service
development and provisioning of contextual information that is readily usable in
situations arising dynamically in day-to-day activities.
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The role of mobile devices has undergone marked transformation in the last
decade, from the initial role of a mobile phone to the modern role of an informa-
tion acquisition, processing and communication device. Moreover, our social life
is increasingly effected through these devices as they follow us everywhere and
provide us with immediate accessibility to our personal communication tools such
as email, messaging and social networks. These additional roles are enabled by
integrating various sensors into the device including GPS receivers, microphones,
cameras, magnetometers, RFID readers, proximity and motion detectors in the
form of gyroscopes and accelerometers. Combined with the increasing mobility
of modern users, high-speed connectivity, a myriad of information and content
services, availability of various communication technologies (Bluetooth, GPRS,
WiFi) and presence of numerous digital artefacts embedded in the environment,
mobile devices are increasingly becoming the primary tool of digital interaction
for inhabitants of the digital world.

In order to enhance our digital experiences and provide useful context-based
services, applications on our mobile devices take advantage of availability of
information and the ability to interact with surrounding devices and embed-
ded digital artefacts. These context-consuming applications utilise the knowl-
edge created by context providers (services or applications) hosted either on the
device itself or accessible over one of the communication interfaces. Examples
of context acquisition carried out by context providers include interfacing with
wearable sensors, location and proximity detection, gathering parameters for ac-
tivity recognition etc. Context consumers, such as navigation software and other
location-based applications, can use the information gathered by the providers
to deliver useful services to the user. Even with the continuing increase in pro-
cessing power and computing resources of mobile devices there is still reliance
on network-based services and devices are mostly restricted to information ac-
quisition and consumption. In addition to the sharing of information between
local (device based) providers and consumers, significant contextual information
exchange takes place between the device based consumers/providers and those
deployed in the network infrastructure. These include network services that de-
pend on contextual information collected at the user device (e.g. location, prox-
imity) and device based information consumers that depend on context providers
hosted in the network (e.g. social networks, weather service, online calendars,
environmental sensors). Our earlier work [10] postulates how these enhanced ca-
pabilities and increased adoption of smart mobile devices and emerging context-
awareness technologies will act as a driving force for introduction of intelligently
personalised services in smart spaces and novel business models for enterprises.

In ubiquitous computing environments context consuming and providing ap-
plications/services on mobile devices are part of a complex distributed software
system working towards a common goal of enhancing user experience unobtru-
sively. However, to be useful, context acquisition and processing is carried out
unobtrusively and continually. This background processing is a constant drain
on the battery life of the device. The scale, mobility and heterogeneity of de-
vices and entities involved in context-awareness related functions pose further
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challenges in coordination and communication of context across the distributed
system. Without the presence of a coordination mechanism in the mobile device,
each context consumer and provider has to manage communication and coordi-
nation with external services in the network individually, resulting in repetition
of functionality that incurs a cost in terms of development time and resource
usage. In this paper, we describe the concept and prototype of a Mobile Context
Broker (Section 3) that provides this essential coordination facility to context
consumers and providers on the device and those hosted on the network. Our
focus is the analysis of its effect on energy consumption on the mobile device
which is presented in Section 4. Before presenting the core discussion of this pa-
per, it is essential to discuss the larger system, entitled the Context Provisioning
Architecture, in which the Mobile Context Broker operates; this background is
provided in Section 2.

2 Background

Brokering is a software architectural pattern [3] for distributed systems. The
broker pattern is used to structure distributed software systems with decoupled,
independent components that share information by message passing or service
invocation. The use of brokers in information distribution systems is well estab-
lished, e.g. CORBA [2], Web Services Brokered Notification [1]. In the domain of
context-aware computing broker-based architectures have been developed for col-
lecting, processing and distributing user and environmental context, e.g. Context
Broker Architecture [4], MobiLife [11] and Context Casting [8]. These systems
are based on a centralised broker architecture in which a single, central broker
facilitates the flow of contextual information between context consuming and
producing components of the system. We have improved upon this centralised
architecture by extending the work carried out in the Context Casting project
and designed a multi-broker context provisioning system. In our earlier work [6]
we have presented the model for large-scale context provisioning system based on
the federation of brokers for coordination and dissemination of contextual infor-
mation. Applications that use context are labelled as Context Consumers (CxC),
whereas Context Providers (CxP) are context producing applications/services
and Context Brokers (CxB) act as facilitators that, at the most basic level, route
context requests and responses between consumers and providers.

In the Context Provisioning Architecture, context providers and consumers
register and communicate with only one of the brokers. Network brokers ex-
change routing tables to form an overlay network of brokers. Publish/subscribe
communication semantics are used to issue context subscriptions and notifica-
tions between the clients (context providers and consumers). Simple routing
with advertisements is used between the federated brokers for forwarding sub-
scriptions and notifications across the broker network. The system uses an XML
based scheme, entitled ContextML [9], to represent context information, sub-
scriptions, notifications, client advertisements and other context management
messages. Context information in the system is tagged under unique context
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scopes, e.g. weather, position, deviceStatus, etc. A more detailed description of
these components is provided in [8].

An area of concern in our architecture is the involvement of mobile devices.
When a number of CxCs and CxPs are executing on a mobile device, each applica-
tion is responsible for maintaining its registration with a CxB that is deployed on
a network server, sending subscriptions and receiving notifications. This results
in repetition of similar tasks amongst the set of context related applications ex-
ecuting in our system. Moreover, during periods of network disconnections the
performance of a device based CxC/CxP depends on the behaviour implemented
by the application developer, i.e. it may continue trying to access the network
or it may move to a paused state until the network becomes available again. An
inappropriate implementation of a CxC/CxP on the device may result in wastage
of computing and communication resources on the device.

We have developed the Mobile Context Broker component to facilitate the
execution of device based CxCs and CxPs. The conceptual basis of the utility
of deploying a broker on mobile devices for coordinating contextual informa-
tion has also been discussed in our earlier work [6]. One of the reasons why
a coordinating entity on mobile devices, specifically for coordinating informa-
tion between device-based and network-based CxCs and CxPs, has not attracted
much attention in this domain is that the ability of mobile devices to host such
software components has emerged only recently. Other factors include lack of
context sources (e.g. sensors and services), data network connectivity available
to mobile devices and usability scenarios for such applications and services.

3 Mobile Context Broker

The Mobile Context Broker (mCxB) is a software component designed to execute
on a mobile device as a background service that brokers information exchange
between CxCs and CxPs, hosted either on the device or in the network. The CxPs
and CxCs register their presence and requirements during execution to this broker
and do not have to lookup each other individually. Moreover, during periods of
disconnected operation, which is still common in mobile devices and networks,
the CxCs and CxPs do not have to monitor device connectivity individually; this
task is delegated to the mCxB. Polling and waiting for events or information to
become available by CxC components is improved by using the publish/subscribe
communication paradigm and using the broker as an event service that manages
notifications and subscriptions. These functions provided by the broker save
valuable computation cycles and consequently reduce energy consumption. The
main functional characteristics of the Mobile Context Broker that facilitate these
advantages of the mobile broker are presented in the following sub-section.

3.1 Design and Functional Architecture

The design of the mobile broker is based on the set of functions it provides to
the CxCs and CxPs. These functions are listed below:
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Registration and Lookup. Each CxC and CxP register with the mCxB specify-
ing their communication end point and the type of information they provide
or require. This function in turn enables the brokering function in which
the mobile broker can direct a CxC requesting a particular type of context
(scope) to the correct CxP(s).

Subscription Management. A CxC subscribes with the mCxB specifying the
type and instance of context it requires and the duration for which the
subscription remains valid. The mCxB can forward the subscription to the
appropriate CxP or filter information produced by a CxP in order to satisfy
the subscription.

Notification and Dissemination. The mCxB, on availability of subscription
satisfying information, notifies the CxC of the availability or the context is
directly communicated to the CxC.

Caching. The mCxB can cache recently produced context in order to exploit the
principle of locality of reference, as done routinely in internet communica-
tions, to improve overall performance.

Querying. The mCxB provides a query resolution service via which CxCs can
request the mCxB to fetch information from the CxPs. The querying func-
tion is equivalent to a one-off subscription, valid only once – irrespective of
whether it results in meaningful response from the provider or unavailability
of information.

The mCxB offers these functions to CxCs and CxPs by exposing well defined inter-
faces, as shown in Figure 1. Externally, network based clients can communicate
directly with the mCxB but the mobility causes changes in communication end
points and hinders reachability of the mobile broker (and its clients). This issue
can be addressed by updating all external clients whenever the communica-
tion end point of the mobile broker changes due to mobility. A better approach
is to communicate with the external CxPs and CxCs via a network-based reg-
istration service or broker. Our prototype implementation uses the latter ap-
proach by federating the mobile and network brokers together into an overlay
network of brokers. Clients of a broker only communicate with the local broker
and queries, subscriptions and notifications are routed between brokers using a

Fig. 1. Functional architecture of the mobile broker component
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publish-subscribe communication paradigm. A detailed description of this model
is provided in our earlier work [6].

3.2 Prototype Mobile Context Broker

Our prototype mobile context broker has been developed for the Android plat-
form and runs as a background service. It provides the interfaces to CxC and CxP
applications executing on smart mobile devices. Various mobile device based
context-consuming applications that have been developed include context-based
content providers (news, entertainment, etc.), location based gameplay using
Layar augmented reality browser and context-based shopping recommendation
applications. Mobile device based CxPs include Location, Proximity and Activity
CxPs. Various CxPs are deployed on the network and include Weather CxP, User
Profile and Preferences CxP, etc. In addition the mobile device acts as a gate-
way for nearby sensors (and sensor networks for dissemination of their sensed
information). Development is underway to use Bluetooth enabled, wearable air
quality sensors for participatory sensing and using the mobile broker to dissem-
inate collected air quality information.

On the network side, the context broker is based on the JavaEE technology
and exposes RESTful (Representational State Transfer [5]) interfaces to CxCs
and CxPs in the network. Normally, communication between the brokers and
their clients takes place over HTTP using ContextML [9] as the data model. The
choice of these standardised technologies provides interoperability and allows for
interaction between brokers and clients executing on heterogeneous hardware.
The prototype mobile broker, CxPs and CxCs that have been developed for the
Android platform are also able to utilise the Inter-Process Communication (IPC)
facility of the Android platform in addition to HTTP based communication.

A significant feature of the broker is the caching facility. As discussed in [9],
any instance of context information only remains valid for a certain amount of
time. We utilise this temporal property of context information by annotating
a validity period in context meta-data. The broker uses this validity period to
cache recently retrieved information.

4 Mobile Context Broker and Energy Consumption

We have used the concept of the mCxB presented in the preceding section for
coordination and dissemination of contextual information. Context information
acquired at the mobile device by CxPs or requested by the mobile device based
CxCs from local or external CxPs is brokered via the mCxB. In the following para-
graphs, we describe the scenario used to evaluate the impact of the prototype
mCxB on energy consumption.

4.1 Experiment Scenario

In order to experimentally analyse the benefits (or shortcomings) of using a mCxB,
a scenario is designed to monitor various parameters with and without the use
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of the mobile broker. Five CxCs and five CxPs are deployed on the mobile device.
Similarly, five CxCs and five CxPs are deployed on the network. For simplicity
each CxP provides a unique type of context, i.e. context scope, and each CxC is
only interested in one context scope available at one of the CxPs.

The experiment is carried out with and without the mCxB in separate runs.
In absence of the mCxB, device based CxCs and CxPs register with and use the
network CxB. Each CxC sends subscriptions and queries to at most one CxP. Each
experiment is repeated on the same set of hardware (mobile device and network
servers) and the WiFi interface is used on the server and mobile device within
a single WLAN for minimising the effects of unpredictable network round-trip
times. The mobile device is an Android 2.3 based Nexus One phone. PowerTutor
[12] is used for calculating the energy used by individual applications (mCxB, CxCs
and CxPs) on the device. Only the energy used by an application in utilising
the CPU and WiFi is considered when calculating the energy consumption of
an application. The reported results are averages of three repetitions of the
experiments under identical conditions.

4.2 Results

The purpose of the experiment is to quantify the effects of using a broker on
the mobile device for coordination and dissemination of contextual information
collected at or required by the mobile device. The outcome of the experiments
is focussed on measuring the average energy consumed by each context request
(including associated response from a provider). We calculate this average by
dividing the total energy consumed during an experiment run by the number of
context requests made during that run.

Effect on Battery Consumption. Figure 2a shows the comparison of energy
consumption on the mobile device with and without utilising the mCxB. The
experiment is repeated with 100, 1000, 2000 and 5000 queries exchanged between
all the device and network based CxCs and CxPs. All queries are satisfied with
a valid response from the appropriate CxP. In this case, network availability is
100%, i.e. no disconnection takes place during the experiment. The results show
that the use of mCxB only results in energy conservation after relatively extended
periods of use. Initially, for a small number of queries, the broker results in
increase in energy usage at the device. This increase is directly related to addition
of a new process in the experiment (mCxB) whose advantages are not yet fully
utilised. e.g. because the broker cache has not sufficiently filled up to provide
locality of reference benefits. Additionally, with 100% network availability the
CxCs and CxPs do not spend any idle or busy waiting for network connectivity to
become available. With the increase in number of queries over time, the caching
feature of the mCxB saves significant energy by satisfying a portion of queries
locally from cache instead of initiating network communication. The cache hit
rate in our experiments varied from 17-20%. This hit rate is marginally less than
that of around 35% we have reported in our earlier work [7]. The reason for this
is that our earlier experiments are based on a network CxB with greater resources
and a larger number of CxPs and CxCs registered with it.
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Fig. 2. Average energy consumption at the device per context request

Effect on battery consumption with varying network availability. The
benefits of utilising a mobile broker become pronounced during scenarios where
network connectivity is intermittent. The chart in Fig. 2b shows energy conser-
vation in scenarios where network availability varies from 100% to 50%. This
experiment is carried out with 1000 queries each from network and device based
context consumers. Because CxCs and CxPs registered with the mCxB do not need
to monitor network connectivity during periods of network unavailability, a por-
tion of their execution cost is saved. The mCxB, which is responsible for routing
queries and responses to and from the network for its clients, manages the net-
work communication and combined with the local caching facility it provides
significant energy conservation.

Energy Conservation with IPC. In this section we discuss the improvements
in energy conservation during context exchange when device level components
use IPC to communicate amongst each other rather than HTTP based com-
munication. Our primary reason for providing native IPC based communication
facility, in addition to HTTP based communication between device level com-
ponents (CxCs, CxPs and mCxB), is efficiency. Efficient exchange of messages or
processing of inter-process calls can be achieved by using a communication mech-
anism that is light-weight and uses least resources (e.g. creation of threads to
process individual requests, allocation of buffers in the memory).

Our analysis (see Fig. 3) has revealed that on our reference implementation
platform (Android SDK), native IPC calls between two processes take an order
of magnitude less time to complete than HTTP and TCP/IP Sockets based calls.
The difference in performance of IPC, HTTP and TCP/IP Sockets based com-
munication mainly arises due to their different semantics and amount of implicit
I/O operations, i.e. I/O operations not requested explicitly by the process using
the facility, e.g. creation and allocation of memory buffers and creation of sep-
arate threads to process an invocation. The semantics of IPC, TCP/IP Sockets
and HTTP are largely standardised and do not differ by much between different
versions of the Android SDK, i.e. results of the same experiment on a Google
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Fig. 4. Average energy consumption comparison, without mCxB, with mCxB (HTTP)
and with mCxB using IPC

Nexus One phone based on Android SDK version 2.1 only differ by a maximum
+/-2% from those of the same device based on Android SDK version 2.3.

Based on this observation, we hypothesise that using IPC for communication
between CxCs, CxPs and the mCxB executing on mobile devices will result in
reduced energy consumption. In order to ascertain the validity of this hypothesis,
we repeat the three experiments discussed in the previous section and enforce
IPC based communication in between mobile device based CxCs, CxPs and the
mCxB. Communication with network based CxCs, CxPs and the mCxB continues
to take place over HTTP. Figure 4a shows the results of our experiments when
using IPC based communication.

It is evident that using IPC as the communication mechanism between device
based CxCs, CxPs and the mCxB further reduces the average energy consumption
per context request-response call. These energy conservation benefits of the mCxB
based interaction on the mobile device are pronounced in both scenarios, i.e. with
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Fig. 5. HTTP vs. IPC comparison of total time taken to process a given number of
calls between a client and a server process on different Android devices

full network availability (Fig. 4a) and varying network connectivity conditions
(Fig. 4b). In addition to intrinsic differences in the operating mechanisms that
influence the resource utilisation by IPC and HTTP based communication, one
of the major factors that influence the overall reduction in energy consumption
is that IPC calls take less time to complete on average. Hence the components on
mobile devices that utilise IPC spend less waiting time and are able to carry out
their application life cycles more efficiently. The performance difference between
different communication mechanisms are also pronounced on different types of
devices as well. The comparison between total call completion times of IPC,
Sockets and HTTP based communication mechanism on Android based devices
of varying capabilities is shown in Fig. 5. The effective difference between devices
most relevant to the varying results is the processing power, e.g. Nexus One is
based on a 1 GHz CPU while the other two devices have a 528 MHz CPU.

A notable observation in our analysis of HTTP vs. IPC energy utilisation is
the different ratio of energy consumed by the server and client processes during
the calls, which is plotted in Fig. 6. In case of IPC, a slight majority (≈ 60%)
of the energy consumption is due to the server process (Fig. 6a) while in case
of HTTP it is almost evenly distributed between the server and client processes
(Fig. 6b). This observation is significant as it reinforces our utilisation of IPC
between device based components to reduce the processing burden on CxC and
CxP (client processes) and shift it to mCxB (server process).

5 Summary and Future Work

In this paper we have presented the concept of a mobile broker for context
coordination and communication. The main motivation for developing this com-
ponents arises from the fact that if each device level CxP and CxC were to handle
broker-bound communication itself, not only the computation cost will increase
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but also the development cost for new CxPs and CxCs. Given the inherent mobil-
ity and somewhat intermittent connectivity of mobile devices, each CxP and CxC
may have to carry out extra life-cycle management tasks as well. To mitigate
the effects of these issues, a mobile broker is utilised that works in federation
with the context brokers deployed in the network infrastructure.

Experiments have been carried out to analyse the effects of utilising a mobile
broker on energy consumption on Android based smart phones. The results have
shown that mobile broker helps in reducing energy consumption by providing a
caching facility (reduces network usage) and reducing execution cost of CxCs and
CxPs during periods of network unavailability. Utilising IPC based communica-
tion between device level components further reduces the energy consumption
by the components of our system.

Applications/services involved in context-awareness related functions are likely
to incur a significant energy cost as they utilise various resources on a mobile
device (sensors, network interfaces, CPU, storage, etc.) and consequently the
overall user experience may be impacted. In this paper we have identified possi-
ble approaches towards energy conservation for mobile devices hosting context
consumers and providers, however we are exploring further approaches to sup-
plement the ones implemented in our prototype e.g. a conditional push commu-
nication from mobile broker to an external broker that is based on more varied
factors than used in these experiments. These factors may include current de-
vice battery level, quota restriction on context request and event generation for
applications, etc. The experiment and results reported in this paper are a work
in progress. The limited scenario presented in this paper provides a benchmark
for further evaluation and tests to be carried out in a real world deployment.
For immediate future, we are targeting an expansion and repetition of these ex-
periments over a wider set of devices, networks and complex query patterns in
order to infer more generalised results.
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Abstract. This paper proposes a context driven activity theory (CDAT) and 
reasoning approach for recognition of concurrent and interleaved complex 
activities of daily living (ADL) which involves no training and minimal 
annotation during the setup phase. We develop and validate our CDAT using 
the novel complex activity recognition algorithm on two users for three weeks. 
The algorithm accuracy reaches 88.5% for concurrent and interleaved activities. 
The inferencing of complex activities is performed online and mapped onto 
situations in near real-time mode. The developed systems performance is 
analyzed and its behavior evaluated.  

Keywords: Activity recognition, context-awareness, situations. 

1   Introduction 

Activity recognition in smart home environments focuses on the activities of daily 
living (ADL) such as cooking, housework, eating, office related work, grooming, etc. 
ADLs are the focus of several research areas such as health care, aged care, 
emergency, security and comfort [1-3]. The activities performed by human users are 
highly complex and multi-tasking comes naturally. Each ADL has more than one sub 
activity. For example, eating breakfast may involve sitting on chair, picking a knife, 
picking a fork, etc. We call these sub activities as atomic activities and define them as 
those unit level activities which cannot be broken down further given application 
semantics. Also, these atomic activities are performed as operations which are 
routinized [4]. Figure 1 shows typical ADLs performed by human users. These ADLs 
may interleave or occur concurrently when human users multi-task. Atomic activities 
may not always follow the same sequence within an ADL. 

All human activity recognition problems somewhat follow a common approach. 
This includes the use of sensors, multi-sensor fusion, the segmentation of data with 
relation to time and space, feature extraction and selection, classification of activities, 
and the use of activity models to infer activities [5]. These models can be based on a 
number of techniques [5] such as machine learning and string-matching algorithms, 
human activity language and use of semantics. Activity models built for recognition 
of sequential activities do not perform well when activities are interleaved,  
occur concurrently or when sequence of atomic activities changes [3, 6, 7]. Also, the  



 Complex Activity Recognition Using Context Driven Activity Theory 39 

 

 

Fig. 1. ADLs performed by human users on a typical Sunday. Below we show atomic activities 
for two complex activities, Laundry and Cooking. 

primary focus is on atomic activities. State of the art [3, 8] uses probabilistic models 
or data mining techniques to infer sequential ADLs. The inference of sequential and 
varied order activities which are concurrent and interleaved is also recently been 
addressed in [8, 9]. To summarize, these existing techniques suffer from several 
drawbacks. (1) Large amounts of data collection and data annotations are required for 
training of models, (2) Changes in sequence of ADLs affect activity recognition 
accuracy of trained models adversely, (3) Concurrent and interleaved ADLs are not 
accurately recognized as it is time consuming to train activity models for the different 
possible ways in which complex activities are interleaved or performed concurrently. 
In this paper, we focus on accurate and dependable recognition of complex ADLs1 by 
addressing these issues and using context information. The use of context information 
has been emphasized in [2] for activity recognition. Our contributions are three-fold. 
Firstly, we propose and develop a context-driven activity theory (CDAT) which is 
used in defining atomic and complex activities. Secondly, we develop a novel 
context-driven algorithm to infer complex concurrent and interleaved activities 
without the need for training data and minimal annotation only during setup. Finally, 
we develop a novel situation- and context-aware activity recognition system 
(SACAAR) which can be used by ubiquitous applications. We validate our system 
using extensive experimentation. 

This paper is organized as follows: Firstly, we present the SACAAR approach for 
activity recognition which gives the theoretical design of our system. This is followed 
by the SACAAR system architecture and its prototype implementation. In the next 
section, the experimental results are presented which validate our proposed approach. 
We, then compare our SACAAR system with related work on complex activity 
recognition. Lastly, we give the conclusion and future work. 

2   SACAAR Approach to Activity Recognition 

This section presents our proposed approach to infer complex ADLs. In [10], activity 
information is considered to be a context. But in activity analysis domain, our aim is 
to facilitate the inference of activities using sensors and other context. In figure 2, we 
show how activities and situations are related in the activity analysis domain. Firstly, 
context and sensors directly related to inferencing atomic activities are used, for 
                                                           
1 In the rest of the paper, ADLs are referred to as complex activities. 
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example, one or more accelerometers are used for atomic activities like sitting and 
walking. Also, certain context information such as ‘speed of user’ may further 
validate whether user is walking or not. Further, a number of atomic activities 
together form a complex activity.  

Also, of interest here is the concept 
of situations which can play an 
important role in activity inference. 
Situations are defined as “a set of 
circumstances in which an entity may 
find itself” 2 where an entity can be a 
human or object. Human users in a day 
are part of a number of situations. All 
activities that are performed by them 
are part of these situations. We are 
referring to situations which are 
inferred by context information not 
sourced by activity related sensor data 
but other context for example, 
location, time, temperature, weather 
conditions, light on/off. By inferring 
situations we can limit the number of 
activities to be recognized. In a 
situation hierarchy, situations and sub-
situations exist and it is possible to 
identify situations with a limited set of 
sensor and context information. For 
example, a simple high level situation 
is “user is in office room” detected by 

user’s location sensor. This can help in activity inference since the user will perform 
only those activities which are linked to office room and not the kitchen.  

We use the context spaces theory [11] to infer situations and then use this 
knowledge to further infer activities. A complex activity can be linked to more than 
one situation, for example, “eating lunch” can be performed in the “office room” or 
on a day off from work in the “dining room at home”. Also, a complex activity can 
occur in time such that it traverses through more than one situation during its 
completion, for example, “getting ready and going to work” can belong to situations 
“leaving home”, “out on the road” and “near office”. The situations can be inferred 
from spatio-temporal information as well as other context information. 

2.1   Theoretical Design of SACAAR System 

In this section, we propose and investigate a context-driven activity theory (CDAT) 
where activity could be complex or atomic. We further develop a context and atomic 
activity reasoning approach to infer and reason about complex activities. 

                                                           
2 http://www.wordreference.com/definition/situation 

Fig. 2. Sensors(s), context(c), atomic activities(a), 
complex activities(ca), situations and their 
relationships 
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DEFINITION 1: Atomic activity, A is defined as activity which can be observed from 
a set of sensors, ΣS={s1,...,sn}, where n ≥ 1, where the level of granularity can vary 
based on sensor deployment scenarios. For example,  

Case 1: A1 = “user is walking” inferred by sensor s1 which is an accelerometer placed 
on the user’s waist. Case 2: A1 = “user is walking” inferred by sensors s1, s2, s3 and 
s4,where s1, s2, s3 are three accelerometers placed on different parts of the body and s4 
is a GPS sensor placed on the user which provides individual body part movements 
and velocity information. 

DEFINITION 2: Complex activity, CA is a tuple CA=(γA, ρC, AS∨3CS, AE∨CE, TS, 
TE, TL) where γA is the sub-set of atomic activities from the complete set of atomic 
activities, ΣA={A1,..., An}, n ≥ 1 and ρC is the sub-set of context information from the 
complete set of context information, ΣC={C1,...,Cn}, n ≥ 1 which must occur for a 
complex activity CA to occur (where the order within γA is not important), (AS, AE) ϵ 
ΣA and are the start and end atomic activities respectively, (CS, CE) ϵ ΣC and are the 
start and end context information respectively. CA can have multiple start and end 
atomic activities as well as context information, TS and TE denote the start time and 
end time of a complex activity. TL = |TE – TS| is the complex activity lifespan and 
TLmin < TL < TLmax where (TLmin ,TLmax) gives the time range for a complex activity, for 
example,  

Case 1: CA1 = “user is walking to bus stop” is inferred by atomic activity, A1 = user 
is walking and context information, C2 = user direction towards bus stop from home. 
Case 2: CA2 = “user is working on presentation at home” is inferred by atomic 
activities, A2 = user is sitting, A3 = user is using study desk, A4 = user is detected near 
laptop, A5 = user is typing in Microsoft Powerpoint application file and context 
information, C3 = user location is home, C4 = study desk light is on. We further look at 
an example of concurrent and interleaved activities. Case 3: A user performs the 
following activities concurrently and interleaved in time. CA3 = “user is 
reading/writing a document on his/her laptop in room at office”, CA4 = “user is 
browsing the Internet for research articles”, CA5 = “user is drinking coffee”, CA6 = 
“user is chatting on IM with friend”. We can further perform operations on complex 
activities such as unions to create complex activities such as (CA3 ∪ CA4 ∪ CA5). 

We do not consider order of atomic activities while performing complex activity 
inference though if required, it can be accommodated in Definition 2 by changing γA 
to a fixed-ordered list. Fixed order of atomic activities is important in industry 
environments or workshop settings, in real life it varies considerably. 

Context and Atomic Activity Reasoning to Infer Complex Activities: To infer complex 
activities we propose reasoning of context and atomic activity information. Each 
complex activity has a list of atomic activities, γA and a list of context information, 
ρC as mentioned in Definition 2. Table 1 gives some examples to explain our 
reasoning approach. Each atomic activity, Ai and context information, Ci is assigned a 
particular weight,  and respectively, corresponding to its importance in 
relation to the occurrence of a complex activity CAk. The sum of all the weights, 

for each CAk is 1. If Ai or Ci do not occur for a particular CAk then 0 and 

                                                           
3 ∨ implies the OR operation. 
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0. The sum of all the weights, for all occurring atomic activities and 

context information needs to be above a threshold,  in order for CAk to occur 
successfully. If the sum of weights,  is less than the threshold,   then 1) it 
implies that the activity was started but abandoned in between, 2) it implies that the 
core set of atomic activities and context information for that particular CAk did not 
occur. Thus,                                     (1) 

where, 0 1 and (   )                                    (2) 

and (  )                                      (3) 

and 0  0, if Ai and Ci do not occur for CAk and 

                                                                                         (4) 

for any CAk to have occurred successfully. We further demonstrate the use of weights 
which helps in complex activity recognition by checking the occurrence of key atomic 
activities using the following examples from table 1.  

Example 1: CA1 = Cooking omelette for breakfast in kitchen is a complex activity as 
shown in table I. We use our CDAT along with our reasoning approach to define and 
infer CA1. We define the CA1= (γA, ρC, AS∨ CS, AE ∨ CE, TS, TE, TL ) tuple based on 
domain knowledge in a way that it is straightforward for users to define the tuple 
themselves by using the type of atomic activities and context information available. 

Table 1. Complex Activity Examples 
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Atomic Activity Inference Module:  
In AMOD, atomic activities 
are inferred. Body motion 
related atomic activities such 
as sitting, standing, walking, 
etc are inferred using decision 
trees [12]. A weighted voting 
sliding window mechanism is 
used to infer RFID object 
usage. A similar sliding 
window weighted voting 
mechanism is also applied to 
device and browser activity. 
Other context information 
such as speed and direction 
are used to ascertain activities 
as well.  

Spatio-temporal Context 
Complexity Filter: Context 
information from the sensory 
layer is used by CCF for 
inferencing situations. This 
information is used in two ways by our SACAAR system architecture. Firstly, context 
information is used to infer situations. Activities always belong to some situation and 
linking them can help in inference of activities as well as enhance the richness of the 
inferred complex activity. These linkages can be created at run time and new 
activities can be added to situations in SACAAR system. We initially created 
situations and link our pre-defined complex activities to these situations during the 
setup phase. We then provided a mechanism to add activities to new situations at run 
time, if required. Secondly, when the links between activities and situations are 
known to be fixed, it can help to reduce the number of complex activities to look for 
during the inference process by inferring the situations first. Such situation inference 
can help in activity recognition by reducing battery consumption of certain sensors 
which are being polled to infer atomic activities which do not belong to the current 
situation. 

 
Complex Activity Inference Module: The CAIM is used to fuse together different 
sources of atomic activities and combine them to infer complex activities with the 
help of the situation and activity linkages provided by the CCF. The complex activity 
recognition algorithm (CARALGO) is then used for inference of complex activities 
which can be concurrent and interleaved and is given in table 2. Figure 4 shows a 
snapshot of the inferred concurrent and interleaved complex activities from day 12 of 
our experiment 2 using subject 1 (see section 5). Some labels are generalized for 
brevity. It works by taking atomic activities, context information and situations as 
input and outputs the complex activities. The algorithm consists of finding the start 
atomic activity and then setting a time window of the size of the lifespan TL for each 

Fig. 4. Multiple complex activities inferred from 8:00 
am to 11:00 am on a weekday (Day 12 for Subject 1 
from our experiments) with locations L1=Home, 
L2=Outdoor/on the road, L3=Office room, L4=Office 
kitchen and L5=Meeting room. The labels for activities 
are generalized in some cases for brevity, for example 
cooking is a label for “cooking omelette for breakfast” 
and checking FB is social networking 
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matched AS∨CS belonging to a CAk. We then look for matching γA, ρC and  AE∨CE 

within the time window for each CAk. We compute the using equation (1) and 
then check against as shown in equation (4). If the condition is matched CAk is 
inferred successfully.  

Table 2. Complex Activity Recognition Algorithm (CARALGO) 

Algorithm 1: Algorithm for complex activity recognition  
INPUT: Ai, Ci, Si  ; OUTPUT: CAk 

findStartAtomicActivity(Ai, Ci) 
1.{ check for current Si 
2. findComplexActivitiesList(Si) 
3.   foreach (CAk){ 
4.    if(Ai== AS) 
5.     add(CAlist  CAi= (γA, ρC, AS, AE, CS, CE, TL)) 
6.    }//foreach 
7. return CAlist. } //end findStartAtomicActivity 
findComplexActivity(Ai, Ci) 
1. { foreach (CAlist  CAk) { 
2.    while(time counter< TLmax

k){ 
3.       if(Ai== element in γAi) 
4.           add Ai → γAi and recalculate  
5.       if(Ci== element in ρCi) 
6.            add Ci → ρCi and recalculate  
7.       if((AE,CE found for CAi)&(ρCi and γAi are complete and 

)) 
8.          found CAk   }//while  }//foreach 
11. return CAk. }//end findComplexActivity 

 
All time windows run in parallel and all incoming Ai and Ci for each CAk are added 

to them till a successful match is found. The weights are added at runtime after each 
addition. We assign weights currently using domain knowledge but in the future we 
are looking at techniques to assign weights automatically.  

4   SACAAR System Test-Bed and Prototype Implementation 

We have built a test-bed comprising of several sensors. We place either Mulle v3 
sensor4 (accelerometer) or the Android Phone with its inbuilt accelerometer on the 
user’s waist to detect body motion using decision trees. We chose the waist of the 
user as the most appropriate position [2]. A Bluetooth RFID reader was used. It was 
placed on the user’s wrist to detect LF passive RFID tagged objects within a distance 
of 5-10 cm. Each tag is labeled in terms of an activity, and the RFID readings are 
inferred as atomic activities. The device and browser activity are inferred using a C++ 
TimeTracker5 tool available openly on sourceforge. We extended this tool to 
incorporate it in our test-bed. The user’s activity on the mobile phone is inferred using 

                                                           
4 http://www.eistec.se/ 
5 http://ttracker.sourceforge.net/ 
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a Java based code built by us specific to the Android platform. Location information 
is collected using GPS, Wi-fi positioning and RFID tags. We use the inbuilt GPS on 
an Android phone to gather the location, speed and weather information. We will 
provide the data and prototype online to share with those interested. Further details on 
test-bed can also be found in [13]. 

5   Experimental Results 

We use our test-bed for testing and validating our proposed approach to recognize 
complex activities which are concurrent and interleaved. We conducted extensive 
experimentation and we present the results in this section. We perform experiments 
on two subjects for the duration of 21 days with an average of seven hours daily. The 
experiments were performed usually in the time range of 8:00 am to 12:00 pm and 
from 1:30 pm to 5:30 pm. We identified 16 complex activities (listed in table 3) and 
used our CDAT to define them. These definitions were stored in the SACAAR 
system. We gave our subjects an Android phone to record the activities manually 
which involved just adding a count for each occurrence of a complex activity in the 
corresponding hour. The user was asked to keep this record simply for measuring the 
accuracy of our algorithm. This information was not used for any annotation or 
training purpose. We show the accuracy of our algorithm for both subjects in table 3. 
Subject one performed all activities while subject two performed only 13 activities 
out of the 16. Our algorithm performed with an overall accuracy of 88.5%.  

We performed online inferencing and users were given complete freedom to 
perform the previously defined complex activities in any interleaved and concurrent 
manner. We allowed users to change sequence of atomic activities as well. It is 
important to note that our approach does not require training data to create activity 
models. It only uses domain knowledge to define complex activities and create links 
to atomic activities. The activities in table 3 with format <activity@loc> always 
 

 

 
              5(a)                                                  5(b)  
 

Fig. 5. (a) SACAAR system running on Android Phone showing live inferencing of atomic and 
complex activities. (b) Matrix showing number of instances of interleaved and concurrent 
complex activities for 11 activities from table 3. 

CA(k) 2 3 4 5 6 9 10 11 12 13 14

2 0 6 12 15 5 0 2 0 5 3 0

3 6 0 15 14 5 0 1 0 2 4 0

4 12 15 0 28 30 5 1 0 11 0 2

5 15 14 28 0 45 17 23 25 74 90 110

6 5 5 30 45 0 5 7 3 29 100 43

9 0 0 5 17 5 0 24 11 45 10 76

10 2 1 1 23 7 24 0 27 19 5 63

11 0 0 0 25 3 11 27 0 14 0 0

12 5 2 11 74 29 45 19 0 0 9 133

13 3 4 0 90 100 10 5 14 9 0 5

14 0 0 2 110 43 76 63 0 133 5 0
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occurred at the same location while activities with format <activity> occurred at both 
home and office. Figure 5(a) shows SACAAR running on Android Phone with online 
inferencing. The snapshot shows atomic activities and context information with their 
corresponding weights which is followed by the inferred complex activity. To the best 
of our knowledge this is the first such work to infer complex activities using CDAT.  

Figure 5(b) shows the activity pairs which had maximum concurrency and 
interleaving. We observe that (CA14,CA12) and (CA14,CA5) have the highest two 
values. CA16 and CA15 were the least interleaved activities with any other CAk (not 
shown in figure 5b). It is observed that mostly activities in the morning and in the  
 

Table 3. Output instances of complex activity from subject one (U1) and subject two (U2) with 
the individual accuracy values. The complex activities, CA(k) comprised of the following: 
CA(1) = “Getting ready @ home”, CA(2) = “Cooking omelette for breakfast @ home”, CA(3) 
= “Eating breakfast @ home”, CA(4) = “Watching news”, CA(5) = “Checking email”; CA(6) 
= “Social networking”, CA(7) = “Going to work @ outdoor”, CA(8) = “Getting coffee”, 
CA(9) = “Drinking coffee”, CA(10) = “Working on presentation”; CA(11) = “Meeting @ 
office”, CA(12) = “Read/Write docs”, CA(13) = “Watching videos online”, CA(14) = 
“Searching research articles”, CA(15) = “Jogging in the gym @ office”, CA(16) = “Walking 
in city @ mall”. 

Complex 
Activity CAk 

Correctly 
Inferred 

Incorrectly inferred 
or abandoned 

Accuracy (%) 

U1 U2 U1 U2 U1 U2 

1 16 12 3 2 84 86 

2 8 10 3 1 73 91 

3 12 12 2 2 86 86 

4 18 16 2 4 90 80 

5 100 74 29 3 78 96 

6 60 45 10 3 86 94 

7 12 14 6 1 67 93 

8 30 - 6 - 83 - 

9 25 - 8 - 76 - 

10 20 33 3 3 87 92 

11 16 22 2 9 89 71 

12 75 85 7 6 91 93 

13 70 60 6 4 92 94 

14 98 100 4 11 96 90 

15 8 - 0 - 100 - 

16 5 4 0 1 100 80 

Total 569 487 95 50 86 91 
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office are most interleaved and concurrent. We highlight that interleaving of complex 
activities is observed from the interleaving atomic activities belonging to different 
complex activities. Concurrency of complex activities is observed when complex 
activities occur within same time periods. Experimentation showed that the key to 
improving accuracy of inferring activities using CARALGO is the complex activity 
lifespan. We inferred situations linked to spatio-temporal context such as “at home in 
the morning”, “outdoor early morning”, “outdoor in the afternoon”, “outdoor in the 
evening”, “at office in the day”, “in the kitchen in the morning”, etc. Activities 
occurring in these situations were linked to them. This helped in the inference of 
activities as well as we ascertained which activities belonged to which situations. Any 
activity from our defined set when occurring in a situation not linked to it previously 
was recorded and the system was notified for later addition or deletion. We had 12 
complex activities that were notified to be added to 5 situations which were not linked 
previously. We show in table 4, 5 such activities linking to 4 situations. We do not 
show all situations that were defined at setup and their activity links here due to lack 
of space. We plan to share the data collected as well as the activity model used for 
inferencing in this experiment with research community. 

Table 4. Complex activity linked to situations (‘X’ denotes occurrence  and ‘-’ denotes not 
occurring) (S1 = Afternoon in office, S2 = Morning in city, S3 = Evening at home, S4 = Early 
morning at home). 

Situations(S)  
Complex Activity  S1 S2 S3 S4 

Searching research articles - - - X 

Watching online videos X - - - 

Cooking omelette - - X - 

Jogging in gym X - - - 

Walking in city - X - - 

6   Related Work on Complex Activity Recognition 

In [1, 2], activity recognition involves collecting and labeling large datasets along 
with training models using the collected data. SACAAR does not require training data 
for complex activity inference and only uses minimal domain knowledge to define 
activities. By using CDAT atomic and complex activities can be defined easily. Also, 
in existing research, once the activity models are created any addition or change in the 
steps of activities will require collecting data and training the model again while 
SACAAR helps in eliminating this tedious procedure. Another advantage of 
SACAAR is that it is used to infer complex activities which are interleaved and 
concurrent. Data mining techniques applied to concurrent and interleaved activities in 
[8] are interesting as they help in searching emerging patterns using frequent itemset 
mining and find abnormally growing patterns but we differ from this work 
fundamentally as we use our CDAT and additional context information as well as a 
reasoning approach to infer activities.  
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In [9], activities are discovered using a mining method called discontinuous varied-
order mining and then clustering is performed to identify activities. For the inference 
of activities voted hidden Markov model is used and the relative frequencies from 
sample data are used for training. This would still require observing individuals for 
weeks to create clusters of activities and then human input to identify the clusters. We 
highlight that CDAT is still required to define activities. We differ from [9] as our 
approach uses additional context information as well as a reasoning technique which 
improves accuracy and helps in identifying key atomic activities for complex 
activities. Our work also differs from [8, 9]. We use wearable sensors which can 
facilitate the process of linking activities to users and in the future our SACAAR 
system can be used to recognize complex activities involving multiple users. 

7   Conclusion and Future Work 

In this paper, we propose, develop and evaluate SACAAR system which infers atomic 
and complex activities by mapping them onto situations. Firstly, we propose and 
develop a novel system which uses multiple sensors and context information to infer 
atomic and complex activities. Secondly, we presented our context-driven activity 
theory (CDAT) and complex activity recognition algorithm (CARALGO) which 
infers complex activities that are interleaved and concurrent in nature. Thirdly, we 
perform activity and context reasoning to infer complex activities. A test-bed and 
prototype are built to validate SACAAR and CARALGO. The experimental results 
show that activity inference with considerably high accuracy was achieved with 
minimal domain knowledge and without any training at complex activity level. Future 
work will extend our context-driven CDAT, reasoning approach and the SACAAR 
system to infer complex activities involving multiple users performing complex 
activities in same situations. 
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Abstract. Smart spaces provide a shared view of dynamic resources
and context-aware services within a distributed application. There is,
however, no standard scheme for integration of several independent ap-
plications. In this paper we analyze two particular smart space-based
applications: Smart Conference system that assists conferencing process
online and SmartScribo system that provides advanced access to the
blogosphere. For this reference use case we propose a scheme of their in-
tegration that employs an agent to share knowledge between the origin
applications. The initial implementation was demonstrated in the 9th
FRUCT Conference and indicates the applicability of our approach.

Keywords: Smart spaces, Ontology, Smart conference, Blogging.

1 Introduction

Smart spaces allow a multi-device system to use a shared view of dynamic re-
sources and context-aware services [6]. It supports the vision of ubiquitous com-
puting: computers seamlessly integrate into human lives and applications provide
right services anywhere and anytime [8]. Smart-M3 is an open-source informa-
tion sharing platform for smart space applications [1]. A Smart-M3 application
consists of distributed agents (knowledge processors, KP) running on various
computers and sharing the smart space. This paper considers the problem of in-
tegrating several Smart-M3 applications when they enhance own functions based
on composition of their smart spaces. We focus on two independent systems:
smart conference system (SCS) [3] and smart blogging system (SmartScribo) [9].

SCS intelligently assists complicated conference processes, automating the
burdensome work of conference organizers. It maintains the visual content
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available for participants: a current presentation slide from the conference pro-
jector and up-to-date session program from the conference whiteboard. Presenter
changes the slides directly from her/his mobile device. SCS supports automatic
time management functions and some other useful online control functions.

SmartScribo provides access to the blogosphere through its shared presenta-
tion as a smart space. Blog content and some other knowledge of user’s current
interest are kept in the smart space, which is shared with other user’s devices,
applications, and friends. In parallel, other bloggers may access the blogosphere
directly. The user can benefit from advanced functions, like searching relevant
blogs; this processing can be delegated to dedicated machines.

Our reference use case is an extension of the SCS functionality with the blog-
ging features of SmartScribo. It supports online discussions of conference events.
Participants use mobile or other appropriate devices for clients to the smart
spaces. The conference smart space keeps all knowledge related to the confer-
ence. The participants discuss the conference program, a talk, a slide of a talk,
etc. Authors provide answers and further details based on the feedback.

For this feature we enhance SCS such that there is a post in the conference
blog for each talk. A post starts a discussion (questions, opinions, answers from
the participants including the authors). In the enhancement, SmartScribo shares
blog content from the blog service into the blogosphere smart space. Blog dis-
cussions are accessible via SmartScribo clients. The key problem is coordination
between the conference space, blog service, and blogosphere space.

The main contribution of the paper is the following.
1. Distributed multi-device multi-agent multi-space architecture for integrat-

ing SmartScribo blogging features into SCS. It supports discussions between the
conference participants, even if the conference program is changing.

2. Ontological model. Content of each of the given two smart spaces is struc-
tured with own ontology. The overlay ontology defines the structure of data flows
between the origin spaces.

3. Integration scheme. An additional SmartScribo KP blog processor becomes
a reader of the conference space reflecting promptly the conference state in the
blogosphere space.
The rest of the paper is organized as follows. Section 2 lists some existing systems
that automate conferencing. Section 3 introduces our architecture of integrating
SmartScribo into SCS. Section 4 describes our ontological model for the required
composition of smart spaces. Section 5 provides the implementation details of
our integration scheme. Finally, Section 6 summarizes the paper.

2 Related Work

Information visualization system on distributed displays1 automates the con-
trol on displaying information during business meetings. Information from a
selected source is forwarded to a given display. The system supports meeting

1 http://www.polymedia.ru/ru/isl/26/

http://www.polymedia.ru/ru/isl/26/
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notes, audiovisual mode management (in real time, by a pre-arranged scenario),
data representation in business graphic forms. Meetings are held in pre-designed
rooms. It requires a large amount of expensive audio and video equipment; its
users must be qualified to operate with many complicated functions. The system
is for small “all-in-one room” meetings and there is no mechanism to automate
online discussions between the participants.

AM-conference management system2 is used for automating support of meet-
ings carried out in factories, offices, or workgroups. Participants can physically
reside in different rooms. The central server requires high computing capabili-
ties and a lot of associated software. The system covers most of laborious work
in meeting preparation and holding, especially for large enterprise-level meet-
ings. Nevertheless, its complicated functionality requires much training for users.
There is no mechanism for topic-based discussions.

The system of virtual meetings3 is for organizing virtual meetings of geo-
graphically remote employees. It keeps user information and documents in a
distributed storage, making the system more reliable and stable for network fail-
ures. System services are ontology-based, providing interoperability for software
subsystems from participants and organizers. The system supports instant mes-
saging between employees; more advanced kinds of discussion are not available.

Park Place Installations4 focus on appropriate auxiliary equipment for con-
ferencing. It includes video projector, flat panel television (for presentations or
news), computer (interface for presentation content), DVD player, VHS player,
speaker phone, video conference, electronic whiteboard (for capturing ideas),
microphones, amplifiers and speakers, and lighting control.

TNN Telecom5 is a solution for integrating equipment of a smart confer-
ence room. It includes projector (or projectors), LCD/Plasma, projection screen
rolled (electric or manual), compatible sound and speakers system, audio and
video systems, telephony networking, IP television, as required, conference sound
systems, video conference systems, lighting, air condition, appropriate shading
(curtains), switching and control equipment. Voice and video can be recorded
with automated lights and curtains management. The solution does not auto-
mate the core conference organization processes.

Bell Conferencing Solutions6 support teleconferences. For the audio confer-
encing only a phone line and a phone is required for each participant. In the
conference call, all participants can join the discussion, just as if they were
seated around a boardroom table. Web conferencing uses a browser and phone
to talk, see, share information, and work collaboratively with others. Webcasting
provides consistent messaging via the internet to shareholders, customers, em-
ployees, and other business partners. Video conferencing merges several meetings
via the internet, approximating to the case of traditional face-to-face meetings.

2 http://www.auto-management.ru/sector/management/management_21.html
3 http://www.anbr.ru/page.php?name=sivis&lang=1
4 http://www.parkplaceinstallations.com
5 http://www.tnn.co.il
6 http://www.conferencing.bell.ca

http://www.auto-management.ru/sector/management/management_21.html
http://www.anbr.ru/page.php?name=sivis&lang=1
http://www.parkplaceinstallations.com
http://www.tnn.co.il
http://www.conferencing.bell.ca
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3 Architecture and Scenarios

A smart space can be thought as consisting of heterogeneous devices, services,
and knowledge. In Smart-M3, services are implemented as KPs running on the
devices. Knowledge is kept in an RDF triple store accessible via a semantic
information broker (SIB). People access the knowledge via KPs running on end-
user devices. This section describes the applications of our reference use case:
SCS [3] and SmartScribo [9]. Figure 1 shows the architecture of their integration
with the focus on participating devices and KPs.

Fig. 1. Distributed multi-device multi-agent architecture of SCS and SmartScribo.
Open source code is at http://sourceforge.net/projects/smartconference/ and
http://gitorious.org/smart-scribo

3.1 Smart Conference System

The conference smart space keeps information about the conference participants,
their profiles, links to their presentations, conference schedule, and other confer-
ence attributes. The system consists of the following KPs.

SC client: 1) displays the conference schedule on the user device, 2) controls
the slides during user’s presentation, 3) shows information about other partic-
ipants and their presentations, 4) shows and modifies own user profile. Each
conference participant installs the KP on his/her device.

Whiteboard: 1) displays the schedule on a conference screen, 2) sends no-
tifications to the presenter when the time of his/her presentation is finishing,
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3) cancels presentation if the presenter is absent, 3) allows the conference chair-
man to change the order of participants.

Projector: displays the current presentation on the conference screen. When
Whiteboard changes the current presentation, Projector displays it on the con-
ference projector. KP also changes the current slide of the presentation when
the SC client changes it in the conference smart space.

External service can be connected to the system via appropriate KPs. An
example is a translation service for native languages of the participants.

3.2 SmartScribo

SmartScribo collects blog-related knowledge in the blogosphere smart space,
keeping blog discussions the user is interested in. The space reflects only a part
of the whole blogosphere; the primary storage is on the blog-service side (Live-
Journal, Twitter, etc.). SmartScribo consists of the following KPs.

Blog processor (BP): 1) retrieves blog data from its blog-service and publishes
them into the smart space and 2) discovers new data in the space (from clients)
and sends them to the blog-service. Each blog service requires a dedicated BP,
which serves many clients.

Blog client (BC): accesses blog data in the smart space and visualizes them
to the user in a tree-like structure. When the user writes blog messages the KP
publishes them in the smart space. BC runs on end-user mobile device.

Blog mediator (BM): produces “meta-information” for blogging. For instance,
BM can implement a search or recommendation system for finding blog dis-
cussions of the user most current interest. The class of corresponding devices
depends on the computational complexity of the BM function.

Blog content on the blog service side may be changed by non-SmartScribo
clients. For example, some bloggers use the service directly via web-browsers.

3.3 Integration Idea

In the blogging extension, SCS deploys its own blog service or uses a public
one. Our implementation supports both variants and is oriented to the Live-
Journal blog engine. The conference blog service is a primary storage for all blog
discussions related to each conference.

For each conference a separate blog must be created in advance. It consists of
posts, one per a talk/paper. Additional posts are for other discussion threads,
e.g., for a discussion on the conference organization. This initial phase defines a
structure for discussions. Then the conference moves to its regular online phase.
Participants start SC and SmartScribo clients. The use of SC client is as before.
Switching to the SmartScribo client opens the access to the conference discussion.

To connect the conference program and its discussion threads we assign one
SmartScribo BP to be a mediator. This conference BP keeps tracks of the SC
schedule in the conference smart space. Whenever a new element or update is
appearing the BP reflects it in the blog service. The connection is unidirectional;
the BP reads data from the conference smart space and transforms the program
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into the blog structure. To diminish improper intervention from external users to
the conference blog service, any post (or comment) that is a part of the structure
is published on behalf of SCS (an abstract user with admin rights). All other
users, even they access the service directly, may not modify the structure.

The connection between the blog service and the smart space is implemented
as it is in SmartScribo. The conference BP includes the functionality of a typical
SmartScribo BP. Hence, the conference BP is the center in the Y-network of
SCS, conference blog service, and SmartScribo. The connection “blog service
↔ SmartScribo” is bidirectional. Note that our solution allows two separate
KPs to implement the above two connections. The conference BP internals are
considered in Section 5, see also Fig. 5 for the Y-network therein.

4 Ontology

This section describes the base ontologies inherited from our two origin applica-
tions. Although all knowledge is stored in a common RDF triple storage, they
use independent ontologies. Moreover, the knowledge bases are separated on the
application level, i.e., the RDF triple sets are disjoint. Cooperation needs shar-
ing certain knowledge, and we suggest a kind of overlay ontology on top of the
base ones to serve as a bridge for knowledge exchange. Its core is notification
ontology for synchronization of changes happening on both sides.

4.1 Conference Smart Space

Figure 2 shows the conference smart space consisting of three parts: user in-
formation manager, event manager, and projector manager. User information
manager deals with user profile, displays presenter’s video and slide thumbnail,
monitors time intervals of the conference, and displays conference schedule.

User profile consists of user information (e.g., name, photo, contacts, native
language) and presentation (e.g., title, keywords, link to file with slides). It can
also include links to video to be displayed during the presentation.

Projector manager generates thumbnail of the current slide. Then it is shared
with end-user mobile devices. Event manager displays the conference schedule
and manages time intervals. The schedule is created and dynamically adopted
based on user profiles of available participants.

4.2 Blogosphere Smart Space

In general case, the blogosphere smart space is composed of personal spaces of
bloggers, see details in [9]. This paper considers particularities for blogging in
SCS. Its easiest variant employs a common SC blog account for every participant.

Figure 3 shows the division of knowledge in every personal space into the
three subspaces: person (user profile), context, and blog data. Person describes
user permanent or long-term data (e.g., name, age, e-mail, interests). They are
not blog-specific and modeled with FOAF standard ontology and its extensions.
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Fig. 2. Ontology for knowledge in the conference smart space

Blog data include service information and actual blog messages. In the general
case, service information contains accounts from all services of the blogger. For
SCS the only blog service is used. Person is linked with blog data using the FOAF
concept “person has account”. The blog consists of discussions structured with
the SC program. Each discussion is a tree rooted with a post. Participants add
comments to a post or to existing comments.

Fig. 3. SmartScribo blogger personal smart spaces and their relation with the con-
ference smart space. There are many bloggers in SmartScribo; some of them can also
become SC-participants
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Context represents current and mutable characteristics of a person (e.g., cur-
rent location, weather, music track, her mood). In the SC case, the context is
for a common participant and can reflect the conference thematic and audience.

4.3 Notification Model and Overlay Ontology

Notifications initiate KP to execute some actions or to inform about execution
result. A notification is implemented as a triple or triple set; KPs subscribe to
notification triples. Whenever such a triple is changed the KP is notified. In the
SC case, conference BP operates with several SmartScribo notifications, which
are used in posts and comments manipulations.

This notification model supports proactive service discovery. When one KP
(initiator) needs a service from another KP (responder) the former sends the
notification triples. The responder KP activates the service due to the subscrip-
tion and then publishes the result in the smart space. Since the initiator KP
is subscribed to the triples with expected result, this KP immediately queries
the data. Both KPs know the set of possible operations, expected results, and
notification triples in advance.

Blog notifications are divided into the following groups: accounts, posts, and
comments. An account notification requests the conference BP to perform session-
based operations using account login and password, e.g., the BP logins the service
on behalf of the blog client. The notification triple is “ServiceType—Operation—
AccountInfo”, where the object defines a type of the blog service (Live Journal,
Twitter, WordPress, etc.), the predicate is the operation (login, refresh, etc.),
and subject is an individual with account information. Posts and comment no-
tifications are similar (send, receive, update, and delete operations).

Our notification model provides interaction between SmartScribo clients and
conference blog service. Conference BP accesses two smart spaces using an over-
lay ontology. It provides “a bridge” that connects fragments from underlying
ontologies, see Fig. 4. Conference BP tracks and synchronizes data using the
one-to-one relation between Post class from SmartScribo and TimeSlot class
from Smart Conference. There exists the only blog post for each time slot, see
the link describe in Fig. 4.

5 KP-Based Integration Scheme

Conference blog processor deals with the problem of data integration from het-
erogeneous data sources: conference smart space, blogosphere smart space, and
conference blog service. In this section we describe our solution to this integra-
tion problem. Its initial implementation was demonstrated and approved in real
settings of the 9th FRUCT conference [4].

5.1 Smart Space Synchronization Approach

A sound approach for data integration is to employ a domain mediator object to
synchronize data of different sources [2]. A canonical information model provides
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Fig. 4. Overlay ontology for the conference blog processor

a common language in semantic data presentation for different source informa-
tion models. By means of the canonical model the mediator object requests and
transforms data between different sources.

Our integration follows the domain mediator object approach: conference BP
is an instance of such a mediator. Overlay ontology is a part a canonical infor-
mation model. The latter deals with three data sources: conference smart space,
blogosphere smart space and blog service. Our overlay ontology construction is
based on the ontology matching technique, e.g., see [5]. An interesting problem
is to apply other techniques like ontology unification; we leave this topic for
our future research. A similar approach appeared in [7] for anonymous agent
coordination in smart spaces.

Let C be the canonical information model. We propose the following synchro-
nization scheme. Smart spaces S1 and S2 are finite sets of knowledge objects {s1

i }
and {s2

j}, respectively. The synchronization rule is: S1 and S2 are synchronized
if and only if ∃c ∈ C such that c ≡ s1

i ≡ s2
j . Hence c is a canonical knowledge

object. Note that we consider distinct spaces: each space uses own copy of c,
leading to double store.

We assume that initially both spaces are synchronized. Then the simplest way
is to start with empty smart spaces. Inserting a knowledge object is an atomic
operation. A canonical object is created whenever its notification is received
from one of the spaces. Before the object creation a check is performed weather
the other space already keeps the pair object. If not, the object is created there.
Note that this scheme requires data insertion only.

The scheme is applied for synchronizing the conference and blogosphere smart
spaces with data structures on the conference blog service (LiveJournal). Con-
ference BP manages two types of synchronizations: “SCS → LiveJournal” and
“LiveJournal ↔ SmartScribo”, see the Y network of the heterogeneous data
sources and its mediator in Fig. 5.
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Fig. 5. Data flows of the conference blog processor

Synchronized knowledge objects are blog objects (posts and comments). A
blog object has text and title, which are the same for both spaces, and unique
universal identifier (UUID), which is space-dependent. The latter attribute needs
special canonical presentation. Since UUID is a random numeric value we can use
〈LJ UID, SC UID〉 as the preimage for transformation function, where 〈LJ UID〉
is used to identify objects in the blogosphere smart space and 〈SC UID〉 is used
to identify objects in the conference smart space.

Note that in our current design the conference space keeps presentations,
which correspond to posts in the blogosphere smart space. Comments have no
pair objects in the conference space.

5.2 Conference Blog Processor Implementation

Integration employs a special KP— a conference blog processor; it can access
the smart spaces of Smart Conference and SmartScribo systems. In our initial
implementation, conference participants have a common account for simplicity.
The LiveJournal engine can be deployed on own conference server for privacy
reasons and with the access for conference participants only.

Figure 5 shows the basic scheme that the blog processor follows to coordinate
the integration. This KP performs the following actions: loading information
about the conference schedule from the conference smart space; adding comments
and new posts (report topics) into the blogosphere smart space; interacting with
the conference blog service (LiveJournal) to keep posts and comment up to date;
emitting (add/delete) notification records.

Table 1 summarizes the functional model. Currently the BP is implemented7

in Qt (C++ interface) and contains the following main components: LiveJour-
nalHandler, two SmartSpaceHandlers, and Synchronizer.

LiveJournalHandler interacts with the LiveJournal service by HTTP and
XML-RPC protocols. It implements authorization and post&comments rece-
ive/send primitives. ConferenceHandler and ScriboHandler interact with SIB to
access the two smart spaces.

7 Open source code is available at http://github.com/kua/scblog/

http://github.com/kua/scblog/
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Table 1. Functional model of a Smart Conference Blog Processor

ConferenceHandler interacts with the conference smart space. The latter is
used as a knowledge source for information about reports; the KP does not
modify the content of this space.

ScriboHandler interacts with the blogosphere smart space. This space is used
(i) to publish posts and comments from the blog service, making them available
to SmartScribo clients (conference participants) and (ii) as a source of comments
from SmartScribo client, making them published in the blog service.

Synchronizer is responsible for synchronization between the conference blog
service and the SIB of the two spaces. Objects for the synchronization are posts
and comments (blog objects). Comments are structured hierarchically: each com-
ment has a parent which is a post or previous comment. The blog processor uses
unique identifiers for each of the two spaces.

The synchronization uses Map 〈ID, BlogObject〉, where ID is a structure that
contains unique identifiers for each space in the form pair 〈LJ UID, SC UID〉. Based
on this structure the synchronization algorithm determines what a particular
blog object needs to be synchronized.

Post synchronization is initiated by receiving refreshPosts notification. Ac-
cordingly, the blog processor loads reports (time slot, author, topic and so on)
from the SIB and converts the information into internal structures (in blog ser-
vice format). The next step is coherence checking and adding absent topics.
Synchronization of the blog service and SmartScribo is similar. When the oper-
ations have been completed, the blog processor creates refreshPosts notification.

Similarly, refreshComments notification is used for comment synchronization.
In this process, the blog processor loads comments from the blogosphere smart
space and from the Blog Service. Then BP adds absent pieces of data. Finally,
BP writes refreshComments notification.

6 Conclusion

This paper considered the extension of smart conference functionality with
blogging features for automating topic-based discussions between conference
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participants. Our integration method consists of three key elements: 1) archi-
tecture, 2) ontological model, 3) integration scheme. The method is appropriate
for integrating independent smart applications, when some features of one appli-
cation can extend the functionality of another application. Based on the reference
use case, our method can generalized to a class of integrations with more than
two smart applications. Information sharing between their smart spaces is coor-
dinated via a dedicated KP that applies an integration ontology on top of the
ontologies from participating smart spaces.
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Abstract. Smart environments support service innovation and in emerging 
approaches the information space involved is shared and accessible through 
simple primitives. Semantic web technologies play a crucial role in smart 
environments information representation, as they provide definitions allowing 
for interoperability at information level. The consistent interplay of multiple 
agents that concurrently access the knowledge base of an interoperable smart 
environment requires synchronization means like in traditional concurrent 
programming. This paper is focused on access control to synchronize 
concurrent access to shared resources of an RDF store in a multi-agent system.  
An RDF data model to semantically describe access rights at triple level is 
defined, an implementation to enforce this semantics on the RDF store is 
described and its performance are evaluated. Additional access control 
primitives can be implemented to support more complex behaviors. 

1   Introduction 

While the steady progress of miniaturization and networking capabilities of embedded 
systems contributes to the faster and faster implementation of Weiser’s ubiquitous 
computing vision, lack of interoperability is still an obstacle to service innovation 
when the interaction between heterogeneous multivendor devices is required.  
Devices developed independently by different companies and for different purposes 
have different ways of representing dynamic information originated by their physical 
environment, and we may claim that multi-domain and multi-industry applications 
may only exist if information interoperability requirements similar to those assumed 
by the semantic web are met. This is also demonstrated by the fact that under the push 
of the semantic web [1], a growing number of new generation multi-agent platforms 
provide a shared knowledge base where information representation is machine 
interpretable and well defined from a semantic point of view [2]. Already at the 
beginning of the last decade early context management systems represented context 
information in terms of tuples, consisting of <subject, predicate, object> and possibly 
additional elements like timestamp, expiration time, privacy level indicator and so on  
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[3, 4]. The agents had their internal logic and communication interface, and they 
interacted with the knowledge base by means of an implementation dependent set of 
primitives. 

More modern platforms for smart environments applications adopt the same shared 
memory approach and enhance interoperability thanks to ontology driven, graph 
based semantic web data models. But, in order to seamlessly support evolving and 
situation-driven, highly dynamic applications, shared memory smart environments 
infrastructures need to include access control mechanisms at least to ensure exclusive 
access to selected pieces of information that need atomic updates. 

Access control in digital systems has been deeply explored since the origin of 
computer science at all levels of abstraction of conventional computer architectures 
[10, 11]. Defining and enforcing a complete and general access control model 
optimized for the upcoming graph-based information stores is a complex task which 
goes beyond the scope of this paper. 

Instead the attention here is focused on the definition of a simple extension of the 
semantic graph. Based on this extension, a powerful method to grant exclusive access 
to a small set of triples in an RDF store is proposed and its lightweight enforcement in 
a semantic platform for smart environment applications is described. The proposed 
method to grant exclusive access is based on a graph representation that is independent 
from the hosting platform or from the mechanism of enforcement so its ambition is to 
be general and flexible enough to be ready for further extensions in order to meet other 
challenging requirements including, for example, data confidentiality. 

The need for the proposed semantic web “extension” is demonstrated in a mobile 
application taken by an industrial use case being developed within SOFIA1.Here 
software agents run on maintenance operators personal devices and an activity has to 
be assigned to one of many competing operators. As it will be shown in section 5, this 
requires a locked transaction which includes several semantic transformations. The 
problem will be solved by temporarily granting to a single agent exclusive right to 
reassign several triples. 

2   Motivation and Related Work 

Access control mechanisms play a key role in many computer science areas. In 
concurrent programming they enable exclusive access to shared resources, as required 
by the consistent interplay of shared memory interacting agents, while in information 
security, for example, they provide solutions to handle “attributes”, such as 
confidentiality, non-repudiability, integrity and availability [6].  

Basically access control is required whenever access to specific resources needs to 
be restricted by a variety of rights. The desired level of protection may be achieved 
with appropriate models and primitives that always introduce a persistent 
performance penalty. Minimizing such penalty is a critical design requirement.  

                                                           
1 The platform is being developed within the framework of a project of the European Joint 

Undertaking on Embedded Systems ARTEMIS. The project is called SOFIA (2009-11) and it 
is co-funded by the EU and by National Authorities including MIUR, the Italian Ministry for 
Education and Research. The platform interoperability component is open source, is called 
Smart-M3, it was originally proposed by NOKIA and it is described in Section 3. 
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In the area of security access control mechanisms have been investigated for over 
30 years at all system architecture levels, from business application level to 
middleware, DBMS, operating systems and hardware. For example, most computer 
architectures enforce instruction level access control mechanisms to provide memory 
protection based on two or more privilege levels.  Higher level layers may implement 
their access control and protection models relying on the mechanisms available at 
lower level.  

At higher architectural level the discretionary models (DAC) [7] use a matrix 
relating access rights to the possible combinations of subjects and objects and the Bell 
LaPadula [8] model adds a mandatory check to partially solve the problem of Trojan 
horses. Lattice based access control (LBAC) allows the use of security labels 
organized in a lattice to enforce policies like the Chinese wall [9].  Many other 
important models were proposed and even if they share the same motivations, they 
differ in implementation and target domain.  

In the area of concurrency management, the literature on access control to support 
interaction between concurrent agents goes back to the sixties and to the work of Prof. 
Djikstra at the University of Eindhoven, who set the foundations of operating Systems 
theory with his papers on concurrent programming and co-operating sequential 
processes [10, 11]. 

A comprehensive analysis of all access control models known in the literature is 
out of scope here, while it is more interesting to focus on the middleware level and, 
particularly, on the most recent ideas and discussions about access control in triple 
spaces and semantic smart spaces. In [12] an access control policy for semantic wikis 
is described. A semantic wiki is a software system which is similar to a normal Wiki 
like the well known Wikipedia, but additionally it provides metadata to describe page 
content and the relationships between pages. The idea claimed about access control in 
this particular semantic and information centric architecture is that a set of access 
rights and rules – also represented with semantic technologies – can be used to 
provide different views of the total knowledge, according to the access rights of the 
different subjects. A similar solution is also provided by Semantic Views [13], where 
a semantic description of views stored together with the core information, is used to 
offer different virtual perspectives of the available knowledge.  

Moving to the smart environments scenario, a broad analysis of security aspects in 
smart environments is made in [14] and an architecture to handle security related 
mechanisms like access control, authentication, and, authorization and to manage 
security attributes like  confidentiality is presented. Furthermore, [15, 16] point out 
that in smart environments software agents and security policies are context 
dependent, therefore policies should become context-centric from the current more 
common subject-centric model. Context based policies are related to a context 
ontology. By combining   security policy rules with ontological reasoning, both the 
advantages of logic programming and description logic may be exploited. 

RDF triple stores are context management systems made to store and manage RDF 
graphs i.e. list of subject-predicate-object triples in which subject and object are the 
endpoints of an arc while the predicate names the arc [24]. Not much literature is 
available on Access Control to RDF Store at triple level. Particularly, to the best of 
our knowledge, access control for mutually exclusive access to RDF subgraph has not 
been considered so far. 
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The research done in [17] suggests that a triple based information space calls for an 
access control model consisting of security objects associated to triple patterns. When 
an operation (e.g. a query) matches a triple pattern, authorization is granted or denied 
based on the associated security objects, which may specify pattern specific policies 
and security labels [9]. 

In [23] Access to an RDF store is controlled by an Access-Control Policies 
framework through which all the transactions are routed. Here the policies defined in 
the framework are used to determine whether to permit or prohibit the action on the 
store requested by the agent. 

In this paper we address access control to RDF stores designed to support smart 
environment applications. The proposed model is defined at graph level as an RDF 
extension, and it is therefore inherently portable. No external framework   is required 
as it can be easily enforced at primitive level.   As performance test show the impact 
of the proposed model on the reference architecture is not high. The model represents 
access control policies in RDF stores and its first implementation is targeted at the 
synchronization scenario but  the plan is to extend the semantic model to support 
more complex policies for all access primitives.  

3   Reference Architecture 

We have used the Sofia (Smart Objects for Intelligent Applications) project 
Interoperability Platform (IOP) [19] as the reference architecture for this work. An 
overview of the IOP functional and logical architecture is presented in Fig. 1. Sofia 
IOP provides an RDF [20] based information sharing platform for agents.  

The semantic information broker (SIB) is the core of the system in which all the 
information known is stored. The information is stored as a set of RDF triples which 
constitute a directed labeled graph. Software agents, called knowledge processors 
(KP), may contribute to the evolution of this graph or may utilize its information by 
accessing the SIB through the smart space access protocol (SSAP) [21, 22].  We will 
call “smart space” the set of all the triples hosted by the SIB.  

 

Fig. 1. Sofia IOP functional and logical architecture 
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The SSAP is the main integration point in the IOP. It defines the basic set of 
operations that KPs may perform on the triples. The operations and their informal 
descriptions are briefly the following:  

• the join operation is necessary in order to be able to perform any other 
operation, its counterpart is the leave primitive. 

•  insert, remove and update operations modify the graph operating on its 
triples 

•  the query operation performs a query using any supported query 
language.  

• The subscribe operation sets up a permanent query in the SIB, where the 
subscribing KP is notified about changes to the query results until the 
unsubscribe operation is called. 

 
The Sofia IOP does not restrict the information stored in the SIB in any other way 
than requiring it to be syntactically valid RDF. However, it is obviously beneficial to 
store the information according to some ontology, described typically using OWL. 
This also provides a common structure for the information, namely that the 
information is represented as resources that are typed and have properties defined by 
the type(s) they are instances of. This work assumes that the information is modeled 
as resources with properties, but we do not necessitate the use of any ontology 
describing the stored information.  

The nature of applications has been researched by doing several case studies. 
Combining information across several application domains has been investigated in 
[18]. The use of Sofia IOP as a coordinating layer for different services has been 
demonstrated in [5]. Other case studies have been described in [22]. 

The distributed nature of the applications also creates a need to coordinate access 
to the information when modifying it. This requirement has been encountered in 
several applications for example in service coordination [5] and in building 
maintenance case described in section 5, and solved with various mechanisms. In the 
next sections we present a generic mechanism that may be used in any application and 
provide building blocks for more complex synchronization protocols.  

4   Data Model for Access Control Specification 

This section describes the RDF data model to add access control information at triple 
level. Our objective was to be able to specify in a machine interpretable format the 
access restriction for an arbitrary set of triples. The resulting data model is 
represented in Fig.2. 

The model provides a way to associate specific Access Restrictions to a triple 
pattern through an access restriction property named AR_Property. With reference to 
Fig.2, suppose that KP1 wants to gain exclusive right to modify triples <s, p, *> 
where s = I, and p is one of the properties P11 to P1j. In order to represent the access 
restriction in a machine readable format, a protection Entity P is attached to I through 
the predicate  AR_Property. This is simply done with the insertion of the triple <I, 
AR_property, P>. Other statements having subject P and describing the access  
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Fig. 2. RDF access control specification 

restriction are inserted i.e. <P, AR_Owner, KP1> will indicate which is the KP 
associated to that protection entity; statements <P, AR_Target, P1i> will indicate for 
which properties the protection is to be considered valid. 

It should be noted that another KP (KPn) may insert restrictions to other properties 
(say Pn1 to Pnk) of the same entity I, that have not been protected by the KP1. Fig. 2 
shows the restrictions specified by KP1 (left) and by KPn right. In this case, 
according to the described semantics, only KP1 may update, remove or insert triples 
<I, p11, some_object> while only KPn has the right to modify remove or insert 
triples <I, pn1, some object>.  

An arbitrary number of Protection Entities can be associated to each entity I in the 
Smart space: one for each different KP that wants to own a set of properties. The P 
entities are out of the domain of the AR_Property property so the access to them is 
managed according to ad hoc policies. 

The proposed model presents both interesting properties and also some weak 
points. On one side, it is very simple as it was only introduced to solve some specific 
application problem in a precise scenario(see section V and VI), therefore it currently 
lacks the expressive power to address all possible policies of access restriction to RDF 
subgraphs.  On the other side, thanks to RDF, it is inherently extensible and system 
agnostic; both of these qualities encourage its extension towards more powerful and 
expressive models. 

Access control sub-graphs based on this model may be embedded in standard 
middleware data access primitives (insert, remove, update, query) and so hidden to 
the programmer, much in the same way as it occurs in conventional protected 
architectures at memory-read and memory-write instruction level. Similarly access 
control is carried out at every memory access event, but here a new target memory 
model is being considered, i.e. the graph, and access control information is stored in 
the graph itself and not in external structures as it happens in linear memory 
architectures. As it happens in conventional CPU architectures, embedding access 
control at primitive levels opens the way to performance optimized model 
implementations.  
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5   Synchronization of Interacting Knowledge Processors 

In this section our access control data model is applied to synchronize the access of 
concurrent KPs in a real use case related to a building maintenance scenario. 
Concurrent KPs running on maintenance operators mobile devices are notified of a 
new maintenance intervention. All operators compete to get the job, but only one will 
get it, i.e. the first who accepts. At semantic level the winning KP has to modify the 
sub-graphs associated to the maintenance intervention instance, and this must be done 
with exclusive access otherwise smart space inconsistencies and unexpected 
behaviors may occur if other operators try to accept the job at the same time.  

Fig. 3 shows graphically the RDF triples involved. The corrective intervention is 
an RDF-node created by some fault announcer KP as a reaction to an anomalous 
situation (fault). According to the announcer business logic, candidate operators with 
fault-specific skills are selected through the insertion of the triples with the Sent_to 
predicate. This insertion fires the notification to all candidates at the same time, thus 
they are given the opportunity to accept the job. When an operator accepts the job, the 
KP running on his device deletes all Sent_to predicates and inserts Performed_by. The 
deletion notifies all other operators that the job has been assigned to somebody else, 
and the insertion makes it possible for other actors of the maintenance chain to be 
informed and activated. This demonstrates how smoothly semantic platforms can 
support the interplay of heterogeneous interacting entities.  But what happens in detail 
to the RDF knowledge base if two or more operators try to accept the job 
concurrently? If no exclusive access is granted to one KP at a time, there would be 
eventually more than one Performed_by predicate for the same Corrective 
Intervention instance, which is an inconsistent state. This would likely originate 
misbehaviors in other processes in the maintenance chain. This inconsistency occurs 
if a second operator accepts the job in the “critical” interval between the time when 
the first operator issues his acceptance and the time of the last notification that the job 
has already been assigned (i.e. last remove of the Sent_to property). 

 

Fig. 3. Left: operators 1 to n compete for the job - Right: Operator 4 is the winner 
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If the proposed RDF data model is enforced, restricting access to the <Corrective-
Intervention-xyz, Performed_by, * > solves the problem: only one KP at a time can 
have such restriction in place and during this time it can complete undisturbed its 
semantic transformations on the Corrective_intervention-xyz sub-graph. Then it will 
release the restriction. 

A sequence diagram to provide a more general view on various possible situations 
with (c) or without (a,b) a mechanism for process synchronization is shown in Fig. 4 
where all KPs are supposed to be subscribed to the triple pattern <s1,p1,*>. and when 
notified they may  insert <s2,p2,o2> (in the maintenance scenario it is the 
Performed_byoperation) which in turn may notify other KPs. 

Three different situations are shown. In Fig. 4a, there is no access control enforced: 
KP1 is the only one process reacting to the notification; as no other process makes 
operations in the critical time, the overall behavior is correct but it is not safe. In fact, 
if two KPs perform the same operation during the critical time, unpredictable results 
may occur, as shown in Fig. 4b (KP1 and KP2, both receive a notification, but only 
one KP should perform the update).  

Fig. 4c shows the behavior with access control in place: before updating the SIB, 
KP1 locks property p2 (Performed-by it the maintenance scenario) and, when the 
concurrent process KP2 tries the same operation, it receives a Protection Fault due to 
the attempt to access to a locked pattern. Should KP2 try to do its sub-graph update 
without a prior protect request, it would still receive an access denied answer. KP1 
releases its exclusive access right to the shared resource after receiving the 
notification of successful completion of the requested triple pattern update. It might 
be argued that the specific synchronization problem described above could also be 
solved without the use of the proposed access restriction facility. For example an 
Atomic Conditional Update (ACU) primitive would enable a straightforward solution. 
The ACU based solution solves efficiently only a small class of problems and its 
usage in more complicated scenarios might be difficult. 

 

 
Fig. 4. Concurrent access to a sub-graph with (c) and without (b) access restriction in place 
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How could we deal for example with situations where more than one condition had 
to be verified in order to perform the update? In contrast, the proposed data model is 
capable of restricting access to an entire triple pattern, including triples that are still 
not explicitly stated, and can be simply extended to support more security attributes 
beside synchronization. For these reasons the ACU based approach was first 
considered and then abandoned.  

6   Implementation and Performance 

In this section the implementation in Smart-M3 of the access control policies enabled 
by our data model is discussed together with the resulting performance. 

Only the SSAP primitives with write access are affected, i.e., with reference to 
Section 3: Insert, Remove, Update. The SSAP fragment processed by the policy 
enforcement algorithm is shown in Fig. 5: for each message the Message-type element 
tells if the request is in read or write mode, the nodeID element identifies the subject 
accessing the smart space and the Triples element represents the message content. The 
Triples elements and its children are processed and the request is accepted only if 
none of the Triple violates any of the access control policies. As we want to maintain 
the finest granularity level - i.e. that of the single triple - each Triple element has to 
pass the policy test. As shown in Fig. 5 the number of the Triple element can be high, 
moreover, depending from the query language used, more accesses to the SIB content 
may be required to be able to understand if a single triple violates the access control 
policies. 

 

Fig. 5. SSAP fragment considered by the protection enforcement algorithm (schematic view) 

Therefore the procedure to check a single triple should be fast in order to minimize 
the impact on system performance and should minimize the amount of accesses to the 
RDF store. The implementation is based on a dynamic table called Lock Cache Table 
(LCT), supporting the algorithm and evolving with the smart space access control 
related statements. The table has columns I, P, Pi, KP, which correspond to the nodes 
shown in Fig. 2. Each operation intended to add or remove protections updates the 
LCT (if allowed) while each triple of an SSAP message affected by the protection 
mechanisms is checked  against each line of the table.  

The software artifacts and the implemented algorithm provide Smart-M3 with 
basic access control functionality at triple pattern level with negligible impact on 
protocols and performance. Specifically, the platform access protocol (SSAP) runs 
unchanged because access restriction and release mechanisms are expressed in terms 
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of standard SSAP primitives (insert and remove). By not accessing the RDF store 
when permissions are checked, impact on response time is minimal as shown in Fig.6, 
where the top curve shows the insert time of fifty triples with a single primitive and 
the bottom curve shows the insert time of one triple. The offset between the two 
graphs is an indication of the insert time per triple, while their slope is an indication of 
the overhead introduced by the access control policy implementation. 
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Fig. 6. Insert time for one and for fifty triples as a function of active protections 

Each point of the graph was calculated over a mean of 50 samples and the test was 
run on Ubuntu Linux 10.4 with 1 GB of RAM and two P6 Intel processors at 3GHz. 
Even if the amount of comparisons required to check all the triples in the LCT is 50 
times higher in the top graph  with respect to the bottom one, still, the overhead added 
by our implementation is negligible for a small number of protections and it is still 
reasonble when the architecture is stressed by a large number of protections. The 
small slope of the graphs shows the scalability level of our implementation with 
respect to the number of active protections.  

7   Conclusions 

We have presented a data model to protect arbitrary properties of RDF instances in 
smart space RDF based triple stores. Naturally, the model adds some overhead when 
compared to a “plain” RDF, but the overhead is less than that incurred e.g. with a 
straightforward reification.  

In this paper, we have described one use of our data model, which is for providing 
exclusive access to smart space resources, when multiple software agents try to access 
an RDF store simultaneously. The data model can as well be used to provide different 
security properties to the smart space information. However, this requires further 
research to analyze suitable policy description languages for this kind of setting.  

One major benefit of using RDF for describing the protected properties is that the 
model is reflective, and the involved agents are able to see what has been protected. In 
security usage, this reflectivity may also be a drawback, but we believe that it is 
straightforward to utilize the current approach to hide the part of data model that 
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should not be public. Another benefit of our approach is that the model is general, and 
can be implemented on top of any software architecture that handles RDF. This is an 
important property for any system that is meant to be used in very different settings. 
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Abstract. Ridesharing is one of the most cost effective alternative 
transportation modes with high potential in reducing the greenhouse gas 
emissions and decreasing the amount of traffic in the streets. The paper extends 
the earlier presented approach to building sustainable logistics system for 
ridesharing support based on the idea of smart spaces, where various electronic 
devices can seamlessly access all required information distributed in the multi-
device system from any of the devices. In particular, the paper describes broker 
as a main component of the system and algorithms used for its performance 
optimization. The Smart-M3 open source platform was chosen as a basis for the 
proposed approach. 

Keywords: Smart Spaces, Smart-M3, ridesharing. 

1   Introduction 

Ridesharing (also known as carpooling, lift-sharing and covoiturage), is the shared 
use of a car by the driver and one or more passengers, usually for commuting. It is 
one of the most cost effective alternative transportation modes. Ridesharing has 
minimal incremental costs because it makes use of vehicle seats that would otherwise 
be not occupied. This approach allows getting lower costs per vehicle/mile even 
comparing to the public transport because it does not require a paid driver and avoids 
empty backhauls. However, currently Ridesharing is generally suitable only for trips 
with predictable schedules such as commuting or attending special events. Dynamic 
ridesharing (also known as instant ridesharing, ad-hoc ridesharing, real-time 
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ridesharing or dynamic carpooling) is a special type of a ridesharing enabling 
formation of carpools on a nearly “real time” basis. Typical for this type of carpooling 
is: arrangement of one-time trips instead of recurrent appointments for commuters; 
the usage of mobile phones for placing carpooling requests and offers through a data 
service, automatic and instant matching of rides through a network service. 

In accordance with Global GHG Abatement Cost Curve v 2.0 [1] in the travelling 
sector the carbon emission can be significantly decreased (10.5% of road transport1) 
via more efficient route planning, driving less, switching from car to rail, bus, cycle, 
etc. Additionally, the fact that the transport sector is 95% oil dependent makes it 
vulnerable to the expected rise in oil price during this decade [3, 4]. As a result, 
evolving of flexible, ecological and energy efficient logistics systems can be 
considered as one of the significant steps towards the knowledge-based Green ICT 
applications in low carbon economy. Regarding the above, a growing number of 
initiatives have been developed in this area (e.g. Fig. 1 represents activity of major 
vehicle manufacturers in the carsharing market). Carsharing assumes renting cars for 
one ride. This principle differs from the ridesharing, however, the figure clearly 
represents the growing demand and interest in this area, especially in Europe, where 
daily travel distances are relatively short. 

 

Fig. 1. Major vehicle manufacturers in the carsharing market (World), 2009 

Modern ICT makes it possible to combine several ideas, which would result in a 
more flexible and efficient transportation systems. The main idea of the proposed 
approach is to develop models and methods that would enable configuration of 
resources for decision support in ad-hoc sustainable logistics. The paper extends the 
research results presented at AIS-IT’10 [5] presenting the developed ontology and 
major components of the dynamic ridesharing system and FRUCT 2010. 

                                                 
1 By 0,5 GtCO2e (gigaton of carbon dioxide equivalent) [1]; combined with [2] results in 10.4% 

of road transport or 7.5% of all transport. 
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The paper is structured as follows. Section 2 describes related work. The 
technological framework is described in Section 3. Logic of the Broker as a main 
component of the ridesharing system is presented in Section 4. Its performance is 
discussed in Section 5, and some experimental results are given in Section 6. Major 
results are summarized in Conclusion. 

2   Related Work 

Several surveys have been proposed, which discuss such topic [e.g., 5-8]. They 
present a large amount of such kind of systems ranging from free local company or 
university ridesharing system to complex commercial non-free systems. The earlier 
ridesharing services existed at least in the 1970s when people could make 
appointments through a human operator. 

Major advantages of ride sharing: 

• Supposed the same amount of people travel in fewer cars, so fuel consumption, 
noise emissions, green house gas emissions and air pollution affecting the local 
environment decrease. 

• In areas with little public transport an efficient ridesharing service can increase the 
speed of traveling. 

• Congestion would be less frequent and so the macro economical costs of 
congestion would go down. 

• As people travel together there’s an increasing of social capital. On one hand it 
gives people the possibility to learn to know people who they would never have 
met otherwise. 

• As less cars are on the road the risk for external people involved, for instant 
pedestrians of cyclists, in an accident goes down. 

• The ameliorated connectivity, especially in rural areas, leads to economical growth 
as the markets become bigger. 

• Because of ridesharing fewer people will buy new cars, the used cars will drive 
more kilometers per year and thus lead to a higher replacement rate resulting in 
more fuel-efficient and safer cars. 

Major disadvantages of ride sharing: 

• When carpooling, it becomes difficult to run errands on the way to and from the 
common locations. 

• Tends to be complicated to reliably organize and is difficult to maintain, due to 
changing travel patterns and needs. Sign mark locations outside of their metro 
stops and large bus stations where drivers can share rides with other passengers in 
an orderly fashion. 

To increase the efficiency of the ride sharing the following recommendations can be 
formulated: 

• For a ride sharing system functioning it is needed to get a “critical mass” of the 
quantity of drivers, otherwise the efficiency will be extremely low. In order to 
solve this problem the proposed technology should be as easy to use and has to 
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provide high quality of service. The following recommendations related to this 
issue can be formulated: 

• A ride query shouldn’t take more than some seconds to enter. 
• User’s profiles are needed for the keeping rider’s preferences. 
• Current situation have to be taken into account during the matching process. 
•   For increasing ride matching probability the passengers can use two or more cars 

consequently during one trip. 

3   Technological Framework 

Fig. 2 represents the generic scheme of the approach. The main idea of the approach 
is to represent the logistics system components by sets of services provided by them. 
This makes it possible to replace the configuration of the logistics system with that of 
distributed services. For the purpose of interoperability the services are represented by 
services using the common notation described by the ontology.  

 

Fig. 2. Generic scheme of the approach 

For the purpose of implementation the Smart-M3 platform is used [10, 11]. The 
key idea in Smart-M3 is that devices and software entities can publish their embedded 
information for other devices and software entities through simple, shared information 
brokers. The understandability of information is based on the usage of the common 
ontology models and common data formats. It is a free to use, open source solution 
available in BSD license [12]. The approach presented in the paper is aimed at solving 
the above mentioned problems via usage of the Smart-M3 platform and underlying 
technologies. 

Fig. 3 represents the architecture of the prototype. Knowledge processors (KPs) 
represent participants of the system usually running on mobile devices of the users 
integrated into a temporary (ad hoc) wireless network via such technologies as GSM 
or WiFi. Places are defined via coordinates or address/intersection. “Car” actually 
stands for any means of transportation, including family car, small car, or bicycle. The 
division of functionalities between the car KP and driver KP are yet to be defined.  
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The broker produces possible matches between transportation service requesters 
(User1 KP, User2 KP) and providers (User3 KP, User4 KP). These matches are used 
then for direct negotiation between KPs concerning the transportation service. 

 

Fig. 3. Architecture of the sustainable smart logistics prototype 

4   Broker Logic 

The broker is the most loaded KP in the system. Below, the algorithm used inside the 
broker is considered in detail in order to estimate its computational complexity. Fig. 4 
demonstrates the algorithm at the macro level. The numbered steps are described 
below in detail. The major idea of the algorithm is to reduce the search space step by 
step so that the less computationally intensive steps would be followed by more the 
more computationally intensive ones. Geometric distance is the least computational 
extensive – that is why it is used first. Steps 3-5 are buffer-based. We are currently 
working on vector-based heuristic, but this work is out of the scope of this paper. 

Fig. 5 represents the input data for the algorithm (Fig. 4, step 1). 
At step 2 of the algorithm the filtering by the geometric distance is performed. At 

this stage a significant number of possible meeting points (depending on the detour 
values for the passenger and the driver as well as the driver’s path length) is 
eliminated. The computational complexity of this step is O(m) (proportional to the 
number of points of the driver’s path).  

The idea of filtering by geometric distance is explained in Fig. 6. The passenger 
needs to get from point PS to point PE. The driver goes through points D1 … D9. The 
red circles’ radius is the passenger’s possible detour, the blue circles’ radius is the 
driver’s possible detour. For example, it can be seen that point A cannot be a meeting 
point since it is too far away from the passenger’s start point, though it is close to 
driver’s travel point D2. Points B, C, D, E could be the candidates for the meeting 
points for picking up the passenger and points F and G could be the candidates for the 
meeting points to drop off the passenger. The result of this step is the set of feasible 
meeting points (MP) and the appropriate points of the driver’s route (DP’). 
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Fig. 4. The algorithm for finding matching points 

  

Fig. 5. Initial data 

At step 3 (Fig. 7) a more precise estimation of the meeting points is performed 
taking into account possible driver’s routes. The computational complexity of this 
step is O(q*m) (proportional to the product of the number of possible meeting points 
(MP) and the number of the appropriate driver’s route points (DP’) found at step 2). 
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Fig. 6. Filtering by geometric distance from driver and passenger paths: scheme 

  

Fig. 7. Filtering by driving distance from driver’s path 

At steps 4-5 (Fig. 8, Fig. 9) a more precise estimation of the meeting points is 
performed taking into account possible passenger’s routes as well as estimation based 
on the waiting times (defined as delays in the ontology/profile) for the passenger’s 
start point (step 4, Fig. 8) and for the passenger’s end point (step 5, Fig. 9). The 
computational complexity of each of these steps is O(q’) (proportional to the number 
of possible meeting points (MP’) found at step 3). 
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Fig. 8. Filtering by walking distance from passenger’s start point 

  

Fig. 9. Filtering by walking distance from passenger’s end point 
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At step 6 (Fig. 10) an optimal meeting point is selected among the feasible meeting 
points defined at the previous steps (arrays MStart[] and MEnd[]). The criterion of 
optimality is the minimal total waiting time of both the driver and the passenger. The 
computational complexity of this step is O(count(MStart[])*count(Mend[])) 
(proportional to the product of the number of possible meeting points for the 
passenger pick up and passenger drop off found at steps 4 and 5). 

Start

i = 1
MPmin = 0

TimeMin = MAXTIME

i ≤count(MStart)

j = 1

yes

j ≤count(MEnd)

If MStart[i].time ≥ 0 

yes

If MEnd[j].time ≥ 0 

yes

If MEnd[j].time ≥ 0 

no

If Time ≤DDelay
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j = j +1 no

End

If Time ≤TimeMin
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MPmin = [MStart[i].point, MEnd[i].point]
TimeMin = Time
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no

no yes

If Time ≤PDelay
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Time = | MStart[i].time|  + 
| MEnd[j].time|

Time = MStart[i].time 
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+ MEnd[j].time|

no

i = i +1 no

 

Fig. 10. Best point definition 

5   Broker Performance Estimation 

The total complexity of the algorithm can be estimated as the sum of complexities of 
its each step: Complexity = = O(m) + O(q*m’) + O(q’) + O(q’) + 
O(count(MStart[])*count(MEnd[])) 
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With assumptions that (1) q’ is smaller than q (O(q’) can be dropped), and 
(2) driver’s path is much longer than the detour; consequently, count(MStart[]) and 
count(MEnd[]) are much smaller than q   (O(count(MStart[])*count(MEnd[])) can be 
dropped), the overall complexity would be as follows: Complexity = O(m) + O(q*m’), 
where m is the number of the driver’s route points and q is the number of meeting 
points found after step 2, and m’ is the number of driver’s route points corresponding 
to the found meeting points (found at step 2). 

The computational time strongly depends on the runtime environment and 
hardware. However, it can be said that linear complexity dependence on the number 
of the driver’s route points and quadratic complexity dependence on the reduced 
numbers of points are reasonable. 

Since this algorithm have to be run for each passenger and each driver, the total 
complexity would be:  Number_of_passengers * Number_of_drivers * Complexity. 

6   Experimentation Results 

The experiments were performed with the Broker was running on the computer with 
Pentium M 1.86 GHz processor and 1024 Mb of RAM.  

The first set of experiments was performed without filtering for the reduction of 
the computational complexity. Instead an exhaustive search for matching requests and 
offers. The approximating equation is quadratic for the total amount of users, which 
corresponds to the found earlier complexity equation. 

The second set of experiments was performed using filtering for the reduction of 
the computational complexity. The approximating equation is also quadratic for the 
total amount of users, which corresponds to the found earlier complexity equation. 

It can be seen that usage of proposed filtering techniques significantly reduces the 
calculation time (about 4 times). The results can be seen in Table 1 and Fig. 11. 

Table 1. Experiment results 

Drivers Passengers Total 
Participants

Matching without 
using filtering, sec. 

Matching using 
filtering, sec. 

10 10 20 14.17 4.85 
10 20 30 26.70 9.12 
20 20 40 54.83 17.51 
30 30 60 139.81 37.93 
40 40 80 274.03 66.13 
50 50 100 431.51 101.29 

100 100 200 >1800.00 398.71 
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Fig. 11. Comparison graph 

7   Conclusion 

The paper extends the proposed earlier approach to sustainable logistics based on the 
usage of Smart-M3 platform for supporting a ridesharing system. Unlike similar 
systems (e.g., [13], where drivers set the list of possible pick up and drop off points), 
in the presented approach the possible pick up and drop off points are calculated 
automatically and optimized, what causes additional load for the broker. To increase 
the broker’s performance the matching procedure within the broker has been split into 
several steps, where each step significantly reduces the search step at minimal 
computational expenses with no information losses. However, the performance can be 
further improved using heuristics with some information loss (this is one of the aims 
of the future research). The experimentation showed that broker already takes a 
reasonable time for result generation. Presented results are based on the usage of a 
research prototype written in Python and running on a desktop PC. In a production 
environment the broker is aimed to be run on a dedicated server and it is expected to 
be responsive enough to handle a large amount of queries daily. The future 
development of Smart-M3 up to the production level with a higher capacity (e.g., 
currently it slows down significantly if the number of subscribe queries reaches about 
300) could also contribute to the system performance.  

Time, sec. 

Total amount of users

Without filtering 
With filtering 
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Abstract. In a ubiquitous system, there are several interacting computational
objects which use each others’ resources. As the number of resources and their
consumers grow in such systems, the delay that the consumers experience for
obtaining control over resources increases with an existing rule-based resource
allocation technique. Distributing the resource allocation, however, complicates
the nature of deadlocks that may arise and requires more sophisticated techniques
as compared to a setup with central control. The goal of this paper is to generalize
the current resource allocation method to a distributed setting and, in particular,
to propose an approach for handling deadlocks in this case.

Keywords: semantic web, resource allocation, distributed deadlock, answer set
programming.

1 Introduction

The amount of artifacts with computing and digital communication facilities embedded
in everyday environment will continue its growth. These objects contain information
and functionality which can then be made available to benefit users. From the users’
point of view, the distinction between these embedded devices and computing devices,
such as personal computers or mobile appliances, will blur. Together these devices form
a smart space—an abstract entity which makes services and information available for
users in a seamless way using the most suitable available resources. This is a realization
of the ubiquitous computing vision [24].

In this work, we assume that the issues of interoperability are resolved using se-
mantic web standards. The Resource Description Framework (RDF) [18] is used to
present the atomic elements of information as a set of triples. The structures which are
built on top of RDF can be specified by knowledge representation languages such as
RDF-Schema (RDFS) [19] or web ontology language (OWL) [17]. In this approach,
the building blocks of the information are being standardized, making the resulting in-
formation partially self-describing. We assume that objects present in a smart space
publish and consume information about their offered or used services or capabilities
minimally in RDF format. One of the key objectives of a smart space is that a user
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always has the best possible resources available. The resources, their number and avail-
ability may vary with respect to time, location, or other parameters. Thus the smart
space is an inherently distributed system with multiple independent actors that use and
share their resources according to their own priorities.

In order to address the interoperability of the physical world and the information
world, a middleware platform [16] has been implemented for sharing RDF information
in smart spaces [22]. Based on the experiences obtained from implementing several
use cases [5,6,21], a mechanism for a simple resource management framework using
shared RDF structures [10] has been proposed as a necessary component for this en-
vironment. The underlying problem of resource allocation under preferences requires
implementing a search to choose from different options and also detection and removal
of deadlocks that may arise in the system.

In previous work [12], a methodology for handling the resource allocation task is
introduced and an implementation of a resource allocator based on answer set pro-
gramming (ASP) [9,13,15] is presented. A technical report [1] measuring the timings
for the implementation acts as motivation for this work. The methodology described
in [12] allocates resources using one centralized ASP rule engine. However, in a smart
space environment it cannot be expected that only a single computing entity is able to
carry out resource allocation since the participants of the smart spaces may change dy-
namically and each entity may have to manage its own resources. In these cases there
may be several independent instances making the allocation decisions, suggesting a
decentralized version of the resource allocation framework. Another problem arising
from the distributed nature of the resource allocation is the possibility of a distributed
deadlock. Deadlocks may arise from decisions made independently by the distributed
resource allocators, so our methodology needs to be able to manage deadlocks which
may potentially concern all resources in a smart space. Also, as shown by [1] the effort
of deadlock detection tends to grow nonlinearly with the number of resources and users,
so we hope that distributed resource allocation could alleviate this problem as well.

The goal of this paper is to create a distributed resource allocation framework with
the ability to detect deadlocks and propose an approach compatible with the existing
ASP-based implementation. We also compare our approach with related work in the
field of distributed database systems. The main contribution of this paper is to tailor ex-
isting resource allocation and deadlock management frameworks for smart spaces. The
rest of this paper is structured as follows. Section 2 describes the particular smart space
environment used in this work and introduces the relevant resource allocation concepts.
Section 3 formalizes the research problem that this paper aims to solve. Section 4 de-
scribes the centralized approach from [12] as a prelude to Section 5 where a solution
for the problem is described in a distributed setting. Section 6 discusses the relation of
our approach to distributed databases. Finally, we present our conclusions and lay out
some future research directions in Section 7.

2 The Smart Space Infrastructure

According to the original semantic web vision [2] information is closely tied to the
web infrastructure. However, we assume that web may not be the most suitable mecha-
nism for privacy and efficiency reasons. This has been the motivation for implementing
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Smart-M3 [16], an interoperability platform which allows devices to share and access
local semantic information, while also allowing the more global semantic information
to be available. Logically, Smart-M3 has two kinds of elements: a single semantic in-
formation broker (SIB), which is a blackboard like RDF store, and nodes that can con-
nect to the SIB in order to exchange information. A logical SIB may span over several
devices, internally handling the required synchronization. Smart-M3 provides a set of
primitives for manipulating the RDF content and ontologies can be used to define more
complex structures as part of information published at a SIB.

The available primitives for nodes to manipulate RDF triples on the SIB include
an atomic update (first performing deletes and then inserts) and both single-shot and
persistent queries expressed in languages such as SPARQL [23] and WQL [8]. It is
guaranteed that for a single node, the operations are done in the same order as they
were performed by the node. The definition of a Smart-M3 application is very loose: it
is the result of the combined actions of the participating nodes, which may appear and
disappear spontaneously. The implementations of the nodes themselves are not limited
to any particular system or runtime, as long as the platform has an implementation of the
Smart Space Access (SSA) protocol that offers the basic operations described above.

Specifically, we are interested in scenarios involving potentially large numbers of in-
dependent computing devices. Such resources can be used by the participants of a spe-
cific smart space to realize more abstract functionalities also represented in the smart
space. The resource usage and availability may change dynamically and there may be
preferences according to which the resources are allocated in a competitive setting. An
example use case is the “music follows user” scenario, where a user can start playing
music on her mobile device, but when she enters a car, she can use the car’s loudspeak-
ers for listening and the steering wheel buttons for controlling the playing. Likewise, if
she visits a friend’s home, she can use the multimedia system there, given permission.
The idea is that the same implementation of the use case applies to many environments.

When an entity joins the smart space, it publishes information about its capabilities.
When it needs to use capabilities of others or of its own, it publishes an activity. They
are published on the SIB as RDF instances, which are sets of triples with uniquely
named URIs in the first field (the subject field). It is possible that an ontology defines
a class, whose instance may consist of several triples, which are properties of the class.
Below we call the instances of classes Activity and Capability as activities and
capabilities, respectively. A capability may have a capacity, i.e., a limit on the number
of simultaneous users. At this time the object also indicates if particular capability or
activity should be managed by the resource allocation framework. For the purposes
of this paper, we abstract away connectivity issues by assuming that only the entities
whose information is present at SIB are part of the smart space.

When a node wishes to use the capabilities of an object, it publishes an activity, using
the uses property to target the desired capability. An activity has a property, active,
which has a value “yes” or “no”. It is expected that the creator of the activity mon-
itors the active property and honors it so that when it has value “no”, the activity
is in a paused state. A capability which is targeted by the uses relation may commit
to an activity by publishing a corresponding commits relation. Once all uses rela-
tions have been committed to, the activity is ready to operate and its active property
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can be changed to “yes”. We call this model an activity-capability model. The potential
transient nature, large number, and ownership of capabilities implies that it is not rea-
sonable to have a single global arbiter which would manage capabilities and activities.
We expect that each capability manages itself, i.e., decides independently whether it
commits itself to an activity. At this point policies that restrict what kind of entities may
use the capability may be in effect.

The resource allocation mechanism is also a node in the system. It monitors changes
to relevant types of information and queries for more information in the system if
needed. Based on this snapshot of the world, it decides the allocation of capabilities
to activities and publishes its decisions. A particular node only manages those capabil-
ities and activities which have registered themselves to be managed by that instance of
the resource allocator node. Later on we will introduce another entity, which deals with
the issues that arise globally across all activities and capabilities in the smart space. The
implementation and technical details of combining Smart-M3 with a rule-based ASP
implementation of the resource allocator are described in [11,12]. In ASP, it is cus-
tomary to make a closed world assumption about any logical statement, i.e., if it is not
explicitly mentioned to be true, its negation is interpreted to be true. In other words, log-
ical statements are false by default. Following the terminology of [12], we call a single
node implementing a localized resource allocation a rule engine (RE). Additionally in
this paper, the entity managing multiple REs is referred to as the main manager (MM).

3 Resource Allocation and Deadlock Detection Problems

In this section, we provide a formal account of the resource allocation problem and the
subsequent deadlock detection problem in a smart space. To this end, we introduce some
mathematical notation and define the main concepts involved as follows. Referring to
Section 2, we let C and A denote the respective sets of capabilities and activities in a
smart space. Activities may request capabilities which is formalized by the uses relation
U ⊆ A × C, i.e., each pair 〈a, c〉 ∈ U indicates that an activity a ∈ A requests to use
a capability c ∈ C in the space if permitted to do so. The sets A and C together with
U form a directed bipartite graph as illustrated in Figure 1a. The edges of the graph are
determined by the relation U . Such a structure can be viewed as an instance 〈C, A, U〉
of the resource allocation problem (RAP). Given the requests depicted in Figure 1a,
one is supposed to assign capabilities to activities. Thus, we formalize a solution of an
RAP instance as a relation S ⊆ U−1 where the inverse U−1 = {〈c, a〉 | 〈a, c〉 ∈ U}. 1

Intuitively, a pair 〈c, a〉 ∈ S describes that a capability c is committed to an activity a.
Such relationships can be subject to change in a dynamic environment. However, given
a fixed solution S to an RAP instance 〈C, A, U 〉, some activities may have to wait for
capabilities which, in a circular setting, may give rise to deadlocks.

The deadlock detection problem (DDP) corresponding to the solution S is formalized
as follows. We say that an activity a1 is waiting for an activity a2 in S, denoted by
a1 >S a2, iff there is a capability c ∈ C such that 〈a1, c〉 ∈ U , 〈a2, c〉 ∈ U , 〈c, a2〉 ∈ S,
but 〈c, a1〉 �∈ S. In other words, activities a1 and a2 compete over c that is assigned to

1 The use of a relation S ⊆ C × A rather than a partial function S(c) allows for capabilities
having a capacity greater than one which could be thereafter shared by several activities.
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(a) A RAP instance (b) A splitting for two REs

Fig. 1. Input instance and its splitting

a2 according to S. This makes a1 dependent on a2 (hence the notation a1 >S a2) and
a1 is forced to wait until at least this critical capability is released for its use.

Definition 1 (Deadlock). For an RAP instance 〈C, A, U 〉 and its solution S, a deadlock
is a sequence a1, . . . , ak of activities from A such that a1 >S . . . >S ak and a1 = ak.

The dependency relation >S gives rise to a wait-for graph (WG), formally a pair
〈A, W 〉, where for any a1, a2 ∈ A, 〈a1, a2〉 ∈ W iff a1 >S a2. Such a graph is
similar to transaction-wait-for graphs used in deadlock detection algorithms for dis-
tributed databases [20]. It is clear by Definition 1 that deadlocks correspond to cycles in
the wait-for graph 〈W, G〉 and, hence, DDP reduces to the problem of identifying cycles
in a directed graph which can be efficiently dealt with in a non-distributed setting.

4 Centralized Approach

A way to solve the problem described in the last section using a single RE is proposed
in [12]. The approach is formalized in ASP as a set of rules and constraints. The input
of the problem is the same as described in Section 3 except that there is only a single
RE and no MM. After the execution of the RE, the capabilities are allocated to activities
in such a way that the rules and constraints described in [12] are satisfied. The output is
a set of commits pairs. The activities observe these commitments and start to run once
they have obtained commitments from all capabilities that they use.

Example 1. The problem instance shown in Figure 2 shows the function of a single
centralized RE. Here A = {a1, a2, a3}, C = {c1, c2, c3}, and the set U is given by
the edges of the graph in Figure 2a. This graph goes as an input to the RE which then
produces a solution as the set S = {〈c1, a1〉, 〈c2, a2〉, 〈c3, a2〉} of commits pairs (see
Figure 2b). Note that a2 and a3 compete for the same resources but only a2 gets them.

The rules for deriving a solution like the one described above are devised in [12]. They
deal with the three tasks described below.

1. AllocateResources: These rules are provided by the owners of capabilities and de-
termine how capabilities are committed to activities. They produce a solution which
may still contain deadlocks that have to be addressed in the sequel.

2. FindDeadlock: To find a deadlock, these rules build a wait-for graph for the activi-
ties and detect a cycle in it. The cycle corresponds to a set of deadlocking activities.
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(a) Input instance (b) Solution

Fig. 2. Centralized approach using a single RE (dotted arrows show commitments)

3. ResolveDeadlock: These rules resolve a deadlock by choosing a random victim
from it and by removing its uses relations temporarily. The resource allocation rules
are run again over the modified instance. This task is expressed as Algorithm 1.

The complete job of a single RE is summarized in Algorithm 2. It takes an instance of
RAP as its input and finds a solution for it. Then it attempts to remove the deadlocks
from the solution by modifying the instance and running resource allocation iteratively
until the solution is free of deadlocks. Figure 3 shows an example of how a deadlocked
solution is made deadlock free. In the end, a3 waits for a2 that took both c2 and c3.

Algorithm 1. ResolveDeadlock (D, C, A, U)
a ← random element in D
U ′ ← U \ {〈x, y〉 ∈ U | x = a}
S ← AllocateResources (C,A, U ′)
return S

Algorithm 2. CentralRuleEngine(C, A, U)

S ← AllocateResources (C,A, U)
while (D ← FindDeadlock(C, A, U, S)) �= ∅ do

S ← ResolveDeadlock (D, C, A, U)
end while

5 Distributed Approach

In this section, we describe a distributed approach to solve resource allocation and dead-
lock detection problems using several REs. Our approach is a hybrid one as it combines
a completely distributed approach with a partly centralized control. The respective non-
hybrid approaches would have inherent shortcomings. In fully distributed setups, the
localization of resource allocation is straightforward but the number of messages re-
quired for deadlock detection becomes large [20]. On the other hand, the single control
site easily becomes a bottleneck in centralized approaches to solving RAPs and DDPs.

To alleviate these shortcomings, we suggest to enhance a distributed setup with a
central site, referred to as the main manager in Section 2. The MM is responsible for
breaking up an RAP instance into n parts as illustrated in Figure 1b in the case n = 2.
Then, the idea is to first solve RAPs locally using several REs without any communi-
cation. The next objective is to detect the resulting local deadlocks as well as to resolve
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(a) Input instance (b) Solution having
a deadlock

(c) Activity a3 ban-
ished and the solu-
tion recomputed

(d) New solution in
which a3 restored

Fig. 3. Detailed example of centralized resource allocation

them locally. Then the globally relevant dependencies are extracted and conveyed to the
MM which finally detects global deadlocks and resolves them. In what follows, we for-
malize local views for resource allocation in Section 5.1, and then address distributed
deadlock detection and handling in Sections 5.2 and 5.3, respectively.

5.1 Local Views for Resource Allocation

To enable the distributed solution of an RAP 〈C, A, U〉, the sets C and A of capabili-
ties and activities involved are split into n disjoint parts—giving rise to the respective
disjoint unions C1 � . . . � Cn and A1 � . . . � An. Intuitively, the resulting sets will be
assigned to particular REs for solving. The criteria imposed on such splittings is a topic
of its own and will be addressed elsewhere in detail. For the purposes of this paper,
however, it is sufficient to require that for each 1 ≤ i ≤ n and for each activity a ∈ Ai,
there is at least one capability c ∈ Ci such that 〈a, c〉 ∈ U , i.e., a requests to use c. In
addition to Ai and Ci, the local view over the instance 〈C, A, U 〉 involves the following:

Definition 2 (Local View). Given an RAP instance 〈C, A, U 〉 and splittings C = C1�
. . . � Cn and A = A1 � . . . � An, define for each 1 ≤ i ≤ n,

1. Aout
i as the set of activities a ∈ A \ Ai having 〈a, c〉 ∈ U such that c ∈ Ci;

2. Aall
i as the union Ai ∪ Aout

i ;
3. Adst

i as the set of activities a ∈ Aall
i having 〈a, c〉 ∈ U such that c �∈ Ci;

4. Aloc
i as the difference Ai \ Adst

i ; and
5. Ui as the set of pairs 〈a, c〉 ∈ U such that a ∈ Aall

i and c ∈ Ci.

Intuitively speaking, it is necessary to be aware of activities in Aout
i which request ca-

pabilities from Ci but reside outside Ai. Thus the set Aall
i contains all activities having

local relevance. Likewise, it is important to distinguish distributed and purely local
activities in the respective sets Adst

i and Aloc
i . Last, Ui localizes the uses relation U .

Example 2. Consider the splitting illustrated in Figure 1b. For the RE r1, we obtain sets
A1 = {a1, a2}, C1 = {c1, c2, c3}, Aout

1 = {a3}, Aall
1 = {a1, a2, a3}, Adst

1 = {a1, a3},
Aloc

1 = {a2}, and the uses relation U1 = {〈a1, c1〉, 〈a2, c1〉, 〈a2, c2〉, 〈a3, c3〉}.

Proposition 1. For the splitting A = A1 � . . . � An and any 1 ≤ i ≤ n, Aout
i ⊆ Adst

i .
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Proof. Let a ∈ Aout
i which implies that a ∈ A \ Ai, i.e., a ∈ Aj for j �= i. Then there

is 〈a, c〉 ∈ U for c ∈ Cj by our basic assumptions about splitting A. This implies that
there is 〈a, c〉 ∈ U satisfying c �∈ Ci so that a ∈ Aout

i and a ∈ Aall
i . Thus a ∈ Adst

i . ��

5.2 Distributing Deadlock Detection

Our next objective is to present a distributed method for detecting deadlocks and to
establish the correctness of the method. Based on the local views defined above the
partitions C = C1 � . . . � Cn and A = A1 � . . . � An give rise to local RAP instances
〈Ci, A

all
i , Ui〉 for 1 ≤ i ≤ n. These instances can be solved locally and assuming that

S1, . . . , Sn are the respective solutions, then S =
⋃n

i=1 Si is a global solution to the
RAP 〈C, A, U 〉 up to handling deadlocks. To this end, each set Ai of activities with
1 ≤ i ≤ n induces a local WG 〈Aall

i , Wi〉 where Aall
i = Ai ∪ Adst

i and Wi is the
restriction W ∩ (Aall

i ×Aall
i ) of W on Aall

i . Such WGs are applicable to local deadlock
detection but insufficient in view of detecting global ones. As a remedy, we introduce a
global WG 〈Adst, W ∗〉 in order to capture mutual dependencies of distributed activities
in Adst =

⋃n
i=1 Adst

i . The set of edges W ∗ in the global WG is defined as follows.
A path a1, . . . , ak in 〈A, W 〉 is called local if it consists of non-distributed activities
only, i.e., {a1, . . . , ak} ∩ Adst = ∅. Then, for any distributed activities a0 ∈ Adst

and ak+1 ∈ Adst, the pair 〈a0, ak+1〉 ∈ W ∗ iff 〈a0, a1〉 ∈ W , there is a local path
a1, . . . , ak in 〈A, W 〉, and 〈ak, ak+1〉 ∈ W . If, in particular, k = 0, then 〈a0, a1〉 ∈ W ∗

iff 〈a0, a1〉 ∈ W . The notion of a local path is justified by the following property.

Proposition 2. If a1, . . . , ak is a local path in 〈A, W 〉 partitioned by A = A1�. . .�An,
then {a1, . . . , ak} ⊆ Ai holds for some fixed 1 ≤ i ≤ n.

Proof. Let a1, . . . , ak be a local path in 〈A, W 〉, i.e., {a1, . . . , ak} ∩ Adst = ∅, and
1 ≤ i ≤ n the index of Ai to which a1 belongs. This is the base case for our inductive
argument that aj ∈ Ai for each j ≥ 1. Then consider any aj with j > 1. By the
inductive hypothesis aj−i ∈ Ai. Assuming aj �∈ Ai implies that aj ∈ Al for some
1 ≤ l ≤ n such that l �= i. Since aj−1 >S aj for the solution S inducing 〈A, W 〉, there
is a capability c such that 〈aj−1, c〉 ∈ U and 〈aj , c〉 ∈ U , 〈c, aj〉 ∈ S, but 〈c, aj−1〉 �∈ S.
If c ∈ Ci, then aj ∈ Aout

i . It follows by Proposition 1 that aj ∈ Adst
i ⊆ Adst, a

contradiction. Thus c �∈ Ci holds. Then aj−1 ∈ Aout for some 1 ≤ m ≤ n with m �= i.
Again, by Proposition 1, aj−1 ∈ Adst

m ⊆ Adst, a contradiction. Hence aj ∈ Ai. ��
Let us then point out two corner cases of the definitions of local and global WGs.

1. If n = 1, then Adst
1 = ∅ by definition and Aall

1 = A1. It follows that the only local
graph 〈Aall

1 , W1〉 = 〈A, W 〉 and the global graph collapses to 〈∅, ∅〉.
2. If n = |A|, then each Ai is a singleton. If, in addition, each activity is distributed,

then the global graph 〈Adst, W ∗〉 coincides with 〈A, W 〉.
Theorem 1. Let 〈C, A, U 〉 be an RAP instance and A = A1 � . . . � An a splitting of
A inducing local RAPs 〈Ci, A

all
i , Ui〉 for 1 ≤ i ≤ n. Let S1, . . . , Sn be local solutions

and S their union. Then the WG 〈A, W 〉 corresponding to S has a deadlock iff
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Algorithm 3. DistributedRuleEngine(Ci, A
all
i , Ui)

1: S ← AllocateResources(Ci, A
all
i , Ui)

2: while (D ← (FindDeadlock(Ci, A
all
i , Ui, S) ∩ Aloc

i )) �= ∅ do
3: ResolveDeadlock (D, Ci, A

all
i , Ui)

4: end while
5: W ∗

i ← GetDistributedDependencies (Ci, A
all
i , Ui)

6: ReportToMainManager (W ∗
i )

1. for some 1 ≤ i ≤ n, the respective local WG 〈Aall
i , Wi〉 has a deadlock, or

2. the global WG 〈Adst, W ∗〉 has a deadlock.

Proof. ( =⇒ ) Suppose that the WG 〈A, W 〉 has a deadlock, i.e., there is a loop
a1, . . . , ak. (i) If none of the activities is distributed, then the path a1, . . . , ak is local
and {a1, . . . , ak} ⊆ Ai for some 1 ≤ i ≤ n by Proposition 2. It follows that a1, . . . , ak

is a loop in 〈Aall
i , Wi〉 since Ai ⊆ Aall

i by definition. (ii) Otherwise, there is at least
one distributed activity involved in the loop. Let d1, . . . , dl be the subsequence formed
by the distributed activities in a1, . . . , ak such that 1 ≤ l ≤ k and d1 = dl where dl

can simply repeat d1. For each pair 〈dj , dj+1〉 of activities with 1 ≤ j < l there is a
local path in 〈A, W 〉 that consists of the intermediate nodes between dj and dj+1 in
a1, . . . , ak. It follows that 〈dj , dj+1〉 is an edge in 〈Adst, W ∗〉. Thus d1, . . . , dl forms a
loop in 〈Adst, W ∗〉 and a deadlock. The cases (i) and (ii) establish the claim.

( ⇐= ) Let us then assume that one of the local graphs 〈Aall
i , Wi〉 has a deadlock

actualized by a loop a1, . . . , ak. Since Wi is the restriction of W on Aall
i by definition,

this is also a loop in 〈A, W 〉 that has a deadlock then. But what if the global graph
〈Adst, W ∗〉 has a deadlock realized as a loop d1, . . . , dl? Then, for each pair 〈dj , dj+1〉
of distributed activities with 1 ≤ j < l, there is a local path in some 〈Adst

i , Wi〉 with
1 ≤ i ≤ n. Using these, the loop d1, . . . , dl can be expanded to a loop a1, . . . , ak of
〈A, W 〉 such that a1 = d1 = ak = dl. Thus 〈A, W 〉 has a deadlock as desired. ��

5.3 Distributing Deadlock Handling

We are now fully prepared to present an algorithm, viz. Algorithm 3, for distributed re-
source allocation and deadlock handling in smart spaces. Once local resource allocation
has been carried out (line 1), local deadlocks are detected one by one (line 2) and re-
solved by victimizing a random activity a in a deadlock D and by temporarily removing
all requests 〈a, c〉 from U (line 3). Finally, the dependencies among distributed activi-
ties are determined as a relation W ∗

i ⊆ (Adst
i × Adst

i ). The set W ∗ in the global WG
can be formed as the union W ∗

1 ∪ . . .∪W ∗
n . If there is a cycle a1, . . . , ak in 〈Adst, W ∗〉,

a random victim ai can be chosen from the cycle and treated as in the case of a local
deadlock. Steps 1–4 in Algorithm 3 are quite similar to Algorithm 2 except for the argu-
ments. This highlights the fact that a distributed implementation is easy to obtain from
the non-distributed one by changing the domains of the relevant logical rules. In case
of ASP, such a modification is straightforward to carry out. For the rules used in re-
source allocation, the domain of activities is reduced to Aall

i , the domain of capabilities
to Ci, and the domain of edges to Ui. For deadlock detection, we use the same domains.
However, for deadlock resolution, the domain of activities is Aloc

i .
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6 Relation to Distributed Database Systems

The purpose of this section is to highlight the connection between the two distinct fields
of database systems and smart spaces from the point of view of resource allocation. The
central difference between the architectures of distributed databases and smart spaces
is the way in which information is exchanged between different nodes of the system. In
a smart space, nodes communicate by publishing all the information to the SIB, while
in distributed databases, sites exchange messages through peer-to-peer communication.

There are several models for distributed databases which describe the components
of the system and the way they communicate. A brief survey of these models is given
in [7]. The activity-capability model for smart spaces has many features in common
with the resource model for databases. REs and capabilities correspond to controllers
and resources respectively. Activities are quite similar to transactions in the sense that
both consume resources. However, activities are created to perform a single task while
a transaction is a sequence of operations, i.e., activities only make requests for capa-
bilities once while a transaction may request for resources multiple times. Moreover, a
transaction requests resources at different sites by using communication between pro-
cesses [3] that represent the transaction at different sites. In contrast, there are no inter
RE connections in smart spaces. The decision about the commitments from capabilities
are directly published to the SIB. The responsibility of enabling and disabling a partic-
ular activity, however, rests with a single RE assigned to it. It is also important here to
make the distinction between the single-resource model and the AND model as high-
lighted in [7]. Since an activity may make simultaneous requests to many capabilities,
our setup is closer to the AND model.

The proposed distributed strategy for deadlock handling can be considered a special
case of the hierarchical approach described in [14]. As described in Section 5, the task
of resource allocation is restricted to REs while the deadlock detection and resolution is
done in collaboration of REs and the MM. REs are analogous to leaf controllers, while
the MM can be viewed as the only non-leaf controller. However, as opposed to [14],
there is no distinction between the input and output nodes. The deadlock handling in
our approach only distinguishes between distributed and local activities. A similar ap-
proach for deadlock detection as ours is given in [4] but the definitions for locality arise
due to resources which are analogous to capabilities, as opposed to processes, which
are analogous to activities. Moreover, the information reported to the MM is different
from what is reported to the Central Controller (CC) in [4]. In our approach, only the
dependencies that remain between distributed activities after local deadlock handling
are reported to the MM. In contrast, in [4], the whole weakly connected component in
the resource allocation graph (connected set) associated with a process that is denied a
globally shared resource is reported to the CC.

7 Discussion and Future Work

In this paper, we present a distributed approach to resource allocation and deadlock
handling that works by splitting a problem instance into several parts—each of which
is assigned to a different RE that performs resource allocation and part of deadlock
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handling locally. Information related to distributed activities is delivered to the MM,
which can subsequently detect any remaining deadlocks. The details about the splitting
strategy are abstracted away in this paper for two reasons. First, it is a different research
problem to analyze different strategies for splitting the problem instance in such a way
that the number of distributed activities is minimized which will result in minimum MM
intervention for global deadlock handling. This can be done, for instance, by finding
the strongly connected components of an RAP instance and then assigning each one
of them to a different RE. Ideal parallelization can be achieved if all components are
equally sized and distributed activities are completely absent. In such a case, no global
deadlocks can arise. However, for large problem instances, it may be necessary to break
the largest components into smaller ones by making some activities distributed. Second,
the distributed approach to deadlock detection can be applied to the case where the
objective is integration of numerous smart spaces already existing, each one with its
own RE. In such a setting, splitting is not needed at all since the problem instance is
divided by nature.

An advantage of decoupling resource allocation and deadlock handling is that the for-
mer can be done in real-time and the latter periodically. The frequency of initiating local
as well as global deadlock detection can be varied according to the probability of dead-
locks. Deadlock probability for database systems is briefly discussed in the concluding
section of [20]. However, it would be an oversimplification to assume that the factors on
which the deadlock probability depends in database systems such as resource request
and release patterns, average number of resources needed by a transaction, and duration
of one transaction are similar in smart spaces. Furthermore, smart spaces can be dif-
ferent from each other in terms of size, lifespan, and activity-capability density. Even
activities within a single smart space can be very diverse in their time duration. There-
fore, the probability of deadlocks is more unpredictable in the case of smart spaces.
This also points to the incompatibility of the time-out deadlock resolution mechanism
used in databases due to the broad spectrum of activity lifetimes.

There can be several directions for the future work. Implementation of the proposed
distributed approach and its comparison with the centralized approach in terms of per-
formance is our first target. Other directions are more research oriented. The proposed
deadlock resolution suggested in this paper can fail for dense wait-for graphs since the
resolution only terminates one victim temporarily as soon as a cycle is detected. More
cycles may appear while others are being resolved. Therefore, we feel that it would be
useful to apply the body of research work that exists for distributed databases in this
domain. To this end, further unification of database techniques that deal with resource
allocation and deadlock handling with our research is required.
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Abstract. We propose an agent construction method that can identify action 
models from user action histories, propose alternative actions if users encounter 
situations different from their normal action models, and guide the users to 
those alternative actions. In addition, to realize an alternative action guidance 
service, we present a selection of terminal agents and network agents as well as 
an allocation of their functions and roles. Furthermore, we propose a steady-
action model definition for realizing the service, a tuple classification  
and element constructions for TupleSpace-based inter-agent cooperative 
communication, and an alternative-action extraction algorithm. Next, we 
present a prototype system-based operation check of inter-agent cooperative 
communication and an evaluation of tuple-matching processing time.  

Keywords: Action model, TupleSpace, Agent, Alternative-action, LifeLogs, 
Inter-agent cooperative communication, Ruby, Rinda. 

1   Introduction 

Recent cellular telephones have seen not only improvements in transmission speeds 
but also an increasing number of models that come standardly equipped with features 
such as WI-FI, GPS, and IC cards. Furthermore, end-user programming has also 
become possible on smartphones. Via these mobile terminals, user information such 
as position, purchase history, and transportation boarding history can be stored in 
servers, and users have become able to enjoy recommendation services and the like 
from that information [1]-[3]. Furthermore, there are expectations for not only a 
widening of the ubiquitous environment in which a diversity of IT devices such as 
sensors and information appliances connect to the network [4]-[6], but also a 
provision of advanced services using "LifeLogs" containing the detailed actions of 
individuals [7]-[14]. These services will be provided as agents loaded in mobile 
terminals cooperate with the network according to the situations of the users, but 
compliance with individual privacy protection is necessary. 

On the other hand, users tend to become insensible to situations such as ordinary, 
constant practical problems like sudden delays when a train or bus accident occurs 
when they are making their regular commutes to and from work or school. 
Conventional services do not respond sufficiently to these sorts of situations. In 
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particular, with regard to public transportation used daily in commuting to and from 
work or school in urban areas, a life based on the empirical assumption of such 
transportation running on time is natural, and transportation users do not frequently 
check the operation situations. In addition, according to press release materials of the 
Ministry of Land, Infrastructure, Transport and Tourism that were issued in December 
2009, train service stoppages and train delays of more than 30 minutes have been 
increasing yearly, and, in fiscal year 2008, the number of such stoppages and delays 
occurring in Tokyo and three neighboring prefectures (Kanagawa, Saitama, and 
Chiba) was 40,600 [15]. It is inferred that there are many people whose action plans 
are affected by those train service stoppages and train delays. Therefore, in cases 
where public transportation operation is disrupted because of unexpected accidents or 
disasters, quick thinking to minimize the effects and support to determine alternative 
actions are important. 

In this paper, we investigate an agent construction method that can ensure 
individual privacy protection, identify action models from user action histories, 
propose alternative actions when users encounter situations different from their 
normal action models, and guide users to the alternative actions. In Chapter 2, we 
present a brief overview of an alternative action guidance service and the agent 
construction method for that service, namely, the selection of agents and the 
allocation of their functions and roles. In Chapter 3, we propose a steady-action model 
definition for realizing that service, a tuple classification and element constructions 
for TupleSpace-based inter-agent cooperative communication, and an alternative-
action extraction algorithm. In Chapter 4, we present a prototype system-based 
operation check of inter-agent cooperative communication and an evaluation of tuple-
matching processing time. Finally, in Chapter 5, we present the conclusion and future 
challenges. 

2   Alternative-Action Support Service and Agent Construction 

We propose a group of agents that can respond to the situation and guide users if 
users that use public transportation regularly encounter a situation that occurs 
suddenly. The group of agents consists of a terminal agent (hereinafter referred to as 
"AT") and a group of agents existing on the network (hereinafter referred to as "AN"), 
and they cooperate over the network. AT holds a user's action model, but it is 
necessary to recognize where an exceptional event occurs in that action range. AT 
must obtain accident information from AN, which holds accident information within 
the network, and the cooperative communication method is important. In inter-agent 
communication, an unspecified large number of agents must be able to communicate 
asynchronously if an unexpected event occurs. As a method suited to this kind of 
communication configuration, we used the inter-agent cooperative communication 
method over a TupleSpace [16]-[19].  

Figure 1 shows the functional model of a service that supports alternative actions if 
users encounter train delay problems. 
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Fig. 1. Functional Model of an Alternative Action Support Service 

AT holds the action model as a database, and it figures out the next action transition 
from that action model and the current time. In addition, AT is linked to the 
TupleSpace, and, to check accident information from the action model successively, it 
writes the next action into the TupleSpace as a question. If an answer is received, it 
implements processing such as an action model change.  

AN is composed of two agents. One is AN1, an accident information management 
agent for notifying the terminal agent of accident information. The other is AN2, an 
alternative action derivation agent for deriving alternative actions. AN1 holds the 
accident information database, is linked with the TupleSpace, and waits until a 
question is written into the TupleSpace by AT. If there is a question, it cross-checks 
the contents of the question and the contents of the accident information database. If it 
judges that there is accident information, it writes the accident information into the 
TupleSpace. AN2 receives a request from AT that is inserted into the TupleSpace, 
derives alternative actions from the information in the request, and inserts the results 
into the TupleSpace. AT proposes to the user the optimum alternative action plan from 
among the plans that it receives. 

The functions that are necessary to realize the service shown in Fig.1 are action 
history collection analysis, action model management, current location detection, 
alternative action determination, alternative route search, train-delay certificate 
issuance, alternative-line transfer ticket issuance, and station floor-plan map 
management. In addition, some of the functions are related to user privacy, and others 
are held by the train operating companies. The functions are allocated by type to AT 

and AN respectively as shown in Table 1. 
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Table 1. Allocation of Necessary Functions 

 
 
 
 
 
 
 
 

 

3   Steady-Action Model and Inter-agent Cooperative 
Communication Method 

3.1   WTLM Action Model 

To respond to an unexpected event that occurs in an individual's regular action, for 
example, commuting to and from work or school, it is necessary to define and obtain 
a steady-action model. By focusing attention on the bus stops, the train stations, and 
the times of day that he passed those bus stops and train stations, a college student 
collected an approximately three-month action history of his commuting pattern from 
home to college by bus and train. Figure 2 shows part of the action history that was 
obtained. From Fig. 2, it is was found that, although the time that the student left 
home differed each day of the week, his commuting pattern focusing on the route and 
the required time was about the same.  
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Fig. 2. Example of Change in Action and Time Period by Day of the Second Week in 
September 

Function AT AN Reason

Action history collection analysis ○

Action model management ○

Current location detection ○

Alternative action determination ○ To obey the will of the user

Alternative route search ○ Use of existing providers is efficient

Train-delay certificate issuance ○

Alternative-line transfer ticket issuance ○

Station floor-plan map management ○

Involves the handling of private
information

Information of train operating
companies
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Therefore, since the action time period changes by the day of the week, we define 
as follows a WTLM action model that consists of the attributes of the steady-action 
model, i.e., day of the week, location, time, and means of transportation. Table 2 
shows an example of the WTML action model. 

WTLM_AM(w, t1, t2, l1, l2, m) 

Here, w represents day of the week, t1 and t2 represent departure time and arrival time 
respectively, l1 and l2 represent departure location and arrival location respectively, 
and m represents the means of transportation (bus, train, walking, other) from l1 to l2. 

Table 2. Example of WTLM Action Model 

 
 
 
 
 
 

 

3.2   Inter-agent Cooperative Communication Method 

3.2.1 Tuple Classes and Elements 
TupleSpace-based communication can provide a flexible communication environment 
for agents, and it is implemented by defining tuples that can be shared freely between 
sending and receiving agents. In the tuple communication method, agents 
communicate with each other in the TupleSpace with one agent inserting a tuple that 
it generates and the other agent taking out that tuple. In addition, the agents can 
specify the respective survival times of a tuple's acquisition request and the tuple 
itself, thereby maintaining a space-saving space.  

Figure 3 shows an example of TupleSpace-based inter-agent communication 
[16][17]. If Agent_A writes the information tuple [ "A", "B", "C", 123] into the 
TupleSpace by a write operation and Agent_B writes the tuple [ "A", "B", nil, nil ], 
which includes the elements of the desired information, by a take operation, matching 
processing is executed in the Tuple Space, and Agent_B can obtain tuple [ "A", "B", 
"C", 123], which includes the desired information, by a read operation. 

In order to realize the service proposed in Fig. 1, we defined the three tuples shown 
in Fig. 4 as the tuples to be used in the inter-agent communication. In each tuple, we 
constructed as common elements an element for specifying network agent classification 
(NC), the departure location (l1) and the arrival location (l2) included in the WTML action 
model, and the means of transportation from l1 to l2 (m). In order for TupleA: 
request_tuple to send a query from AT to the network agent, we added departure time 
(t1) and arrival time (t2) for a total of six elements. In TupleB: accident_info_tuple, in 
order for AN1 to write the accident information obtained − based on TupleA's 
information − from the accident information database, we constructed a total of seven 
elements including accident location (lA), accident time (tA), and additional accident 
 

w t1 t2 l1 l2 m

Monday 7:00 7:30 Home Station1 Walk
Monday 7:30 8:00 Station1 Station2 Train
Monday 8:00 9:00 Station2 Station3 Train
Monday 9:00 9:15 Station3 BusStop1 Walk
Monday 9:15 10:00 BusStop1 BusStop2 Bus
Monday 10:00 10:15 BusStop2 University Walk
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information URL (f). In TupleC: alternative_route_tuple, by adding an element for AN2 
to write the alternative route set (R) calculated based on TupleA's information, we 
defined the tuple as five elements. 

Agent_A

“A”, “B”, “C”, 123

TupleSpace

take [ “A”, “B”, nil, nil ]

read[ “A”, “B”, “C”, 123 ]

Agent_B

write [ “A”, “B”, “C”, 123]

“A”, “B”, “C”, 123

Matching Process

 

Fig. 3. TupleSpace-based Inter-agent Communication Method 

TupleA : request_tuple[NC, l1, l2, m, t1, t2]

TupleB : accident_info_tuple[NC, l1, l2, m, lA, tA, f]

TupleC : alternative_route_tuple[NC, l1, l2, m, R]
(note) NC: AN classification, l1 : Departure location, l2 : Arrival location, 

m : Means of transportation from l1 to l2, t1 : Departure time, t2 : Arrival time, lA : Accident location, 
tA : Accident time, f : Supplementary information, R: Alternative route set  

Fig. 4. Tuple Classification and Element Definition 

From the viewpoint of privacy information protection, we allocated the functions 
as shown in Table 1, and it is also necessary to take into consideration the tuple 
elements. For the purpose of privacy information protection, information that 
identifies an individual (such as name, address, and user ID) must not be included in 
those elements. The device with which the terminal agent performs communication 
directly is the TupleSpace server. However, since information that identifies an 
individual is not included in the elements of each tuple shown in Fig. 4, if all of the 
databases that are distributedly managed by purpose are not analyzed, privacy will not 
be violated by means of only these elements. 

3.2.2   Alternative Action Derivation Algorithm 
Now, we explain the process to derive alternative actions through cooperative 
operations of the terminal agent and the network agents if an unexpected event occurs 
in the action model defined in section 3.1. Since WTLM_AM can be seen as a 
relational model, we also call that single line a record and express it as C. As an 
alternative action derivation method, we present below an algorithm to derive 
alternative actions taking into consideration the time to arrive from the current 
location to the destination. This time to arrive is from WTLM_AM record C, which 
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judged that, due to a train accident or other disruption, the commute would not 
proceed as scheduled. 

Step 1: When the algorithm starts, the day of the week, the user's current location, 
and the time are expressed as w, p, and tx respectively. 

Step 2: AT searches to see whether there is a record C {t1>tx)&(|p－l1|<d)} that 
includes the day of the week w from WTLM_AM and that can determine that 
tx<t1 and the distance between p and l1 is closer than d. If such a record exists, 
the algorithm proceeds to Step 3. If there is no such record, the algorithm 
returns to Step 1. 

Step 3: AT extracts all the records for which tx<tl, and, to search to see whether an 
accident has occurred in the section indicated by l1 and l2 of each record, it 
edits the request_tuple corresponding to each record to specify AN1 and sends 
the tuple to the TupleSpace. AT does this for all the records that it extracted. 

Step 4: AN1 reads the request_tuples from the TupleSpace and searches the accident 
information database to see whether there is an accident corresponding to each 
tuple. If there is, it edits the accident_info_tuple and sends it to the 
TupleSpace. If there is not, it does nothing. AN1 does this for all of the 
request_tuples. 

Step 5: AT determines from the existence or inexistence of an accident_info_tuple 
whether or not an accident has occurred. If there is an accident, it sets the 
accident section to l1 and l2 in the request_tuple. In addition, AT extracts m, t1, 
and t2 from the relevant record of WTML_AM, edits a request_tuple specifying 
AN2, and sends it to the TupleSpace. If there is no accident, the algorithm 
returns to Step 1. 

Step 6: AN2 reads the request_tuples from the TupleSpace, edits an 
alternative_route_tuple specifying multiple alternative routes corresponding to 
each tuple, and writes the tuples into the TupleSpace. 

Step 7: AT obtains alternative route information from the alternative_route_tuples, 
reconstructs WTML_AM, and presents the information to the user. 

4   Prototype System and Evaluation 

4.1   Prototype System 

We equipped the evaluation system with Tuple communication functions in a 
distributed environment and made a prototype by using Ruby [17], which is suitable 
for prototype preparation. On a single PC, we implemented a distributed Ruby 
platform and MySQL on Cygwin, and, as shown in Fig. 5, produced each agent and 
the TupleSpace by programming in Ruby. Furthermore, Tuples A, B, and C indicate 
the classifications of the tuples in Fig. 4. 

In the action model database, we collected the action history of a single examinee's 
commute from home to college, which he made by walking, riding the bus, and riding 
the train, and we registered 84 records of relational data conforming to the WTLM 
action model definition. We defined the following five attributes as the attributes of 
the accident information database held by one of the network agents: line name, 
starting and terminal stations of the accident section, accident occurrence time, and 
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supplementary information. In addition, for the line name and for the starting and 
terminal stations of the accident section, we set values by the station numbering 
system. Station numbering is a system for assigning station numbers to rail stations. 
Separate from the ordinary station names, these station numbers consist of the English 
letters and Arabic numerals of line symbols. We also applied these Arabic numerals 
to the elements (l1, l2) that indicate the locations of Tuples A, B, and C. In this way, 
the overlap of the accident section and the section defined in the action model can be 
determined easily by assessing only the relative sizes of the numerical values. The 
accident information database configured in the experiment was registered and run 
with three accidents: one delay-causing accident that includes a line related to the 
action model of the examinee and two accidents that do not include such a line. In 
addition, we constructed the alternative-action route database from five attributes: 
starting point, destination, means of transportation, alternative route, and arrival time. 
Then, after registering five alternative routes for the accident section envisioned on 
the examinee's action range, we conducted the experiment. In a normal situation, a 
method for successively obtaining alternative routes in cooperation with the Web 
service of an existing service provider is desirable, but we simplified that method in 
this experiment. Furthermore, we did not realize processing to determine whether the 
distance from the user's current location, p, to l1 is within d, which is the distance 
condition of Step 2 mentioned in section 3.2.2. 

Cygwin on Win-XP

AT AN1

TupleSpace

Action model Accident
information

Distributed Ruby Platform

AN2

Alternative Route
information

TupleA TupleB TupleC

DB1 DB2 DB3

 

Fig. 5. Prototype System Configuration 

The alternative action derivation sequence for the inter-agent cooperative 
communication that we confirmed in this experiment is shown in Fig. 6. We divide 
the sequence processing flow into "accident information acquisition process" and 
"alternative-action derivation process" and explain the processing flow as follows. 

(1) Accident information acquisition process 
AT extracts from the action model (DB1), in order of precedence, action model records 
for generating request_tuples. Then, for each of those records that it extracted, AT 

generates a request_tuple to check for accident information. Next, by a write operation, 
AT inserts into the TupleSpace the request_tuple that it generated (Fig. 6 ①). 

AN1 of the agent group that exists on the network sends to the TupleSpace a request 
to take out the tuple carrying "an1" and the six-element information (Fig. 6 ②). 
Matching processing is executed within the TupleSpace, and the six-element tuple 



 Inter-Agent Cooperative Communication Method Using TupleSpace 107 

carrying "an1" information is sent to AN1. From the information that it took out of the 
TupleSpace, AN1 extracts information on time, line, and section, and it compares that 
information with the accident information database (DB2). If it judges that the section 
is a section on which an accident has occurred, it inserts the accident information into 
the TupleSpace (Fig. 6 ③). 

In order to obtain the accident information, AT sends out to the TupleSpace a 
request with a time limit, and it obtains from the TupleSpace the accident information 
(Fig. 6 ④). 

(2) Alternative-action acquisition process 
After processing the acquisition of accident information, AT generates, from the action 
model record indicating that an accident has occurred, a request_tuple that includes 
"an2," and it inserts the tuple into the TupleSpace by a write operation. 

Next, AN2 requests to the TupleSpace the tuple holding "an2" and the six-element 
information (Fig. 6 ⑥). Matching processing is executed in the TupleSpace, and the 
matched tuple is sent to AN2. AN2, which has received the tuple, obtains from that 
request_tuple information on the action start time, the action end time, the action start 
point, and the destination. In addition, based on those pieces of information, AN2 
searches the alternative actions residing in the alternative action database (DB3). The 
retrieved alternative action is inserted into the TupleSpace as an 
alternative_route_tuple (Fig. 6 ⑦). 

AT sends to the TupleSpace a request to obtain the alternative_route_tuple, and it 
thereby obtains alternative routes from the TupleSpace (Fig. 6 ⑧). 

AT AN1DB1 DB2TupleSpace

Request action model

Action model record

Insert request tuple generated from action model

Take out request tuple

Request tuple

Take out accident information

Accident information

Insert accident info tuple
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Insert alternative route data tuple

 

Fig. 6. Alternative Action Derivation Sequence in the Prototype System 
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4.2   Tuple-Matching Processing Time 

In order to realize flexible communication between agents that take charge of 
different processes, the TupleSpace has a function to store tuple data. However, it 
does not hold advanced search functions such as those in MySQL. In the Tuple 
communication method, tuples are registered in the TupleSpace and communication is 
performed by matching. Therefore, if the communication between agents becomes 
more frequent, the number of tuples within the TupleSpace becomes large, and a 
delay occurs. Thus, on the prototype system, we assumed the case where multiple 
terminal agents share a single TupleSpace, and we verified the change in delay that 
occurs.  

In the tuple communication in the service, since Tuple A that the terminal agent 
writes uses six elements – agent identification number, action start time, action end 
time, starting point, destination, and means of transportation – as information to 
perform matching, we defined a six-element tuple for the experiment and measured 
the matching processing time. Furthermore, a difference in matching processing time 
emerges between the case where matching is performed on the first element of a tuple 
and the case where it is performed on the sixth element. Matching performed on the 
first element is the fastest, and processing slows as the position of the element to be 
matched drops lower. Matching performed on the element in the lowest position, 
which, in this prototype, was the sixth element, produces the worst delay. Therefore, 
we conducted the following two experiments and measured the delays. We defined n 
= 1~1400000, collected the measured value five times with n set to a certain 
numerical value, and calculated the mean value of those five measurements. 
 
[Experiment Condition 1] Fastest Matching 

Within the TupleSpace, we registered the information [1,56,78,99,12,34] ～
[n,56,78,99,12,34] through a write operation, and, through a take operation on the 
[n,56,78,99,12,34] information that was inserted last, we collected the matching 
processing time. 

[Experiment Condition 2] Worst-case Matching 
Within the TupleSpace, we registered the information [34,56,78,99,12,1] ～
[34,56,78,99,12,n] through a write operation, and, through a take operation on the 
[34,56,78,99,12,n] information that was inserted last, we collected the matching 
processing time. 

 
In the alternative-action support service, as shown in Fig. 6 ③ ⑦, two tuples are 

stored for each user. The reason why they are stored is that, to keep the agents on the 
network from performing redundant processing when they obtain the accident 
information and the alternative means of transportation, the accident information and 
the alternative means of transportation information are left in the TupleSpace. Every 
time the users increase, a target tuple will be searched from a TupleSpace where 
tuples equaling at most two times the number of users are stored. For this reason, we 
derived the relationship between the number of users and the matching processing 
delay, and we present the measurement results in Fig. 7. 

From Fig. 7, it was found that the difference in the matching processing time 
between the two conditions became pronounced beyond 50,000 users, but that the 
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search processing could be done in less than a minute even when there were 55,000 
users. If we consider the case of obtaining accident information at the train station 
with the most favorable conditions and transferring to the alternative route presented, 
since more than one minute is required for even an ordinary change of trains, it was 
found that application of TupleSpace-based inter-agent communication to the 
proposed alternative-action support service is possible. The prototype system was a 
single TupleSpace, but, by constructing a TupleSpace in multiple servers, that 
capacity may be expandable up to the number of users who use railways in a day. 
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Fig. 7. Change in Number of Users and Processing Time in a Single TupleSpace 

5   Conclusion and Future Challenges 

In this article, we proposed an agent construction method and a service that can, by 
having agents operate cooperatively via a TupleSpace, propose alternative actions if 
users encounter situations different from their normal action models and guide the 
users to those alternative actions. In creating the prototype, we implemented each 
agent and database by using the distributed Ruby platform and MySQL, and we 
evaluated the feasibility of the service. In addition, we implemented an agent function 
allocation and a tuple definition that were designed for privacy protection. 
Furthermore, we measured matching processing time, which becomes a factor in the 
processing delay of the alternative-action support service, and we confirmed that 
TupleSpace-based inter-agent communication can be applied. 

As a future challenge, it is necessary to investigate a high-precision algorithm for 
extracting action models form observable action histories. In addition, a method for 
collaboration with existing service providers that hold transfer information, and a 
method to determine the neighborhood between a user's current location and the 
departure location recorded in the action model, both remain as challenges for the 
future. 
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Abstract. Our research is about a dynamic symbolic space model that
is fed with data from the environment by a set of processing modules that
receive raw data from sensor networks. For the conducted experiments
we have been using data from a WiFi network as it is a widely available
infrastructure in our campus. Here we propose two processing modules
which will provide more information about the spaces described in the
model. The first one tries to implement our human perception of the
usual visitors of a place using two measures, the long term and the short
term tenant level. The second one detects where groups of users emerge,
how many there are and what are their dimensions. Based on this new
perspective of the campus we intend to realize how the presence of people
shapes the dynamics of a space.

Keywords: groups of users, space dynamics, symbolic space model,
WiFi.

1 Introduction

Public places tend to be extremely dynamic. This means that their contexts
change instantaneously as a result of different factors. These include, in the first
place, the presence of people and their activities, but also changes of physical
characteristics, schedules and so forth. In this paper we will focus on detecting
groups of people and their relation with the space dynamics.

Our research is based on a dynamic symbolic world model which is integrated
in a larger system that comprises sensor networks, data acquisition and process-
ing modules and applications. The world model representing a particular area
is fed by the results obtained from the processing of the data coming from the
locally deployed sensor networks. It acts as a repository of rich context informa-
tion for applications aimed at the usual users of a place or the newcomers. Our
main source of context information about spaces is the wireless network which
is widely deployed in the University area. Our previous results [2] have shown
that the WiFi network data is quite rich in context and many interesting details
about spaces can be extracted from there.
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2 Related Work

During the last decade wireless LANs have increasingly become commonplace
on many university campuses, in enterprises and at other public venues provid-
ing access to the Internet on the move. Every laptop, and more recently, every
smartphone have also become WiFi enabled. Extended research has been made
on the wireless networks usage, e.g., [4] and user mobility and traffic patterns,
e.g., [3], aiming to provide useful elements that might help to improve network
performance [1] and management and planning [6].

As WiFi networks spread over many public and private places, the potential
for this technology to capture the dynamics of the space is enormous. We are
interested in metrics that have been used for the characterization of the wireless
network usage and user mobility, but our prime objective is to characterize space
dynamics and to understand the usage patterns and the pulse of each observed
space. For instance, the number of users per access point can provide us with
some information about the popularity of an access point and, consequently,
about the popularity of a space where it is deployed. We infer the way a space is
used and whether it is, normally, one of the most popular areas in the campus,
through the analysis of the access point tenant levels and group detection. Daily,
weekly and seasonal trends give us a picture of the space pulse, contributing to its
characterization. Although our approach is different and we have not found any
similar work in the literature, we describe below some projects that are somehow
related to ours. In [7], the authors observed a change of habits of the students
concerning the choice of a place to study or socialize as a consequence of the
implementation and expansion of a WiFi network. The work described in [8] links
together data about the human presence in spaces based on a WiFi network data
and a system that monitors HVAC levels in order to improve energy efficiency in
buildings. An example of a dynamic system that is constantly and automatically
updated as new people join in or new events are about to happen is the Just-
for-us project [5] developed in Melbourne. This system aims to encourage new
forms of social interaction in public spaces.

Although the data source is the same, our objectives are significantly different
as we are using this data to populate a world model with dynamic data coming
from the environment. In this paper we give two examples, the tenant levels
which describe to what extent a space is visited always by the same users or
by many different users, and the groups detection which allows to add more
characteristics to a space description according to the number of groups, their
dimension and the time they spend at each place.

3 A Dynamic Space Model

The world model we propose was inspired in the human mental models of the
world. It is a symbolic model and it consists of objects, object attributes, relations
and relation attributes as illustrated in Fig. 1. These elements are created, either
manually by the user, or automatically by the processing modules. Each object
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has a name, a URI (Uniform Resource Identifier) that uniquely identifies it (the
object id, a host name or IP address of the server where the object is stored and
a port from which it is accessible), a type, an author, a creation date, availability
(public or private) and a status (active, idle, inactive). An object can have an
arbitrary number of attributes and an arbitrary number of relations with other
objects.

Fig. 1. A snapshot of the symbolic space model

object = {objid, URI, name, type, author, cdate, availability, status}
An attribute is defined by the attribute id, the id of the described object, a

timestamp and a name-value pair.
objAttribute = {attid, objid, timestamp, name, value}
The semantics of relations is based on the way humans mentally relate objects

or places. If we have a well known landmark, we will relate other objects to it,
as in the following expression: ”the University is near the castle”. In our model
this is achieved through semantic relations that may be established between
objects. A relation is defined by a relation id, a name, a type, a creation date,
the URI of the object in the domain and the URI of the object in the co-domain.
It is characterized by an arbitrary set of relation attributes. Relations support
inference processes that extract implicit knowledge from the model. The way a
relation is handled by the inference algorithms is based on its name and type.

relation = {relid, name, type, cdate, URIdom, URIcdom}
Examples of the current relation names supported by our inference algorithms

are: Is In, which expresses spatial or administrative containment, Is Accessible
From, which expresses accessibility or connectedness and Is Next To which ex-
presses adjacency between two objects. Presently, the implemented inference al-
gorithms support the transitive and the symmetric relation types. Other relation
names and types are allowed but without any inference being performed.

A relation attribute is defined by its own id, the id of the relation to which it
belongs, a timestamp and a name-value pair.
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relAttribute = {relattid, relid, timestamp, name, value}
Currently, the model is implemented on top of a relational database. There is

a service, the Symbolic Contextualizer, that provides the interface to the model,
and allows querying and editing the model data. The model is integrated in
a bigger system, as shown in Fig. 2. The model is updated in real time by a
set of processing modules that use sensor data and the model data to infer
characteristics of the objects stored in the model.

In order to take advantage of the already existing infrastructures which are
deployed in our University campus, we are using data from the WiFi network as
our main source of context information about spaces within the campus. This
option was also motivated by the results of other research projects which studied
WiFi networks and found that they were a very useful source of information
about space usage [7]. The Location Server in Fig. 2 stores data containing the
number of users per access point and the corresponding lists of MAC addresses
every five minutes. All the acquired data is accessible through a query interface
provided by the Sensor Data Service.

Fig. 2. Concise system architecture

In our previous work [2], we have analyzed data about the number of users
per access point and identified useful information for creation and updating of
the elements of our symbolic world model. This resulted in three processing
modules, one for classification of access points according to their usage patterns,
one for calculating correlation factor between access points and one for detecting
hotspots that uses data produced by the two previous modules.

Next we explore the detection of frequent users and groups as two examples
of processing modules that may feed the world model with data that contributes
to space characterization. First, we explain the motivation for creating each of
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these processing modules. Then, we identify the output that they are going to
produce and, finally, the rules that should be followed for updating the model
with these results. We assume that one MAC address corresponds to one person.
Our objective is to observe if the users in a particular area of the campus are the
usual visitors of that place or not by calculating the tenant level of a place as
well as find and characterize the places in the campus where the groups emerge
and spend their time.

4 Tenants, Visitors and Strangers

We propose a simple way of modeling our human perception of the usual users
of a place. For instance, when we enter a familiar space, we easily notice whether
the usual people are there or if there is someone new or someone missing. We
propose a way of measuring this through the number of occurrences of each MAC
address during a given time period. The process of calculating the tenant level of
an access point, is the responsibility of one of the processing modules dedicated
to this particular operation. Besides the calculations, it is also responsible for
inserting the results in the model.

Motivation. Detecting a set of MAC addresses that repeatedly appear at some
nodes of a network may allow for characterization of a place in terms of its users.
Keeping track of the type of visitors of a particular place (place visitor profile)
may let us discover whether a place is normally visited by its tenants, frequent
or occasional visitors or complete strangers. This kind of knowledge may be used
by context-aware applications running in the infrastructure.

Output for the model. Information about the frequent visitors of an access
point may allow for the update of two object attributes. One describing the long
term tenant level of a place and the other the short term tenant level as it will
be explained in Sects. 4.1 and 4.2.

The rules. Update two attributes, one called long term tenant level and the
other called short term tenant level with the values between 0 and 1.

For each access point, the list of connected devices’ MAC addresses is recorded
every five minutes. Frequencies of each detected MAC address are stored and
updated. Fig. 3 shows an example in which data was stored during 24h resulting
in 288 samples. In each sample the number of connected MACs per access point
is recorded and the counter of occurrences for each present MAC is incremented.
After the acquisition of samples during a time period, the available data con-
sists of the frequencies of each detected MAC address. In our experiments the
considered time periods were 20 days (corresponds to 5760 samples) for the long
term and 5 minutes (a single sample) for the short term.

4.1 Long Term Tenant Level

The long term tenant level shows if a place is mostly visited by people who
are always there, frequently dropping in or just occasionally passing by. It is



116 K. Baras and A. Moreira

M
A
C
co
u
n
t

Time
9 a.m. 12 a.m. 3 p.m. 6 p.m. 9 p.m.

10

20

30

40

Fig. 3. 24h hours of MAC counts for an AP

calculated for the data collected during a fairly long time period, like several
weeks, in the following way:

1. Calculate absolute frequencies for each observed MAC address i (fabs,i);
2. Calculate normalized frequencies of observed MACs: fnorm,i = fabs,i/S,

where S is the number of samples in which at least one MAC was detected
(valid samples). This value is chosen instead of the total number of samples
that are taken during the considered time interval in order to discard periods
in which nobody connects, e.g. during the night or during the weekend. In
places that never close and where there are always people, it may be more
suitable to consider the total number of samples. In Fig. 3, S is given by the
number of time intervals between 9 a.m. and 7.30 p.m.;

3. Classify MACs based on their normalized frequencies and according to the
rules described bellow in Table 1. The result is depicted in Fig. 4 for a set
of 19 MACs randomly chosen out of the total of 720 MACs detected during
the observation period (20 days).

Table 1. Place visitor profile based on detected MACs

Normalized frequency (fnorm) MAC Class

fnorm ≥ 0.2 Tenants
0.1 ≤ fnorm < 0.2 Frequent Visitors
0.01 ≤ fnorm < 0.1 Visitors
fnorm < 0.01 Strangers

4. Count the total number of detected MACs (nMACs).
5. Calculate the final value for the long term tenant level:

tenantLevelLT =
fnormT + fnormFV + fnormV

nMACs
(1)

which is the sum of all the normalized frequencies higher or equal to 0.01
(all tenants, frequent visitors and visitors) divided by the total number of
detected MACs. This results in a value between 0 and 1 for the long term
tenant level of a place.

For the example illustrated in Fig. 4, the calculated normalized frequencies
reveal the detection of 6 tenants, 1 frequent visitor, 7 visitors, and 5 strangers.
The resulting tenant level follows from (1): tenantLevelLT = 0.13.
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4.2 Short Term Tenant Level

The short term tenant level shows, in turn, if the considered area is being visited
at a particular moment by its tenants, frequent visitors, visitors or strangers. The
short term tenant level is calculated for a single sample as follows:

1. Count the number of tenants, frequent visitors, visitors and strangers in the
current sample by comparison to their class, if any, in the long term place
visitor profile. MACs appearing for the first time are considered strangers;

2. Calculate the value for the short term tenant level as:

tenantLevelST =
fnormT + fnormFV + fnormV

mMACs
(2)

which is the sum of the normalized frequencies higher or equal to 0.01 divided
by the total number of detected MACs (tenants, frequent visitors, visitors
and strangers) in the current sample. This results in a value between 0 and
1 for the short term tenant level of a place.

For the same case from the Fig. 4, where we calculated the long term tenant
level for an access point with 19 detected devices, we will now calculate the short
term tenant level. To do this, we will consider that, the following devices were
detected in a single sample: A, D, J, K, L and N. According to the figure, we
have 2 tenants (D, K), 1 frequent visitor (N), 1 visitor (A) and 1 stranger (L).
If we use the same values for their normalized frequencies as those shown in the
figure, (2) yields tenantLevelST = 0.21. So it results in a slightly different value
than the one obtained for the long term. Although a place may be mostly visited
by occasional visitors, there may exist some time periods when it is visited by
its tenants and frequent visitors.

For the following examples the long term tenant level was calculated for a 20
days long data set and the short term tenant level was calculated for each single
sample during a 48h time period (from Sunday, 5 p.m. to Tuesday 5 p.m.). The
first example (Fig. 5(a)) is from one of the library access points which is usually
visited by a very large number of users during the opening hours. The second
example (Fig. 5(b)) is from a rarely used access point, localized near the design
rooms in the department of architecture. The third example (Fig. 5(c)) shows
the results for the set of four access points in the students’ dormitories which

Tenants
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Fig. 4. An example of a place visitor profile based on a set of MACs detected at an
access point during an observation period of 20 days
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(b) Design rooms are char-
acterized by a few tenants
when no one else is there.
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(c) Dormitories are char-
acterized by frequent visi-
tors and tenants.

Fig. 5. Short term tenant level variation during two days time period. Left Y-axis
represents the number of users and the right Y-axis, the short term tenant level.

are usually heavily used during all week. It shows strong frequent visitor, and
sometimes, tenant profile.

It makes sense that in the library the visitor profile is characterized by many
occasional visitors as it is a place where a large portion of the academic pop-
ulation spends some time during a week. However, the characterization of the
design rooms profile is not as clear, because there are many fluctuations during
the day and during the week. At some hours of the day only tenants are found,
but as soon as the number of users increases, the tenant level value lowers. In
the dormitories the profile is quite clear. Although there is a large number of
users like in the library, this place is mostly used by its residents. Although it is
not always clear whether the users connected at a particular access point are its
tenants or occasional visitors, the results show a new perspective on the space
usage. New knowledge about a space may be extracted from graphics like those
shown in Fig. 5.

5 Groups of Users

In this Section we propose a processing module that is responsible for the detec-
tion of groups of users in a WiFi network coverage area. This is achieved based
on the MAC address listings retrieved from the access points. This module also
inserts the resulting data about groups into the space model.

Definition 1. An iteration consists of six consecutive samples, taken every five
minutes.

This means that a single iteration is 30 minutes long. Due to overlapping (see
Fig. 6) the duration of two consecutive iterations is 35 minutes.

Definition 2. A group is defined as a set of two or more MAC addresses that
are detected together at two different access points, during at least four iterations
(Niter = 4) at one of them.

As explained above and shown in Fig. 6 the duration of this time interval may
vary, depending on whether the MACs X and Y are found together in consecutive
or non-consecutive iterations.
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The minimum number of iterations for the creation of a group determines
the number of detected groups. Four iterations for a week time is a reasonable
value because it means that the members of the group are found together dur-
ing at least 45 minutes, which is the minimum duration of a lecture. Also, the
constraint of at least two different access points is important for it helps to elim-
inate laboratory equipment that is connected to the WiFi network unattended.
An enhancement could be to establish a minimum distance between the two
different access points in order to eliminate the ”ping-pong” effect which may
occur between nearby access points.

Motivation. The purpose of detecting groups of users is to extract more charac-
teristics of the spaces where these groups are created, according to their number
and their dimension. Identification of groups of devices, and to some extent,
groups of users, allows for the identification of the areas in the campus where
the groups of users work or meet. It also may add more dynamics to our model
as it reflects their presence and movement within the area represented in the
model.

Output for the model. When a group is identified, an object representing
it may be created in the model. A relation with an access point may also be
created every time a group connects to the network. There may be a list of all
visited access points as an attribute of a group that may be used for inference
of additional information about the group itself and the places it visits.

The rules. Two or more MAC addresses should be found connected to at least
two access points during at least Niter iterations for an object of type group to be
created. Once created, this object will have a relation Is In Range Of established
with an access point.

iteration count

X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y

40 minutes

1 2 3

X�Y X�Y X�YX�YX�Y X�Y X�Y X�Y

iteration count

X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y X�Y
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Fig. 6. Duration of the total number of counted iterations is variable. Three iterations
may mean that the members of a group were found together during 40 min, 65 min or
90 min. The minimum of minutes, given by 30 + (Niter − 1) × 5, is obtained if all the
iterations are consecutive (partially overlapping) and the maximum, equal to Niter×30
is obtained if there is no overlapping between iterations.

Fig. 7(a) shows a graph representation of a group in which vertices correspond
to MAC addresses that were found connected to an access point during a consid-
ered time interval. The weight associated with each edge represents the number
of iterations during which the pair of MACs was observed. If we set a threshold
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(a) Edges between MAC addresses cor-
respond to the number of iterations.

(b) When a threshold of 4 is set for the
minimum number of iterations, edges
with lower weights are removed.

Fig. 7. Graph representation of a group of users

to 4 iterations (Niter = 4), as we did in our experiments, all the edges with
weights lower than 4 are removed as shown in Fig. 7(b).

In our experiments, we detected 50 groups on average during one day in the
campus. During one week we detected 830 groups on average. We also identified
places in the campus where the largest number of groups emerge and also where
the largest groups appear. Each of the considered places is covered by at least
two and at most four access points. As shown in Fig. 8, the most frequent group
dimension is 2. The largest group had 42 members and it was detected in the
dormitories.

Fig. 8. Dimensions and number of groups for a week long data set. Larger groups were
detected, 42 being the biggest. They are not shown here as they are not very frequent.

In comparison to the total number of unique MACs detected (3222), those
participating in groups (945) represent nearly 30%. As expected, the most crow-
ded places are the library and the dormitories and there appear the largest
number of groups. We identified 7 places in the campus where 70% of the groups
emerge (see Fig. 9). If we do not consider the dormitories, than we have 50% of
all groups emerging in 6 places.
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Fig. 9. Groups at the campus after analyzing a week long data set. The smallest
groups have 2 members and the largest 42 (the biggest circle). The radius of the circle
is proportional to the dimension of the group.

6 Conclusions and Future Work

Starting with a structure of a dynamic world model and the data about the
utilization of an University WiFi network, we have identified two additional
sources of information for the update and the expansion of the developed model.
We have defined a new parameter for characterization of spaces, the tenant level.
This parameter translates the human ability to distinguish whether a familiar
place is occupied by the usual users or there are new people around. The second
source of data for our model comes from the detection of groups. We were able
to detect where the groups emerge and what are their dimensions. These two
new aspects add a new perspective on spaces derived from data gathered from
the WiFi network.

Further developments may be done based on the results from this paper. For
example, we may study the movement of groups around the campus and identify
the most frequent trajectories. Besides the individual group detection, we can
also observe the interconnections between all the existent groups in the campus.
This happens due to the fact that people participate in several social groups and
so they act as links between these groups. So, if we observe a week long data in
all access points at once, we obtain a large group containing the great majority
of detected MACs and several smaller groups that remain separated, probably
representing occasional visitors. The social hierarchy of the users of a WiFi
network may be studied through the observation of the groups that are formed
at different levels of detail, according to the value of Niter parameter. The largest
group we found contains nearly all the users of the considered WiFi network.
Inside the largest group of users, smaller groups consist of people belonging to
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different courses and classes, inside the classes we can find groups of friends, and
so on.

We have developed a prototype application that shows the current number
of users for a set of APs through a color code in an attempt to illustrate the
current state of the campus. For the future work, we intend to develop a new and
more complete version of this application in order to allow for the visualization
of the state of the campus in real time. A screen shot of that application will be
something similar to Fig. 9. This application may be targeted at people coming
to the campus for the first time to help them find the places of interest inside
the campus. Further information about our ongoing research may be found at
http://ubicomp.algoritmi.uminho.pt/symbolic/.
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Abstract. In Smart Home, understanding the environment and what is
going on is the basis of all adapted services. Unfortunately, inferring situ-
ations and activity recognition directly from raw data is way too complex
to be applied. Firstly, we present a layered architecture we are building
to process raw data into abstract situations and activities. Secondly, data
fusion tools using the belief functions theory are introduced as a general
framework to provide a first level of abstraction from raw data given
by sensors to a more complex context model. Then a methodology to
apply the model to our Smart Home within the belief functions frame-
work, a first implementation and the encountered issues in modeling are
discussed.
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Functions Theory.

1 Introduction and Motivation

A smart home is a residence equipped with information-and-communication-
technology devices conceived to collaborate in order to anticipate and respond
to the needs of the occupants, working to promote their comfort, convenience,
security and entertainment while preserving their natural interaction with the
environment [1]. When talking about natural interaction, one of the most pre-
cious resources to preserve is user attention: during their activities, users should
be supported invisibly, reducing interruptions and explicit interactions with the
system as much as possible. In order to achieve these goals, smart home systems
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must be able to take into account the context to provide adapted functionalities.
For example, under some conditions, knowing that an inhabitant is executing
some long-lasting static activity in a room can suggest that the system should
turn on the room’s heating and turn off the other rooms’ lights.

Existing solutions for human activity recognition often rely on data coming
from wearable sensors or video cameras, technologies that are difficult to deploy
and get accepted in real-world households. Furthermore, these solutions address
the problem of activity pattern discovery directly on raw sensor data or video
streams, exploiting data mining techniques to extract recurring patterns in the
raw data and to predict or classify future observations, as explained in [2]. The
resulting systems fail to provide adapted services to people in real-world scenar-
ios, as the “gap” between the captured context and the complexity of human
behavior is too large.

In this paper, we present how it is possible to reduce this gap by furnishing an
intermediate level of abstraction between the sensors and the context model. To
accomplish this, data fusion tools within the belief functions theory are exploited
to convert raw data into a first-level abstraction such as a posture of someone
or a presence in a room. In section 2, we present a functional architecture that
is designed to extract high-level situations from low-level raw sensor data and a
system architecture leveraging the ubiquitous computing principles, core of the
prototype system that we are developing. In section 3, we highlight the main
problems appearing when trying to fuse raw data from multiple heterogeneous
sensors. The belief functions theory basics is also introduced in order to em-
phasize the advantages of this framework w.r.t. to our work. In section 4, an
application of the belief functions theory is suggested as a methodology for data
fusion. A first experimentation and some performance results are also presented.
In section 5, the open issues remaining in our approach are discussed, in partic-
ular on how to build the belief functions and the real meaning of the obtained
results in order to communicate with the higher-level layers. Then, section 6
concludes the paper.

2 Architecture

In this section, we present the architecture of a prototype system that we are
developing. The aim of our system is to capture physical information from the
environment, extract higher-level concepts and combine them to infer human
situations and activities, with the ultimate goal of semi-automatically managing
household appliances and provide additional functionalities that allow saving
energy while preserving comfort.

To achieve the goals of our scenario, it is natural to adopt the human-computer
interaction paradigm called ubiquitous computing. The aim of this paradigm is to
seamlessly and invisibly integrate in the physical environment a multitude of dig-
ital devices that provide services to the users without asking for their attention
[3]. To this end, ubiquitous computing applications are typically context-aware,
where the word context is used to address any static or dynamic condition that
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concerns the digital, physical and user-related environments in which a context-
aware application is executed. In [4], a four-layer model is suggested to build
context-aware applications, as showed in Fig. 1.

Fig. 1. The four-layer model for context-aware applications proposed by [4]

The first layer, sensing, corresponds to the raw data sensed from the environ-
ment. The second layer, called perception, can be interpreted as an abstraction
of the raw data. Situation and context identification, the third layer, concerns
the context itself and the situations occurring in the home. The top layer, called
exploitation, provides contextual information to applications. Our work is partly
based on this model.

Considering the aforementioned model, the first layer of our system should be
simply composed of sensors [5], but some constraints have to be fitted. In order to
reduce the global system cost and to protect the inhabitants’ privacy, the number
of sensors dispatched in the environment has to be reduced as much as possible.
However, a huge number of different sensors are required to sense context pieces
and redundancy can significantly increase the reliability of the sources. With
this idea in mind, the sensors will be grouped in nodes, as showed in Fig. 2.
These nodes are able to preprocess the data with simple computation such as
minimum, maximum and average. They also enable the sensors to communicate,
using, for instance, 6LowPAN (IPv6 over LoW Power wireless Area Networks),
which is specifically designed for embedded systems [6]. Another benefit of using
nodes is the optimization of energy consumption due to radio communications.
This is not negligible as most of the nodes will be running on batteries.

In the second layer of Coutaz’ model, the raw data are processed to obtain
more abstract data about context and occurring situations. It could be, for
instance, a presence in a room, the number of people in this room or the posture
of someone. The aggregation of raw data is realized thanks to a data fusion
algorithm. The one we adopted is called the belief functions theory or theory of
evidence. Sections 3 and 4 explain with more details this theory and how we try
to apply it to our problem.

The bridge between the second and the third layer is realized integrating the
results of sensor data fusion into a context model called Context Spaces. This
model uses geometrical metaphors to describe context and situations, relying
on the following concepts [7]: the context attributes, the application space, the
situation spaces and the context state. The context attributes are low-level con-
textual information types that are relevant and obtainable by the system, like a



126 B. Pietropaoli, M. Dominici, and F. Weis

Fig. 2. The system architecture – The sensor nodes send aggregated data to the plug
computers, which are in charge of performing sensor data fusion, to produce the context
attributes, and context spaces reasoning, to infer the ongoing situation spaces and
activities

posture; their values are provided by the perception layer, together with a degree
of confidence on them, needed to cope with the intrinsic uncertainty of sensing
systems in real world scenarios. The application space is a multi-dimensional
space made up of a domain of values for each context attribute. The situation
spaces are subspaces of the application space defined over regions of acceptable
values of selected context attributes; situation spaces model real-life situations,
e.g., “the whole family is in the kitchen” or “a person is ironing”. A context state
is the collection of current context attribute values at a given moment [7].

In the situation and context identification layer (see Fig. 1), the context state
provided by the perception layer is analyzed to infer the ongoing situation spaces
(representing real-life situations) and also produce a measure of confidence in
their occurrence. As the same context state can correspond to several different
situation spaces (and vice versa), reasoning techniques are needed to discern the
actual ongoing real-life situations in spite of uncertainty [7].

Leveraging the situation-detection capability provided by the Context Spaces
theory, an additional mechanism is used by the situation and context identifica-
tion layer to extract information about ongoing complex inhabitant activities.
This mechanism is realized adapting an existing plan recognition algorithm,
called PHATT [8,9], in order to integrate with our architecture, as explained
in [10]. This mechanism takes as input the context dynamics, concretely rep-
resented by the flow of observed Situation Spaces that occur over time, and
extracts information about ongoing complex inhabitant activities [10].

Unfortunately, the computations required by the second and the third layers
to obtain abstract data and to analyze context and situations are too heavy for
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our nodes to be processed on. To remedy to this problem, more powerful nodes
acting like sinks are used. These nodes are small “plug and play” computers
called plug computers [11](ref. Fig. 2). Their role is to perform the algorithms of
layers 2 and 3.

As explained in [4], the exploitation layer acts as an adapter, allowing appli-
cations to address to the infrastructure their requests for context services at a
high level of abstraction. In our architecture, this layer will provide information
about context to augmented appliances, which will adapt their behavior in a
semi-automatic way.

In the presented architecture, many research problems appear at different
levels. This paper focuses only on the low-level data fusion to provide context
models with a first abstraction from raw data sent by sensor nodes.

3 Data Fusion and Belief Functions

In this section, we highlight the main problem encountered when fusing data due
to data imperfection. In the existing data fusion methods [12], only the belief
functions theory has been retained. Thus, the theory basics are presented as well
as the main tools used in section 4.

3.1 Data Imperfection

In our problem, different kinds of sensors are required to sense the environment.
Unfortunately, a lot of problems occur because of data heterogeneity and data
loss in wireless communications. As presented in [13], data may also be imperfect
for various reasons such as:

– Randomness, due to physical systems (in our case, sensors);
– Inconsistency, due to overload of data or conflicting sources;
– Incompleteness, due to loss of data which may easily happen with wireless

sensors;
– Ambiguity (or fuzziness), due to the model or to the natural language im-

precision;
– Uncertainty, due to not fully reliable sources;
– Bias, due to systematic errors;
– Redundancy, due to multiple sources giving the same information.

Actually, redundancy is not always an imperfection. It can help to build a better
idea about what is really happening in the environment and may be also used
to increase the precision on measures or to detect failures when at least half of
the sources are reliable.

To process imperfect data, a lot of uncertainty theories exist [12] but we use,
for now, only one of them, the belief functions theory (BFT) developed by G.
Shafer in [14]. It furnishes tools to process incomplete or imprecise data and to
manage conflict and uncertainty.
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3.2 Belief Functions Theory

Here, we will introduce the basics required in our case of multi-sensor data
fusion. All these tools will be used and illustrated with examples in section 4.
In the BFT, the first thing that should be defined is a set of possible worlds
Ω = {ω1, ω2, ..., ωn} called the frame of discernment. These worlds have to be
exclusive and if possible exhaustive. To give an example, we can define a set
of the possible postures of someone by Ω = {Seated, Standing, LyingDown}.
Once the frame of discernment is created, a mass function (also called basic belief
assignment or body of evidence) representing the degree of belief associated to
each subset of Ω is defined such that:

m : 2Ω �−→ [0, 1]∑
A⊆Ω

m(A) = 1 (1)

Every subset A with m(A) > 0 is called a focal set and may be considered
as a part of belief. As the mass functions are applied to the powerset of Ω (the
set of all subsets of Ω), contrary to the probability theory, the beliefs may be
non-specific, i.e. accorded to a set of possible worlds. Thus, the belief functions
theory offers a double way to express the uncertainty using degrees of belief but
also non-specificity.

Other functions strictly equivalent to the mass function are defined from the
latter. The first one, called belief, defined by

bel(A) =
∑

∅�=B⊆A

m(B) (2)

may be interpreted as the degree of certainty that something is occurring or the
probability of provability associated to a subset of Ω. The second one, called
plausibility, defined by

pl(A) =
∑

B∩A �=∅
m(B) (3)

can be interpreted as the support accorded to the fact that something is possible.
The mass functions, or bodies of evidence, can be combined using the unnor-
malized Dempster’s rule of combination introduced by Smets et al. in [15] and
given by

m1 ∩© m2(A) =
∑

B∩C=A

m1(B)m2(C) (4)

The mass on the empty set m(∅) under the open-world assumption is the degree
of belief that the true state of the world is unidentified, i.e. not defined in the
frame of discernment. It is also often interpreted as the conflict resulting from
the combination of evidence. The Dempster’s rule of combination is normalized
by this conflict in this way:
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m1 ⊕ m2(A) =

∑
B∩C=A �=∅ m1(B)m2(C)

1 − m1 ∩© m2(∅)
(5)

The vacuous mass function (m(Ω) = 1) is the neutral element for these
combination rules. A lot of different rules of combination have been proposed
to redistribute the conflict on the subsets of Ω or to manage the combination
of conflicting sources. Without being exhaustive, it is possible to find in the
literature the rules of combination of R.R. Yager [16], D. Dubois and H. Prade
[17], C.K. Murphy [18], L.-Z. Chen [19] and a generalization by E. Lefevre [20].

As seen in section 3.1, the data may be imperfect and the sources not reliable.
Thus, a discounting operator, which transfers a part of the mass to the complete
set, i.e. the total ignorance, has been defined such that

mα(A) =
{

α.m(A) if A ⊆ Ω and A �= Ω
α.m(A) + (1 − α) if A = Ω

with α ∈ [0, 1] (6)

All the presented tools enable the manipulation and the accumulation of ev-
idence that something is occurring. They are applied to the problem of data
fusion in order to compute pieces of context identified in our architecture in the
section 2. However, no clue is given about how to use them in a real context and
how to build the mass functions. The next section presents those aspects.

4 Applying BFT to Multi-sensor Data Fusion

In the previous sections, we presented the encountered problems when fusing
heterogeneous data. Those problems are particularly true in our architecture
presented in section 2 where data are gathered by GuruPlugs [11], acting as
sinks, from sensor nodes via wireless communication. In this section, we illustrate
how we can apply the belief functions theory to compute context attributes, e.g.
a posture or a presence in a room, from collected raw data. Different methods
are suggested to build mass functions from sensor measures. Then, we try to
explain how we compute our context attributes. Finally, the results of a first
experimentation of the belief functions on an embedded system are presented.

4.1 Building Belief Functions

There exist methods to build belief functions from statistics and probabilities
[21,22], but they are way too much complex to be detailed here. Moreover, the
precise probability of occurrence of different worlds given a sensor measure is
nearly impossible to obtain even with experience. For simplicity’s sake, we sug-
gest the use of easier methods to build our belief functions.

Discounting. A first way to obtain mass functions using Boolean sensors (true
- false) is to consider that the information about the state is reliable and then
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to add ignorance due to the error rate α of the sensor using the discounting
operation [23,24]. Thus, a simple mass function is obtained with the form

m(s) = 1 − α

m(Ω) = α (7)

where s is the actual state of the sensor. The error rate α can be obtained via
the sensor data sheet, via statistics and may vary in time to take into account
the sensor wear-out or the low-battery effects.

Another use of discounting is the elimination, or at least the impact minimiza-
tion, of the minority opinion. In [25], a conflict between sources is computed two
by two to analyze which one is in contradiction with others. Then, the discount-
ing factor is computed given the global conflict of a source among others. The
Chen’s combination rule [19] applies a similar philosophy to eliminate the con-
flicting sources using a weighted average, more weight being accorded to the
majority opinion.

Sets of mass functions. As in [25], it is possible to define for each sensor and
for each context attribute we would like to compute, a set of mass functions on
which a projection is done to obtain the body of evidence given a sensor measure.

Fig. 3. Example of a set of mass functions associated to a sound sensor in the case of
the context attribute “Presence in a room”

In the example on Fig.3, if a sound sensor returns a measure of 54dB, the
mass function associated to this measure will be given by two focal sets with
the values m(True) = 0.8 and m(True or False = Ω) = 0.2. This mass function
is then considered as a body of evidence that someone may be present in the
room, i.e. the context attribute “Presence in a room”. Of course, the discounting
operation can be applied on the mass function obtained in this way to take into
account the sensor error rates.

One thing to respect when building the set of mass functions is the least
commitment principle: the specificity should not be too high when the sensor
measure is clearly not good evidence. Always in the given example of the sound
sensor, the fact that there is noise in a room may be a good indicator that
someone is present. On the contrary, the fact that no noise is detected is not
a proof that the room is empty. This is why the mass function associated to a
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nearly no-noise-measure should be vacuous (m(Ω) = 1) to stay neutral when
combining with other bodies of evidence. Thus, the system, when evidence are
not sufficient, is capable to stay in a neutral state of total ignorance.

4.2 Computation of Context Attributes

In our architecture defined in section 2, the belief functions theory is used to com-
pute pieces of context we call context attributes such as a posture or a presence.
To compute them, sensors capable of bringing some evidence are required. When
sufficient evidence is gathered, the obtained mass functions are combined using,
for now, the Dempster’s rule of combination. Unfortunately, the mass functions
are not sufficient to reason about which subset should be selected as containing
the true state of the world. The belief (bel) and plausibility (pl) functions, both
defined in the section 3, are too pessimistic and too optimistic to make a decision
on which world to select. Thus, Ph. Smets [26] suggested to separate the credal
part where evidence is accumulated and the pignistic part where the decisions
are made. He introduced the pignistic transformation given by

BetP (A) =
∑
B⊆Ω

|A ∩ B|
|B| with |.| the cardinality of a set (8)

which is a neutral compromise between the belief and the plausibility (bel(A) ≤
BetP (A) ≤ pl(A) ∀A ⊆ Ω). It can be considered as a bet on the probability that
something is occurring and is often a better decision criterion than the belief or
the plausibility.

One can be tempted to make a decision only on one possible world. Within the
belief functions, the certainty or the result of the pignistic transformation can be
drastically increased by reducing the precision of the results, i.e. increasing the
cardinality of the selected subset of possible worlds. Hence, the final result may
be non-specific but certain like “I’m sure that someone is either seated either
standing” compared to a specific but uncertain result like “I’m half sure that
someone is seated”. In some cases, for example to know if someone is awake,
knowing that the person is just not lying down may be sufficient.

This non-specificity can also be a good way to implement fault-tolerant mech-
anisms. If a sensor crashes, the fact that some evidence is missing could only
reduce the specificity of the final result without impacting the certainty. As
explained, sometimes the certainty is more important than the specificity.

4.3 First Experimentation

In our project, the system should be able to provide quick and adapted services
to the occupants. The functional architecture presented in section 2 requires a lot
of computation and unfortunately, the sensor nodes are computationally limited.
Thus, tests must be run on embedded systems to demonstrate the feasibility of
our approach. The basics presented in section 3 and some additional combina-
tion rules and functions such as the commonality [27] or the distance [19] have
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been implemented using the C language in order to be tested on an embedded
computer. Performance tests have been run on a GuruPlug [11] equipped with
a 1.2GHz Sheeva CPU Core which is quite limited compared to a basic desktop
computer. The tests consist in simulating a set of sensor measures to create the
mass functions from the sets of mass functions presented in section 4.1. Then,
the basic operations such as combination, distance, belief, plausibility and so on
are executed for all these mass functions. The results are compiled in Tab. 1.

Table 1. Times of execution of a set of basic operations (combinations, distances, bel,
pl, etc...) according to the number of simulated sensors and the size of the frame of
discernment (possible worlds)

Possible worlds 5 sensors 10 sensors 15 sensors 20 sensors

3 12.2ms 29.7ms 51.3ms 77.4ms

5 14.1ms 33.3ms 58.5ms 87.4ms

7 16.2ms 38.3ms 66.3ms 99.1ms

9 20.8ms 48.6ms 82.4ms 122.0ms

The results are promising as the time of execution stay reasonable to provide
quick services. However, it can be seen that adding several sensors to our system
can have a dramatic effect on the execution time. The size of the frame of
discernment can be also crucial. Hence, in our cases, we try to reduce as much
as possible the size of the set of possible worlds, considering only few possible
values for context attributes. The number of sensors can be limited considering
only a sufficient number of evidences, by creating subgroups of sensors, required
to obtain a satisfying certainty. Thus, a lot of sensors may be used only in case of
emergency, for instance if some sensors crash, or if the certainty is not sufficiently
high for the context model to reason on the context attributes.

5 Open Issues

Even if the belief functions framework offers powerful tools for data fusion and
uncertainty management, some points are still to be cleared.

The first thing concerns the building of belief functions as presented in section
4 and in [21,22]. Unfortunately, probabilities or statistics concerning the error
rates of sensors are quite hard or even impossible to obtain. The building of
sets of mass functions is also still obscure and may stay completely empirical,
only confirmed by experimentation results. Our system will then require a lot of
experimentation and is partly based on expertise on the Smart Home domain.

The conflict is something difficult to deal with. The mass of the empty set,
often assimilated to the conflict, can include also the open-world assumption
mass [15] and a part of auto-conflict [28] consequence of the fact that the Demp-
ster’s rule of combination is not idempotent. Even if some combination rules or
algorithms offer a way to decrease the impact of conflicting sources [18,19,25],
the identification of conflicting sources is still problematic.
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The communication between the different layers of our architecture will re-
quire the definition of abstractions, e.g. “Need for certainty” or “Need for preci-
sion”. We are currently working on that in order to exploit at their full potential
the tools we presented in sections 3 and 4, especially the conditioning defined in
[27] which seems to be very promising.

6 Conclusions

In this paper, we showed how it is possible to use the belief functions theory and
its powerful tools to aggregate raw data and create a first level of abstraction for
context modeling. These pieces of context are more understandable and easier to
work within the context models, reducing the gap between the human activity
and the information it is possible to sense in a Smart Home environment. The
presented method is general and can be adapted to all type of context attribute
as long as sensors which are able to bring evidence on context attributes exist.
We think that the belief functions framework is promising because not only
it enables to deal with uncertainty and to manage conflict but it also offers
flexibility. The groups of sensors used to gather evidence can be dynamic and
are not predefined. The belief model can be updated dynamically, e.g. if some
problems are detected or to add new context attributes to the system, without
modifying anything to the hardware.

We have demonstrated that an implementation is possible on embedded com-
puters. Now, much work is still required to integrate this layer into the global
architecture and to experiment the presented methods on real-life scenarios.
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Abstract. This paper presents a novel context-aware methodology for
modelling and measuring user-perceived quality of experience (QoE) over
time. In particular, we create a context-aware model for QoE mod-
elling and measurement using dynamic Bayesian networks (DBN) and
a context-aware state-space approach. The proposed model is then used
to infer and determine users’ QoE in a sequential manner. We performed
experimentation to validate the proposed model. The results prove that
it can efficiently model, reason and measure QoE of the users’.

Keywords: Algorithm, Bayesian network, dynamic Bayesian network,
context-awareness, quality of experience, quality of service.

1 Introduction

Measuring user perceived quality of experience is a challenging task. This can be
attributed to the fact that QoE not only depends on network parameters, but also
on user’s, device and the environmental context parameters [24,13,3,15]. These
parameters together, affect users’ expectations and their cognitive, behavioral
and psychological states [24,22]. These states then dictate how they perceive
the overall QoE. We argue that QoE of users’ evolves over time i.e., based on
previous interactions with the system, application or the service. By repeatedly
using a service/object/tool, users’ may get more accustomed and comfortable
and measuring QoE at a single point in time and space will not yield correct
measurements. Rather, their QoE needs to be assessed over a period of time
(e.g., several days or several experimental runs) so that correct conclusions can
be drawn.

Karapanos et al. [10] conducted a study concerning mobile phone usage. Their
results show that users’ perception of innovativeness inscreased during the first
month and then remained stable. Also, users learnability was low for the first
week and then increased sharply when users’ got accustomed to their mobile

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 135–146, 2011.
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devices. Perkis, Munkeby and Hillestad [19] conducted a 4 week study regard-
ing QoE in 3G networks. Their results show that user expectations decreased
after two weeks. They also show that the mean opinion score (MOS) regarding
video application also decreased in the last two weeks from 3.4 to 3.1 which was
measured on the scale of 1 to 5. These results strongly suggests that users’ QoE
varies with time. In this paper, we focus on QoE related to multimedia appli-
cations such as voice over IP (VoIP). We note that the current state-of-the-art
(see, [14,24,21,15,3,2,5,23,9,11,4,17,19,22,12,13]) does not address the problem
of QoE measurement of multimedia applications over time. Mostly experiments
are conducted in the lab settings or living lab settings [4] and then conclusions
regarding QoE are drawn. This is particularly true for research done on voice and
video quality assessment domain [16]. There is also no provision in the current
ITU-T and ETSI recommendations and standards such as the ITU-T G.107 [5]
and ETSI STF 354 [2] to measure QoE over time.

Thus, in this paper, we consider the problem of measuring QoE over time.
We believe this will help stakeholders such as network and codec engineers and
application designers [3] in: 1.) understanding customers behavior over time
and hence, helping them in correctly measuring customers QoE; 2.) providing
customized and personalized services to customers in the form of user-centric
SLAs and value-added services and applications; and 3.) creating opportunities
for network/services/codec optimizations based on the feedback provided by the
users in realistic settings, and by correctly inferring the root causes associated
with their feedback. Unlike the state-of-the-art, we formulate QoE assessment
problem as a sequential reasoning and inference problem where after each test,
users’ assess the QoE offered by the network operators by consciously or sub-
consciously bearing in mind the previous interactions.

We apply context spaces theory [18] to model users’ QoE and dynamic
Bayesian networks (DBN) [20] to determine the overall QoE of users’. Recently,
Mitra et. al [12,13] developed a decision-theoretic approach for QoE modelling
and measurement in mobile and pervasive computing environments. In this pa-
per, we extend their approach to incorporate sequential QoE measurement. In
all, we present the following contributions: 1.) we present a novel approach for
QoE estimation as a context-aware sequential decision making problem which is
not considered by practitioner’s till-date. In particular, we formulate this prob-
lem as an inference problem in the light of QoE estimation and 2.) we extend a
general context model [18] to include sequential data fusion and inference.

In section 2, we present the related work. In section 3, we present our method-
ology to measure QoE. In section 4, we present the results and a discussion for
the same. Finally, section 5 presents the conclusion and future work.

2 Related Work

Sung [22], developed algorithms and architectures for QoE reasoning and adap-
tation. However, their approach was limited to mobile video applications. Wu et
al. [24] define and classify QoE related parameters and try to find the correlation
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between the QoE and QoS related classes. Their approach can be impractical
when there are several QoE and QoS parameters as finding correlations between
each and every parameter is a complex task. Furthermore, they do not consider
the use of user and device related context parameters. Moller et al. [15], provides
a taxonomy based on which application designers can select relevant QoE and
QoS parameters to build multimedia applications. However, they do not present
methods for modelling QoS and QoE relationships. Brooks and Hestnes [3,8]
stress the need to consider a combination of subjective and objective methods
to determine QoE. Mitra et al. [12,13], developed a context-aware, decision-
theoretic approach for QoE measurement using Bayesian networks and utility
theory. Their results show that they can achieve 94% accuracy for QoE esti-
mation for two QoE classes. Karapanos et al. [10] suggests the need for finding
causal relations between QoE parameters over time.

We gather that none of the techniques mentioned in the state-of-the-art ad-
dress the problem of sequential QoE assessment. We state that a unified frame-
work for sequential QoE modelling and measurement is required. Thus, in this
paper, we develop and present a novel context-aware methodology for QoE mod-
elling, reasoning and inference over time.

3 Context-Aware Quality of Experience Modelling
and Measurement Using State-Space Approach and
Dynamic Bayesian Networks

In this section, we present a methodology for sequential modelling, reasoning and
measurement of QoE experienced by users’. Our model uses the cues collected
from context sources such as sensors and network probes as observations and
measures the QoE over time. We consider context spaces theory (CST) [18] for
modelling context information and then extend it to DBNs to measure QoE. The
main premise behind CST is the mapping of context information/attributes onto
context states. These context states are fused to determine the overall situation
occurring at a particular point in time. Formally, there are three important
concepts in CST: context attributes defined as at

i ∈ A; context states defined as
St

i ∈ S; and situation spaces defined as Rt
i ∈ R.

A context attribute, at
i, is the data that is used to infer a situation. For ex-

ample, GPS coordinates (at
GPS), delay (at

delay), jitter (at
jitter) and packet loss

(at
PL). A context state is the current state of the user or application at time t.

It contains a number of context attributes to represent the state. A particular
context state comprising of several context attributes is represented as St

i =
(at

i, . . . , a
t
n). For example, consider a VoIP application with at

delay = 20 ms and
at

PL= 0% packet loss. The resultant MOS calculated using the ITU-T E-Model
[5] would be around 4. Thus, the context state, user satisfaction (St

US) is “very
good” by assuming St

US is measured on a 1 to 5 Likert scale. Where 1 repre-
sents “poor”, 5 represents “excellent” and 2 and 3 represents “fair” and “good”,
respectively. If the application is used by the user at his/her home, another con-
text attribute, location (at

loc), is added to infer the same context state. Finally,
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Fig. 1. BN with utility nodes (BN1) converted to a simple BN (BN2) to incorporate
a new chance node, QoE. All the utility nodes are converted back to chance nodes by
performing linear scale transformation and re-learning the model parameters.

a situation space represents a real-life situation. It is a collection of regions of
attribute values corresponding to a predefined situation. It is denoted by a vector
space Ri = (aR

1 , . . . , aR
n ) where an acceptable region, aR

n , is defined by the set
of variables V which satisfies the predicate P i.e., aR

n = {V |P (V )}. Considering
the aforementioned context states, the overall situation would be “user is in his
home and his QoE is very good”.

Before defining a DBN for QoE measurement, we need to define a simple
context-aware QoE model based on static BN and utility nodes. We refer to
notations of [20] to define a BN as a directed acyclic graph (DAG) where random
variables form the nodes of a network. The directed links between the nodes form
the causal relationships. The direction of a link from X to Y means that X is
the parent of Y. Any entry in the network can be calculated using the joint
probability distribution (JPD) denoted as:

P (xi, . . . , xn)
n∏

i=1

P (xi|Parents(Xi)) (1)

Where, Parents (Xi) is the parent of xi. Figure 1 shows our BN which is extended
to include utility nodes to calculate the overall QoE. At the lowest level, context
information such as bandwidth (at

bandwidth) and location (at
location) is collected

from sensors and network probes. At the intermediate level, context states such
as technology acceptance (St

TA) and user satisfaction (St
US) are inferred. These

states are hidden. Finally, the top-most state is the situation state or the goal
state which is inferred to determine the overall QoE situation of the user (Rt

QoE).
Based on [12], to infer (Rt

QoE), expected utility of each context state is cal-
culated. Using multi-attribute utility theory, these utilities are added together
as a weighted sum to determine a scalar value. This scalar values in then lin-
early transformed on the scale of 0 and 1 and is mapped on the bi-polar scale to
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Fig. 2. DBN for QoE measurement and prediction. Two-time slices are assumed.

determined the QoE situation, Rt
QoE . Once it is determined, a new BN (BN2) is

created and it is added to the BN2 as a chance node and the network is re-learnt
using the previous context attributes, states and the new QoE values.

3.1 Sequential QoE Assessment and Measurement Using
Probabilistic Inference

In the previous section, we use CST, BN and utility theory for QoE modelling,
assessment and measurement. However, the proposed approach did not consider
QoE evolving over time. Thus, in this section, we develop a new probabilistic
model for assessing and measuring QoE over time. This results in capturing the
behaviour and experiences of a user that also evolves over time and which cannot
be measured at only one instance and within a limited scenarios. User interacts
with their system on a daily basis and generates new ratings. The resulting data
is used to improve the model with better modelling and prediction capabilities.
Once a BN is created, as mentioned in the previous section, we can unroll it
further to formulate a DBN which can incorporate temporal inter-dependencies
[20].

In our case, the strategy is to find an approximate hypothesis (hn) that best
describes the QoE of users’ at each experimental trail as we are dealing with
partially observable environment and the user choices about QoE classes are
not deterministic. To infer approximate QoE, we compute the marginals at each
time step for the state sequences related to hidden variables such as St

TA, St
US

and Rt
QoE . In order to use the DBN, we unroll the BN2 to several time slices

as required by the stakeholders. This will include setting up of temporal de-
pendencies (transition probabilities). In our case, we will use the data to learn
the transition probabilities along with other parameters of the network. Figure 2
shows a simple DBN for QoE measurement over time (assuming two time slices).
As can be seen in the figure, BN2 is unrolled and is repeated along two time
slices.
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3.2 Model Description and a Context-Aware Algorithm for QoE
Assessment Over time

In this paper, for our DBN, we assume a first order Markov process, i.e., current
state depends only on the previous state. For example, QoEt+1, St+1

US and St+1
TA

are dependent only on previous states, i.e., QoEt, St
US and St

TA. Based on [20],
We formally write it as a transition model defined as: P(St|St−1) where St is the
current state of the system. In our case, we have three different hidden context
state variables: St

TA, St
US and Rt

QoE which are inferred by the observations or the
context attributes (At) such as bandwidth (at

bandwidth) and location (at
location).

As shown in figure 2, the current observations or attributes are dependent on
the current state variables and can be written as: P (At|St). This is called as
the sensor model. Additionally, prior or the initial probabilities of the states are
defined. This is written as: S0

US , S0
US and QoE0

US . Using transition and sensor
models and prior distribution, the complete joint distribution for the DBN can
be written as:

P (S0, ..., St, A1, ..., At) = P (S0)
t∏

i=1

P (Si|Si−1)P (Ai|Si) (2)

Using e.q.2, any query regarding QoE states and the context attributes can
be answered. QoE measurement can be done in each state based on the inferring
the probability of the hypothesis, hn ∈ St. In particular, given the evidence
or the context attributes (At), we calculate the marginals P (St|At) for all the
context and situation states. For inference in our DBN, exact and approximate
algorithms can be used based on the space and time requirements [20]. In this
paper we use an exact algorithm called Clustering [20] to infer all the hidden
states.

In addition to inferencing, we must perform learning based on the data col-
lected from the test subjects. In DBNs, the problem of learning can be divided
into two parts, i.e., learning the sensor model parameters and learning transi-
tion probabilities (transition model) between the state variables. We consider
the use of expectation maximization (EM) algorithm [20]. In order to learn the
model, data can be collected from the users’ then parameters can be learnt. In
EM algorithm, there are two main steps: E-step which compute posteriors over
the states and M-step which adjusts the model parameters maximize the like-
lihood of posteriors calculated in the E-step. The algorithm to calculate Rt

QoE

is given below. As we have the transformed BN2 into a DBN, this algorithm
calculates the QoE at each time step based on current and and previous states
along with the context attributes. As mentioned previously, we assume that our
model follows the 1st order Markov process where only the current and only
previous states are considered. It might happen that the state space is large or
the Rt

QoE needs to be measured in an online recursive manner. We use a sliding
window (W) of a particular size to keep sufficient statistics for the model. For
example, we can keep in history the states of past ten tests to infer the current
QoE. After which, the latest observations and the states are added to the sliding
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window and the model is re-adjusted. This algorithm provide enough power to
accurately determine QoE at each time interval of infinite size while remaining
within the Markov framework.

A context-aware algorithm to learn and measure QoE sequentially.

1. Initialize the model and the sliding window (W).

(a) Using the collected data learn network parameters.

2. Project to the next time-step.

(a) Generate new observations.

(b) Based on the new observations and prior probabilities, infer

hidden parameters (QoE states).

(c) Record the observations and the states.

i. Append it to latest observations in the sliding window.

3. Re-learn the network parameters from the new observations.

4. Go to Step 1 and repeat until final state.

5. Select the states with arg max (QoE) using the most likely

state algorithm.

Once the new observations are generated at experimental trial, our model infers
all QoE states for the current time-step by keeping in memory previous QoE
states. The inferred values are then appended to the observation set and the W
is re-adjusted. Then EM is run again to re-estimate the model parameters. This
process repeats till the final state is reached. After parameter estimation, we
have the smoothed estimates of the QoE for each time slice. To determine the
most likely states, we use the most likely state algorithm [20]. This algorithm
performs filtering on the all the states to find the most like state in linear-time.

4 Results Evaluation

4.1 Experimental Setup

For results evaluation, we considered QoE assessment related to VoIP application
that can use both ITU-T G.729 narrow band (NB) and ITU-T G.722 wide band
(WB) codecs. We considered two QoE metrics, user satisfaction (US) and tech-
nology acceptance (TA) represented as state variables, St

TA and St
US to measure

the overall QoE (Rt
QoE). In this paper, US is represented as the mean opinion

score (MOS) and is calculated on the scale of 1 to 5. Where, 1 means “poor”
and 5 means “excellent”. “fair”, “good” and “very good” are represented as 2, 3
and 4, respectively. TA is classified as a behavioural factor [13] that determines
whether the user will use the technology, application or the service again by
consciously or sub-consciously observing the underlying QoS and environmen-
tal related context. TA is calculated as a boolean variable represented as either
“yes” or “no” to represent “user will accept the technology” and “user will reject
the technology”, respectively.
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Table 1. Selected context attributes and ranges

context attributes (an) values (ranges)

codec ITU-T G.729, ITU-T G.722

packet loss (%) low (0% - 5%), medium (5% - 7%), high (7% - 10%)

delay (ms) low (0 ms - 150 ms), medium (150 ms - 300 ms), high ( >300 ms)

location home, tram stop, office

Experimental scenarios and the choice of data set: We generated data
simulating five users to be assessed over a period of six weeks. The choice of
the number of users’ is selected due to fact that in the living-labs settings such
as [4], it is very difficult and expensive to collect user data over a period of
several days and usually studies are conducted with a limited number of test
subjects. We would also like to determine whether a small data set can be used
to obtain satisfactory results. In our simulations, we considered a case where
users’ randomly give ratings based on the VoIP calls made at various times of
the day. In all, we expect users’ to make at least four calls daily (per user).
Thus, every day, we expect 20 observations for all the test subjects. We used a
non-overlapping time-window (W) of 1 week i.e., the overall QoE is predicted at
the end of one week using 140 observations taken together. Indeed, stakeholders
can adjust the size of W according to their needs. Based on W, we train the
DBN for all the observations generated at every week for six weeks.

Based on these observations, we generated data for six weeks related to user
satisfaction (US) and technology acceptance (TA) for both the codecs based on
ITU-T recommendations [5,6]. Table 1 shows the values and ranges for several
context parameters. We set TA according to US i.e., if US lies between 3-5,
the user will most likely accept the technology, else he/she will reject it. It was
shown in [19], that user tends to give a lower score at the end of four week period.
Thus, we bias the calculated US using this intuition and reduce the US by 2 (from
“excellent” to “good”), uniformly, over a period of four weeks. Based on this,
TA is also reduced accordingly as shown in figure 3. We further manipulated
the conditional probability tables (CPTs) to include the effects of location on
the overall QoE based on the fact that users’ social context changes at different
locations [8]. For example, we expect a user to be more comfortable at home
rather than his/her office due to stress or background noise which might affect
his/her QoE. This is reflected by assigning higher probability to home followed
by tram stop and the office to maximize Rt

QoE . Context states St
US and St

TA are
inferred and then fused together to determine Rt

QoE .

4.2 Results Analysis

We developed a prototype using the GeNIe/SMILE package and APIs [1]. We
used exact algorithm called Clustering [20] as the DBN inference algorithm.
Figure 3 shows our DBN used for results evaluation. We consider finite horizon
cases where we already know the finish time (Tf =6) of the assessment period
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in advance (set by stakeholders). At each time-step (ts), QoE is inferred by our
algorithm. Using the simulated data, parameters of the DBN are learnt using
the expectation maximization algorithm (EM) [7,20], as shown in our algorithm.
Indeed, data generated at each experimental run can be based on any number
of test cases. As can be seen in figure 3, QoE of users’ decreases uniformly from
t1 to t3 and remains same at t4 while using ITU-T G.729 codec, and the model
is able to correctly track the varying QoE. This validation was performed using
the leave-one out cross-validation procedure to test whether the proposed model
is able to correctly estimate the QoE values over time. We can notice that the
proposed model can correctly determine the most likely state sequence for QoE
from time t1 to t4.

Fig. 3. Observed and estimated QoE values for six weeks. We can see that DBN is able
to correctly match the observed QoE values.

To further validate the proposed model, we consider another case, where after
assessing users’ QoE over time, a smart VoIP application decides to change the
codec proactively such that users’ QoE is maximized. We simulate this case by
changing the codec from NB to WB once the QoE of the user is predicted to fall
below or remain constant for some time at a particular threshold (3 for MOS)
at the end of four-week (t4). It was shown in [16], that ITU-T G.722 codec gives
higher QoE than NB codecs such as ITU-T G.711 and ITU-T G.729 codecs.
Thus, we generated data based on this observation, for time t5 to t6 and use our
algorithm to re-estimate by re-learning the model parameters. As can be seen in
figure 3, QoE of users’ increases from 3 to 4 after the codec change at time t5 and
then remains constant at t6. Figure 3, shows the true and predicted estimates
of the QoE values at each t. We can notice that the QoE decreases with time
from week 1 to week 4 and it then starts to increase from week 5 due to the
changes made by the smart application. We show that how our model is able
to correctly match the true QoE estimates. We again performed leave-one-out
cross-validation to test whether the proposed model is able to correctly estimate
the Rt

QoE values. From these results, we can gather that the proposed model
is able to establish causal relationships between several QoE states and is able
track the variations in QoE involving over time.
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4.3 Discussion

Figure 3, shows the true and predicted estimates of the QoE values at each
t (for six weeks). It shows that the QoE decreases with time from t1 to t4
and it then starts to increase from t5 due to the codec changes made by the
smart application. We show how our model is able to correctly match the true
QoE estimates using leave-one-out cross-validation based on three QoE states
(St

TA, St
US and Rt

QoE) and several context parameters aPL, adelay, alocation and
acodec, over time. Our model is flexible as it allows the addition and deletion of
QoE states and context attributes as and when required. It ensures that QoE
states can be measured correctly under uncertainty using DBNs. This is achieved
by fusing these states probabilistically based on current observations and prior
estimates of the states. This helps to determine the overall QoE in a realistic
settings based on the experiences of the users’. We are currently investigating the
use of our QoE measurement model to incorporate several other QoE classes by
involving more use case scenarios in our study to further validate the proposed
model.

5 Conclusion and Future Work

In this paper, we present a novel context-aware methodology for quality of expe-
rience (QoE) modelling and measurement over time. The proposed methodology
is based on a state space approach and dynamic Bayesian networks. It can in-
corporate several QoE classes and context parameters to accurately determine
and predict QoE over time. We use the expectation maximization algorithm to
deal with learning under uncertainty and missing user data. Our methodology
is beneficial for network operators, codec engineers or application designers who
are interested in measuring users’ QoE in realistic settings. To the best of our
knowledge, this is the first such attempt to measure QoE over time. In future,
we will extend this methodology to incorporate sequential decision making in
heterogeneous access networks.
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Abstract. Advanced IC tags equipped with ad hoc network communication 
capability are used for product location management to flexibly deal with 
frequent changes in product layout on display shelves as is often the case in 
rental shops. A tag is attached to each product. It manages product and location 
information. The paper proposes a method in which tags communicate with 
each other to updating product location information autonomously. It also 
proposes a method of managing and searching for product information 
(identification of the shelf on which a given product is located, and product 
attributes) held by each tag using a distributed hash table. The proposed 
methods have been implemented on a MANET emulator, and the performance 
of the methods, such as the probability of successful location information 
update, and search time, has been evaluated.  

Keywords: IC tag, ad hoc network communication, distributed hash table, 
location management, MANET. 

1   Introduction 

As the ubiquitous society advances, there is a growing interest in a smart space that 
uses autonomous communication between mobile terminals attached to humans and 
objects embedded in the surroundings and communication between these objects in 
order to provide human-friendly services. Methods of managing data distributed in 
the ambient environment efficiently have been proposed [1][2]. IC tags, such as RFID 
(Radio Frequency IDentification) tags, are now commercially used for inventory 
management, inspection, and prevention of theft, of a variety of products and 
materials [3][4]. Furthermore, research and development of many service programs 
(hereafter called APLs) in Mobile Ad hoc NETwork (MANET) have been promoted 
[5]-[8].  

There are already document management systems in operation in which a passive 
tag is attached in each document file, and multiple RFID tag readers are installed on 
each shelf in order to identify the shelf on which a given document file is located and 
to manage information about the file [9]. Such systems make it possible to trace who 
took out or returned what document file and when, but requires updating of location 
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information each time the layout on shelves is changed. This can be extremely time-
consuming in a place like a rental shop where the display layout of a large number of 
products is changed frequently. 

In this paper, we use advanced IC tags equipped with an ad hoc network 
communication capability (hereafter referred to as “A_IC tags”) to manage product 
location information in order to flexibly deal with frequent changes in product layout 
in a rental shop. A_IC tags are attached to products and shelves to manage product 
information. A method of updating product location information autonomously 
through coordination between A_IC tags is proposed. Also, a method in which a 
distributed hash table is used to manage and search for product information 
(identification of the shelf on which a given product is located, and product attributes) 
held by each tag. Section 2 describes the assumed usage, system configuration, and a 
proposed product management method using shelf tags. It also identifies issues for 
which solutions need to be found to implement the proposed methods. Section 3 
proposes solutions to these issues. Section 4 describes the experimental system 
developed for the evaluation of the method. However, the debugging of APLs using a 
real MANET requires a considerable number of devices, manpower, and vast testing 
space. Furthermore, it is not possible for a simulator, such as ns-2, GloMoSim, or 
OPNET, to test a developed APL by executing it. For these reasons, an emulator is 
required as a test environment for APLs. We developed the proposed APLs on 
MANET emulator [10]. Section 5 presents the evaluation results, and Section 6 gives 
the conclusions and identifies an issue for future work. 

2   Product Management at a Rental Shop Using Advanced IC Tags 

2.1   Configuration of the Product Management System 

Product management at a rental shop must be efficient and provide convenience for 
customers. It is convenient for customers if they can rapidly find the location of the 
desired product from among a large array of products. The shop needs to be able to 
identify the locations of its products even when the product display layout is changed 
frequently to suit the sales strategy of the shop. If the shop can manage and search for 
the locations of, products easily, it can operate efficiently and provide convenience 
for customers.  

An example of the configuration of a management system that uses A_IC tags 
attached to products on shelves is shown in Fig. 1. An A_IC tag holds information 
about the location and attributes of the product to which it is attached. An ad hoc 
network is formed to interconnect A_IC tags. If this network is connected to a wide-
area network, the return by a customer of a rented product at a return post can be 
detected by the A_IC tag installed to it, and a mail notifying the return can be sent to 
the customer and the shop. In addition, a service can be conceived in which A_IC tags 
are attached to mailboxes or dedicated return posts installed near train stations, and 
mailboxes of customers’ residences, and return by a customer or shipping by the shop 
of a product can be notified to both the customer and the shop.  
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Fig. 1. Example of the configuration of a management system that uses A_IC tags attached to 
products on shelves 

2.2   Issues with a Management System Using Shelf Tags 

In a management system using shelf tags, a number of shelf tags are attached to each 
shelf, and each shelf tag broadcasts its area number to product tags. When a product 
tag detects more than a certain number of shelf tags having the same area number, it 
replaces the area number within its location information with the area number sent by 
theses shelf tags. An overview of this system is shown in Fig. 2. Each of Areas A and 
B has 4 shelf tags. The shelf tags of Area A transmit its area number (“Area A” in this 
case) to product tags. Whenever a product is moved to a new location, it is surrounded 
by a new set of shelf tags, and its product tag needs to identify the shelf tags of the 
area to which it has been moved. 

Area A

Area B

：Transmit location information
：Shelf tag ：Product tag

Shelves

 

Fig. 2. Method of using shelf tags and transmission of location information 
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Issues that need to be addressed in implementing this system are as follows: 

(1) Required functions of an A_IC tag, and information held by the tag 
Currently, product management relies on bar codes, which hold information about 

only the product category and product name. This is not sufficient for A_IC tags that 
are to be used for product location management. It is necessary to identify the types of 
information the A_IC tag should hold. It is also necessary to define the required 
functions of the A_IC tag. 
(2) Autonomous update of location information 

To update product location information efficiently, it is necessary to develop an 
algorithm that enables the A_IC tag attached to each product obtain its location 
information autonomously. 
(3) Method of searching for the location and attributes of a product 

It is not efficient to register data in a centralized database each time product 
location information is updated as a result of a change in the display layout of a shop. 
It is necessary to develop a search method that is based on a distributed database for 
which no manual data registration is required. A mechanism is also need to 
autonomously notify the salesclerks of any stray product that happens to be placed on 
a wrong shelf or a wrong shelf area. 

3   Solutions 

3.1   Ad Hoc Communication and Tag Types 

In a product management system using shelf tags, it is necessary that tags 
communicate with each other so that they can update their location information 
autonomously, and that the communication network is reconfigured autonomously 
when the product layout is changed. For this reason, MANET (Mobile ad hoc 
Network) is adopted for inter-tag communication. AODV (Ad hoc On-Demand 
Distance Vector) is adopted as the routing protocol [10]. An A_IC serves as a 
MANET node, and is assigned an IP address, which consists of the network part and 
the host part. The shelf tag is assumed to have sufficient memory capacity to hold the 
information of all product tags in one area. 

Two types of A_IC tag are defined: product tags, which are attached to products, 
and shelf tags, which are attached to shelves. Tag type information is set to each tag. 
A product tag holds two types of information: location information (IP address, tag 
type, and area number) and product information (product category, product ID, 
product name, and numbered product name). Product ID is a unique identifier given 
to each product name. Tag type indicates whether the tag is a shelf tag or a product 
tag. Area number identifies the bay and the shelf. Numbered product name is used to 
distinguish between products of the same product name. The location of a product is 
identified by the area number of the area in which it is located. The information held 
by a shelf tag is IP address, tag type, area number, and the category of the product 
located in that area. 
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3.2   Algorithm of Updating Location Information 

A product tag receives data not only from the shelf tags of the area it belongs to 
correct area but also from the shelf tags of other areas. It needs to detect the correct 
shelf tags. For example, if a product tag receives location information from the shelf 
tags of Area Number 1000 and also from the shelf tags of Area Number 1500, it 
cannot determine which of the two is correct. 

To enable a product tag to detect the correct area, a group of shelf tags transmit the 
same area number. Shelf tags are classified into one parent tag, which represents the 
area, and child tags. Distinction between the parent and child tags is made in the code 
of a shelf tag. A child tag holds the IP address of the parent tag in addition to all 
information held by its parent tag. 

Let P be the number of shelf tags in one area, Ah the host part of the IP address of 
the parent tag. Then, Ah+1, Ah+2, ・・・, Ah+(P–1) are assigned to the host parts of 
the IP addresses of P–1 child tags. The association between the parent tag and child 
tags that share the same area number can be recognized by calculating the difference 
between the host parts of these tags. Suppose P=4, and Ah=150. Then, the group of 
shelf tags for an area consists of one parent tag and 3 child tags. The values assigned 
to the host parts of the addresses of the child tags are 151,152, and 153, respectively. 
Since the difference between the value of the parent tag and the values of the parent 
and child tags are 0, 1, 2, and 3, it can be determined that these shelf tags belong to 
the same group. 

This algorithm can be described as follows: 

Step 1: Ah, Ah+1,  Ah+2, ・・・,  Ah+(P–1) are assigned to the host parts of the 
IP addresses of the parent tag, which has Area Number EN, of P–1 child tags, 
and these assignments are broadcast. 

Step 2: Determining the child tags that belong to the area number of the parent 
tag. 

A product tag receives area numbers from n parent tags and m child tags. For 
each of the n parent tags, it calculates the difference, ΔAh(n, m), between the 
host part of the IP address of the parent tag and the host parts of the IP 
addresses of m child tags, and determines the child tags that belong to the 
area number of the parent tag. 

2-1: If ΔAh (n, m)=|Ah(n) – Ah(m)|≦P–1, then the product tag determine that 
these shelf tags are in the same area. 

2-2: Otherwise, the product tag calculates differences for another parent tag. 
Step 3: Determining the area number. 

3-1: If there are PT or more shelf tags that belong to the same area number 
(PT≦P), the product tag replaces its area number with Area Number EN, 
which is the area number of these shelf tags. 

3-2: If the number of shelf tags that belong to the same area number is less 
than PT, then the product tag does not change its area number. 

3.3   Database Using a Distributed Hash Table 

We propose to configure the database using a distributed hash table (DHT) in order to 
manage distributed product data efficiently, ensure scalability, and disperse risk. Each 
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parent tag holds information about the product tags in its area. Products are managed 
through communication between parent tags. A parent tag has a hash value, H(k), 
with the product’s category information, k, as the key. Search for a product is made 
by finding a match with respect to two attributes: the hash value and the product 
name. Figure 3 outlines relations between tags in the distributed database. The hash 
function is used to calculate a hash value from the character string of the product 
category name. It is expressed as: 

H(k) = k mod c 
(where k is the sum of the character codes of the product category name, and c is a 
constant) 

Area i

：Child tag

：Product tag

Area j

Area k

Area m

Registration and 
search using DHT 
(each parent tag is 

assigned a hash value, 
H, which is calculated 

from the product 
category name)

：Parent tag
(note)

H(j)

H(k)

H(m)

H(i)

 

Fig. 3. Configuration of the database using the DHT of the product data 

To enable DHT and the routing table of the MANET to be managed in an 
integrated manner, the hash value is set to the host part of the IP address of the parent 
tag. So, the host part of the IP address of the parent tag of Area i (this tag manages the 
product of category i) becomes Ah=H(i). 

3.3.1   Algorithm for Registering Product Information in a Parent Tag 
To enable prompt response to requests for search for product information, secondary 
memory added in a parent tag. It holds the product information held by all the product 
tags in the area. The algorithm used to register product information in the parent tag 
to aggregate product information is given below: 

Step 1: When the location information updating algorithm described in Section 
3.2 has completed the update of the area number, the IP address of the 
parent tag that has sent that area number is stored in the product tag 
concerned as supplementary information of the area number. 

Step 2: The product tag sends the product information to the IP address of that 
parent tag. 

Step 3: The parent tag holds the product information it has received. 
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3.3.2   Algorithm for Searching for a Product 
The parent tag manages where a product is located by having the hash value derived 
from the category information of that product in the host part of its IP address. The 
distributed hash table held by the parent tag can be used as the routing table of the 
MANET. Search for a product is executed by having a parent tag send a search 
request to parent tags of other areas that are within the range that can be reached by its 
radio wave. The specific algorithm is as follows: 

Step 1: The user enters the category information and product name of the desired 
product on the search terminal. 

Step 2: Each parent tag calculates a hash value from the entered category 
information, and constructs an IP address with that hash value in its host part, 
adds the product name to it, and sends the IP address to adjacent parent tags. 

Step 3: Each adjacent parent tag extracts the hash value from the IP address of 
the receiver, and checks it against its own hash value. 
3-1: If they match, the parent tag searches the product tag information it holds 

for the product name, and returns the search result to the search 
terminal. If the parent tag finds several product names, it returns 
information about all of them. 

3-2: If they do not match, the parent tag relays the received search request to 
its adjacent parent tag. 

Step 4: The search terminal displays the product information it has received 
from the parent tag. 

3.3.3   Updating of Parent Tag Information When the Display Layout is Changed 
When the display layout is changed, many products may be moved to other shelves, 
and consequently, the category assigned to a shelf area may be changed to a different 
category. Therefore, the category information of the parent tag must also be changed. 
However, when a product of a wrong category is placed to a shelf area by mistake, the 
category information of the parent tag may be replaced by wrong category 
information. This can cause erroneous operations of the system. To prevent this from 
happening, we have introduced a mechanism that examines the category names of the 
product tags managed by the parent tag, selects one by majority, and replaces the 
category name of the parent tag with the selected one automatically. The specific 
algorithm is as follows: 

Step 1: After the location information update algorithm described in Section 3.2 
has been executed, each parent tag counts the number of product tags whose 
information it holds for each category. 

Step 2: The parent tag replace its category name with the category name that has 
registered the highest count.  

Step 3: The parent tag calculates a new hash value of the new category using the 
hash function. 

Step 4: The parent tag constructs its IP address using the new hash value. 

3.3.4   Determining Stray Products 
To enhance the level of accuracy of product management, it is important that there is 
a mechanism that automatically detects any product that is located by mistake in an 
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area it does not belong to, and notifies the system administrator of it. If a parent tag 
detects a strange category name that numbers less than a certain value, PC, it 
determines that there is a stray product from another area, and notifies the system 
administrator of it. If the number of the occurrences of the category name that 
seemingly does not belong to the area is a certain value, PC, or greater, the parent tag 
concerned assumes that the display layout has been changed, and the processing goes 
back to the process described in Section 3.3.3. The algorithm for determining stray 
products is as follows: 

Step 1: When a product tag receives category information from the parent tag 
during the location information update described in Section 3.2, it checks it 
against its own category name. If they are different, the product tag sends an 
“error” signal to the parent tag along with its own product information. 

Step 2: The parent tag counts the number of times it has received an “error” 
signal. 

2-1: If the error count is smaller than a certain value, PC, the parent tag 
determines that a stray product(s) is in its area, and sends an alarm to the 
system administrator. 

2-2: If the error count is PC or higher, it determines that the display layout has 
been changed, and does nothing. 

4   Evaluation 

4.1   Experimental System 

An environment for executing ad hoc network emulator [11] and a product management 
system using shelf tags were implemented on a personal computer. Inter-tag communication 
was simulated by treating a virtual node as a virtual A_IC tag. A bay was modeled as shown 
in Fig. 4. Let d be the interval between adjacent products, N the number of products in 
one area, S the number of shelves, and L the length of a shelf. It was assumed that L is 
a fixed length of 120 cm, and that N=240 if d=1 cm, N=30 if d=10 cm, and N=15 if 
d=20 cm. It was further assumed that there were two areas on one bay and that the 
 

system can be scaled to 50 bays. The constant of the hash function was 255. For  
 

Shelf length (L) is fixed

Product

One Area

Number of product in 
one area (N)

Number of shelves (S)

1

2

S

Interval between 
adjacent products (d)

 

Fig. 4. Model of one area on a bay 
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example, if the category is k=ziburi, the hash function outputs a hash value of 
H(k)=151. The collision resolution strategy of the hash value was not implemented. 

An overview of the processing of location information update in one area is 
described below using a window displayed by the emulator. The window is shown in 
Fig. 5. The update of the location information of product tags occurs when it receives 
location information from the four shelf tags in the same area (PT=P). Shelf tags 
broadcast their area information at regular internals. Therefore, the update of the 
location information of product tags also occurs regularly. 

Shelf tag (parent tag)

Product tag

Send location 
information

Shelf tag 
(child tag)

Shelf tag (child tag)

Shelf tag 
(child tag)

 

Fig. 5. Window displayed by the emulator and location information update (S=3, d=20, N=15, 
and P=4) 

(Tag type > Product tag)
(Area number > 1000)

Original area number

(After update:1500)
Area number after update

Parent tag address

 

(a) Update of the area number 
 

Numbered product name
Product name

Area number
Category

ID

 

(b) Example of information registered in a parent tag 

Fig. 6. Location information update and registered product information 
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Fig. 6(a) shows a case where the location information of one product tag (IP 
address =169.254.132.1) was updated. All the product tags whose location 
information has been updated send their product information to the parent tag. An 
example of product information sent to the parent tag is shown in Fig. 6(b). 

 

Product search was made using a virtual node as the search terminal. The category 
name and product name of the desired product was entered in the search terminal. The 
entered information and a window that shows the search result are shown in Fig. 7. 

(Tag type > Shelf tag)
(Area number > 1500)
(Enter the category you search for)

(Enter the product name you search for)

 

(a) Input to the search terminal 

(Search result)
(Product name is totoro)
(The product ID you searched for is 218)
(The product you searched for is located in Area 1500)
(The category of the product you searched for is ziburi)

(The product ID you searched for is 219)

(Search result)
(Product name is totoro)

(The product you searched for is located in Area 1500)
(The category of the product you searched for is ziburi)

 

(b) Search result output 

Fig. 7. Example of search for product information 

4.2   Response Time in Location Information Update and in Product Search 

It is assumed that the number of products in one area, N, is 240 if the interval between 
the adjacent products, d, is 1 cm. Likewise, N=30 if d=10 cm, and N=15 if d=20 cm. 
The time it took from the transmission of information from shelf tags to the update of 
location information in product tags was measured. The result is shown in Fig. 8. The 
change in search time as the number of areas was increased up to 100 is shown in  
Fig. 9. When d=1 cm, and the number of products was increased up to 240, the 
response time stayed around 3 seconds. The search time includes the time it takes for 
parent tags to relay information to other parent tags and the time it takes for the target 
parent tag to return the search result. When the number of areas was increased, the 
search time increased proportionally to the number of areas. It was found that the 
search time in the case where the search involved relaying of information through all 
areas is 4 times as long as the search time in the case where information was relayed 
only once. 
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Fig. 9. Change in search time as the number of areas increases 

4.3   Probability of Successful Location Information Update 

We evaluated the probability of successful location information update using the shop 
model. It consisted of 3 bays with 6 areas, and d=20 cm, N=15, L=120 cm, and S=3. 
We measured the probability of successful update as we changed the range reached by 
the radio wave from a product tag. By success it is meant that the area number of a 
product tag is replaced by the correct area number, and the correct parent tag is 
recognized. The range reached by the radio wave from a shelf tag is set to 120 cm, 
which allows the tag’s own area to be covered with as little interference on products 
in other areas as possible. The range reached by the radio wave from a parent tag is 
set to140 cm, which is the minimum distance at which a parent tag can communicate 
with the parent tags in the immediate right and left areas. The measurement result is 
shown in Fig. 10. The probability of successful update stays around 20% almost 
irrespective of the range the radio wave from a product tag can reach. A possible 
reason for the failure of 20% is that a product located at the edge of an area happened 
to be within the range reached by the radio wave of a shelf tag of a neighbor area and 
replaced its location information with that of the neighboring area. 
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Fig. 10. Probability of Successful Location Information Update 

5   Conclusions and Future Issues 

This paper has proposed a product management system that can flexibly manage the 
location of products even when the product display layout is changed frequently. The 
system use advanced IC tags for shelf tags. The paper proposed specific algorithms: 
algorithm for updating location information though inter-tag communication, and 
algorithm for registering and searching for product information using a distributed 
hash table. An experimental system was developed using a MANET emulator and 
assuming virtual ad hoc nodes as advanced IC tags. The proposed algorithms were 
evaluated through operational experiments, such as update of location information, 
and search and registration of product information. The performance of the proposed 
system was checked by measuring the response time in location information update 
and the response time in search for product information, as the number of products 
and the number of areas were changed. The probability of successful location 
information update was measured, as the number of areas was changed. The 
probability was found to be around 80%. 

One of the issues that need to be addressed in the future is to study ways to raise 
the probability of successful location information update.  
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Abstract. This paper describes a new mobile service: customized check-ins. 
This service lets any business provide a customized form for mobile users that 
allow them mark (describe) business-related events in the social networks. So 
instead of the traditional check-ins models, introduced by the communication 
services, this service introduces business-oriented check-ins. For the business 
this service introduces a new way for advertising in the social networks. And 
this advertising model does not require any intermediate service. For the 
consumers this service introduces a way for exchanging access to the own 
social graph for some benefits (e.g. gifts, discounts, coupons etc.).  

Keywords: – checkin, mobile, HTML5, QR-code, coupon, Facebook. 

1   Introduction 

At this moment one of the popular models for the modern internet services (especially 
– for geo services) is “check-in”. Check-in is a presence status, associated with some 
particular location. For example, in Foursquare users "check-in" at venues using a 
mobile website, text messaging or a device-specific application by running the 
application and selecting from a list of venues that the application locates nearby. [1] 
Each check-in awards the user points and sometimes "badges". [2]  

Points are awarded for "checking in" at venues. Users can choose to have their 
check-ins posted on their accounts on Twitter, Facebook or both. Users can also earn 
badges by checking in at locations with certain tags, for check-in frequency or for 
other patterns such as time of check-in. Foursquare was created with a core set of 16 
badges, designed to reward and motivate all of users. The company has stated that 
users will be able to add their own custom badges to the site in the future. 

So earned points (badges) are finally the things users can exchange with some 
benefits at venue (e.g. discount, free offering, gift etc.). Of course, it is true only 
if/when business that owns this venue participates in Foursquare’s programs.  Let us 
just highlight an important note to our future discussion – badges are being developed 
by the communication service, not by the business.  And any customization here is 
actually an agreement between the business and communication services. The 
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business (the source for rewards) is actually not free in the forms these rewards will 
be presented for business users. 

The similar model is actually reproduced by the various implementations of 
“Places” services: Twitter places, Facebook places etc. E.g. as per official page, 
Facebook places, for example, lets you easily share where you are, what you're doing 
and the friends you're with right from your mobile.  You can check in and your 
updates will appear on the Place page, your friends' News Feed and your Wall. [3] 
The business model is similar. You can check in to get individual discounts, share 
savings with friends, earn rewards for repeat visits or secure donations for good 
causes.  

But here is at least one serious remark that remains true for all these services. All 
they are communication services at the first hand. And any check-in at the first hand 
solves communication tasks: how to let my friends/followers know where I am. The 
biggest question that remains is very simple and natural. Why do we ask business to 
deliver benefits via advertising some 3-rd party service? It looks very natural to let 
business define the format that should be used (exchanged) for benefits. It is actually 
the main idea our QRpon [4] service was born from.   

2   The Model 

Let us start from the business side. Here QRpon offers a specialized CMS (content 
management system) that lets any business create a special mobile web site. This web 
site lets users automatically, just after confirming the identity, post business-defined 
information on the Facebook’s wall. In the exchange for this posting (action) mobile 
web site will show a confirmation for the benefits. E.g. coupon, discount info etc. In 
other words – anything that could be presented to the staff on the business side for 
claiming the benefits. How to present this mobile site for the potential users? It is 
where QR-codes help us [5]. CMS lets businesses create mobile web site and an 
appropriate QR-code. Because it is mobile web (HTML5) application there is no need 
for downloading. Just scan QR-code and get URL opened.  

Automatically, this approach obviously supports also physical check-ins. There is 
no way to mark you “at this location” being actually nearby (based on GPS location) 
or even far away (via API). QR-code should be scanned, and it is a physical action 
that could be performed on-site only.  

So for the business this approach offered a mobile web site (sites – business can 
create more than one site, update them often etc.), presented on-site with QR-code 
sticker, that lets visitors exchange posting in the social network (e.g. Facebook’s wall) 
for some benefits.  And all site’s aspects (what is presented on the site, what should 
be posted to the social network, what should be presented as a confirmation) are 
defined by the businesses themselves. Another possible explanation – try to think 
about the current check-in system (e.g. Foursquare) and just replace the standard 
posting (notice) from Foursquare with your own text. Obviously your potential users 
do not need to download (install) mobile application and do not need to register in 
some new service (beyond their Facebook accounts). And another important 
difference from Foursquare (Facebook, Twitter etc.) check-ins is the need for the 
physical presence. 
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The mobile CMS mentioned here is really simple.  Practically, the business just 
needs to provide 3 pieces of text: the description (text for the first page of future 
mobile site), the text that should be posted to social network and the text that should 
be displayed on the mobile site after the posting. So the mobile site itself has got just 
two pages: the offer and the result (coupon, gift/discount info etc.). And the transition 
from the first page to the second pages posts data to social network. 

CMS creates a mobile site as well as the QR-code for the link to that site. This QR-
code could be placed anywhere on the business side. So for access to the benefits 
(coupons, discounts) potential users need scan it with own mobile phone.  QR code 
usage is very natural here. As per Google, the mobile phone acts as a cursor to 
connect the digital and physical worlds [6]. 

 

Fig. 1. QR-code for mobile site 

As soon as QR-code is scanned it is just one click deal to open mobile URL. The 
user will see the first page, created by QRpon CMS (offer).  After that user can 
confirm (accept) this offer, using his/her Facebook ID. Mobile site uses Facebook 
Connect  [7] here.  
 

 

Fig. 2. Initial screen 
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As soon user’s identity is confirmed, the status text (also defined previously in 
QRpon CMS) is posted to the user’s wall. And as a confirmation for that, mobile web 
site shows its second (final) page. It is a confirmation for getting benefits (coupon, 
discount info etc). It could be presented to the staff at the business side etc. The 
following figure illustrates this (the same text is already posted to user’s wall in 
Facebook): 

 

Fig. 3. Confirmation screen 

So all the steps in this process are:  

a) completely defined by the business  
b) do not use any intermediate site / service 
 

It is a fully customized check-in process (or completely customized, user defined 
badges in the terms of exiting communication services). 

What could be added here in the future versions (or as some fermium service)? 
This service at the moment of posting data to the social network has got access to the 
user’s social graph. It means, particularly, that we can program output (our 
confirmation page) depending on the social graph size for example.  E.g. the more 
friends our customer has, the more potential readers we will see our posting.  So the 
benefits could be increased for example etc. 

In other words, the confirmation screen generation might be actually some 
production (rule based) system. It could be a set of rules like this: 

 
 IF (some condition) THEN (some conclusion)  
 
Where conditional part includes a set of logical operations against user’s social 

graph data and conclusion is our output (coupon, gift confirmation etc.). So we are 
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going to say here, that our system could be actually some sort of expert systems 
(production based) that generates conclusions (badges) by the social graph defined 
conditions.  And our store for rules will present if the future versions some 
implementation of well known RETE algorithm [8].  

Obviously, that the proposed approach lets us accumulate an interesting statistics 
for the business.  Facebook API has got a TOS (terms of services), we can not simply 
log raw data, but even the accumulated info could be very interesting. Just because 
our application gets access to the basic social graph data at the moment our user 
accepts an offer we can accumulate for example sex-age histogram for our buyers etc. 

In the same time, TOS for social networks API let us keep ID’s for users. Just for 
keeping that info (without any data) we can easily discover new and returning user 
and easily implement such feature as “Majors” -  users with the most visits, or users 
with the most visits within the given interval. In other words all the functionality 
(related to the business delivery) check-ins in the modern communication services 
could be provided directly. We simply do not need communication service (e.g. 
Foursquare) for that. 

3   Conclusion 

This paper describes a new model for customized check-ins. This model lets 
businesses provide own forms for badges exchangeable for some benefits (e.g. 
discounts, gifts, coupons) without the external communication services. It is actually a 
new approach for advertising in the social networks. QRpon model presents mobile 
service that lets any business exchange some benefits for the clients with posting 
(advertising) in the social networks.  

This service does not require downloadable mobile applications and based entirely 
on the mobile web (HTML5). Via extensively used QR-codes this service builds a 
bridge between the virtual world of social networks and traditional bricks and mortar 
businesses. 
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Abstract. This paper describes two different approaches to use Near Field Com-
munication (NFC) enabled mobile phones in a ticketing system dedicated to event
management: (i) a offline version where some equipments are not connected to
the Internet ; (ii) a online version where an Internet connection is available on all
the equipments composing the infrastructure. These two propositions are com-
pared so as to evaluate their pros and cons in terms of user experience, security,
economical aspects, reliability and speed of use. We also identified a scenario
with six use cases and decided to focus on ticket issuance and ticket presentation.

Keywords: Events, E-ticketing, NFC, Mobile Phone, Secure Element.

1 Introduction

1.1 Overview

The use of electronic tickets (e-tickets) has been significantly growing in the past few
years. It still remains that a vast majority of the existing e-ticketing systems are propri-
etary solutions, primarily designed for the transportation industry and thus cannot be
used in other domains.

For instance e-tickets can be helpful in the event ticketing industry which is a multi-
billion dollar business. For example in North America gross concert revenue was 4.2
billion USD in 2008 and movie ticketing in 2009 was worth over 29.9 billion USD
worldwide[1][2]. Ticketing has gone electronic in some stages of the chain, but the
tickets themselves are still physical and these physical tickets have to get somehow to
the buyer and also allow easy validation process. One solution is Near Field Communi-
cation (NFC)[3].

1.2 NFC Technology

NFC is an emerging technology that takes its roots in Radio Frequency Identification
(RFID). It is a wireless communication technology that has a range of about 10 centime-
tres. One of the most important drive for the NFC has been the mobile phone industry
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where many notable manufacturers are integrating it within their devices (or they at
least claimed that the NFC will be part of their future phones[4]).

NFC offers three modes of operation: reader/writer, peer-to-peer and card emulation.
The reader/writer mode makes it possible for NFC devices to interact with passive NFC
tags. The peer-to-peer mode supports direct communication between NFC devices, and
the card emulation mode allows a NFC device to act as if it were a smart card. NFC
devices offer support for an embedded smart card chip that is called a secure element.
This secure element is connected to the NFC chip by the so called Single Wire Protocol
(SWP)[5]. This secure element can be a (U)SIM card[6] or an integrated chip[7]. In
card emulation mode, NFC devices do not create their own RF field but are powered
by the electromagnetic field of an external device. The supported smart card types are
MIFARE ISO/IEC 14443 Type A and Type B, FeliCa and ISO 15693.

The first implementations of NFC based ticketing appeared in public transportation
systems as there is an existing infrastructure for smart card based ticketing that NFC-
based ticketing can integrate. For example RMV, the local Frankfurt (Germany) public
transportation company, has implemented a NFC transport ticketing pilot[8]. Doubtless,
the NFC technology can also bring many advantages for e-ticketing in the domain of
event management. Nevertheless, in the current mobile phone environment, there is a
lack of standard propositions in this domain of event e-ticketing that would rely on the
use of NFC-enabled mobile phones. As a starting point, we leaned on Suikkanen and
Reddmann work[9] in which they have identified two basic approaches for NFC-ticket
validation: offline and online ticketing. In the proposed paradigms, the validation is
done either locally (offline) or through and Internet connection (online).

1.3 Contributions

The NFC Forum, as a consortium of different stakeholders in the field of NFC tech-
nology, believes that the cost of providing event ticketing, in terms of card issuance
and management, can be driven down by using NFC-based systems[10]. Consequently,
there is a strong need of moving the e-ticketing system for events to the NFC-enabled
mobile devices field[11]. There is also a need to compare between the solutions and the
context in which they can/cannot be used. Therefore, we propose a description of two
solutions derived from the offline and online paradigms, and evaluate them in terms of
security, reliability, speed of use, user experience and economical aspect. We present a
six-phases event ticketing scenario and focus on the tickets issuance and the tickets val-
idation processes which are key points in most e-ticketing architectures. For simplicity
concerns, the terms ’ticket’ and ’e-ticket’ are used interchangeably in the rest of this
paper.

2 Existing E-Ticketing Solutions

2.1 Overview

There are numerous initiatives and many companies that work in the field of e-ticketing.
Most of the proposed solutions target transportation systems and are not necessarily
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adapted to events. Moreover, some of the solutions adapted to mobile phones use the
2-D bar code system (and not NFC), which has disadvantages in some situations[9].
One interesting example in e-ticketing is the Cityzi[12] initiative in Nice (France) that
uses NFC-enabled mobile phones but that provides no solution for the management of
event tickets. Nevertheless, there were some trials to combine e-tickets and NFC but no
standard solution for mobile devices appeared. We present here a small sample of some
projects that we believe are representative of what is deployed today.

2.2 The Domain of Transportation

In the airline industry, electronic tickets have long replaced paper tickets. Some airline
companies also issue electronic boarding passes which are sent to the mobile phone of
the passenger or printed out by the passenger himself. The Air France online check-in
option[13] is an example of this system where the user receives his identifier via SMS,
MMS or email as a 2-D bar code.

Public transport operators within cities are also very keen on deploying e-ticketing
systems. The Oyster card in London[14] and the Yikatong in Beijing[15] are transporta-
tion cards based on the MIFARE[16] technology. In Asia, the Octopus Card[17] in Hong
Kong is based on the FeliCa standard[18] which is a contactless card technology.

Using NFC technology solutions, Ghiron, Sposato, Medaglia and Moroni developed
and tested a Virtual Ticketing application prototype for transport in Rome where the
virtual tickets are stored in a secure element embedded within a mobile equipment[19].
This user-oriented offline implementation showed that NFC could improve usability of
e-ticketing systems.

The French transportation company Ligne d´Azur in collaboration with Cityzi in
Nice also provides a mobile phone based application to buy tickets and validate them
using NFC[20].

2.3 The Domain of Events Management

Digitick, which is an online event ticketing company, offers as Air France does, a 2-
D bar code system. The mobile phone users can buy their tickets through website and
then download them as images representing the corresponding 2-D codes[21]. At the
event entrance they present the code which must be displayed on the phone screen for
validation purpose. In this online oriented solution, no NFC is involved.

Another existing solution is the Tapango system[22] which is an electronic voucher
system based on NFC cards as e-Wallets. The system reduces the use of paper tickets
and was implemented by the Artesis´ research lab. With Tapango, the users first buy
tickets via a webinterface, then at the event location they need to synchronize their e-
Wallet (by means of a machine connected to the Internet) to ’physically’ acquire the
tickets and finally they present the NFC card at the entrance to get access. The use
of NFC-enabled mobile devices is presented as a step to come in the evolution of the
system.

In the SmartTouch project[23], a pilot related to event ticketing in the theatre of the
city of Oulu (Finland) was deployed[24]. The users were able to receive tickets on their
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NFC-enabled phones and the control of the tickets was achieved with another NFC-
enabled mobile phone. Despite the fact that the ticket validation was relatively slow
(using the peer-to-peer NFC mode), the users showed a real interest.

3 Event Ticketing Concepts

3.1 Scenario and Use Cases

Thereafter is reminded that for simplicity concerns, the terms ’ticket’ and ’e-ticket’
are used interchangeably throughout this paper. Event ticketing follows a well-known
scenario. If we want to attend an event, we first need to choose a type of event and
a specific venue. After the choice is done, we gather all the available information on
the selected show before deciding rather to buy tickets or not. In some special cases
we can directly receive advertisements about events related to our hobbies. Once we
have made a decision, we find a date and a time that suit us the best and we then go
to the shop (which can either be virtual or physical) where we can buy the approriate
number of tickets (most of the time the possibility is given to buy tickets for friends).
The day of the show, we go to the venue and at the entrance we present the ticket which
corresponds to the event. Six use cases can be identified from the scenario: selection of
event, event description visualization, reception of alerts, event tickets issuance, event
tickets exchange and ticket presentation at the event site.

In the ’selection of events’ use case, the user browses through different categories
(for example theater, cinema, concert, etc.) to find the shows he could be interested in.
He queries to look for available tickets in the selected categories. Finally, he receives
the propositions which correspond best to his choices. For the ’visualization of event’
description use case, the user simply visualizes a multimedia presentation of a specific
event on his mobile phone before deciding rather to buy tickets or not. Concerning
the ’reception of alerts’, the user registers to receive alerts as soon as information is
available for the kind of events he is interested in. In the ’tickets issuance’ use case,
the user selects one or several tickets for an event, chooses a payment option, enters

Reception of alerts(v) Selection of events(i)

Events visualization(ii)

Tickets issuance(iii)

Tickets presentation(iv)

Tickets exchange(vi)

Fig. 1. Event ticketing scenario with use cases
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the necessary information and validates the transaction. The tickets are then issued and
pushed to his mobile phone. The ’exchange of tickets’ gives the user the possibility to
transfer tickets for instance to a friend by sending them to his mobile phone. Finally, for
the ’ticket presentation’ at the event site, the user shows his mobile phone to be granted
access. These six cases (figure 1) represent the scenario or the steps to follow to attend
an event using a mobile phone. This paper focuses on the description of event tickets
issuance and ticket presentation at event entrance steps.

3.2 E-Tickets for Events

To properly define the e-tickets in the event ticketing context, we must consider the ar-
chitecture which is commonly used in e-ticketing systems. To be precise, a e-ticketing
system can be seen as a token-based authentication platform that involves 3 main en-
tities : an Issuer, a User and a Verifier[25]. The e-ticket represents the token which
circulates between the different entities. Figure 2 briefly explains the role of each en-
tity of the system. An event e-ticket gathers various pieces of information (ticket ID,
event ID, price, seat number, etc.) for a particular event[26]. It contains at least the in-
formation that can be found on regular paper tickets. Event e-tickets can also contain
cryptographic data such as checksums or digital signatures from ticket issuers so that
the integrity and authenticity of the tickets can be verified/guaranteed (figure 3).

Issuer User Verifier

Ticket

Ticket
issuance

request presentation
Ticket

Access
granting

Fig. 2. Common e-ticketing architecture

Ticket ID Event ID Ticket info
Checksum and/or signature

Fig. 3. E-ticket data model

4 Two Different Approaches: Offline vs. Online

4.1 Offline System

Use Case. Adam wants to go to see a concert downtown. He connects to the concert
website using a computer or his mobile handset and finds a link to the ticket issuer’s
website. He enters all the necessary details such as his mobile phone number or his
payment option and finalizes the purchase. He receives the ticket in a digital format
which is sent over the mobile operator network to his mobile phone. When Adam arrives
at the concert location, he taps his phone on the reader at the entrance. The ticket is
transferred to the ticket verifier which authorizes (or not) the access. The light turns
green and Adam can enter to find his seat.

Architecture and Interactions. Four main entities (figure 4) are involved in the offline
ticketing approach: the ticket issuer, the ticket verifier, the user with its NFC-enabled
mobile phone and the Trusted Service Manager (TSM). In our context the TSM is the
entity which manages the loading, the deletion and the personalization of data on the
secure element of a mobile phone through a mobile operator network[27].
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2’− Ticket
issuance

3− Ticket
presentation

and validation
(NFC−based)

issuance
2’− Ticket

1− Ticket
purchase

2− Ticket
issuance

(U)SIM

Ticket issuer

UserTSM

Ticket verifier

Fig. 4. Offline System Architecture

The entities interact as follows. The user takes the decision to attend an event, selects
the event and sends the payment information to the ticket issuer. Then, the ticketing
system issues the ticket and sends it to the secure element of the mobile phone of the
user using the proper mean of communication (via a TSM or a secure channel). At the
event gate, the user presents his NFC phone to provide the NFC-enabled ticket verifier
with his e-ticket in order to be granted access. In this offline approach, the ticket verifier
has the ability to control the tickets without the use of any external infrastructure, i.e.
without any network connection.

Requirements. The user must own a NFC-enabled mobile phone with the ability to
receive a e-ticket, to store it (in a secure element) and to transfer it to a NFC reader.
All these actions can be managed by a mobile application deployed on the phone and
its secure element. The Trusted Service Manager has its usual role since its main func-
tionality is to load, when necessary, the digital ticket to the secure element embedded
in the mobile phone by using the mobile operator network. The ticket issuer offers a
web server and is responsible for the generation and issuance of the tickets. The web
server shows the information concerning the available tickets to the user and receives
the payment details. The digital tickets are then built by gathering different pieces of in-
formation and formatting them properly. Additionally, a digital signature can be applied
if required for the verification. In this case, the signature is achieved by the ticket issuer
with a private key, the corresponding public key[28] being provided to the ticket veri-
fier. The ticket issuer transfers the ticket either over the mobile network or through any
other kind of secure connection to the mobile phone secure element. Before the control,
the ticket verifier must be provided with the relevant information regarding the corre-
sponding event. In most cases, the event identifier and the ticket’s period of validity are
necessary elements for the verification. During the validation phase, the ticket verifier
makes sure of the authenticity and integrity of the received ticket. In order to avoid a
re-use, the verifier must either keep track of the tickets that are presented or modify
their validity (date, status, etc.). A ticket verifier can be composed of a NFC reader em-
bedded in a mobile phone or connected to a computer and linked to an application for
the cryptographic and ticket management operations.
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4.2 Online System

Use Case. Adam wants to go and see a university theatre show. He goes to the event
organiser’s website, where there is a link to the ticket issuer’s website. He already has
an account at this website so, he logs in, adds the proper ticket to his shopping cart and
pays for it. When Adam goes to the show, he taps his phone on the reader and once the
permission to enter has been checked by connecting to the ticket issuer, the light turns
green and Adam can enter.

Architecture and Interactions. The online event ticketing paradigm is based on the
premise that no dynamic information (here a ticket) is installed on the user’s device.
The assumption is that there is just a static identifier stored in the secure element of
the user’s mobile device, that same static identifier being stored in the ticket issuer’s
backend system where all dynamic information are processed. This means that a user
does not have any ticket with him (in his mobile phone) when he goes to an event; he
only has an identifier that will be used by the verifier to check by the ticket issuer that
he is authorized to attend the event.

2− Ticket presentation
(NFC−based)

Secure element
with ID

1− Ticket purchase

3− Ticket validation
(Internet−based)

4− Acknowledgment
(NFC−based)

Ticket issuer

User

Ticket verifier

Fig. 5. Online System Architecture

Requirements. Online event ticketing requires a secure element to be available in the
user’s mobile device, where to store static identifiers. This secure element may be a
(U)SIM or another secure element that is embedded in the device. Obviously for con-
venience reasons, an application loaded on the secure element ensures a proper setting
and provides the static identifier when required.

The online event ticketing system is described in figure 5. The relationship between
the event organiser and the ticket issuer is similar to what they are today: the ticket issuer
sells the tickets and the event organiser validates them. In the online events ticketing
scheme, event organisers need a working Internet connection at the event gate. At the
gate the right to enter is verified by reading the identifier from the secure element of
the user’s mobile device and then sending it to the ticket issuer’s system. It returns the
authorization (or not) to enter.

When the user buys a ticket for a specific event from a ticket issuer, the ticket is
stored in the ticket issuer’s back end system and it is connected to the static identifier
stored in the user’s mobile device secure element. Because the user does not carry the



172 S. Chaumette et al.

ticket information with him, the ticket issuer’s back end system needs to be able to
provide this ticket information when requested. This may be done by using the ticket
issuer’s Internet site.

5 Paradigms Comparison

5.1 Overview

To compare the two paradigms that we have described, we will focus on five criteria:
user experience, security, economical aspects, reliability and speed of use. Some pro-
totypes illustrating the online and offline systems were developed to run reliability and
validation speed tests. The Nokia 6212 classic[29] has been used for this purpose. This
NFC-enabled mobile phone can run J2ME[30] midlets and embeds an internal secure
element which can run Java Card[31][32][33] applets. With two of these phones we
have implemented a basic prototype for each paradigm we consider, online and offline.
The first handset acts as the client device and has a ticket or a static identifier stored
in its internal secure element. The second handset is the validator device and reads the
ticket from the client device in order to check its validity (either offline or online). The
secure element of the client phone is loaded with a Java Card applet containing the
ticket information (either the whole digital ticket or the static identifier). The validator
phone runs a J2ME midlet in charge of retrieving the ticket information and checking
the validity of the ticket (either locally or by accessing a remote database via a HTTP
request).

5.2 Security

In our study, the security analysis targets the validation phase. In this phase, online
and offline approaches both make use of a secure element and rely on the NFC card
emulation mode. Consequently, they achieve the same level of security. To proceed
to the ticket validation, the user taps his phone on the reader what leads to a direct
communication between the secure element and the reader. The use of a secure element
prevents the static identifier or the whole ticket (depending on the approach) from being
forged or spoofed as a secure element is assumed to be a tamper resistant device[34].

In both cases, to improve communication security, a mutual authentication is per-
formed. This authentication, which uses the GlobalPlatform standard[35], ensures that
the information exchanged (between the phone’s secure element and the validator) only
involves authorized entities (a real user and a real validator).

5.3 Reliability

Regarding the ticket issuance phase, both models have a strong need for a steady Inter-
net connection. However, for the validation phase, only the online approach requires a
connection in order to query the ticket issuer’s database. Any disconnection at that time
would prevent tickets from being validated. Another issue arises, for both paradigms,
if the mobile handset runs out of battery during the validation process. In this situa-
tion, there can be no communication between the reader and the mobile device, thus



NFC-Enabled Event Ticketing Approaches 173

preventing the validation process from taking place. However, some NFC phones have
a ’battery off’ feature which allows the secure element to interact with the reader re-
gardless of the battery state[36]. We believe that this feature will be common in future
NFC-enabled phones and will thus improve the reliability of both approaches.

5.4 Speed of Use

Fast ticket validation is an important requirement. In the mass transit sector the trans-
action time should not exceed a few hundreds milliseconds[37]. In our tests validation
is achieved in three steps: mutual authentication, data retrieval and network use (for the
online approach). For the offline approach, the data retrieval targets the transfer of a 1
kilobyte ticket from the secure element to the validator and there is no network needed
(as the ticket validity check is performed locally). For the online approach, the data
retrieved from the secure element is the static identifier (a 10 bytes String) and the net-
work is used to access the ticket issuer database (3G connection). The results presented
in figure 6 show that the offline solution is much faster. It is nevertheless necessary to
observe that the Nokia 6212, which is used as a validator, has no broadband Internet
connection capability (no WIFI for instance) and that the validation time of the offline
option increases with the size of the ticket.

5.5 User Experience

Our e-ticketing applications offer three main features: ticket purchase on a website;
ticket presentation for validation purpose at the event entrance; listing of tickets that
have been bought. As the online and the offine versions allow to perform the same
actions and since the underlying processes (for the website and the tickets listing) are
transparent to the user, we can assume that there is no major difference in the user
experience. Nevertheless, for the ticket validation phase, we can find a small difference.
In the online approach, there is no need to select the ticket to validate (no ticket is stored
in the mobile phone and unique identifier is used), but in the offline approach the user
must select the ticket he wishes to present what can slightly reduces the user-friendliness
aspect.

5.6 Economical Aspect

NFC-based event ticketing brings new players to the industry as Mobile Network Op-
erators (MNO) and TSMs providers can offer new channels for events ticketing; but
it remains to be seen if they can offer these channels cheap enough or offer cost sav-
ings. Anyway, as customers learn to use ticketing with NFC in public transportation,
the event ticketing domain becomes also under pressure to go compatible with NFC.

Generally, the economical aspect always depends on the business model which is
used. For now, online and offline event ticketing are open fields where a lean business
model might be created and a market niche be found. With the opportunities offered
by NFC, the experience gained in transportation system and the release of new smart-
phones endowed with NFC, we believe that the big players can afford investments in
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this business sector. For these companies, there is no significant difference in the in-
vestments that have to be made in terms of infrastructure (TSM, adapted NFC read-
ers, backend systems, website) between the two approaches. Both systems could thus
coexist.

5.7 Summary

The two paradigms, offline and online ticketing that we have presented, mainly differ
in the need or not of online connection. Speed of validation and user experience were
identified as parameters that can help decide which paradigm should be used in which
context. However, the online and offline approaches are more or less equivalent in terms
of performance. The comparison of the two approaches is summarized in figure 7. For
each category, the symbol + represents an advantage and the - is a disadvantage; the =
symbolizes a similar level of performance.

Offline Online
Authentication 161 161
Data retrieval 605 52
Network Use 0 4091
Total (in ms) 766 4304

Fig. 6. Validation speed tests results

Offline Online
Security = =
Reliability = =
Speed of use + -
User experience - +
Economical aspects = =

Fig. 7. Comparison of both approaches

6 Future Work

6.1 Pilots

Within the framework of the Smart Urban Spaces[38] (SUS) European project in which
this research around NFC-based event ticketing is conducted, the deployment of pilots
using some aspects of the proposed models description are planned. These pilots target
small events such as private concerts or theater plays. For this kind of events, there is
a strong need for a flexible and cheap ticketing system as the organisers cannot afford
big investments. Some French and Finnish cities (working with LaBRI and VTT) like
Helsinki or Caen are potential candidate to deploy these pilots.

6.2 Perspectives

The next step in our research is to focus on e-ticketing system based on NFC-enabled
devices dedicated to small events. Small events, which are events with a limited number
of attendees, represent an uncovered niche. This research will take into account the ease
of deployment, a lightweight architecture (with no need of big external infrastructure
such as a TSM for instance) and the reduction of the costs still targeting offline and
online options.
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Another point, regarding event ticketing management, is to work on a e-ticket stan-
dard description and the associated storage procedures inside mobile phones. As far as
we know, there is no real event e-ticket standard and it would be thus relevant to make
contributions in this area.

Finally, by leaning on the previous points, we will work on the concept of interoper-
ability from the perspective of users running mobile NFC-based applications (such as
the event e-ticketing system) in different European cities in the framework of the SUS
project.

7 Conclusion

Two different approaches to deal with ticketing issues and their respective architecture,
described as offline and online solutions, were presented in this paper. In the former
solution, the platform responsible for validating the tickets at the entrance has no need
to communicate with the ticket issuer, and thus does not use an Internet connection.
Conversely, in the latter solution, a direct link exists between the ticket issuer and the
ticket verifier platform. The prototypes that we have developped and that make use of
NFC-enabled phones, demonstrate the feasibility of the proposed solutions. Although
both of these approaches have advantages and drawbacks, the comparison shows that
globally they can achieve the same level of performance. As big companies will most
likely deploy online and offline applications for big events, it is certainly relevant to
target small events in the next research topics in the context of a NFC-enabled mobile
phone ticketing system.
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Abstract. This paper explores a novel concept called Mobile Electronic Memo 
whose purpose is to overcome the limitations in terms of interoperability and 
accessibility imposed by the current technology. To achieve this goal, Mobile 
Electronic Memos decouple the semantics of the information from the physical 
and pragmatic constraints of the medium that transports it. We examine related 
works and standards that could be good candidates for implementing MEMs 
and describe a prototype implementation that has been realized as a proof of 
concept. 

Keywords: Electronic information, interoperability, accessibility. 

1   Introduction 

Often the information one needs is already available, somewhere, in an electronic 
format. In most cases, the information is downloadable from the Internet; or it could 
be gathered from nearby devices, from the environment (e.g., through sensors) or 
even from real world objects (e.g., using RF-IDs and QR codes). Once obtained, this 
information could be stored on consumer electronics (computing devices, mass 
storages, memory cards), or be shared on the Web. It could be also reused and 
transmitted asynchronously over a long distance through emails or multimedia 
messages; or it might be sent as an input to other devices or applications (navigators, 
ATMs and vending machines, home or car appliances). Zillions of information are 
daily exchanged this way; but, in many cases, interoperability between the device 
providing an information and the one consuming it is not automatic, but it is mediated 
by human intervention, often involving manual inputs.  

Unfortunately, this well known limitation might cut off several categories of 
people from the benefits of the ICT, resulting in a possible reduction of the inclusion 
opportunities (one aspect of the so called “digital divide”) not because of the lack of 
technology but due to its excessive complexity [1].  

For example, often elderly people have difficulties in interacting with their own 
home appliances (including mobile and e-health devices [2][3]) and they prefer to ask 
for help to more skilled relatives (or not to use these devices at all). While this 
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situation is annoying for most users, it could even represent a barrier for people with 
impairments; in fact, often it is the surrounding ICT environment - rather than the 
nature of her own impairments – that tends to disable a person, reducing her 
possibilities to access information and services. 

In this paper we illustrate a novel technology called Mobile Electronic Memo 
(MEM) whose purpose is to overcome the limitations imposed by the current 
handling of electronic information. A MEM attempts to achieve this goal by 
decoupling the information it carries from its physical and practical limitations. We 
explain this underlying principle and the relevant benefits it might bring in the next 
section. In section 3 we take a closer look at the design of MEMs, providing a 
description of a prototype implementation that has been realized as a proof of 
concept. Moreover, we hint at security and trust aspects, illustrating one key feature 
that has been implemented and experimented in our prototype: the signature of a 
MEM using an Universal Integrated Circuit Card (UICC). We conclude this paper 
with a discussion of related works and technologies, explaining also why, in our 
opinion, some of these technologies could be good candidates to implement MEMs as 
an industry-wide standard. 

2   Benefits of a Pure Information Centric Model 

Web pages, business cards, short messages and GPS Point of Interests: all of them are 
examples of electronic information. But why should they be primarily thought in 
terms of readable text instead of Braille dots or spoken words?  

In his essay [4], Riva describes media under three main aspects: the physical 
aspect, the pragmatic aspect and the symbolic aspect. The physical aspect refers to the 
natural properties of the media (hardware, interfaces) and it is strongly related to the 
pragmatic aspect, which denotes people’s interaction modalities with the media. The 
symbolic aspect indicates the meaning received by the people, i.e. the semantics. In 
traditional media there are tight constraints between and among these three aspects. 
This is one reason that explains why we are used to thinking at a web page or a 
business card as something readable, rather than e.g. tactile. 

 

   
A 

 
B 

Fig. 1. From “spaghetti” information exchanges (a) to an information centric model (b) 
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On the contrary, making looser these constraints would bring two classes of 
benefits: firstly, development of multimodal and “assistive” technologies would be 
greatly simplified, being the same electronic information decoupled from specific 
devices and technologies; in the spirit of the “design for all” principles [5], even the 
word “assistive” could be no longer needed, because the information would be solely 
thought in terms of its semantics rather than of its rendering techniques. Secondly the 
“spaghetti” information exchanges depicted in (Fig. 1a) would disappear in favor of 
an electronic information centric model (Fig. 1b), where standardized information, 
expressed as MEMs, could be automatically exchangeable and interoperable across 
many different devices and appliances, through a number of different communication 
technologies. 

3   Mobile Electronic Memos 

A Mobile Electronic Memo (MEM) is a communication technology that does not 
assume a specific physical support or interaction mechanism, but represents the 
semantics of the information it carries in a neutral way, using a machine 
understandable representation (i.e. an ontology). In particular, it supports the 
following features: 

1. it is a versatile container of information; 
2. it is machine understandable – therefore independent from specific devices, user 

interfaces and human languages; 
3. it can be transported across different kinds of bearers and networks; 
4. it supports different user interaction paradigms, depending on the device or 

appliance it is executed on.  

From an end user’s point of view, MEMs may be created or captured from several 
sources; examples include, but not limit to: capture from the environment  [6] via 
Near Field Communication (NFC), RFID, Bluetooth; optical capture through a QR 
code; location-based capture with GPS coordinates used to “lookup nearby MEMs”, 
retrieval from the Web or from a mass storage memory, etc.  

Once created or captured MEMs may be annotated, personalized, shared with other 
users or transferred to nearby devices. Users can browse created, received or captured 
MEMs using a variety of modalities. 

MEM-aware devices and applications may provide several useful services based on 
the information MEMs contain: for example, a MEM aware navigator might drive the 
user to a location encoded in a captured MEM; a MEM aware smartphone might start 
a phone call or schedule an event in the user’s agenda, using the information 
(telephone numbers, meeting details) contained in a received MEM; a MEM aware 
TV handset might auto-configure its settings taking their values from the information 
contained in a MEM, etc.  

3.1   MOVE 

Despite the current lack of standard technologies able to fully support the concept of 
MEM, many of the aforementioned features have been experimented in a prototype  
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system including MEM-aware software and devices. The prototype system, named 
Mobile Open and Very Easy (MOVE), has been developed in the context of the EU 
co-funded research project Simple Mobile Services (IST 2006 034620).   

MOVE is based on a modular architecture. The base modules, implemented in  
Java Microedition (Java ME), are the Core, the Middleware, the GUI and the Outdoor 
& Indoor Navigator modules. In particular, the Middleware module consists  
of an abstract API that hides the underlying transport mechanisms, enabling  
devices running MOVE to pass messages using either the HTTP protocol or the SIP 
protocol. 

The GUI module is based on a porting of Thinlet, a very efficient toolkit which 
uses a XML-based model for the graphical widgets. MOVE extends the original 
porting in order to provide an easier object oriented toolkit for GUI programming, 
fitting the different features and interaction modalities of a variety of devices. The 
Outdoor & Indoor Navigator module provides maps and navigation, and a collection 
of functionalities to search for a place, to search for a route and to get GPS (or 
approximate) positions. Many of its functionalities are provided by the open source 
Open Street Map platform – which however offers a not geographically uniform 
quality of the service: coverage is better in large cities, and variable, depending upon 
the specific country, in small cities, villages and rural areas. 

In order to port MOVE over different mobile platforms, including Symbian, 
Android, BlackBerry, and Windows Mobile, we used an our own building tool that 
integrates the open source J2ME Polish Janus toolset. Third party programmers can 
develop additional modules for MOVE either using Java ME or platform specific 
languages. Modules developed using platform specific languages are wrapped into 
Java ME classes in order to provide unified interfaces to the rest of the framework. 
The communication with a platform specific API is usually realized using local IP 
sockets. 

The full list of features offered by MOVE together with the list of supported 
platforms is provided in [7]. 

3.2   A Proof of Concept 

In the following we illustrate part of the Simple Mobile Services project trial which 
consisted in using MEMs and the MOVE framework to announce a real event to 
different groups of people in the campus of the University of Rome Tor Vergata. This 
trial was intended to demonstrate how interoperability among several different 
technologies could be easily achieved by using MEMs; accessibility and 
multimodality were not particularly emphasized, but, as it has been observed, the 
highly degree of interoperability shown during this trial could be a key feature to 
foster the take-up of accessible and multimodal products and services based on 
MEMs. 

In February 2009, two ETSI experts presented their standardization activity on 
“Personalization and User Profile Management” to researchers, post-docs and PhD-
students at the University of Rome Tor Vergata. This presentation was also advertised 
by distributing MEMs to invited participants. Some participants received the 
invitation in an email message containing an hyperlink to the MEM. Others received 
the MEM in their smartphones (which were running MOVE) through an instant 
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messaging application. The organizers also exposed a physical poster which contained 
details about the presentation and a QR code. Capturing the QR code through the 
phone camera triggered the advertising MEM to be downloaded directly into the 
phone’s memory. Some students were invited to diffuse the invitation to friends by 
transferring the MEM between their phones using Bluetooth, NFC or memory cards. 

Smartphones and laptops stored the received MEM as a file in their local 
filesystems. The file was displayed on their screens as a traditional hypertext 
containing information about the presentation. However other kinds of media 
enrichments (e.g. audio clips) could have been included in the MEM, making it 
suitable for running on other devices (e.g. portable audio/video players, gaming 
devices, etc.) 

The advertising MEM included a phone number to dial in order to obtain further 
information, the date, time and duration of the presentation and the GPS coordinates 
of the location where the presentation was going to take place. By clicking on the 
displayed phone number, smartphones were able to initiate a call toward that number. 
Opening the MEM in a  (MEM-aware) calendar application triggered the information 
contained in the MEM to be converted into an iCal event suitable to be automatically 
scheduled into the user’s agenda. Finally, the MEM could be transferred to a 
navigator appliance1 (via Bluetooth). The navigator responded to this action setting 
the GPS coordinates contained in the received MEM as the next planned destination. 

3.3   Trust in Mobile Electronic Memos 

Given the very wide scope they aim to cover and, consequently, the possible presence 
of sensitive information, security and trust are one of the primary concerns that have 
been considered in designing MEMs. As an example, in order to prevent users from 
spam and phishing, MEMs or part thereof may be encrypted and digitally signed by 
their authors, allowing the recipient to verify their trustworthiness. In addition, one 
could think at digital signature as a way to implement non-repudiation capability, thus 
making MEMs suitable for proof of purchases and subscriptions. 

In order to fit these goals, not only service providers but also end users should be 
able to sign and encrypt their own MEMs; this requirement could implemented using 
UICC functionalities [8]. Real UICCs featured with Javacard applets were used in the 
IST-SMS trial to realize the scenario depicted in Fig. 2, where two users exchange a 
trusted MEM. User A is asked to sign the MEM she is sending because a policy 
defined by user B does not allow the acceptance of unsigned MEMs. User A enters 
her  PIN code in order to access the key-ring contained in her phone’s UICC. Then, 
her device signs the MEM. Finally, the MEM is sent to user B which can browse its 
trusted content. 

Obviously some transactions could employ lighter weight security mechanisms, in 
order to avoid the overhead due to the management of certificates and keys. For 
example, a digest might be sufficient to prove the integrity of the information when 
the MEM is sent via a slow, but trustworthy channel. Since the present paper is 
mainly intended to provide an overview of the concept of MEM, we omit to describe  
 

                                                           
1 The navigator was emulated using a smart phone equipped with a navigation software. 
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user Buser A user Buser A

 

Fig. 2. Securing a MEM using UICC signature 

other technical options; however, the reader could find lots of interesting details in a 
publicly available technical report about MEMs and their prototype implementation 
[9]. 

4   Related Works 

There exist several standard formats designed for information exchanges and already 
supported by different kinds of devices (mainly computers and mobile phones); Few 
examples include: 

1. vCard [10], the consolidated electronic format for business card; 
2. iCal [11], a widely supported file format allowing users to send meeting requests 

and tasks to other users; 
3. xAL [12] and PIDF [13], respectively OASIS and IETF standards for codifying 

addresses and geographic locations…  

However, these formats are typically limited to bits of information intended for 
specific purposes, e.g., exchanging information about a specific place or an event.  

Single versatile containers for heterogeneous types of information are under 
investigation in many standardization fora. For example, both the Microformats 
Forum [14] and the MPEG-21 Group, pursuing different goals, are standardizing 
flexible formats to support the structured aggregation of different kinds of information 
and resources. MPEG-21 explicitly provides support for alternative modes of 
presentation of digital resources (images, text, audio, etc.). It also specifies tools to 
support accessibility of digital resources to various users, including users with audio-
visual impairments [15]. 

4.1   Semantic Technologies 

As the main finding behind the idea of MEM is expressing information in a machine 
readable format, we now provide a very brief review of related works based on 
semantic technologies.  
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Ontologies are not new in computer science, however they have been traditionally 
limited to specific environments (reasoning and logics) or applications (the Semantic 
Web and Linked Data).  

Their usage as a “neutral” medium to convey electronic information among 
heterogeneous devices is a relatively new topic of research which has been recently 
investigated in the context of the ARTEMIS-JU SOFIA (Smart Objects For Intelligent 
Applications) research project and in the Finnish national research projects DIEM 
(Device Interoperability EcosysteM) [16][17]. The two projects have produced a 
platform called SMART-M3 which combines distributed networked systems with the 
Semantic Web, enabling devices and software entities to exchange information 
conforming to a common ontology. 

A second promising direction of research is semantic annotation of already existing 
formats. RDF-a [18] is a recent proposal to augment Web pages with RDF statements, 
turning them into richer container of semantic information that can be understood and 
automatically processed by software. RDF-a is currently used with Web pages and 
within Web browsers. Its combination with other file formats spanning across 
different devices and appliances (e.g. MPEG-21) is unexplored and, we suggest, could 
represent a good candidate for the implementation of the concept of MEM.  

4.2   Machine-to-Machine Interactions 

Fitting the goal of a common file format and of consolidated semantics might be not 
enough, as the interoperability outside the boundary of the Web could be harder to 
achieve; this is mainly because of missing common information presentation facilities 
and the lack of standards for the transport of the information. Then, even if one could 
be tempted to rely always on Web-based solutions, there are many practical cases in 
which these solutions are not viable. This occurs, for example, when: 

1. The information is better transmitted -- over a relatively long range -- in a  
peer--to--peer fashion, using e.g. a short message or a MMS; 

2. Many bearers are available and it is preferable to use a minimum range connection 
technique (e.g. a PAN, or even transfer by USB sticks and memory cards), as this 
might have a major impact on performances and energy efficiency; 

3. Short range connections are the only transmission mechanism (e.g., when 
communicating with devices without Internet connection, such as navigators, home 
or car appliances, portable media players, etc.); 

4. Transfer over memory cards is the only transmission mechanism (e.g., when in 
“flight mode”) 

5. Users might be reluctant to post privacy sensitive information on the Web, as at 
today there is no effective solution to the “digital forgetting” problem (sensitive or 
inappropriate information posted on the Internet could hunt one forever). 

The ongoing standardization work at ETSI Machine-to-Machine Technical 
Committee (M2M TC) is trying to address these situations by specifying a framework 
supporting transmission of information between devices on a variety of protocols. In 
Table 1 we list several requirements collected for a MEM aware system, together with 
corresponding capabilities of a M2M system [19] matching these requirements. 
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Table 1. MEM requirements and M2M capabilities 

Requirement M2M corresponding capability 
Several different devices (smartphones, 
navigators, media players, personal 
organizers, home/office appliances, incar 
devices), should be supported. 
 

A M2M system natively supports a wide 
range of different devices. 
  

An uniform identification mechanism for 
end users, devices and groups is needed. 

The M2M system allows flexible 
addressing schemas. 
  

Various forms of asynchronous and 
unsolicited communications should be 
supported; “Autoplay” should be allowed. 
Various forms of  delivery (anycast, 
unicast, multicast, broadcast) should be 
supported. 
 

The M2M system provides a wide range of 
message delivery modes. It even provides 
delivery towards sleeping devices. 

It should be possible to transmit MEMs 
over a large set of bearers (including short 
range connectivity and “delay tolerant 
links”, e.g. memory cards). 

The M2M system provides message 
exchanges across multiple communication 
paths, based on policy rules and taking into 
account charging, privacy, energy saving, 
performances. 
 

Multimedia should be supported. 
 
Outdoor localization should be supported. 

The M2M system provides telecom 
capabilities exposure (localization, 
subscription configuration, authentication, 
reachability information, messaging and 
IMS access). 
 

Indoor localization should be supported. 
 
It should be possible to “capture” a MEM 
from the surrounding environment, for 
example using NFC, RF-ID, QR codes or 
Bluetooth. 

Sensors connected to the M2M system 
could provide information to be included 
into a MEM (position, temperature, speed, 
light intensity, pressure,…) or they could 
provide a way to retrieve a whole MEM 
(e.g. reading a visual code, detecting an 
RF-ID,…). 
 

MEMs may implement spam/phishing 
prevention, non-repudiation capability, 
confidentiality, proof of purchases and 
subscriptions. 
 

The M2M system shall provide a secure 
and trusted environment (based on, e.g., 
the UICC) for security critical operations. 

Some use cases for MEMs may involve 
charging (e-Tickets, pass tokens, etc.) 

The M2M system shall support 
micropayments. 
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5   Conclusions 

In this paper we presented the concept of Mobile Electronic Memo (MEM), a 
versatile, machine understandable “aggregator” of information. Unlike other media, a 
MEM does not impose any particular physical or pragmatic constraint and focus only 
on the symbolic aspect of the communication. Technically, this is made possible by 
replacing human readable contents with a semantic description of the information. 
Major benefits brought by this approach include interoperability and accessibility.  

Despite a prototype system (including some basic security features) has been 
implemented, at the time of writing there is no standard framework that could fully 
support MEMs; nevertheless we believe that a combination of existing XML/RDF 
based languages and technologies under development for machine-to-machine 
systems could provide a valuable opportunity for MEMs to evolve into an industry-
wide standard. 
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Abstract. The main aim of this paper is to show on the conceptual level the 
practical and commercial benefits of signal construction and processing 
technology based on orthogonal frequency and time domains multiplexing 
(OFTDM). This technology utilizes mathematical framework of special 
orthogonal bases with the best time-frequency localization. Higher spectral and 
energy efficiency of telecommunication systems together with robustness 
against complex realistic channel conditions are achieved. In particular, the 
level of interference between subcarrier channels in time and in frequency 
domain is minimized. This approach can have wide implementation in 
wideband mobile networks (WiMAX, LTE), digital television (DVB-T/H) and 
other telecommunication systems. 

Keywords: WiMAX, LTE, OFDM, OFTDM, Well-localized bases, 
time-frequency dispersion. 

1   Introduction 

Constriction of high-speed wireless digital telecommunication systems often faces the 
problem that real radio channel (propagation media) is time-frequency dispersive [1]. 
In particular this follows from the fact that radio signal comes to the receiver through 
multiple paths after many reflections from the nonstationary media inhomogeneities 
like city buildings, moving objects, hydrometeors, ionospheric layers, etc. Among the 
examples of such dispersive channels are wideband multiple access radio lines 
(mobile WiMAX, LTE), digital television (DVB-T / H), short-wave and ultra-short-
wave radio lines. 

Currently one of the most popular physical layer technologies for data transmission 
is multiplexing with orthogonal frequency division (OFDM). There is no doubt that 
this technology will be also used in future telecommunication standards.  

As a result of time-frequency dispersion of the OFDM signal such effects as 
multipath propagation, amplitude-phase fading, Doppler shift and spreading are 
observed at the receiving side. Those effects are even stronger if receiver is moving in 
a car, situated in the building or near the strong source of electromagnetic emission 
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like airport. As a consequence intercarrier (ICI) and intersimbol interferences (ISI) 
considerably worsen the quality of the received signal. Moreover ICI cannot be 
compensated or filtrated by regular digital processing methods. 

It is necessary to mention that the structure and properties of OFDM signals are 
determined by the basis, which was used for its construction (signal basis). In 
classical OFDM systems the role of such basis plays the family of rectangular 
initializing functions shifted in time and frequency. Thus OFDM signals are 
constructed as the linear combination of such basis functions with real or complex 
data symbols (determined by the signal constellation: QAM, PSK, ets.) as the 
coefficients. Channel equalization is simplified because OFDM may be viewed as 
many slowly modulated narrowband signals rather than one rapidly modulated 
wideband signal. 

In channels with time-frequency dispersion complex multiplicative interference 
affects the signal in addition to additive noise. Such interference has the factor of time 
dispersion characterized by multiplicative action in frequency domain, which is 
equivalent to the convolution with the signal in time domain. For the factor of 
frequency dispersion it is vice versa: multiplicative action in time domain and 
convolution in frequency domain. As a result signal basis is distorted, it becomes 
nonorthogonal and Nyquist theorem [2] is not fulfilled any more. 

In other words the appearance of ICI and ISI in time-frequency dispersive channels 
is caused by the loss of orthogonality between disturbed basic functions. The 
demodulation procedure in the receiver becomes nonoptimal. The leakage of 
information from every channel subcarrier to the neighboring channels takes place. 
Notably the value of this mutual interference depends on the time-frequency 
localization of signal basis functions and is determined by the support of their 
uncertainty functions. The faster decay the tails of the uncertainty function the better 
is time-frequency localization of the signal basis and thus the less is the level of ISI 
and ICI. 

The low symbol rate of OFDM systems allows to use a guard interval or cyclic 
prefix (CP) between consecutive OFDM symbols. The length of the CP - Ts is longer 
than the time dispersion of the channel. Because of that it is possible to handle time 
spreading and eliminate ISI. Thus the effect of time dispersion can be effectively 
compensated but with the loss of spectral and energy efficiency. In particular, the 
cyclic prefix coasts a loss of spectral efficiency by Ts/(Ts+T0), where T0 is the initial 
OFDM symbol duration [3]. It also implies the same order of power loss. In spite of 
several efforts [4], [5] towards the reduction of these overheads CP rests very simple 
and effective approach.  

The rectangular form of forming functions used in classical OFDM systems in time 
domain correspond to sinc(x) or sin(x)/x functions in frequency domain. It is not 
optimal from the point of ICI. The level of out-of-band emission is overrated. 

This is one of the reasons of connection breaks when a subscriber enlarges its 
velocity or when the signal/noise limit is exceeded. It causes synchronization upsets 
or inaccurate assessments of channel parameters when frequency dispersion and ICI 
are strong. 

Now we will briefly consider several known methods of ICI reduction: 
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• In telecommunication systems based on OFDM principals signal basis functions 
represent the segments of harmonics. In frequency domain they have slowly 
decaying tails. It is possible to improve the robustness of such signals against 
Doppler effects by spreading the spectrum of basic functions, e.g. by shortening 
the duration of harmonics. This results in spreading of the signal’s spectrum and in 
extension of distance between subcarriers. However such changes are not always 
allowable in terms of existing standard. In addition they do not rescue against the 
part of intercarrier interference caused by overlapping of side lobes of sinc 
functions.  

• Sometimes ICI could be additionally mitigated by adding guard intervals in the 
form of dummy subcarriers at the borders of frequency range and between 
informational subcarriers. 

• Other approach to the decision of ICI problem is based on the usage of window 
Fourier transform. In this case nothing is changed at the transmitting side but at the 
receiver the initial orthogonal FFT basis is replaced with nonorthogonal basis of 
weighted FFT with better localization in frequency domain. This method allows to 
reduce the component of ICI caused by overlapped side lobes of basis’ functions. 
However window function spreads the spectrum of each subcarrier at the receiver. 
This results in overlapping of main peaks of basic functions and again in the leak 
of information from one subcarrier to another but in different from. In addition 
refusal from orthogonality increases the noise level. 

• Next approach is based on the generalization of Nyquist-Kotel’nikov-Shannon 
sampling theorem. The main idea of this approach is based on oversampling and 
usage of series with well-localized core functions for signal interpolation. In other 
words received signal is discretized with frequency much higher than critical 
Nyquist frequency. After that for signal reconstruction so called atomic functions 
[5] are used. Family of such functions shifted in frequency domain can also be 
considered as a signal basis [6]. Because of oversampling the main lobe of atomic 
function can be selected in correspondence with frequency range of subcarrier 
channel of OFDM signal. Moreover such functions have fast decaying side lobes. 
This approach seems to be one of the most promising. Nevertheless basis 
constricted from atomic functions cannot be always made orthogonal. This 
complicates signal processing and reduces robustness against noise interference. 

From the foresighted analysis it follows that the problem of ICI reduction in mobile 
OFDM systems is still actual and does not always have satisfactory decision. 

2   Orthogonal Frequency and Time Domains Multiplexing 

The main idea our research is to use well-localized basis function instead  
of rectangular ones used in classical OFDM. The optimal localization and “tuning” of 
basis parameters reduce the out-of-band emission and mutual interference of 
subcarriers in frequency domain. 

Utilization of well-localized bases requires more complex synthesis and processing 
procedures. That is why the important part of the research is devoted to the 
development of computationally efficient methods which are comparable to discrete 
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Fourier transform (DFT) used in classical OFDM. Thus the whole scope of works 
includes the following stages: 

1. Determine the type and structure of signal basis that fulfills several important 
requirements: 

• From the digital nature of signal processing it follows that the basis should be 
discrete and defined in finite number of points (finite support of basic 
functions). This makes clearer it’s practical utilization and future technical 
realization. 

• Of cause, basis should be orthogonal. 
• Basis should have good time-frequency localization under some criteria. 
• The symmetry of basis’ functions is not an imperative requirement but there is 

no reason to make overlapping of functions stronger from one of the sides in the 
signal. 

2. After the structure of the basis was determined it was necessary to develop efficient 
methods of its synthesis. 

3. In addition to that it was necessary to explain theoretically the choice of basis 
parameters which allow to adjust localization characteristics. 

4. The matrix form of the basis gives rather straightforward approach to signal 
modulation and demodulation: these operations can be performed by vector matrix 
multiplication. However it is possible to achieve much better computational 
efficiency taking into account the structural particularities of basis’ functions.  

Steps from 1 to 4 are described in more details in works [7], [8], [9] and will be 
briefly considered in section 3. They form the mathematical framework of the 
OFTDM technology. 

The next part of the research which is on the go now is more practical and includes 
following steps: 

5. Analyze on the link level how channel conditions influence the characteristics of 
OFTDM system. In particular, it is necessary to receive bloc error rates (BLER) for 
different values of interference and block size. It will be the input for the next step. 

6. Analyze the performance of the OFDTM based system on the system level and 
compare it to classical OFDM systems. 

Future benefits of proposed approach are given in section 4. 

3   Well-Localized Weyl-Heisenberg Bases and Signal Structure 

Fourier transform is a powerful instrument of signal analysis in linear time invariant 
systems. Nevertheless it is complicated to use it for short-term or transitional 
processes when we need information about spectrum localized in time. Development 
of some universal basis (analogical to Fourier basis) which could simplify the 
processing of most types of signals is a very difficult problem [10]. Several known 
examples of such bases exit including wavelet bases, bases constructed from splines 
and atomic functions, etc. Weyl-Heisenberg bases were initially derived from Gabor 
bases and can be constructed by discrete shifts in time and frequency of initializing 
function (or family of initializing functions in more general case). 
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The quality of time-frequency localization of such bases is limited by two 
constrains: 

• Fundamental Heisenberg uncertainty principle which states that with improvement 
of localization of function in time domain we lose in frequency localization and 

vice versa. Mathematically it is described by the following relation: 2 2 1 4,t ωσ σ ≥  

where 2
tσ  and 2

ωσ  is variance in time and frequency domain correspondingly. The 

equality is attained only for Gaussian function. 
• From the Balian-Low theorem, it follows that the use of only one initializing 

function leads to the fact that the obtained Wey-Heisenberg bases are poorly 
localized in the case of maximum density of discrete time-frequency lattice. 

However the last constraint can be overcame by the use of two types of initializing 
functions in the basis and special orthogonality condition. Thus the number of basis’ 
functions doubles in compare to classical Weyl-Heizenberg basis used in OFDM. At 
the same time instead of complex QAM modulation coefficients their real and 
imaginary parts are used so that changes should be made manly in the physical layer. 
This idea was firstly proposed in the paper [11]. The main difference and  advantage 
at the same time of our approach is that the basis is initially considered in the finite-
dimensional space of N -periodical functions. N L M= ⋅ , where 2M ≥  is the 
number of subcarriers, L  - any natural number unequal zero which corresponds to the 
number of shifts in time domain. 

Generalized Weyl-Heisenberg basis [ ]NJB  and transmitted OFTDM signal ( )s t  

in discrete time can be presented in the following form 
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where , ,Re( )R
k l k lc a=  and , ,Im( )I

k l k lc a=  are real and imaginary parts of complex 

information QAM symbols ,k la  used in OFDM; [ ] ( )s n s nT M= ; [ ] [ ]g n g nT M=  

and [ ]2g n M+  - initializing functions; { }0,1,..., 1NJ N= − ; α  - phase parameter. 

The system of basic functions [ ]NJB  is orthogonal in terms of real scalar product 

defined on the Hilbert space of discrete functions on NJ  
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where *  is the sign of complex conjugation. 
Matrix representation of basis (4) ( ),R I=U U U  is a 2N N×  block matrix with 

blocks RU , IU  - square N N×  matrixes constructed from columns of basis’ 

functions ψ
k ,l
R = ψ

k ,l
R 0⎡⎣ ⎤⎦ ,...,ψ

k ,l
R N −1⎡⎣ ⎤⎦( )T

 and ψ
k ,l
I = ψ

k ,l
I 0⎡⎣ ⎤⎦ ,...,ψ

k ,l
I N −1⎡⎣ ⎤⎦( )T

 for all 

indexes 0,..., 1k M= − , 0,..., 1l L= − . This presentation makes easier theoretical 
investigation of the basis. In particular, orthogonality condition in matrix form is 

( ) 2Re * ,N=U U I                                                    (6) 

where 2NI  is 2 2N N×  identity matrix; signal modulation and demodulation will look 

like 

ST = UCT ; CT = Re U * ST{ }.
                                         

(7) 

It is necessary to mention that Weyl-Heisenberg basis constructed from rectangular 
functions is orthogonal in time domain only because these functions do not overlap. 
Thus this orthogonality is artificial in some sense. In real dispersive channel 
consecutive OFDM symbols will overlap and that is why it is impossible to refuse 
from cyclic prefix. In OFTDM this problem does not exits ever more. Basis functions 
can be overlapped not only in frequency but also in time domain if orthogonality 
conditions (5) or (7) are fulfilled. Time-frequency structure of OFTDM signal is 
described on Fig-1. Thus CP can be used less often mainly to divide OFTDM symbols 
and for synchronization purpose. 

In addition to that generalized Weyl-Heisenberg bases can have much better 
localization in frequency domain without the loss in spectral efficiency. Initializing 
functions [ ]g n  in (2), (3) can be selected in such a way that the matrix optU  of the 

basis will minimize the following functional on the space of orthogonal matrixes: A 

2
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−
U

U G U
A                                                    

(8) 

where G  is the matrix of some nonorthogonal basis with desired localization 

characteristics; 
2

tr( *)
E

=A AA  is a Frobenius norm. The quality of localization can 

be estimated, for example, with the help of ambiguity function: 
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∑ exp − j
2π
N

υn
⎛
⎝⎜

⎞
⎠⎟

.  (9) 

In general case any function with necessary localization properties can be used as 
an impute to problem (8). In particular, the ambiguity function of orthogonal 
generalized Weil-Heisenberg basis constructed from Gaussian function is presented on 
Fig. 2. The size of side lobes is very small in compare to the main lobe. 
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Fig. 1. Time-frequency structure of generalized Weyl-Heisenberg basis. Basis functions in time 
domain (dotted lines) and in frequency domain (solid lines) are shown. 

 

Fig 2. Module of ambiguity function of initializing function of generalized Weyl-Heisenberg 
function constructed from Gaussian function (left) and rectangular impulse (write) 

Presented figures show two main advantages of proposed technique: firstly it is 
denser packing of the signal not only in frequency but also in time domain (Fig. 1) and, 
secondly, better localization in frequency domain (Fig. 2). 

4   Conclusions 

Of cause more simulation results are still required to justify the advantage of OFTDM 
scheme over classical OFDM. In particular in work [9] it has been already shown that 
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OFTDM signals have higher robustness against Doppler shift. Nevertheless the model 
used in that paper was rather simple and didn’t include such important blocks as 
coding, interleaving, etc. Thus our future work includes such necessary and logical 
steps as: 

• Extension of WiMAX link level model with OFTDM modulator. 
• Utilization of link level model output in system level simulator [12]. 
 
In the conclusion it is important to formulate expected advantages of OFTDM 
technology: 

• Application of OFTDM instead of OFDM on physical layer in channels with 
time-frequency dispersion improves spectral and energy efficiency. This effect is 
achieved because of additional intersymbol multiplexing used in OFTDM. 

• In OFTDM signals the level of out of band emission is lower. Thus the 
requirements on the quality of transmitter’s filter and on the guard intervals on the 
edges of the frequency range can be weaken. 

• It is possible to improve the robustness of the system against ICI an ISI and to 
adopt better to the parameters of time-frequency dispersion. 

In addition to factors mentioned above several economic benefits can be mentioned: 

• One of the main effects of proposed approach is better interference resistance of 
the system and thus better reception quality of mobile users. It means that in equal 
conditions guaranteed quality will be achieved for the lower value of signal to 
interference and noise ratio (SINR). As a result less number of base stations is 
required in a given service area. 

• Bad reception quality results in the necessity to use lower modulation indexes. 
Throughput and the number serviced subscribers go down. Thus in the same 
conditions OFTDM technology makes it possible to transmit data to larger number 
of users in compare to OFDM realisation. Increase in the maximum number of 
users with the constant number of base stations gives direct increase of profits. 

• Improvement of the quality of services is the important factor in competitive 
struggle. It stimulates the demand for the new devices with better performance 
based in particular on proposed OFDTM technology. 
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Abstract. This paper is concerned with the formal modelling and sim-
ulative analysis of an energy-efficient MAC protocol for gossip-based
wireless sensor networks. This protocol is a variant of classical slotted
Aloha in which the number of active TDMA slots is dynamically changed
depending on the number of neighbours of a node. We provide a for-
mal model of this protocol, and analyse energy consumption under the
signal-to-interference plus noise ratio (SINR) radio model. We propose
an amendment of the distributed slotted Aloha protocol by a simple dy-
namic power assignment scheme, and show that this significantly reduces
the energy consumption (30%) and speeds up the message transmission.

Keywords: WSNs, Aloha, formal modelling, SINR, simulation, energy.

1 Introduction

We consider the setting of gossip-based wireless sensor networks (WSNs), in
which battery-powered mobile sensors interact via a wireless communication
network. The sensors are extremely simple, cheap to produce, and have limited
data and processing capacities. The system lifetime is mainly determined by
the battery lifetime, as recharging is typically not possible. To support the reli-
able communication between mobile sensors a medium access protocol (MAC) is
needed. In order to extend the lifetime of a sensor, the protocol must be energy-
efficient – it should attempt to idle once in a while, not only to save power, but
also in order to profit from the so-called recovery effect [10]. To meet all these re-
quirements, the Dutch company CHESS, experts on developing gossiping WSNs
for various applications, has developed a variant of slotted Aloha, called dis-
tributed slotted Aloha. This protocol aims to significantly simplify previously
proposed energy efficient MAC proposals such as gMAC [15], A-Mac [12] and
the TDMA-W [6] protocols.

In contrast to the well-known classical slotted Aloha protocol [9], a node
in distributed slotted Aloha has a dynamic number of active slots. Each node
keeps track of a list of neighbour nodes, and adapts the number of its active slots
when its neighbourhood increases or decreases. On the one hand, this is aimed
to maximise throughput; on the other hand it aims to adapt the idle period of a
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c© Springer-Verlag Berlin Heidelberg 2011
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frame in order to reduce energy consumption. The protocol is relatively simple
to realise, and has moderate memory usage. The parameters of the protocol are
tuned to extensive experiments in real networks. The aim of our study is to
provide an abstract and easy-to-grasp formal model of the protocol, and analyse
its energy-preservation capabilities.

In distributed slotted Aloha, each node has a constant signal power during its
lifetime, and this is equal for all nodes. As signal power is a critical parameter in
our studies, we use the signal-to-interference plus noise ratio (SINR) radio model
as radio propagation model. The SINR model [11] is an intuitive model in which
there is a relation between signal strength and distance, and the receipt of a
message depends on the strength of interfering transmissions. In the SINR model,
a node can decode a message only if the received signal strength divided by the
strength of concurrent interfering senders (plus the noise) exceeds a threshold.
This is more realistic compared to the unit disk model [15].

We model the distributed slotted Aloha protocol in the MoDeST language [3],
a formalism that supports the modular specification of distributed systems in a
mathematically rigorous, though user-friendly, manner. The simulation is per-
formed using the Möbius [7] tool-set. The main advantage over the usage of
standard simulation packages such as NS2, Opnet or OMNET, is that we ob-
tain semantically sound simulation runs. Together with the fact that we do not
model entire protocol stacks but rather abstract from lower layer effects, this
avoids many of the credibility problems of standard simulations [5,1].

An important outcome of our analysis studies is that the constant and iden-
tical signal strength may result in a huge interference in densely populated ar-
eas, whereas nodes become disconnected in sparse areas. To overcome these
unfavourable situations, we propose an amendment of the distributed slotted
Aloha protocol in which nodes can adapt their signal power strength dynami-
cally based on the number of neighbours of a node. In sparse areas, the strength
is increased, whereas in dense areas, it is reduced. We show that this scheme
substantially reduces energy consumption and improves message propagation.

Organisation of the paper. Section 2 introduces the distributed slotted Aloha
protocol investigated in this paper. Section 3 explains the SINR radio model.
Section 4 describes our modelling idea and the simulation setup. Section 5 con-
tains results and Section 6 concludes.

2 Distributed Slotted Aloha

The well-known slotted Aloha protocol [9,13] has a fixed number of slots, and
has the property that its throughput reaches the maximum when a node has the
same number of neighbours as the number of the TDMA slots. The distributed
slotted Aloha (dsA for short) strategy is an extension of classical slotted Aloha,
uses the same principle but has a dynamic behaviour depending on the number
of direct neighbours. When the number of neighbours increases (or decreases), a
node will increase (or decrease) its number of active slots, to make the number
of neighbours and the number of the current TDMA slots more or less equal,
and hence attempts to achieves the maximum throughput as close as possible.
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a virtual slot

Time is divided in fixed length: Frames

 Frame

active period idle period

an active slot

passive schedule passive scheduleactive scheduleactive schedule

TX−slot

Fig. 1. Basic structure of distributed slotted Aloha

In the dsA protocol, a
frame is the basic unit of
time (Figure 1). A frame
is subdivided into an ac-
tive and idle period. Ra-
dio communication oc-
curs in the active pe-
riod and the idle period
is considered for energy
conservation. The active
period is divided in slots
of equal length, we call these slots virtual slots. The virtual slots are merged
into several blocks of an equal number of slots, each block is called a schedule.
A schedule can be either active or passive. Slots in a passive schedule are con-
sidered as idle slots. The active schedules are at the begining of a frame, virtual
slots in active schedules are called active slots. At the begin of each frame, every
node randomly chooses a sending slot (the so called TX-slot) from all its active
slots. The receive action occurs also in active slots, however, not among all the
active slots, but in a certain schedule. We will explain later how it works. In the
following, we denote by S the number of active schedules.

The distributed slotted Aloha algorithm has a fixed number of virtual slots
per frame. In the current implementation at CHESS, this parameter is set to
80, and each schedule contains 8 virtual slots, i.e. there are 10 schedules in
total. A node with S (1 ≤ S ≤ 10) active schedules has hence 8 · S active
slots, which are settled at the beginning of a frame. Per frame, a node will
send in one of the active slot, and receive in one of the S active schedules.

Frame n+2

Frame n+1

schedule 3schedule 2
Frame n

TX−slot receive slot

schedule 1

Fig. 2. Distributed slotted Aloha example of a node with
3 active schedules

Assume a node has
3 active schedules (Fig-
ure 2), i.e., it has 24 ac-
tive slots. Since a node
can receive only in one ac-
tive schedule per frame,
if it received in the first
active schedule at the
nth frame, then in the
(n+1)th frame, it re-
ceives in the second active
schedule, in the (n+2)th frame, in the third active schedule, and in the (n+3)th
frame, it receives again in the first active schedule, and so on and so forth. But
no matter in which active schedule it receives, it chooses randomly a send slot
from all the active slots. In general, a node with S active schedules needs S
frames to complete a receiving cycle over all 8 ∗ S active slots. Active slots that
are neither used to receive nor to send are considered idle.

The number of active schedules of a node is dynamic and depending
on the number of neighbours. To achieve the dynamic management of its
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neighbourhood, each node has an unique Id, and maintains a list containing
the Ids of its neighbours. Each message contains the sender’s Id. On receiving a
message, if the sender is not yet in the neighbourhood list, it will be added to
the list and the number of neighbours b will be increased by one. Furthermore:

1. At the end of each frame, every node checks its neighbourhood list. If there
are some nodes that have not seen for 49 frames, remove those nodes from
the list. For each removed node, b is reduced by one.

2. At the end of a receiving cycle, each node eventually updates S by the
following rules:

– if (8 · S < 2 · b) and S < 10 → S + =1
– if (8 · S > 2 · b) and S > 1 → S − =1.

Intuitively speaking, if the number of active slots (8 · S) of a node is not
sufficient to receive all its neighbours (2 · b) and the maximal number S
is not yet reached, increases S by one, so that eventually more neighbours
can be found. Otherwise, reduce S by one. If 8 · S is equal to 2 · b, let S
be unchanged. The factor 2 for b comes from the consideration that not all
messages from the neighbourhood can be received, and nodes assume that
the actual number of neighbours is approximately two times the number of
nodes in their neighbourhood list.

The dsA is basically a random access protocol with dynamic active slots. The
idea behind this dynamic scheduling is to keep the real active phase of a node
as short as possible, but obtain the same effect as if there would be more active
slots. Assume a node has 24 one-hop neighbours, in a random medium access
protocol with a fixed number of active slots, at least 24 receive slots per frame are
necessary so that the node can get messages from every neighbour. This costs per
frame three times more energy, than if there would be 8 receive slots per frame,
and the messages are received over 3 frames. In other words, the dsA strategy
delays the message transmission with the gain of longer node energy preservation
and hence extends the network life. Later we compare the dsA strategy against
the random access protocol with a fixed number of active slots (simple slotted
Aloha, ssA for short), and show that it is indeed the case that dsA consumes
much less energy (58.75%)to finish the all-to-all message communication, at the
cost of slower propagation speed (2.5 times longer).

The dsA protocol uses constant and equal signal power for all nodes. The
transmission power of nodes should be high enough to reach the intended re-
ceiver while causing minimal interference at other nodes. Hence the most critical
parameter of this protocol is the value of the power. We choose SINR [11] as our
radio propagation model which is more realistic than the unit disk model [15].
With this physical model, we first estimate the effectiveness of dsA. Later, we
modify the protocol by letting nodes be able to regulate their signal power dy-
namically. The way how a node dynamically manages its signal power, and a
comparison between constant power vs. dynamic power are presented in the
section on results.
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3 SINR

Receiving a message in a wireless context mainly depends on two things: the dis-
tance from which signals come, and the power with which they are transmitted.
Those two variables form the basis of the SINR radio model [11].

Let pi be the sending power of node i and xi its position. Then the relative
signal strength of a message from node i at node j (j �= i) is determined by

ri(xj) :=
pi

d(xi, xj)α
(1)

where d(xi, xj) is the distance between xi and xj and α the path loss exponent,
which determines the power loss over distance. ri(xj) = 0 if i is not sending.
Depending on the environment, it is usually assumed that α has a value between
2 and 5 [8]. In an ideal vacuum, we have α = 2 and we use this value for our
experiments because it provides the upper bound of ri(xj) with fixed p.

A signal can only be received if its relative signal strength is significantly
higher than the strength of all other signals (for example, signals from other
sending nodes) combined. This allows us to formulate a noninterference condi-
tion. Node j will receive a signal from node k if

rk(xj) > β(
∑

i

ri(xj) + ν(xj)) (2)

where β determines the minimal share of the whole signal which is needed for a
successful transmission and ν(xj) is the background noise at node j. The value
of β must be between 0.5 and 1.

4 Modelling and Simulation Details

The modelling of the protocol described above is done in MoDeST, the ”MOd-
eling and DEscription language for Stochastic and Timed systems” [3]. It allows
us to describe the behaviour of discrete event systems in a compositional man-
ner. As the possible slot assignments at each frame are of order |slots||nodes|, the
situation we want to analyse are too complex to be solved in a formal way. There-
fore, we simulate them and average the results. For this we will use Möbius [7],
an integrated tool environment for the analysis of performability and depend-
ability models. The conjunction between MoDeST and Möbius is realised by
MOTOR [2,4], a tool that is integrated into the Möbius framework and aims to
facilitate the transformation and analysis of MoDeST models.

Modelling assumptions. Per receive slot, a node can receive at most one
message. Collisions occur when more than one node is sending to the same node
at the same time. We assume there are no message loss during propagation,
hence the only reason that a node received nothing is due to a collision.

Distributed slotted Aloha incorporates a mechanism to synchronise clocks of
neighbouring nodes. And with MoDeST we can treat every node as a single
process equipped with a different clock. However, since clock synchronisation is
not the focus of this paper, we assume in our model that all nodes are perfectly
synchronised to each other.

Important simulation parameters for the experiments are explained below.
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4.1 Node Arrangement

In order to investigate the protocol behaviours under distinct network connec-
tivity conditions, we consider the following topologies.

1. Grid network of size 15×15 with 225 nodes, each node is placed at the vertex
of the grid. It is large enough to create most of the interesting situations and
at the same time small enough to become no burden on our computation
time.

2. We generate 225 points inside a 15 × 15 area around the point (7.5, 7.5), so
that the choice of the coordinates of those points is governed by a Gaussian
distribution (see Figure 3(a)). This kind of node arrangement builds a much
more clustered structure comparing to the centre-less grid network.
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Fig. 3. Two random networks

3. The last graph represents a uniform distribution, i.e. both x and y coordi-
nates of the 225 nodes are generated by a uniform distribution from 0 to 15.
A typical graph generated by this setting is shown in Figure 3(b).

4.2 Simulation Parameters and Return Data

As the basic purpose of any network is to transfer information, we focus our
analysis on measure its ability and particularly the cost for this transfer. The
cost parameters of interest in our study are time and energy consumption. In
the experiments, we consider the all-to-all communication, and measure the
energy consumed by the whole network. We equip each node with a distinct
flag. Initially, every node only has its own flag set. Every time when node j
receives a message from node k, all flags of node k are set for node j. All net-
works considered in this paper consist of 225 nodes, which means there are
225 × 225 − 225 = 50400 new flags to set. So the return data of the experiment
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are the energy consumption E by the whole network when m (m ≤ 50400) flags
are set. We consider the propagation task to be successfully finished if 99.9% of
the 50400 new flags are set. Since the number of maximal possible active slots
in the dsA protocol is 80, we vary the number of active slots in the ssA from 16
to 80.

Two important parameters in the SINR model are the signal power p and the
background noise ν. We first observe from the in-equation (2) for the radio model
that it suffices to vary one of these parameters only. Increasing the background
noise by a factor η has the same effect as decreasing the power of all senders by
a factor 1

η , as has the scaling of all distances by η2. So to keep things simple, we
fix the background noise ν and vary the signal power p.

To determine the range of values of ν that are of interest, we consider of which
potentially effective transmission distances are reasonable, or in other words,
how many neighbours on average a node should have, so that we can examine
both sparse and dense networks. Considering the grid network, if we choose the
maximum possible range for a message to be transmitted be 2.1, 4.1 and 6.1,
each node has 12, 48 and 112 direct neighbours, respectively. Now we can deal
with the choice of background noise. We determin it by consider the case for a
single sender in the noninterference condition, as explained in the following.

Recall that the physical model declares a message from node k to node j as
received if (2) holds. Under the ideal case that the only node sending was k, this
inequality simplifies to rk(xj) > β(rk(xj)+ν(xj)). We know that the strength of
the received signal from node k at node j is given by (1). Using this and solving
for the distance d(xk, xj) we get

d(xk, xj) = α

√
pk(1 − β)

βν

as the maximum distance. Since there are always some other nodes interfering
with k, we can only view this as an upper bound.

Table 1. Energy
demands of the
nRF24L01 radio

mode current
transmit 11.3 mA
receive 12.3 mA

idle 0.9 μA

Using this equation, if we choose p = 10, α = 2 and
β = 0.7, we get noise levels 0.971, 0.255 and 0.115, respec-
tively, which loosely approximate the range 2.1, 4.1 and
6.1 mentioned before. Accurate values for α and β are not
relevant, since from the above equation, we can always ma-
nipulate the signal power p and obtain an equivalent result
of distance.

The sensor nodes developed by CHESS are equipped
with an ATMega64 micro-controller and a Nordic
nRF24L01 [14] packet radio. The energy demands of the
Nordic nRF24L01 radio are summarised in Table 1. In the MoDeST model, we
use the multiplication of those real values and the signal power p as the energy
consumption in each send, receive, and idle slot. All simulations ran at least
500 times. The confidence level of all simulations is set to 0.95 and the relative
confidence interval is 0.1.
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5 Results

In this section we present the results of our analysis of the two protocols ssA
and dsA, in the different topologies grid, Gaussian and uniform. Furthermore
we investigate the influence of dynamic send-power management in dsA. We de-
note these different network configurations as a triple (network, protocol, power),
where network can either be grid, Gaussian or uniform; protocol can be dsA or
ssA; and power is either constant or dynamic.

5.1 DsA vs. ssA

To compare dsA and ssA, we choose p = 15, ν = 0.255 and vary the number of
active slots in configuration (grid, ssA, constant) from 16 to 80 in steps of 16.
As we can see in Figure 4(a), the energy consumption is much lower in (grid,
dsA, constant) than (grid, ssA, constant). When the propagation finishes, (grid,
dsA, constant) consumes on average 330 energy units, whereas the best result
in (grid, ssA, constant) consumes 800 energy units.

This means a 58.75% of energy saving with dsA. Thus, dsA saves energy, but
as a penalty, throughput is slower. This effect is illustrated in Figure 4(b). There
we see the fraction of flags distributed through the network vs. the time it took:
with dsA, 15 frames, with ssA, just 6.

The same experiments, repeated with various other power parameters, show
similar results: dsA propagates messages slower than ssA, but with less energy.
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Fig. 4. dsA vs. ssA

We repeat the experiment for Gaussian and uniform networks and the results
show again that dsA propagates messages slower than ssA, but cost less energy.

5.2 Optimal Signal Power

In this section we investigate whether there is an optimal power level in terms
of message propagation speed (thus, also energy).
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To that end, we investigate the
all-to-all message communication in
(grid, dsA, constant), (Gaussian,
dsA, constant) and (uniform, dsA,
constant). We set again the back-
ground noise ν = 0.255 for all the ex-
periments and vary the signal power
p. The results of the simulations for
the Gaussian network are shown in
Figure 5 (Note that the plot is fo-
cused to the 95% − 100% interval.
Otherwise the curves would be too
hard to distinguish). The curve for
p = 6 represents the most efficient
result, because it reaches the 99.9%
mark first. For lack of space, the graphs for the grid and uniform network are
not shown. All networks have in common that there exists an optimal signal
power for each network. Any other values of p that are larger or smaller than
this value yield a greater energy consumption when the all-to-all communication
is done. Where they differ is the optimal value of signal power, and the total
energy consumed by the network for this power.

We can summarise that for the (Gaussian, dsA, constant) scenario, the opti-
mal power is 6, whereas in (grid, dsA, constant) and (uniform, dsA, constant),
the value is 15 and 16, respectively. Our explanation why the power in (Gaus-
sian, dsA, constant) is smaller is that nodes are more densely distributed. The
average distances between nodes in grid and uniform are larger, requiring higher
send power. This also explains why the optimal values of signal power for these
two node arrangements are similar.

5.3 Dynamic Power Management

Introduction. Given a certain transmission power p and background noise ν,
the number of nodes inside the maximal reachable transmission range of each
node in the network is usually individual (except in the grid network). This
means the dsA strategy with the identical transmission power for all nodes may
cause a lot of interference in dense clusters of the network, which in sum might
even interfere with nodes far away outside the cluster. In sparse areas in the
network, on the other hand, nodes may disconnect from the network due to the
interference, and need to send with higher power to make themselves heard.

One idea to deal with these two unfavourable situations is to vary the trans-
mission power of nodes dynamically, so that nodes in dense areas are able to
lower send power to reduce interference, and nodes in sparse areas can increase
send power to maintain network connectivity.

This forms the basic idea of dynamic power management in dsA. There are
two questions to answer: first, how to determine whether a node is in a dense
or a sparse area of the network; second, how to adjust the power levels. The
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first question we answer as pragmatically: we use the neighbourhood list that is
already present in the dsA protocol and define a low- and high-water-mark L
and H which, when tripped, cause an increase or decrease in power. The answer
to the second question is inspired by the Nordic nRF24L01 radio. This radio has
for different power levels of 0dBm, -6dBm, -12dBm, and -18dBm, i.e.,full power,
and 1/4, 1/16 and 1/64 power. The radio has thus an exponential decrease of
send power with each level.
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The mechanism we use
to adjust the power is then
the following: for node i
with size of neighbourhood
list bi and current power
level pi, at the beginning
of each frame: if bi > H ,
then p′i = pi/n; if bi <
L, then p′i = npi, where
n ∈ {2, 3, 4, 5, . . .} the fac-
tor to increase or decrease
the power and p′i the new
power level.

The question is how to
determine H and L. For
this, consider Figure 6,
which shows the number of neighbours of all the 225 nodes in (grid, dsA, con-
stant) with background noise ν = 0.255 and signal power p = 15, at the end of
the 500th frame. Note that this p is the optimal value of signal power for (grid,
dsA, constant), as determined in Section 5.2. As we can see, most of the nodes
in Figure 6 have between 20 and 50 neighbours, so we use these two values as
the lower and upper bounds in dynamic power management.
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Table 2. Output power
setting for the nRF24L01

output power current
0 dBm 11.3 mA
−6 dBm 9.0 mA
−12 dBm 7.5 mA
−18 dBm 7.0 mA

Experiments and Results. We are again interested
in the speed of flag propagation in the whole network.
The results for the uniform and grid network topology
show no influence of dynamic power management on
the results compared to the ones in Section 5.2. We
explain this with the relatively uniform structure of
the topologies, where no area is much denser than the
other.

We thus concentrate on the Gaussian case,
i.e.,(Gaussian, dsA, dynamic). We set ν = 0.255 and
p = 6 as the maximum power level (which is the optimal value determined in
Section 5.2). As the energy consumption of the radio we use Table 2 of the Nordic
radio.

We conducted two different experiments for two different values of n, the
factor used in the power adaption: n = 2 and n = 4. The case n = 4 thus mimics
very closely the power levels of the Nordic radio. Interestingly, the result shows
no improvement over dsA without power-management. However, with n = 2, it
does, as is shown in Figure 7. In Figure 7(a), we compare the energy consumption
between (Gaussian, dsA, constant) and (Gaussian, dsA, dynamic). Obviously,
with the same initial power value, (Gaussian, dsA, dynamic) consumes 30% less
energy than (Gaussian, dsA, constant). The results with other p are similar and
not shown here. In Figure 7(b), we see that, the dynamic power management
not only reduces energy consumption but also accelerates propagation speed.

Apparently the choice of the factor n is important to affect an improvement in
the energy consumption and latency. The conditions under which such improve-
ment can be achieved requires more investigation and is subject of our future
work.

6 Conclusions and Future work

In this paper, we reported on the simulative analysis of the distributed slot-
ted Aloha protocol, aimed for gossiping-based application in sensor networks.
Our analysis shows that, comparing to a simple slotted Aloha strategy with a
fixed number of active slots, the distributed slotted Aloha with dynamic number
of active slots significantly reduces the energy consumption (almost 60%) for
all-to-all communication, although throughput decreases. We showed that the
optimal transmission power is different from network to network, which indi-
cates a necessity of dynamic power management. We proposed a modification of
the distributed slotted Aloha protocol by a simple dynamic power assignment
scheme, and show that this not only reduces the energy consumption (30%) but
also speeds up the message propagation.

Our future investigation will focus on different schemes for power-management
and on determining the circumstances which make dynamic power management
effective.
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Abstract. We present a joint power and rate adaptation scheme in mul-
ticarrier (MC) direct-sequence code-division multiple-access (DS/CDMA)
communications under the assumption that channel state information is
provided at both the transmitter and the receiver. We consider, as a
power allocation strategy in the frequency domain, transmitting each
user’s DS waveforms over the user’s sub-band with the largest channel
gain, rather than transmitting identical DS waveforms over all sub-bands.
We then consider rate adaptation in the time domain, where the data
rate is adapted such that a desired transmission quality is maintained. We
analyze the BER performance of the proposed joint power and rate adap-
tation scheme with fixed average transmission power, and compare the
performance to that of power and rate adapted single carrier DS/CDMA
systems with RAKE receiver.

Keywords: multicarrier, code division multiaccess, adaptive systems,
Rayleigh channels.

1 Introduction

Various multicarrier (MC) transmission schemes have been introduced into code-
division multiple-access (CDMA) systems to obtain such advantages as higher
rate data transmission, bandwidth efficiency, frequency diversity, lower speed
parallel type of signal processing, and interference rejection capability [1]-[5].
These proposed techniques can be categorized into two types, the combination
of frequency domain spreading and MC modulation [2,3] and the combination of
time domain spreading and MC modulation [4,5]. A MC based direct-sequence
(DS) CDMA scheme, belonging to the second type, was proposed in [4] as an
alternative to the conventional single carrier (SC) system to yield a frequency
diversity improvement instead of a path diversity gain. It was shown in [4] that,
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MC and SC DS/CDMA systems exhibit the same bit error rate (BER) perfor-
mance in frequency-selective fading channels, but, in the presence of narrowband
interference, the former provides a much better performance than the latter.

When the transmitter and the receiver are provided with the channel charac-
teristics, the transmission schemes can be adapted to it, enabling more efficient
use of the channel. In CDMA cellular systems, power adaptation is employed
to maintain the received power of each mobile at a desired level [6]. The rate
adaptation and the combined rate and power adaptation for DS/CDMA systems
were considered in [7] and [8], respectively, and extended to a generalized joint
adaptation scheme in [9]. In [10] an MC DS/CDMA system utilizing hopping
over favorite sub-bands was considered and a frequency-hopping pattern gen-
eration method based on the water-filling algorithm was proposed. In [11] MC
DS/CDMA with an adaptive subchannel allocation method was considered for
forward links. However, dynamic power or rate allocation in the time domain
was not addressed in [10] and [11].

In this paper, we investigate a joint power and rate adaptation scheme in the
frequency-time domain for MC DS/CDMA communications. We assume that
perfect channel state information (CSI) is provided at both the transmitter and
the receiver. We consider, as a frequency domain power allocation, transmitting
each user’s DS waveforms over the user’s sub-band with the largest channel
gain, rather than transmitting identical DS waveforms in parallel over all sub-
bands. We then consider rate adaptation in the time domain, where the data rate
is adapted such that a desired transmission quality is maintained. We analyze
the average BER performance of the proposed joint power and rate adaptation
scheme in MC-DS/CDMA systems, and compare the performance to that of
power and rate adapted SC-RAKE systems. Our results show that combining
the frequency domain power adaptation and the time domain rate adaptation in
MC DS/CDMA systems has significant performance gain when the total system
bandwidth is fixed.

The remainder of this paper is organized as follows. In Section 2 we describe
the system model. In Section 3 we analyze the average BER performance of the
proposed adaptation scheme in MC DS/CDMA systems. Numerical results and
discussions are presented in Section 4. In Section 5 conclusions are made.

2 System Model

In MC-DS/CDMA communications, the entire bandwidth is divided into M
equi-width disjoint frequency bands, where M is the number of sub-bands. A
data sequence multiplied by a spreading sequence modulates M sub-carriers, and
is sent over M sub-bands. The transmitter for user k is shown in Fig. 1(a), where
dk(·) and pk(·) are the binary data sequence and the random binary spreading
sequence for user k, respectively. The amount of power αk,mST of the user k is
transmitted over the mth sub-band, where ST is the average transmission power
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Fig. 1. Transmitter and receiver block diagrams for user k. (a) transmitter and (b)
receiver.

and αk,m is the transmitter power gain of the user k on the mth sub-band, that

is E
[∑M

m=1 αk,m

]
= 1. The transmitted signal for user k is, therefore, given by

xk(t) =
M∑

m=1

√
2αk,mST dk(t)pk(t) cos(2πfmt + θk,m) (1)

where fm is the mth carrier frequency.
We assume that the channel is frequency-selective Rayleigh fading, but the

sub-bands are frequency-nonselective with respect to the spreading bandwidth
and independent of each other. This can be achieved by selecting M properly
as in [4]. We also assume the channel variation due to the multipath fading
is slow relative to the bit duration. We look only at a single cell system. The
implications of a multiple cell system can be accounted for by the out-of-cell
interference coefficient [6].
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The receiver of user k is shown in Fig. 1(b). The received signal y(t) at the
base station (BS) can be represented by

y(t) =
K∑

k=1

M∑
m=1

√
2αk,mGk,mST dk(t− τk,m)pk(t− τk,m) cos(2πfmt + φk,m) + n(t) (2)

where K and τk,m are the number of users and the delay on the mth sub-band
for user k, respectively, and φk,m = θk,m−2πfmτk,m. We assume that τk,m’s and
φk,m’s are independent and uniformly distributed, the former over a bit interval
and the latter over [0, 2π]. Gk,m is the exponentially distributed random variable
representing the channel power gain for user k on the mth sub-band, and its
probability density function (pdf) is given by

PGk,m
(g) =

1
Ω0

e−g/Ω0 (3)

where
Ω0 = E[Gk,m]. (4)

In what follows, we will assume that Ω0 = 1. n(t) represents the zero-mean white
Gaussian noise with two-sided power spectral density N0/2.

A coherent correlation receiver recovering the signal of user i on the mth
sub-band forms a decision statistic Zi,m, given by

Zi,m =
√

2
Ti

∫ Ti+τi,m

τi,m

y(t)pi(t − τi,m) cos(2πfmt + φi,m) dt

=
√

αi,mGi,mST Ti di + IMAI + η (5)

where Ti is the bit duration, and di is the data bit taking values +1 and −1 with
equal probability, all for user i. The first term in (5) is the desired signal term.
The second term IMAI is the multiple-access interference term induced by the
other K − 1 users, with zero mean and variance

E[IMAI
2] =

K∑
k=1
k �=i

αk,mGk,mST Tc/3 (6)

where Tc is the chip time. η is the white Gaussian noise of mean zero and variance
N0/2.

At the combining stage, the correlator output of user i on the mth sub-band
is weighted with

√
βi,m where βi,m is the receiver power gain of the user i on

the mth sub-band, and then all the signals out of the correlators are combined
coherently. In this work, we set βi,m = αi,mGi,m, since it is the optimal form of
the diversity combining at the receiver [12]. Then, the combiner for user i forms a
decision statistic Zi =

∑M
m=1

√
αi,mGi,m Zi,m, and the bit energy-to-equivalent

noise spectral density Eb/Ne at the combiner output is given by

Eb/Ne =
ST Ti

(∑M
m=1 αi,mGi,m

)2

∑M
m=1 αi,mGi,m

[∑K
k=1
k �=i

2αk,mGk,mST Tc/3 + N0

] . (7)



A Joint Power and Rate Adaptation Scheme 213

3 Performance Analysis

First, we consider adaptively transmitting each user’s DS waveforms over the
user’s sub-band with the largest channel gain, rather than transmitting identical
DS waveforms in parallel over all sub-bands. The transmitter gain {αi,m} in this
case is given by

αi,m =
{

1, if Gi,m = G
(1)
i

0, elsewhere
(8)

where
G

(1)
i

	
= max(Gi,1, Gi,2, · · · , Gi,M ). (9)

The pdf of G
(1)
k is given by [13]

P
G

(1)
k

(g) = Me−g(1 − e−g)M−1. (10)

We now consider rate adaptation, where the data rate is varied so that the re-
ceived Eb/Ne is kept at a desired value while the transmission power is allocated
as in (8). Thus it is a combined power adaptation in the frequency domain and
rate adaptation in the time domain. It follows from (7) and (8) that, in order to
maintain Eb/Ne at a desired value (Eb/Ne)o, the data rate is given by

Ri
	
= 1/Ti

=
1

(Eb/Ne)o

· G
(1)
i

KI∑
k=1

2G
(1)
k Tc/3 + N0/ST

(11)

where KI is the number of interfering users that transmit their DS waveforms
over the same sub-band as user i. The probability of KI being n is given by

Pr (KI = n) =
(

K − 1
n

)
pn(1 − p)K−1−n , n = 0, 1, · · · , K − 1 (12)

where p is the probability that each user transmits one’s DS waveform over the
same sub-band as user i. In asynchronous systems, the probability p is given by

p = Pr (partially interfering) + Pr (fully interfering)

=
1
M

(1 − Λ(M)) · 2 +
1
M

Λ(M)

=
1
M

(2 − Λ(M)) (13)

where Λ(M) is the probability of two consecutive data bits being transmitted
over the same sub-band, derived as Λ(M) = 1/M for the random memoryless
case.

The average data rate R̄i with the rate adaptation is given by

R̄i =
3
(∑M

m=1 1/m
)

2Tc(Eb/Ne)o
· E

[
1
I
]

(14)
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where

I 	
=

KI∑
k=1

G
(1)
k +

3N0

2ST Tc
. (15)

Since all G
(1)
k ’s are assumed to be independent, identically distributed (i.i.d.)

random variables,

E

[
1
I
∣∣∣∣
KI=n

]
=

∫ ∞

a

1
x

PI(x)dx

=
1

2π

∫ ∞

a

1
x

∫ ∞

−∞
ϕn(ω) e−jω(x−a) dω dx (16)

where
a

	
=

3N0

2ST Tc
(17)

and PI(x) is the pdf of I. ϕ(ω) is the characteristic function of G
(1)
k , given by

ϕ(ω) =
∫ ∞

0

P
G

(1)
k

(x) ejωx dx

= M

M−1∑
k=0

(−1)k−M+1

(
M − 1

k

)
1

(M − k − jω)
. (18)

It follows from (12), (14), and (16) that

R̄i =
3
(∑M

m=1 1/m
)

4πTc(Eb/Ne)o

K−1∑
KI=0

[(
K − 1
KI

)
pKI (1 − p)K−1−KI (19)

×
∫ ∞

a

∫ ∞

−∞

1
x

ϕKI (ω) e−jω(x−a) dω dx

]
.

Since 1/I in (14) is convex ∪, a lower bound on R̄i can be obtained by using
the Jensen’s inequality [14]:

R̄i ≥
3
(∑M

m=1 1/m
)

2Tc(Eb/Ne)o
· 1
E[I]

=
1

(Eb/Ne)o

· 1

2p(K − 1)Tc/3 + N0/
[
ST (

∑M
m=1 1/m)

] . (20)
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Setting the lower bound (20) equal to 1/T , we get a lower bound on (Eb/Ne)o

as (
Eb

Ne

)
o

≥
[

2p(K − 1)
3N

+
N0

ST T (
∑M

m=1 1/m)

]−1

(21)

and an upper bound on the average BER with the proposed joint power and
rate adaptation scheme as

P̄b ≤ Q

⎛⎝[
p(K − 1)

3N
+

N0

2ST T (
∑M

m=1 1/m)

]−1/2
⎞⎠ . (22)

4 Numerical Results and Discussions

In order to compare the performance of the proposed joint power and rate adap-
tation scheme in MC DS/CDMA system to that of power and rate adapted SC
DS/CDMA systems with RAKE reception, the followings are assumed:

– The total bandwidth of the SC system is the same as that of the MC system.
That is, T sc

c = Tc/M , where T sc
c is the chip time for SC-RAKE systems.

– In the SC system, the number of resolvable path L is equal to the number
of sub-bands M in the MC system.

– In the SC system, the channel gain for user k on the lth path, denoted by
Gsc

k,l, are assumed to be i.i.d. exponential random variables. Namely, constant
multipath intensity profile (MIP) is assumed in SC-RAKE systems.

In [7], the average data rate R̄i that meets adequate BER requirements was
analyzed for power and rate adaptation schemes in SC DS/CDMA systems. By
setting R̄i = 1/T , the (average) BER performance of power and rate adaptation
schemes in SC-RAKE systems can be obtained.

Fig. 2 depicts pdf of the channel gain at the combiner output in MC-ST
scheme. For comparison purpose, the pdf of the combined channel gains in SC-
RAKE scheme is also shown. In the SC system, MRC is employed in combining
the output of the correlators in RAKE receiver. Denoting

Gsc
i

	
=

L∑
l=1

Gsc
i,l , (23)

where Gsc
i is the combined channel gain for user i after MRC in the SC-RAKE

system. For fair comparisons, we normalize E[Gsc
i ] = 1 in what follows. We note

that MRC in MC-ST scheme corresponds to selection combining at the receiver
since the DS waveform is transmitted over only the sub-band with the largest
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Fig. 2. Comparison of pdf for MC and SC-RAKE

channel gain. We can see that the probability of deep fading in SC-RAKE scheme
is reduced as the number of resolvable path L in RAKE receiver increases, and
also the variance of the combined channel gain gets smaller as L increases. When
L approaches to infinity, the pdf for SC-RAKE scheme becomes an impulse (no
fading). For the case of MC-ST scheme, the probability of deep fading is also
reduced as M increases. The variance, however, is not reduced even for higher M .
Notice that the mean value of the channel gain G

(1)
i in MC-ST scheme becomes

larger as M increases, while the mean value of Gsc
i in SC-RAKE scheme does

not vary with L.
In Fig. 3, average BER versus M(= L) is plotted for ST T/N0 = 20 [dB]. It is

shown from Fig. 3 that the proposed joint adaptation scheme in MC DS/CDMA
yields superior BER performance to power and rate adaptation schemes in SC-
RAKE. This is because the joint power and rate adaptation in MC DS/CDMA
adapts its data rate rather than the transmission power relative to the channel
variations such as G

(1)
i and KI , in order to maintain a desired transmission

quality. Besides, as we can see from (14) and [7, eq. (15)], the mean value of
the combined channel gain has a significant influence on the performance of rate
adaptation, since the achievable average data rate is immediately related with
this mean value. Therefore the proposed adaptation scheme in MC DS/CDMA,
in which the mean value of the combined channel gain is much larger than that
in SC-RAKE as M increases, is more effective transmission scheme than SC-
RAKE scheme under the same frequency bandwidth, when power and/or rate
adaptation is employed.
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5 Conclusion

We considered jointly adapting transmission power and data rate in the frequency-
time domain in MC-DS/CDMA communications. As a frequency domain power
adaptation, we allocated the transmission power to only a sub-band with the
largest channel gain. We then considered rate adaptation, where the data rate
is adapted such that a desired transmission quality is maintained. We compared
the performance of the proposed combined power and rate adaptation scheme
in MC DS/CDMA systems to that of power and rate adaptations in SC-RAKE
systems. The proposed joint rate adaptation employed in MC DS/CDMA sys-
tems was shown to have better performance than other adaptation schemes in
SC-RAKE systems.
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Abstract. The paper addresses performance modelling of safety critical
Ethernet networks with special attention to in-car networks. A specific
Ethernet/IP based in-car network is considered as use-case. The mod-
elling is based on the analytical method Real-Time Calculus (RTC), pro-
viding hard bounds on delay and buffer utilization. We show how RTC
can be applied on the use-case network. Furthermore, we develop a net-
work simulation, used to evaluate the overestimation. It is found that the
delays from RTC is significantly overestimated. The bounds from RTC,
however, are guaranteed bounds, which is not the case for the simulated.

Keywords: Real-Time Calculus, Vehicular Networks, Performance
Modelling, Ethernet Modelling, Delay Bounds.

1 Introduction

Recently the car industry has started investigating the feasibility of merging
all, or subsets of, in-car networks to Ethernet/IP. As an example [1] proposes
Ethernet/IP as a bridging network, facilitating the variety of bus technologies
and protocols currently used. Ethernet is currently widely used in a broad range
of applications, however in safety-critical networks its applicability is still under
question. As in-car networks are used for communication of critical date, e.g.
wheel sensor information, there is a need of verifying its performance and relia-
bility, as accidents and ultimately loss of human life can occur upon malfunction.

In this work we propose the analytical method of Real-Time Calculus (RTC)
[2], to model Ethernet/IP based in-car networks. As RTC is an analytical method,
it is appropriate, also in the early phases of the network design. Furthermore,
RTC models will provide hard bounds on delay and buffer utilization, which are
suitable dealing with safety critical systems, where deadline violations can have
a crucial impact.

In this work we show how to model an Ethernet/IP based in-car network,
to illustrate the applicability of RTC to model in-car networks. Furthermore,
we contribute models that are generally applicable when modelling Ethernet
networks, and in particular safety critical networks based on Ethernet.

The theory of RTC has been designed specifically for modelling/analyzing
real-time systems. RTC is a derivative/flavor of Network Calculus (NC), which
was first proposed by Cruz in [3] and [4], and later formalized by Boudec &

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 219–230, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. The topology of the use-case network

Thiran in [5], and by Chang in [6]. Fidler recently provided an extensive survey
[7] as well. In [8] Wandeler Et al. shows RTC applied in a case study, studying
a distributed in-car radio navigation system.

The remainder of this paper is structured as follows: First we present an in-
car network example, which serves as use-case network. In Sec 3 we present
fundamentals of RTC, which is followed by a description of how RTC is applied
on the use-case network. In Sec 5 we present a simulation model of the use-case
network, in order to compare the RTC based model with a simulation model.
The results of the RTC model, the simulation, and the comparison are given in
Sec 6, followed by the conclusion and outlooks.

2 An Ethernet Based In-Car Network

To investigate the feasibility of applying the theory of RTC to Ethernet based
in-car networks, an use-case network has been constructed. The constructed use-
case network is a realistic sub-set of an in-car network, facilitating a sub-set of
flows, present on a full scale in-car network. The link layer functionality is based
on Ethernet (IEEE 802.3), where prioritization is achieved by use of VLAN
headers (IEEE 802.1Q), and the prioritization specified in IEEE 802.1P. The
Network layer is based on IPv4 and the Transport layer on UDP. The topology
of the use-case network is depicted in Fig. 1. As seen from the figure, the topol-
ogy is made such that two switches are placed in the back of the car, and two in
the front. As seen, the communication lines are directed hence the model only
consider one way traffic. The traffic flows in the use-case network are listed in
Table 1. The two flows from the Right wheel sensor, and the Left wheel sensor to
the Dynamic stability control, and the flows from the Dynamic stability control
to the Digital motor electronics, are hard real-time sensor flows, and are assigned
the highest priority (7) as they are safety-critical. The flow from the Rear view
camera to the Head unit is a soft real-time video flow, and is assigned priority 6.
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Table 1. Traffic flow specification, where Min CT is the minimum cycle time is in
ms, PS the payload size in Bytes and P the priority

Flow Min CT PS P Flow Min CT PS P
Right wheel sensor → Dynamic stability control

Sensor 1 2.5 15 7
Left wheel sensor → Dynamic stability control

Sensor 2 2.5 15 7
Dynamic stability control → Digital motor eletronics

Controller 1 10 8 7 Controller 2 20 13 7
Controller 3 20 12 7 Controller 4 5 12 7
Controller 5 100 3 7 Controller 6 1000 3 7
Controller 7 100 7 7 Controller 8 200 7 7
Controller 9 10 8 7

Rear view camera → Head unit
Camera 1.59 1472 6

Combox → Head unit
BT Headset 1.25 10 5

Multimedia → Head unit
Audio 8.4 1472 5 DVD 2.5 1472 5

The flow from the Combox to the Head unit is a Bluetooth audio flow. There are
two flows from Multimedia to the Head unit, an audio and a DVD flow. These
three flows are assigned the lowest priority (5), as they are not safety critical.

The definition of the use-case network also comprises a number of assumptions
and delimitations, which are elaborated in the following:

– No Address Resolution Protocol (ARP) requests. ARP requests are
not present in the network. It is fair to assume that the relation between the
IP and the MAC addresses will be hardcoded, as the network does not have
nodes entering and leaving.

– Full duplex, switched network. By use of a switched network cable col-
lisions are avoided.

– 0.003 ms processing delay in the switch relay unit. Device specific
delay, in this case selected to 0.003 ms as we find this realistic.

– Unlimited buffers. It has been chosen not to model the effect of packet
drops due to filled buffers, hence the buffers in the network are assumed to
be unlimited 1.

– No processing stack processing delays, except for a 0.01 ms delay
in the IP stack. Also a device specific delay, chosen to a realistic value.

– No propagation delay.
– 100 Mbit/sec Ethernet.

1 The theory of RTC provide methods to calculate bounds on needed buffer size.
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Fig. 2. The input and output bounds of a service element

3 RTC Theory

RTC is an analytical method allowing the network designer to calculate hard
bounds on delay, and queue utilization of a system. In RTC every service element
is modelled individually, where a service element can be in an abstract form,
e.g. a whole switch, or more specific, e.g. a specific input port. The inputs and
outputs of service elements, are then connected to model the whole network.
Fig. 2 shows a service element with inputs and outputs. As shown in Fig. 2 the
inputs of a service element is an upper and lower arrival bound {αu, αl}, and an
upper and lower service bound {βu, βl}. The upper and lower arrival bounds,
are use to model the input traffic to the service element. If we let R(t) be a
cumulative function, defined as the number of events from a particular traffic
flow in the time interval [0, t). Then we provide an upper and a lower arrival
function α(Δ) =

[
αu(Δ), αl(Δ)

]
, for which the upper arrival curve αu(Δ) is

an upper bound of the number of events that can occur in the traffic flow, in
any time interval of length Δ. Similarly the lower arrival function αl(Δ) is the
lower bound of the events that will occur in a time interval Δ. This leads to the
following definition:

Definition 1 (Arrival curves [8]). Let R(t) denote the number of events that
arrive on an event stream in the time interval [0, t). Then, R, αu and αl are
related to each other by the following inequality:

αl(t − s) ≤ R(t) − R(s) ≤ αu(t − s), ∀s < t (1)

with αu(0) = αl(0) = 0.

As described, a service element (Fig. 2) also has an upper and a lower service
bound as inputs, bounding the service provided by the element. In analogue to
the cumulative arrival function R(t), we define a cumulative function C(t) denot-
ing the available processing resources of the element in the time interval [0, t).
Similarly to the arrival curves, we define an upper and lower service function
β(Δ) =

[
βu(Δ), βl(Δ)

]
. The upper service function βu(Δ) denotes the max-

imum service available by the element in any time interval of length Δ. The
lower service function βl(Δ) denotes the guaranteed minimum service, provided
by the service element in any time interval of length Δ. The formal definition of
the upper and lower service curves is as follows:
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Definition 2 (Service curves [8]). Let C(t) denote the number of processing
or communication cycles available, from a resource over the time interval [0, t),
then C, βu and βl are related by the following inequality:

βl(t − s) ≤ C(t) − C(s) ≤ βu(t − s), ∀s < t (2)

with βl(0) = βu(0) = 0.

In this work we have chosen to confine ourselves to the following functions, to
model arrival and service curves: The affine function, the peak rate function and
the rate latency function. The affine function is defined in Eq. (3) [5], where r
defines the rate over time, and b the burst that can arrive at any instance of
time. Fig 3(a) shows an example of the affine function.

γr,b(t) =

{
rt + b if t > 0
0 otherwise

(3)

The peak rate as defined in Eq. (4) [5] only takes on parameter: R, which is the
rate over time. An example of the peak rate function is shown in Fig. 3(b).

λR(t) =

{
Rt if t > T

0 otherwise
(4)

The rate latency function is defined in Eq. (5) [5], where R denotes the rate
over time, and T the latency. Fig. 3(c) depicts and example of the rate latency
function.

βR,T (t) = R[t − T ]+ =

{
R(t − T ) if t > T

0 otherwise
(5)

(a) Affine function with:
r = 1 and b = 2 (γ1,2(t))

(b) Peak rate function
with: R = 2 (λ2(t))

(c) Rate latency function
with: R = 2 and T = 2
(β2,2)

Fig. 3.

As seen from Fig 2, the outputs from a service element are: An upper and
lower bound of the traffic flow, leaving the service element

{
α′u, α′l} and the

upper and lower service bounds
{
β′u, β′l} of the service remaining, after serving

the traffic flow traversing the element. For a scenario as depicted in Fig 2 where
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only one flow traverses the service element, the output bounds: {α′u, α′l} and
{β′u, β′l} are found according to Eq. (6)-(9) [8], where the definitions of ⊗,�,⊗
and � follows the same definitions in as regular NC and can be found in [5].

α′u = min
{

(αu ⊗ βu) � βl, βu
}

(6)

α′l = min
{(

αl � βu
)⊗ βl, βl

}
(7)

β′u =
(
βu − αl

)�0 (8)

β′l =
(
βl − αu

)⊗0 (9)

In Fig. 2 only one traffic flow traverses the scheduling element. However it is
often the case that the service element serves a number of flows. This is done
according to some predefined scheduling discipline. In this work we confine our-
selves to Fixed Priority (FP) scheduling, and First In First Out (FIFO) schedul-
ing. For FP scheduling in a preemptive scheduling setting the service curves{
βu

FP,αx , βl
FP,αx

}
, available for a particular flow αx can be found according to

Eq. (10) and (11)[8].

βu
FP,αx =

(
βu − αl

AGG

)�0 (10)

βl
FP,αx =

(
βl − αu

AGG

)⊗0 (11)

αu
AGG and αl

AGG are the aggregate i.e. the sum of the upper and lower arrival
bounds in set P . In this case set P contains the flows which have higher priority
than αx. αu

AGG and αl
AGG are found according to Eq. (12) and (13).

αu
AGG =

∑
i∈P

αu
i (12) αl

AGG =
∑
i∈P

αl
i (13)

Similarly the service available for flow αx in the case of FIFO scheduling can
be found according to Eq. (10) and (11). The aggregates of the cross flow are
found according to Eq. (12) and (13), however here the set P contains all cross
flows. Note that this is using the principle of Blind Scheduling [5].

The delay bound for traversing a single service element can be found according
to Eq. (14) [8]. Similarly the bound of needed buffer capacity for a single service
element can be found according to Eq. (15) [8].

dmax ≤ sup
φ≥0

{
inf

{
τ ≥ 0 : αu(φ) ≤ βl(φ + τ)

}} Def= Del(αu, βl) (14)

bmax ≤ sup
φ≥0

{
αu(φ) − βl(φ)

} Def= Buf(αu, βl) (15)

In the case where the delay and the utilized buffer bounds should be for the
whole system or a specific part of the system, the bounds are found according
to Eq. (16) and (17). Here the lower service bounds (βl

1, β
l
2, . . . β

l
n) of the of the

service provided to the flow in question are concatenated by use of the min-
plus convolution (⊗). As shown in [5] the concatenation gives more tight delay
bounds that simply summing the delays experienced in every traversed service
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element. It can be shown that the buffer bound is similar, whether or not the
concatenation is applied.

dmax ≤ Del
(
αu, βl

1 ⊗ βl
2 ⊗ · · · ⊗ βl

n

)
(16)

bmax ≤ Buf
(
αu, βl

1 ⊗ βl
2 ⊗ · · · ⊗ βl

n

)
(17)

4 Ethernet/IP Based In-Car Network RTC Model

Having outlined the fundamentals of RTC, we now describe how RTC can be
used to model the network described in Sec. 2. In the following we will describe
how to model: A node, the traffic in the network, and a switch. Note that the
time units of the model has been chosen as ms, and the data units as Bytes.

4.1 Node Modelling

The end nodes in the network are all 100 Mbit/s full-duplex Ethernet nodes.
As described in Sec. 2, we have chosen to introduce a 0.01 ms processing delay
at the IP layer. The link-speed constraint and the processing delay constraint,
are used as input to a single service element, modelling a node. The upper
service curve (βu) is modelled as a peak-rate service curve (λR(t)), where the
rate (R) is: 100 Mbit/s = 12500 Byte/ms. The lower service curve is modelled as
a rate-latency service curve βR,T (t), with a rate (R) similar to the upper service
bound, as the Ethernet link guarantees 100 Mbit/sec. The delay part (T ) of
the service curve is set to 0.01, as we have chosen a 0.01 ms processing delay.
Hence, the upper and lower service bounds of a node in the network become:{
βu = λ12500, β

l = β12500, 0.01

}
.

4.2 Traffic Modelling

In this work we have chosen to confine ourselves to affine arrival bounds, bound-
ing the output of the physical layer from the nodes. As the bound is given for
the physical layer, the flow data in Table 1 has been converted to affine arrival
bounds, by adding the sum of the headers appended along with the Ethernet
inter-frame gap, which is also considered as a part of a packet. The affine arrival
bounds are presented in Table 2. Note that the minimum physical size of an Eth-
ernet frame, including all headers and the inter-frame gab, is 88 Bytes. Packets
are zero padded, if they are smaller. Also note that the "Controller aggregate"
flow in Table 2 is an aggregate of the Controller flows, which has been created
to simplify the model.

4.3 Switch Modelling

As described in Sec. 2, the network is prioritized by use of the methods defined
in IEEE 801 P and Q. By use of the prioritization field (3 bit field), the switch
can prioritize the Ethernet frames. As seen from Table 1, the modelled network
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Table 2. Affine arrival bounds of the flows, where the rate is in Bytes/ms and the
Burst in Bytes

Flow Rate Burst Flow Bound Flow Rate Burst Flow Bound
Right wheel sensor → Dynamic stability control

Sensor 1 35.2 88 γ35.2,88

Left wheel sensor → Dynamic stability control
Sensor 2 35.2 88 γ35.2,88

Dynamic stability control → Digital motor eletronics
Controller 1 8.8 88 γ8.8,88 Controller 2 4.4 88 γ4.4,88

Controller 3 4.4 88 γ4.4,88 Controller 4 17.6 88 γ17.6,88

Controller 5 0.88 88 γ0.88,88 Controller 6 0.088 88 γ0.088,88

Controller 7 0.88 88 γ0.88,88 Controller 8 0.44 88 γ0.44,88

Controller 9 8.8 88 γ8.8,88

Rear view camera → Head unit
Camera 969.812 1542 γ969.812,1542

Combox → Head unit
BT Headset 70.4 88 γ70.4,88

Multimedia → Head unit
Audio 183.572 1542 γ183.572,1542 DVD 616.8 1542 γ616.8,1542

only utilize three of these values: 7,6, and 5. Note that 7 is the highest priority.
As described in [9] a switch can be modelled in multiple ways. In this work
we have chosen to abstract the switch model into a model of the output ports
only. This means that we neglect the input buffers, and the backplane in the
model. We assume that the processing delay in the input ports is insignificant,
since we neglect them. Note that we assume that the switch does not apply
cut-through, hence we have to account for the Store-and-Forward (STF) delay.
Our modelling of the delay due to STF, is explained in the end of this section.
The output ports of a switch are modelled as depicted in Fig. 4, where a chain
of service elements, each representing a priority, is used. Each service element
uses Blind scheduling (As described in Sec. 3) to model FIFO scheduling among
the flows of same priority. As seen from Fig. 4 the remaining upper and lower
service bounds

{
β′u, β′l} of the priority 7 service element, are used as input

service bounds for the priority 6 service element. Thus the flows of priority 6 get
the "service available”, after serving the flows of priority 7. Equally the input
service bounds of the priority 5 service element, is the remaining service of the
priority 6 element.

As the link-speed is 100 Mbit/sec, and we have chosen to introduce 0.003 ms
delay in the switch (See Sec. 2), the upper and lower service curves provided
to the highest priority service element (Priority 7) become: βu = λ12500 and
βl = β12500,0.003.

As Ethernet switches are non-preemptive ([10]) all flows, except those served
in the lowest priority service element, must expect Head-of-line Blocking (HOL)
from a lower priority flow. This is modelled conservatively by adding a delay cor-
responding to the worst case waiting time of a lower priority flow 1542 Bytes

12500Bytes/ms =
0.1234 ms, to flows exposed to HOL per scheduler.
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Fig. 4. Switch model

As mentioned above, the service curves in the model do not incorporate the
delays due to STF. As these only depend on the frame length, and not on delays
due to cross flows2, the delay per receiver where STF occur can be calculated,
and then added manually, according to Eq. (18), where FS is the size of the
transmitted frame (denoted as the burst in Table 2).

tstf =
FS Bytes

12500 Bytes/ms
(18)

5 Ethernet/IP Based In-Car Network Simulation Model

To compare the results of previously described RTC model with commonly used
methods to evaluate network performance, the calculated bounds are compared
with network simulation results of the use-case network. The simulation model
is created in OMNET++ (V. 3), using the INET Framework.

The nodes in the use-case network are modelled in the following way: On the
application layer, the UDPApp from the INET framework is used to represent
a flow; meaning that if a node has multiple flows, it has multiple entities of the
UDPApp. Each application is configured with a packet size according to Table
1. The cycle time is uniformly distributed between tmin and tmax, where tmin

is the minimum cycle time from Table 1, and tmax = 1.5 · tmin. This jitter is
introduced to ensure simulation of non-synchronized flows. In reality the jitter
might be smaller, however as we want to investigate the worst case, we are
interested in this jitter to "seek" the worst/most congested state of the network.

The link layer is configured to be 100 Mbit/s Ethernet with VLAN based pri-
oritization. The ability to append VLAN headers is not at part of the standard
INET framework, but has been made possible due to the work in [11]. From
this work it has also been made possible to simulate VLAN based switches. The
switches are modelled as 100 Mbit/s switches, using the VLAN prioritization
from [11], and the switch components from the INET framework. On top of
Ethernet, the simulated network uses IPv4 and UDP according to the specifica-
tions in Sec. 2.

As we seek to investigate the maximum delay of every flow, we have to ensure
it is observed in the simulation. In this work we assume that a simulation time
of 5 hours is sufficient to observe the a realistic maximum delay. Hence we have
configured the simulation with a simulation time of 5 hours. As we introduced
the jitter of every flow, and each flow is appended to its own random generator,
a long simulation time is as sufficient as many repetitions with different seeds.
2 As the flows already are interleaved when they are transmitted.



228 K. Revsbech et al.

6 Results

In Table 3 we present the delays obtained from the RTC model, along with the
maximum observed delays obtained by network simulation. As seen from the
table, the flows of high priority (Sensor 1, Sensor 2 and Controller aggregate)
have the smallest delays. This is as expected since they are not interfered by any
cross flows. Furthermore as expected, the Audio and the DVD flows have the
highest delays as they are of the lowest priority.

To compare the results from the RTC model and the simulation, the over-
estimation from the RTC model against the simulation is shown in Fig. 5. As
seen from the figure, the overestimation by the RTC model seems significant,
the mean overestimation is 179%. However the results from the RTC model are
hard-bounds derived from an analytical model, thus one can be confident that
no delays will arise greater than the calculated bound. This is a fundamental
property of the RTC method. Regarding simulation one has to realize that it
is impossible to know when the absolute worst case delay has been seen. As
explained in Sec. 5, we assume that a simulation time of 5 hours is enough to
reveal the true worst case of the system, however we cannot guarantee this.

The significant difference in the overestimation between the last three flows
and the remaining four, is due to the fact that the three flows (BT Headset, Au-
dio and DVD) have high bursts, and traverses the same service elements multiple
times, thus they are multiplexed several times. In reality when flows are multi-
plexed once and traverses the same path, they do not interfere each other any
more. In the domain of NC this problem is referred to as Pay Multiplexing Only
Once (PMOO), and is addressed in e.g. [12,13,14,7]. However to the knowledge of
the authors, the methods derived have not (yet) been proved within the domain
of RTC. Hence, methods can be applied to reduce the overestimation.

Table 3. End to end delay bounds of the flows in ms. The delays presented are those
obtained from the RTC model, and the maximum observed in the simulation.

Flow RTC Maximum observation from simulation
Right wheel sensor → Dynamic stability control
Sensor 1 0.512 0.303
Left wheel sensor → Dynamic stability control
Sensor 2 0.38 0.181
Dynamic stability control → Digital motor electronics
Controller aggregate 0.418 0.177
Rear view camera → Head unit
Camera 1.601 0.78
Combox → Head unit
BT Headset 2.575 0.547
Multimedia → Head unit
Audio 2.689 0.776
DVD 2.448 0.778



Worst-Case Traversal Time Modelling of Ethernet Based In-Car Networks 229

Fig. 5. The overestimation, per flow, for the RTC model compared to the simulation

7 Conclusion and Outlook

An RTC model of an Ethernet based use-case in-car network has been proposed.
The delays obtained by the calculations in RTC, have been compared with de-
lays obtained by performing simulation of the same use-case network. It can be
concluded from the comparison that the overestimation in RTC for this scenario
is significant, the level depends on the nature of the flow, and the path it tra-
verses. As explained in Sec. 6, there are known optimizations that, (when proven
valid in the domain of RTC), can be applied. Even though the overestimation is
significant it is important to emphasize that, the maximum observed delay from
simulation, is not a bound and delays greater than the observed can occur. This
means that as we know the delays obtained from RTC are overestimated, and
those from simulation might be "underestimated”, the "true delays" are found
in between.

Due to the overestimation in RTC the price of over-dimensioning a network can
be high. However as in-car networks are safety critical, hard bounds are needed,
and bounds need to be found by methods like RTC. Therefore, it is of a high im-
portance to find methods to reduce the overestimation in RTC, by improving the
bounding methods. As mentioned in Sec. 6, one way would be to investigate how
the principles of PMOO can be applied within the domain of RTC.

Acknowledgment. The authors would like to thank the Research and Tech-
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lication of this paper.
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Abstract. In this paper we propose a new way to control power allo-
cations for vehicle transmissions in vehicular networks (VANET). Our
proposal is based on usage of infrastructure nodes along the roads that
can be equipped with special hardware advertising information about
distance between successive vehicles on the road. We analyze our system
exploring the trade-off between density of infrastructure nodes and ac-
curacy of power allocation. Our numerical results demonstrate that the
proposed approach may improve accuracy of power allocation. Finally,
the proposed approach does not necessarily replaces those proposed to
date but may coexist with them and improve their performance.

1 Introduction

A variant of CSMA/CA mechanism is accepted as a MAC protocol for com-
munication in vehicular ad hoc networks [1]. In CSMA/CA-based systems the
probability of correct delivery of a packet strongly depends on the number of
stations competing for transmission resources (see e.g. [2]). Practically, the big-
ger the amount of stations in the local contention environment the higher the
probability of collision. To decrease the amount of stations simultaneously con-
tending for resources stations need to transmit using as less power as possible.
From the other hand, when density of cars is rather small to increase the con-
nectivity between stations along the road stations are often required to transmit
using their maximum possible power. As a result, optimal power allocation is
one of the most important features of forthcoming VANET networks.

There are a number of ways to get information about distances between cars
on the road. First of all, vehicles are expected to use navigation systems and
include their current position in their outgoing messages. Thus, positioning of
neighboring cars can be obtained as a result of decoding of received messages.
The biggest advantage of this approach is that it is accurate. However, vehicles
may not communicate frequently enough such that there is always up-to-date
information about location of neighboring nodes. Furthermore, those vehicles
serving as relay nodes may not be allowed to supplement their location informa-
tion in relayed messages.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 231–237, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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According to IEEE 802.11p protocol neighboring stations are expected to
exchanging presence information using beaconing [1]. As a result, those stations
that are in coverage area of the transmitting one hear beacons and may use
the received signal strength to obtain the information about the distance till
the transmitting node. There are a number of disadvantages associated with
this approach. First of all, this method is not accurate, especially, in crowded
environment, where the received signal strength is affected by many obstacles
moving in the radio channel. Secondly, the forward channel could be significantly
different compared to the backward one due to differences in the speed of mobiles.
Finally, beacons transmitted by stations may also collide causing long pauses
without updates.

Another approach to get positioning information for power allocation is to
use infrastructure nodes that could be located along the roads. Currently, these
nodes are already installed along many roads in Europe and North America
provides drivers with information about the current weather situation, notifying
about the current speed, monitoring speed regime of vehicles, etc. Furthermore,
infrastructure nodes installed along the roads are anyway expected to participate
in communication supplementing drivers with additional information using com-
munication channels [link]. As a result, it is straightforward to assume that these
stationary nodes may also instructed to provided information about distances
between cars on the road. Taking into account that the distance is measured
locally this approach could be exceptionally accurate. In this paper we explore
potential gains obtained this information. We note that the approach proposed
in this paper is not expected to fully replace those based on beaconing and
GPS-assisted.

The rest of the paper is organized as follows. We discuss the concept of in-
frastructure assisted power control in Section 2. Next, we analyze accuracy of
this approach in Section 3. Numerical result are presented in Section 4. Finally,
conclusions are drawn.

2 The Concept

Let us fix a certain time instant t and take a snapshot of cars moving along
the road as shown in Fig. 1, where circle dots denote moving objects (e.g. cars),
crosses marks stationary infrastructure nodes. We assume that infrastructure
nodes are separated by well-known constant distance m. At a certain time instant
t cars are separated by unknown distances dij , i = 0, 1, . . . , j = i + 1.

Consider a car i and concentrate on one-hop forward connectivity with next
next car i + 1. In order for transmission of car i to reach car i + 1 with non-
negligible probability we need to know the distance till the next car, dii+1.
Assuming that cars are moving st constant speeds and infrastructure measures
and provides distance till the next car on the road dij are immediately known
and can be used to estimate the required power level to reach the next car or
possibly decide not to transmit due to the next care is out of coverage.



Infrastructure-Assisted Probabilistic Power Control for VANETs 233

i i+1 i+2 i+3

dii+1 di+1i+2 di+2i+3

m m m

Fig. 1. A snapshot of cars moving along the road

In reality, given relatively big m speed or cars is variable. Thus, there is trade-
off between m describing the density of infrastructure nodes and accuracy of
estimation. In what follows, we explore it using simple probabilistic framework.

3 The Decision Statistics

Let dii+1(t) be the distance between cars i and i + 1 at the time instant t
when car i obtains information from a certain infrastructure node. Observe that
at this time instant this information is already not absolutely accurate. This
uncertainty is further accumulated till the next infrastructure node separated
by m. Depending on the type of the road segment this uncertainty may contain
both deterministic and stochastic component. Deterministic components arises
when there is a certain traffic sign further along the road (e.g. speed limit).
Another reason for deterministic component is current speed or mobile i and
i+ 1, vi(t) and vi+1(t). This information can be communicated to the car by the
infrastructure node. Since these reasons affecting the distance between cars are
easy to take into account we assume that the road is homogenous and vi(t) =
vi+1(t).

Another type of uncertainty is purely stochastic. It is primarily caused by
drivers’ habits and is mostly unpredictable. In this paper we propose to model
it using time-dependent gaussian process with mean 0 and variance s2(l), l ∈
(0, m). Note that s2(0) is a certain measure of ”starting” uncertainty at the
point when car i receives information about the distance to car i + 1. Given the
constant long-time averaged speed of mobiles v, s2(im) = s2(0), i = 0, 1, . . . .
The process of uncertainty accumulation between infrastructure nodes on the
road is illustrated in Fig. 2.

As one may observe, in addition to the current distance from the previous in-
frastructure point l, l ∈ (0, m) σ2(l) should also depend on the speed of mobiles
on the road. Indeed, the higher the average speed of car flow on the road the
higher maximum value of uncertainty just accumulated just before the infras-
tructure node. Although this dependency may have quite complicated behavior,
it is fair to assume that uncertainty accumulated linearly faster when speed
increases.

Once the current distance from the previous infrastructure point, l, is known
we propose to use percentiles to determine the current distance with a certain
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Fig. 2. Increase of uncertainty between infrastructure nodes

level of assurance. Recall that x-percentile is the value of a variable below which
x percents of observations fall. Thus, choosing x to be close enough to 100%
(e.g. 95%) we almost surely determine the maximum distance till the next node.
Formally, since we model the uncertainty at the l separation distance from the
previous infrastructure point using Gaussian random variable with mean 0 and
variance s2(l) we have

Qx∗0.01(l) = N−1(0, s2(l)), l ∈ (0, m), (1)

where N−1 denotes inverse Normal distribution, Qx∗0.01(l) is the corresponding
quantile function, and x is the value we are looking for. The typical increase of
uncertainty as cars moves between infrastructure nodes is shown in Fig. 3.

There are a number of reasons for choosing percentiles as the decision statis-
tics. Firstly, percentiles are less susceptible to long-tailed distributions and out-
liers. Even if actual data deviate from assumed distribution percentiles provide
fairly reliable description of statistical data. Secondly, percentiles are widely-
used in networking and engineers this statistics. Percentiles are also very flexible

Fig. 3. Increase of uncertainty in terms of normal distribution
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in terms of making a system more or less conservative. Finally, estimation of
percentiles can be performed even when the distribution of interest does not
pose analytical expression for its quantile function (inverse of its cumulative
distribution function (cdf) see e.g. [3]).

Note that for Normal distribution there are no analytical expression for quan-
tile function. However, one may get numerical algorithm for arbitrarily high
accuracy constructing and solving non-linear ordinary differential equation for
the normal quantile [4].

4 Results and Discussion

Observing (1) one may notice that there is dependence between the amount of
uncertainty accumulated at the distance l and the expected distance till the next
car. It could be the case that the estimate distance for a certain relatively high
assurance is too big to provide constructive information. To understand under
which values of s2(0) and for which uncertainty increase rate the proposal is
sensible we need to visualize s2(l) as a function of l. To do so we represent s2(l) as
a function of s2(0) and certain a in terms of linear function s2(a, l) = s2(0) + al.
Further using these dependencies, we obtain the maximum possible distance
between infrastructure points that provide improvement for a certain maximum
communication range r.

Fig. 4 demonstrates values of Q0.95(l) and Q0.90(l) as a function of the amount
of uncertainty represented by a, and the distance between infrastructure nodes.
The initial distance for these illustrations, di,i+1, was set to 100 units. In ad-
dition, we assumed that s2(0) = 0.0. First of all, as we expected quantiles pre-
serve linear property of the uncertainty increase model. Basically, the higher the
stochastic uncertainty of the car position the higher the distance that need to be
covered by the transmission to achieve a certain reception probability 1. Next,
it is obvious that the increase in a degrades the performance of the algorithm
drastically. This is especially true taking into account that the maximum cov-
erage range of transmitters in VANETs is rather limited. However, when a is
rather small good performance can be achieved even for fairly large distances
between infrastructure nodes. As a result, given a certain value of a and r, illus-
trations presented in Fig. 4 allows to estimate the required transmission power to
reach the next car on the road. They could also be used to estimate the optimal
distance between infrastructure nodes along the road.

Recall that we do not visualize the effect of s2(0) and dii+1. The reason is
that the effect of these two parameters is quite straightforward, e.g. s2(0) adds a
constant component, while dii+1 determines the mean of the normal distribution
around which the position of a car spreads out. Adding these factors to the
resulting expression results in simple scaling of graphs presented in Fig. 4.

We would like to note that the proposed approach can also be used in conjunc-
tion with other information delivery mechanisms. For example, when information

1 The correct packet reception probability is a function of the distance between cars.
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Fig. 4. Q0.95(l) and Q0.90 as a function of a, and l

about the next car on the road is obtained using beaconing or location informa-
tion in the body of the received message, the proposed approach can be used to
estimate the required power level to reach this station. Once this information
is update using any available mechanism, the algorithm is re-initialized. In this
case time instants when information is updated become random in Fig. 4. As
a result, the simple concept proposed in this work can co-exist with all three
possible mechanisms.
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5 Conclusions

In this paper we proposed probabilistic algorithm estimating the required power
level to reach the next car on the road using information provided by infras-
tructure nodes. In absence of other information refining our approximation (e.g.
those obtained using beaconing or reception of messages from neighbors with
GPS information included) our approach would provide approximate results to
ensure connectivity between neighboring nodes on the road. However, its accu-
racy strongly depends on the value of position uncertainty of cars on the road.
It is expected that these values can be quite different for different types of the
roads and possibly, long-term averaged velocities of a car flow. One of the topic
of further studies is to obtain real statistics of cars flows and test the proposed
algorithm in realistic environment.

We would like to specifically stress that the proposed concept of using stochas-
tic uncertainty statistics and quantiles to estimate distance till the next car with
a certain probability can also be used in conjunction with other neighbor location
discovery algorithms. This could be especially helpful when location information
is not delivered timely on regular intervals due to possible collisions, random
channel fades, etc.
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Abstract. Mobility models are used to represent the movement behav-
ior of mobile devices in ad hoc networks simulations. As a consequence,
the results obtained via simulations for specific characteristics related
to mobile ad hoc networks are expected to be significantly dependent
upon the choice of a particular mobility model under consideration. In
this context, we present in this work1 a new mobility model, based on
Birth-Death stochastic processes, which allows us to adjust mobility pa-
rameters according to the movement profile intended to be represented.
The impact of mobility models in the simulation of ad hoc networks is
observed through the performance evaluation of metrics related to the
AODV routing protocol, by comparing the results obtained under the
Birth-Death framework used in this paper with those calculated under
the Generic Individual Mobility Markovian and the Random Waypoint
models.

Keywords: MANETs, mobility model, birth-death process.

1 Introduction

Mobile Ad Hoc Networks (MANETs) consist of a set communication devices
(nodes) which are able to exchange data without the need of a preexisting in-
frastructure. In general, these networks are self-configuring, self-organizing and
present a dynamic topology – characteristics that make them an important sub-
ject of analysis, as they can provide great flexibility and are adding new areas
of applications in the field of wireless communication networks.

In order to support mobility of ad hoc networks, one must face a series of
new challenges, such as the design of specific routing protocols, quality of service
provision, improving and measuring maximum channel capacity and the reducing
the energy consumption by client nodes, to mention a few. In addition, each
developed mechanism or algorithm must be very well evaluated before being
1 This work was sponsored partially by CAPES, CNPq and FINEP.
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implemented. This paper is mainly concerned about the problem of choosing a
modeling capable of representing specific mobility patterns for the mobile users.

When representing the motion of nodes in a mobile network one can choose
between two alternatives [4]: (1) the use of real mobility traces, and (2) the use
of mobility models. Despite being the best method to represent reality, the use
of real traces is not common, because keeping track of nodes motion is not an
easy task in ad hoc networks. Therefore synthetic mobility models have been
extensively used as the main alternative to represent the mobility in MANETs.

This paper addresses mobility models for ad hoc networks and proposes a
model based on Birth-Death processes, which is a special class of Markov chains.
This model gives the network mobile nodes a sense of direction based on the
knowledge of previous speed and angle of direction in the next transition. Fur-
thermore, a comparison among some mobility models is performed and the re-
sults show that the proposed model presented fewer number of sharp turn and
sudden accelerations, which are interesting characteristics when building more
realistic mobility models [2,8].

The remainder of this paper is organized as follows. In Section 2 some mobility
models used in ad hoc networks are briefly described. In Section 3 our model
is presented and described analytically. In Section 4 we present a performance
evaluation of this model. Section 5 concludes this paper.

2 Related Work

Mobility models are largely used in mobile networks simulation and performance
evaluation studies. A mobility model can be defined as a set of rules applied in
order to determine the location of mobile entities in time, also defining how
and when its location is going to change. These models are used in network
simulations to generate changes in network topology due to node movement.

In this work, we give focus to mobility models applied to ad hoc networks.
These models generally represent the network node micromobility and describe
the movement of each single entity independently. Moreover, in performance
evaluation of such networks, sometimes it is interesting to include in the simu-
lation, some kind of restrictions to movement such as streets, in case of outdoor
application and walls and corridors for indoor simulation. It is important to
notice that obstacles, walls and corridors have great influence over wireless sig-
nal radio propagation characteristics. For this reason, for indoor simulation and
simulations considering obstacles, the appliance of propagation models and good
physical layer simulators are necessary. However, there is no simulator yet, with
a good physical layer and propagation model implementation that reflects real
radio propagation conditions of the wireless network environment. We know that
the physical layer have a significant impact in the final evaluation results, how-
ever, we did not treat this problem. In this work, we focus our research only on
simulations of wireless network scenarios with no restrictions and obstacles. We
also use the native implementation of the physical layer available on NS-2 [6].
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In the following, we describe some individual mobility models for scenarios
with no restrictions. We talk about several related work and finally present a
discussion about the movement representation through synthetic models.

In the random waypoint (RWP) model, described in [4], the initial position
of the nodes can be set randomly. Usually researches distribute wireless nodes
initial positions, uniformly over the simulation area. The nodes remain in the
same position during a random time interval called pause time. After the pause
time, the node uniformly chooses a new position inside the simulation area,
and moves towards it with constant speed v, also chosen uniformly between an
interval Vmin and Vmax. This characteristic eliminates any sense of direction in
the movement, which can be considered an unwanted characteristic.

The generic individual Markovian mobility (GIMM) model, proposed in [5],
uses discrete time Markov chains [10] in order to model nodes movement. Its
main characteristic is to use a Markov chain to give the movement behavior
for the x direction and an other chain for the y direction. This model allows
movements in the same and adjacent directions, in speed changes and intervals of
pause between consecutive movements. Besides, it avoid sharp turns and sudden
stops, representing a more adequate movement than random models, specially
the RWP model that is the most used.

Recently, several mobility models were proposed. For example, in [1], obstacle-
based model is presented and, in [9,13], models based on human mobility are
proposed. Another form of mobility representation is through social behavior
of users, which is presented in [12]. However, these models do not evaluate the
number of the sharp turns and sudden changes in speed.

A good mobility model should try to reproduce the movement pattern of a
real world mobile node, in a way that variations in speed and direction of the
movement occur in a similar manner as they occur in a real world scenario. In
other words, movement modeling of mobile nodes should consist in the creation
of models capable of reflecting real characteristics of the mobile user movement.
According to [2,4,5], a mobility model that does not consider correlation be-
tween time t and time t + Δt speed and direction is said to be no-realistic. This
means that real movement happens when the trajectories follow a certain sense
of direction, where speed and direction are not chosen randomly. Moreover, in
[8], authors assume that a realistic movement is a smooth one, where mobility
models should avoid sharp turns and sudden changes in speed. Thus, in the next
section a new model is proposed with this objective.

3 Proposed Mobility Model

Assuming that nodes in a mobile network should move according to some sense
of direction and not randomly choosing destinations [4], we propose here a new
continuous time Markovian mobility model. In the proposed model, what gives
nodes sense of direction is the knowledge of previous speed and angle of direction
in the next transition. This is similar to what happens in GIMM. The difficulties
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in obtaining stationary distributions for GIMM is due to the fact that in this
model there are many transition probabilities between states. Usually, if the
Markov chain does not present any special structure that allow simplification of
complex linear equations, the solution of this chain are only possible through
numerical methods like, Gauss elimination or Gauss-Seidel iterations [7].

In the proposed model, we allowed transitions only between adjacent states.
This way, our new model is similar to a birth-death stochastic processes, which
are a very special class of Markov chains, normally used for modeling changes
in population size. In our model, the speed behavior is ruled by a Markov chain.
Once speed is a vector quantity, the probability distribution of the node move-
ment direction is also a stochastic Markovian process, which means that nodes
tend to maintain the same or similar direction.

3.1 Description of the Markovian Model

The model uses two continuous time Markov chains that rule the nodes move-
ment behavior in directions x and y. We assume that the transitions in the
Markov chains ruling the movement for one direction is independent of those in
the Markov chain used for the other direction. The state space of the Markov
chain in direction x is given by I={-N, -N+1, ... , -1, 0, 1, ... , N-1, N}. The state
space in direction y is given by J={-M, -M+1, ... , -1, 0, 1, ... , M-1, M}. Fur-
thermore, if we define n ∈ Z as the index of the state in the chain that represents
the movement in the x-axis, and m ∈ Z as the index of the state in the chain
that models the movement in y, then from any state n (or m), only transitions
in the neighborhood of states n− 1 ( or m− 1) and n + 1 (or m + 1) are allowed.

Given certain state n on direction x (or an state m on direction y), the rate
in which this state changes to a state n + 1 (or m + 1) is given by λn (or λm).
Moreover, the rate that a state n (or m) changes to a state n − 1 (or m − 1) is
μn (or μm). The rates λn, λm, μn and μm are defined as

λn =

⎧⎨⎩2λ, n = 0
λ, −N < n < N, n �= 0
0, n = −N or N

(1)

μn =
{

μ, −N ≤ n ≤ N, n �= 0
0, n = 0 (2)

λm =

⎧⎨⎩
2λ, m = 0
λ, −M < m < M, m �= 0
0, m = −M or M

(3)

μm =
{

μ, −M ≤ m ≤ M, m �= 0
0, m = 0.

(4)

The state transition diagrams of each chain are represented in the Figure 1.
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Fig. 1. Markov chains that rules movement in: (a)x axis, (b)y axis

3.2 Description of Speed and Direction of Movement

To obtain the speed of the node from the Markov chain state for each direction
(x and y), we make the following definitions

Vx(n) =

⎧⎨⎩
bn, if n > 0,

−b|n|, if n < 0,
0, if n = 0,

(5)

Vy(m) =

⎧⎨⎩
bm, if m > 0,

−b|m|, if m < 0,
0, if m = 0.

(6)

Similar to GIMM model [5], b is a constant parameter, that can be tunned
according to a desired mobility profile. For larger values of b, the range of values
the speed can assume is also larger. Essentially, b is the base of the number used
to represent the mobile node speed. We make the speed exponentially related to
the state of the chain to represent a broader range of speed without the necessity
to make a Markov chain with too many states.

Using vectorial properties, we can obtain a speed vector, V(n,m), as a func-
tion of Vx(n) and Vy(m)

V(n, m) = (Vx(n), Vy(m)). (7)

The speed modulus in rectangular coordinates is given by

|V|(x, y) =
√

Vx(n)2 + Vy(m)2. (8)

Substituting (5) and (6) in (8) we have the speed modulus as a function of
states n and m in the following equation

|V|(n, m) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

√
b|2n| + b|2m| if n �= 0 and m �= 0√

b|2n| if n �= 0 and m = 0√
b|2m| if n = 0 and m �= 0

0 if n = 0 and m = 0.

(9)
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Once defined the speed modulus (9), the maximum speed modulus is given by
|Vmax| = |V|(N, M) =

√
b|2N | + b|2M|. The movement direction as a function

of states n and m, is given by θ(n, m) = arctan

(
Vy(m)
Vx(n)

)
. Negative values of V

denotes a negative direction sense. As the speed in x-axis varies between −b|−N |

and bN , we can say that the chain, in x-axis, has 2N +1 states; and the speed in
y-axis varies between −b|−M| and bM , so the chain in y-axis, has 2M + 1 states.

Knowing that the system is Markovian, the probability that the system re-
mains in the same state is only a function of the current state and is independent
of how much time the system remains in that state. Thus, it is possible for us to
say that the remaining time distribution in a given state is memoryless [10]. In
continuous time, the only random variable with this property is the exponential,
thus we use this random variable to represent the time between state transitions.
When the speed component is maximum, it can only be reduced. This time is
exponentially distributed with mean 1

μ , when n = N or m = M , and 1
λ , when

n = −N or m = −M . In all other states, we can say that the time that a mobile
station moves in a given speed is a random variable exponentially distributed
with average 1

λ+μ . In this way, the rate in which the station changes its speed,
in a given direction, is given by λ + μ.

Assuming that transitions in each directions are independent, we can merge
the two independent chains resulting in a single Markov chain with two param-
eters, controlling the vectorial speed. The state transition diagram represented
in Figure 2 illustrates how the model works.
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Fig. 2. State diagram with two-state variables

By adjusting the values of b, λ, μ, M and N we can represent different mobility
profiles. In Figure 3 we show two examples, where Figure 3a shows a profile
with high speed and Figure 3b, shows a profile with high number of changes
in direction. So, the proposed model was described and its characteristics were
presented in this section. In the next section we present an evaluation of proposal.
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4 Mobility Evaluation Results

As discussed in previous sections, it is not realistic for a mobile node to assume
movement velocities and directions in a transition independently of movement
velocities and directions adopted in previous transitions, in other words, realistic
movement should occur with sense of direction and not randomly. Furthermore,
according to the metrics defined in this section, we show that our model presented
a much more realistic behavior than the other mobility models studied.

(a) (b)

Fig. 3. b=2,N=M=4, Simulation Time=200s: (a) profile with high speed (λ = 2, μ =
1), (b) profile with high changes in direction (λ = μ = 10)

We will evaluate our proposed model by comparing it with only two of the
mobility models mentioned in Section 2. We use the most used random model,
the RWP, its version without the transient phase (RWP PS), described in [11],
and a Markovian mobility model that is able to drive a mobile node with some
sense of direction, the GIMM.

4.1 Mobility Evaluation

We define four metrics for comparing and evaluating the mobility traces gener-
ated by the three studied models. Total number of sharp turns - a change
in direction is considered a sharp turn, when the module of the difference in
the movement direction angle in a given instant t and the direction angle in
the instant t + dt is between the interval [900, 180o]. Normalized number of
sharp turns - is the total number of sharp turns divided by the total number
of changes in direction occurred. Total number of sudden accelerations -
a change in speed is considered high, if the module of the difference in nodes
speed in a given instant t and the speed in the instant t+dt is superior to 50% of
Vmax. This difference can be positive or negative, and if it falls into this restric-
tion, it is considered a sudden acceleration. Normalized number of sudden
accelerations - is the total number of sudden accelerations divided by the total
number of sudden accelerations occurred.
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The metrics concerning changes in movement direction are considered assum-
ing that a user in the real world, rarely changes its direction, at once, with an
angle superior to 90o. This is because we assume that, if the user is moving with
a sense of direction, it will not change dramatically its current direction in the
near future. In the same way, when a variation in speed occurs, it does not oc-
cur at once. Velocity varies gradually in the real world, and a realistic mobility
model should avoid sudden accelerations.

The proposed model was implemented in C language. The simulation scenario
implemented to perform this evaluation is composed by a 700 meters X 500
meters area where 50 nodes were initially uniformly distributed. There were
50 simulation runs at a confidence level of 95%. The comparisons were made
between the RWP model, the RWP without the transient phase (RWP PS),
described in [11], the GIMM model and the proposed model. The RWP model
was configured with an uniformly distributed speed between [0.1m/s, 12.1m/s]
and pause time equal to zero. The same parameters were used with the RWP
without transient. In the GIMM model, the parameters were adjusted so that the
maximum speed could be 12.1m/s. In the proposed model, in order to achieve
the same 12.1m/s maximum speed, we used the base b equal to 1.43, with 6
states, λ = 1 and μ = 1.

Figure 4 illustrates the results of the metric total number of sharp turns.
According to the assumptions made in Section 3, in order to represent a more
realistic behavior, nodes should move with a sense of direction, which means
avoiding sharp turns. As we can notice in this figure, GIMM is the mobility
model with more sharp turns. RWP is the model that presented the least number
of sharp turns, while the proposed model presented an intermediary result. This
is explained by the fact that, in the same period of time, the GIMM model
performs much more changes in direction than the RWP. A node in a RWP
simulation can choose a far way waypoint and a small speed value, and stay
stuck in the same trajectory the whole simulation, never changing its direction.
Thus, in absolute values, the RWP presents a smaller number of sharp turns,
but when we consider the normalized number of sharp turns in Figure 5, we can

Fig. 4. Total number of sharp turns as a function of the mobility model
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Fig. 5. Normalized number of sharp turns as a function of the mobility model

see that 56% of all the changes in direction when using RWP are sharp, a much
larger value than the ones presented by the Markovian models.

The difference between the proposed model and the GIMM model is also big.
This is due to the fact that the Markov chain that rules the motion behavior
in the GIMM is in discrete time, while the chain in the proposed model is in
continuous time. In a discrete time chain it is possible for two events to occur at
the same instant of time, which cannot happen while using a continuous chain.
Once more than one simultaneous transition is possible, it is more probable that
much more changes are going to occur when using the GIMM model.

Figure 6 presents the results of the total number of sudden accelerations metric
for the evaluated models. As discussed previously in Section 3, realistic mobility
models should avoid sudden changes in speed. By analyzing this figure, we can
see that GIMM is once again the mobility model presenting the highest number
of sudden accelerations. RWP and the proposed model presents almost the same
results. As done with the previous metric, it is necessary to look at the normal-
ized quantity of sudden accelerations. Observing Figure 7 we can notice that

Fig. 6. Total number of sudden accelerations as a function of the mobility model
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the RWP, once again, presented the higher value of sudden accelerations. The
proposed model presents less sudden accelerations than GIMM and a similar
value of this metric when comparing to the RWP in absolute values.

4.2 Application Evaluation

In order to evaluate the performance of an application running over an ad hoc
network moving according our model, we considered another simulation scenario
and two more metrics: packet delivery rate and routing overhead. Packet deliv-
ery rate is the ratio between the number of packets received by the destination
and the total number of packets sent. Routing overhead is the ratio between
the number of routing packets transmitted through the network and the total
number of data packets sent by the source.

Fig. 7. Normalized number of sudden accelerations as a function of the mobility model

The simulation was performed using an area of 1500m×1000m with 50 nodes
moving around according to a specific mobility model. The mobility models used
were the RWP, GIMM and the proposed model. Simulations took 500seconds
and the NS-2 simulator [6] was used. Nodes maximum velocities were fixed in
2m/s. Parameters of the proposed model were [λ, μ, b, n, m] = [0.01, 0.01,
1.1, 4, 4] and for GIMM we used [m, b, n] = [0.4, 1.1, 4]. For the RWP model
the parameters were [Meanspeed, Minspeed, pausetime] = [1.5, 0.5, 0]. For
traffic variations, we used 10, 20 and 40 simultaneous CBR connections, where
4 packets with 512 bytes were generated each second. The transport protocol
used was the UDP, to avoid the influence of TCP the congestion control, which
could affect the generated traffic.

The routing protocol used in this evaluation was the AODV [3], because it is
a well known and widely used routing protocol. Instead of using various routing
protocols, we decided to use just the AODV and vary the traffic so that we could
have a better comprehension of the influence of the proposed model in routing for
the specific case of the AODV. The medium access control protocol used was the
standard IEEE 802.11 in DCF mode with RTS/CTS. Transmission range was
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adjusted for 250 meters. To model the physical layer, the propagation model
used in the simulation was the Two-Ray-Ground. A total of 30 simulations were
performed for each number of active connections, using each mobility model.
The obtained results have a confidence level of 95%.

Figure 8 shows a big variation when changing the used mobility model. With
10 active connections, the proposed model presented a routing overhead 5 times
higher than the RWP and 3 times higher than GIMM. This big difference is due
to the mobility profile configured that made the nodes using the proposed model
roam around the simulation area more than the nodes moving according to RWP
and GIMM. This behavior influences the spatial density. More roaming, means a
less dense network, which allows more route disruption, and consequently, large
routing overhead.

It is also interesting to observe how the routing overhead metric varies as the
number of active connections grow, when the used mobility model is the one
proposed in this work. For GIMM and RWP models this overhead is almost
constant, no matter how many active connections.

Fig. 8. Impact of mobility model over the routing overhead when the maximum speed
is limited to 2m/s

In Figure 9 it is possible to observe that the packet delivery rate metric
remains constant for the GIMM and RWP models, no matter what number
of active connections. When the proposed model is used, a little drop in the
delivery rate is computed, as the number of active connections increase. However,
this variation is negligible when compared to the variation presented by the
routing overhead. As the AODV routing protocol is a reactive one, there are
only routing messages exchanged when there is the necessity of discovering new
routes. This means that the AODV adjusts to the great number of routes loss
that occurs when using the proposed model, without losing to much packets.
The high routing overhead is justified by the delivery rate maintenance.



Node Mobility Modeling in Ad Hoc Networks 249

Fig. 9. Impact of mobility model over the packets delivery ratio when the maximum
speed is limited to 2m/s

5 Conclusions and Future Work

In this work a new Markovian mobility model based on a Birth-Death process
was proposed. This model assumes that the nodes move with a direction sense
and not randomly. Thus, the model allows smoother movements in the same and
adjacent directions, speed changes and pauses.

In order to evaluate the proposed mobility model, we presented a comparison
among mobility models through some performance metrics related to sharp turn
in the movement. This evaluation showed that our model achieved better results,
when compared to RWP and GIMM models, considering the metrics: normalized
number of sharp turns and normalized number of sudden accelerations. We also
present a performance evaluation of AODV routing protocol when applying some
mobility models: the proposed model, the GIMM model and the RWP model,
in which the packet delivery rate and the routing overhead were computed.

As future work, we intend to perform the following: (i) to derivate closed
formulas for the steady-state distributions of movement speed and direction; (ii)
to derivate the steady-state distribution of nodes density for the proposed model,
and, (iii) to capture real traces of pedestrian movement through GPS devices
and to compare this real mobility profile with the proposed model.
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Abstract. This work focuses on a special type of wireless sensor net-
works (WSNs) that we refer to as a stand alone network. These networks
operate in harsh and extreme environments where data collection is done
only occassionally. Typical examples include habitat monitoring systems,
monitoring systems in chemical plans, etc. Given resource constrained
operation of a sensor network where the nodes are battery powered and
buffer sizes are limited, efficient methods for in-network data storage and
its subsequent fast and reliable transmission to a gateway are desirable.
To save scarse resources and to prolong the life time of the whole net-
work, the lossy data aggregation method can be applied. It is especially
viable in the networks where several sensors are measuring the same
physical phenomenum and only average values of sensor readings are of
interest. In this paper, we present a method for effiecient lossy data ag-
gregation using a network coding technique. We demonstrate that with
low communication and processing overhead, a gateway can retrieve data
fast from the network and the retrieved values are close to the sample
means of the collected measurements. This method requires a special
choice of coefficients for linear data encoding: the condition number of
the coefficient matrix should be small and close to one.

Keywords: wireless sensor network, lossy data aggregation, network
coding.

1 Introduction

Wireless sensor networks (WSNs) consist of nodes that have both sensing and
communication capabilities [1]. Nodes are deployed over an area monitoring cer-
tain events or physical phenomena. The measured data collected by individual
nodes should be transmitted to some central entity for further processing and
analysis. Therefore, nodes send their data to common sinks that act as gate-
ways to other networks. These many-to-one communication flows are typical for
WSNs.

Some WSNs operate in a stand-alone fashion. This is typically the case for net-
works deployed in harsh environments or in remote regions where constant data
retrieval is not possible or is costly. In such situations a gateway (or a sink) is not
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always present in a network but is available for communication only occasionally,
be it with some regular time interval or at times not specified beforehand. Fig. 1
illustrates the network topology. Examples of such system can be a sensor field
located in a desert or on an ocean surface where data readings are done from a
helicopter or from a boat. The absence of a sink in a network leads to a need for
temporal data storage until the measurements can be transmitted to a gateway.
In such WSNs nodes are saving measurement data in their buffers. These settings
also lead to the problem with reliability of data storage due to both limited buffer
size and potential failure of individual nodes. To overcome these problems coop-
erative behavior of the nodes can be employed where we allow for inter-node com-
munication and pre-processing of information received from neighboring nodes
before storing it.

Approaches for in-network data aggregation are also proposed for WSNs for
the purpose of energy efficiency. Instead of transmitting raw data to sink, en-
ergy can be saved and communication overhead and network interference can
be reduced if partially aggregated data is transmitted [2]. Two different types of
aggregation are possible: lossless aggregation and lossy aggregation [3]. Lossless
aggregation refers to the situation when no data is lost and aggregation means
concatenating individual readings into larger packets. In case of a stand-alone
WSN it means that data packets from neighboring nodes are exchanged and
stored without any modifications. Lossless aggregation is effective only if the
load on the system is small.

Lossy aggregation, as the name indicates, is done with some loss of infor-
mation. This is unavoidable in cases when the total communication load to a
gateway exceeds system capacity or in cases when the amount of information to
be stored exceeds available buffer sizes. In both cases the amount of communi-
cated / stored data must be forcibly reduced. An example of lossy aggregation
is averaging of sensor values that is a natural choice in many applications where
only an average value is of interest. Only the averaged value is communicated
to the gateway, thus reducing the time and energy needed for sensor nodes-to-
gateway communication.

Fig. 1. Gateway receives data transmissions from sensors in a WSN
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Averaging can be done either temporally or spatially. For temporal averaging,
data from the same sensor is averaged over time. This does not require inter-
node communication and thus, does not introduce an additional communication
burden on the system. However, this type of averaging might not be suitable for
many applications where a value change in time is of key interest. In many cases
a number of identical nodes will be distributed over an area all measuring the
same value. As each node’s measurements will have some error due to equipment
imprecision, and supposing that the measurements are independent, identically
distributed normal random variables, the maximum likelihood estimator for the
mean will be the sample mean. Averaging data over measurements from multi-
ple sensors will give us a sample mean, however the clear disadvantage of this
approach is the fact that it requires a large amount of inter-network commu-
nication as measurement data should be exchanged between the nodes before
averaging can be made.

The problem becomes worse as the number of nodes in a network grows. If
something is known about the spatial correlation of data, extensive inter-network
communication can be avoided. This can be done by applying Distributed Source
Coding (DSC), a compression technique that removes data redundancy when
each sensor has a priori knowledge of the correlation structure that depends on
the distances between the sensors. Different methods for application of DSC for
data aggregation in WSNs have been developed in [4], [5]. It has been demon-
strated that this technique can be successfully applied in cluster-based WSNs.
However, it requires that the spatial correlation structure of the network is given
in advance that is not always a viable assumption.

In this paper we propose a method for spatial averaging that does not re-
quire any pre-knowledge about network structure and uses a very limited data
exchange between sensor nodes. It is based on the network coding technique [6]
that has already shown its benefits in different areas of communication. Here we
will use it in a completely new way that to the best of our knowledge has not
been yet considered.

Network coding can be viewed as a generalization of the conventional routing
method based on the store-and-forward principle. Network coding allows for
individual packets to be combined and re-combined at any point in the network,
thus encoding previously received input data. At a point of data reception (it can
be both at an end point and at an intermediate node in a network) the decoding
procedure is performed to reconstruct the original data. For WSNs, network
coding has been introduced in [7] for distributed storage. We will furthermore
extend the usage of network coding in WSNs and show that it can be successfully
applied for lossy data aggregation.

The rest of the paper is organized as follows. Section 2 introduces the de-
tails of the considered scenario. Section 3 provides the neccessary information
about network coding to allow the reader to understand how using linear data
combinations can improve the performance of a WSN. A novel approach for
lossy data aggregation is presented in Section 4. This section also shows how
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the coefficients for encoding matrix should be chosen and illustrates this with
an example. Section 5 gives concluding remarks and gives an outlook for further
work.

2 Scenario

We consider a sensor network deployed in a remote and inaccessible environment
where sensors are measuring and storing data in the network over long time
intervals. A gateway that have a function of a data collector, may appear at
any location and time in the network and will try to retrieve as much data as
possible. In the following, we refer to this settings as a stand-alone WSN. We
assume that several different phenomena should be observed, e.g. temperature,
pressure and humidity. Thus, the sensors are divided into groups, all sensors in
a specific group perform the same kind of operation. For simplicity, we assume
that each group contains the same number of nodes, that is we have n groups
with m nodes in each group. This assumption can easily be relaxed, however we
will use it throughout the paper in order to keep the presentation simple.

Furthermore, let us assume that all nodes are within communication range of
each other. This assumption allows us to abstract from the problem of routing
information between the nodes and the gateway. The measurements are done by
each node periodically and the recorded data is saved in memory until a gate-
way arrives and there is a possibility to transmit the collected data and empty
the buffer. We are interested in temporal behavior of the observed phenomena.
As readings of different sensors measuring the same value might be imprecise,
we are interested in knowing an average value at each time instant when the
measurements were done.

After saying all this, the thing that is left to be defined is an algorithm spec-
ifying how the collected data is stored and how it is transmitted to a gateway.
Designing such an algorithm, which is a goal of our work, one should keep in
mind the following criteria:

– Reliability: if some sensors in the network have stopped functioning before
the gateway arrives, their measurement data will be lost, unless it is dis-
tributed to other nodes in the network. Thus, inter-network communication
for reliability purposes is desirable.

– Energy efficiency: this is a key parameter for any WSN as nodes are battery
powered and the life time of the network should be as long as possible.

– Fast transmission of data to gateway: a gateway might be not available in
the network for a long period, therefore data aggregation before a gateway
appears in the network is desirable. Additionally, encoding of information to
be transmitted to a gateway might reduce the time needed to transmit all
available data. Additionally, the energy cost of transmission from a sensor
node to a gateway is typically larger compared to in-network communication
due to a large distance to the gateway.

– Limited buffer size: buffer utilization should be optimized. Additionally, a
method to remove obsolete data should be applied.
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The straightforward approach for lossy aggregation is when a node receives
all measurements from its group via sensor-to-sensor communication, computes
and stores only an average value. By the request from a gateway, this value
is transmitted to it. The disadvantage of this approach is a large in-network
communication overhead where a node has to receive m − 1 messages before it
can make the calculations. In our approach presented in Section 4 the amount of
in-network overhead is significantly reduced. The nodes across different groups
will cooperate to store the collected information. A node should receive just one
measurement from any other group. The received data is encoded using network
coding principles and stored. Before we proceed with the detailed description of
our approach, we introduce the basics of network coding theory.

3 Network Coding Basics

In this section we provide the reader with some basic information to understand
network coding. We give the necessary details about linear network coding and
show its application in WSNs.

Network coding was first introduced in [6] to improve the performance of
multicast routing. Since then, many analytical studies and simulation evaluations
advocate the usefulness of the network coding approach in terms of network
throughput improvement. An example that has already become classical is shown
in Fig. 2. It demonstrates that the load on a shared node can be reduced when
coding of information is applied. Nodes s1 amd s2 want to exchange data using
node s3 as relay. In the traditional way of implementing a relaying procedure,
shown on the left side of Fig. 2, 4 transmissions are needed. However, if packets
from s1 and s2 are combined at s3 using a simple XOR operation, both end
nodes will be able to recover the data and only 3 transmissions are needed.

Generally, let us denote as xi the packet generated by a node i. The informa-
tion can be ”mixed”, thus giving us a new coded packet b = f(x1, . . . , xk) where
k is the number of ”old” packets. It has been shown [8] that linear functions
suffice in many cases.

In linear network coding function f is linear and one works with coding (or
coefficient) vectors cj that presents coefficients used for linear combinations of
packets:

c1,jx1 + . . . + ck,jxk = bj (1)

Notice that the size of bj remains equal to xi when the operations reside in a
Galois field.

At least k encoded packets b are required to invert the matrix and solve
equations (1) for xi. Thus, the coefficients should be pre-defined in advance in
a way such that the coefficient matrix is invertible and the vectors cj should
be distributed in the network. Often centralized management of the coefficient
matrix is difficult to implement or it requires a lot of communication overhead.
The way to overcome the central control is to allow each node to select by itself
randomly coefficients from a finite field. This way of encoding is called random
linear network coding. It is shown [9] that if the finite field is chosen to be large
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Fig. 2. On the left, an intermideate node works as a relay and emplys a simple store-
and-forward mechanism for data transmission. On the right, it combines 2 data packets
by using XOR operation and then broadcasts it. Both end nodes are able to recover
the data from the combined packet.

enough, then the linear dependency of the coefficients is negligible. In this case,
the coefficent vector should be transmitted together with the encoded packet,
since the coefficiemts are not known at the destination side. This increases the
size of the packet, but does not require communication for a central set up of
the coefficient matrix.

One of the problems of applying network coding in WSNs is the lack of sup-
port for removing obsolate data. In many practical applications, the new data
has higher value than the old ones. If a gateway does not arrive, the sensor
network needs to remove old data in order to accomodate for the new data. In
case of no coding this problem is non-existing as the oldest packet can just be
overwritten with the new one. However, when network coding is applied, the
coded packets have to be decoded first; the oldest packets removed and then the
remaining packets re-encoded into new packets. This procedure is computation-
ally expensive. To overcome this problem, partial network coding is presented
in [10] that generalizes the network coding paradigm and allows efficient storage
replacement of old data with new data without the need for re-encoding. This
requires a slight increase in the number of coded packets needed to extract the
original data. The details of this approach and its implementatin on a wireless
sensor board can be found in [10], [11].

Applying linear network coding in WSNs can basically bring the following 2
benefits:

– Efficient distributed data storage: a single sensor node is not capable of
storing all data generated in the network. It can neither perform compli-
cated computational operations. Computing linear combinations is visible
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on ordinary, commercially available, sensor boards (see, e.g., [11]). Such an
operation combines all data segments from other nodes in a network. One
should note that the coded packets are equivalent to each other in decode-
ability, i.e. in order to decode the original data, consisting of k packets, any
k linear combinations of these packets can be used.

– Fast and load balanced data collection: As long as we are interested in re-
ceiving any k coded packets at a gateway, we do not have to keep track of
what packets are stored at which node, but the gateway will contact any
sensors until it will receive the sufficient number of coded packets.

At the end of this section, we would like to illustrate how network coding can
be applied to our scenario. Let us assume that each node makes a measurement
once per day and these measurements are exchanged among the nodes. Let
xij denote a value measured by a node belonging to the group number i and
the node number in the group is j. Each node computes a linear combination
of all xij using either in advance pre-defined coefficients or selecting random
coefficients. The gateway has to collect n × m coded packets and the system of
linear equations that should be solved looks like:⎧⎪⎨⎪⎩

α11x11 + . . . + α1 n×mxmn = b1

...
αn×m 1x11 + . . . + αn×m n×mxmn = bn×m

(2)

This way of encoding information will correspond to implementation of lossless
data aggregation. When the number of groups n and the number of nodes per
group m are small, this is a viable approach that allows extraction of complete
information from the network. However, when n and/or m grows, communication
overhead for in-network information exchange and processing time grow as well,
making this approach less and less attractive. Given constrains on resources in
a WSN, for large n × m an efficient way for lossy data aggregation should be
found.

4 Lossy Data Aggregation with Network Coding

In this paper we suggest the following approach for lossy data aggregation: each
node keeps its own measurement and receives one measurement from other
groups. Thus, in total each nodes have n data segments for coding. This is
illustrated in Fig. 3. For simplicity of notations we assume that a node sij re-
ceives data from nodes with number j. We obtain the following system of linear
equations: ⎧⎪⎨⎪⎩

a11x11 + . . . + an1xn1 = b1

...
a1mx1m + . . . + anmxnm = bn

(3)

This approach reduces the amount of communication overhead. Additionally, it
allows for implementation of fast transmission to a gateway as only n packet
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Fig. 3. The system shown in the figure consists of 10 sensors, 5 groups with 2 sensors in
each. The arrows indicate which sensors exchange data with each other. Every sensor
saves a single measurement from every other group.

tramnsmissions are needed. The system (3) as it is written is underdefined and
the unique solution can not be found. However, assuming that all unknown x
with the same first index are equal, we have n linear equations with n unknowns
that can be solved if the coefficient matrix A is invertible. Now, the question is,
if the solution vector x is found as described above, how close it will be to the
average value of xij . We will prove that if the condition number of matrix A 1

is small, then the solution is close to the average value.
Let x̄ be the vector of average values, and the right-hand side vector b̄ is

calculated as b̄ = Ax̄. If det(A) �= 0, then x̄ = A−1b̄. We can also write it in the
matrix form: ⎡⎢⎣ a11 . . . an1

. . .
am1 . . . am1

⎤⎥⎦
⎡⎢⎣ x̄1 . . . x̄1

. . .
x̄n . . . x̄n

⎤⎥⎦ =

⎡⎢⎣ b1 . . . b1

. . .
bn . . . bn

⎤⎥⎦ , (4)

or in a short form AX̄ = B̄.
Let us introduce a matrix B with elements bij where bij = a1ix1j+· · ·+anixnj .

Matrix X = [xij ] composed from measured values can be represented as X =
X̄ + ΔX . In a similar way we can write B = B̄ + ΔB. By definition, AX = B.
Thus,

A(X̄ + ΔX) = B̄ + ΔB ⇔ AΔX = ΔB ⇔ ΔX = A−1ΔB (5)

1 The condition number for a matrix A is defined as ‖A‖ ∥∥A−1
∥∥ where ‖·‖ is the matrix

norm. It is denoted κ(A). Note that κ(A) ≥ 1 for all A.
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Statement. If we choose matrix A in such a way that its condition number is
small (i.e. close to one), then the relative error in X is not much larger than
the relative error in B and the solution of (3) is close to the measured average
values.

Proof. Using equation (5) we can write that

‖ΔX‖ =
∥∥A−1ΔB

∥∥ ≤ ∥∥A−1
∥∥ ‖ΔB‖ (6)

From B̄ = AX̄ we have

‖A‖ ∥∥X̄
∥∥ ≥ ∥∥B̄

∥∥ ⇔ ∥∥X̄
∥∥ ≥ ∥∥B̄

∥∥ ‖A‖−1 (7)

Thus,

‖ΔX‖∥∥X̄
∥∥ ≤

∥∥A−1
∥∥ ‖ΔB‖

‖A‖∥∥B̄
∥∥ ≤ ‖A‖∥∥A−1

∥∥ ‖ΔB‖∥∥B̄
∥∥ = κ(A)

‖ΔB‖∥∥B̄
∥∥ (8)

This completes the proof.
Note that the presented proof is somewhat similar to the one in [12], e.g.,

however instead of working with vectors, we deal with matrixes.
Describing the proposed method, we have made the assumption that a node

receives a packet from a node with the same number from another group. In
practice it might be easier to allow a node to save the first measurement it re-
ceived from another group. This will simplify the in-network distribution process
and if the packet broadcasting is done at sufficiently random time of day, then
every measurement will be stored by some other node with high probability. As
one can see the proof stays the same, as well as the main conclusion that the
proposed method will work if encoding coefficients are choosen in a certain way.
The easiest way to ensure that the condition number of matrix A is small, is to
assign encoding coefficients in advance to different sensor nodes.

Finally, we would like to present an example that illustrates how important
it is to choose a small correlation coefficient for matrix A. Let us assume that
n = 3 and 3 sensors have received the following measurements of phenomena
Ph1, Ph2 and Ph3:

sensor1 : Ph1 = 2.32, Ph2 = 35.83, Ph3 = 79.21

sensor2 : Ph1 = 2.61, Ph2 = 34.98, Ph3 = 80.61

sensor3 : Ph1 = 3.57, Ph2 = 33.53, Ph3 = 78.48

This gives the following sample mean: ¯Ph1 = 2.83, ¯Ph2 = 34.78 and ¯Ph3 =
79.43. Let us consider two coefficient matrixes:

A1 =

⎡⎣1 2 3
2 5 8
9 3 98

⎤⎦ A2 =

⎡⎣2.5 7 2
2 2.5 7

4.5 2 2.5

⎤⎦
With the matrix A1 the solution is (−12.29, 42.45, 79.66); the solution corre-
sponding to A2 is (1.35, 35.75, 80.69). The reason for the first solution to deviate
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a lot from the average and the second solution being resonable close lies in the
condition numbers of matrices A1 and A2: it is 512.28 for A1 and 3.7 for A2.
Thus, the matrix A1 is ill-conditioned and can not be used in our algorithm,
while matrix A2 is well-conditioned and is suitable as a matrix for encoding
coefficients.

5 Conclusions

This paper focuses on lossy data aggregation and we have presented a method
for lossy aggregation that requires little computational and communication ef-
forts to collect data from the network that is close to the average values of the
monitoring events. To achieve this we employ the network coding technique that
has already demonstrated its benefits in many application areas of communica-
tions. Generally, the usage of network coding is not limited to a specific layer,
but could be used at the application, network or physical layer. Here, we use
this method at the application layer. The usage of network coding for WSNs
already has been considered for distributed storage. Partial network coding has
been specifically developed for use in WSNs to solve the problem of removal of
obsolete data. We furthermore extend the application area of network coding in
WSNs and show that it can be used for lossy data aggregation.

The main contribution of the paper is the identification of in which cases
decoding of linear combinations of data segments gives us values close to the
sample mean of the original data. We have proven that the condition number of
the coefficient matrix should be chosen to be small. It can be easily done when
the encoding vectors for all nodes are defined in advance and distributed before
the network is put into operation. It still remains an interesting and challenging
question if these coefficients can be chosen in a distributed way without any
need for central coordination, but still guarantiing that the condition number is
small. This is a topic of future work.
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Abstract. Next-generation networks are witnessing a convergence of wired and 
wireless technologies towards a ubiquitous computing paradigm. Wireless 
Sensor Networks are leading this revolution, but their deployment is delayed 
mainly because of energy constraints. Sensor nodes are typically equipped with 
non-rechargeable batteries, thus energy consumption must be minimized. In this 
paper, an energy-efficient communication protocol, compliant with the ZigBee 
standard, is proposed and validated. In particular, a new algorithm is discussed 
that efficiently tunes the duty cycle of a node, i.e., the cycling between an 
awake and a sleep state of the radio transceiver. After a preliminary 
communication, each node knows the transmission times of its neighbors and 
thus when it can switch its radio off since it is not going to receive any message. 
The solution is robust and has low processing and storage capacity 
requirements. Simulation results have demonstrated substantial improvements 
in power consumption compared to the ZigBee standard.  

Keywords: Wireless Sensor Network, Energy saving, MAC scheduler, Duty 
cycle, Performance evaluation. 

1   Introduction 

The next-generation Internet aims to integrate heterogeneous communication 
technologies, both wired and wireless, in order to contribute substantially to assert the 
concept of Internet of Things. Wireless Sensor Networks (WSNs) represent a 
fundamental alternative able to effectively support many applicative scenarios such as 
environment monitoring, agriculture, healthcare, and smart buildings.  

A WSN is made of many sensor nodes distributed in a zone of interest and equipped 
with some sensors (e.g., for temperature, pressure, humidity) and with a radio 
transceiver to communicate with other nodes. In most of the cases, sensed data are 
gathered by a special entity called sink, typically a node with higher capabilities. A 
very important feature of WSNs is the use of multi-hop communications to allow even  
nodes very far from the sink to reach it. The only requirement to guarantee network 
scalability is that the WSN must not be partitioned, i.e., there always exists a path to 
the sink. 
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Commonly, sensor nodes are battery powered and the battery has a limited capacity. 
In many cases, due to environmental or cost reasons, batteries can be neither replaced 
nor recharged and their exhaustion results in the permanent unavailability of the node 
itself. This event has a twofold impact. On one hand, data collected by that node from 
the environment are lost. On the other hand, the node is no longer able to forward 
messages of others and this could imply some route changes in the network. If the 
number of failures is high, the network might become partitioned. Therefore, energy 
consumption is a primary issue and effective solutions to increase the battery duration 
are fundamental to make the lifetime of a WSN high enough to allow its use in real 
applications. Indeed, in most of the scenarios, network requirements are mainly 
focused on reliability and lifetime instead of, for example, on delay. 

The main activities of a WSN node are sensing, data processing and communication 
(transmission and reception). The last one is the most remarkable in terms of energy 
consumption and includes the following phenomena: message collision, overhearing 
(i.e., reception of messages addressed to another node), control packet overhead, idle 
listening (i.e., listening of the channel when there is no activity on it), and over-
emitting (i.e., transmission of data towards a node that cannot receive them). For these 
reasons, most of the works about energy minimization have investigated possible 
improvements in communication protocols at every layer [1, 2]. A very interesting 
strategy based on a well-performing mechanism of duty cycling is reported in [3, 4], 
where nodes periodically switch between awake (transceiver turned on) and sleep 
(transceiver turned off) states according to a predefined duty cycle, thus saving energy 
during the sleep times. However, most of these solutions still suffer from problems 
related to node synchronization, high overhead, high energy consumption at non-
intended receivers. Therefore, there is still room for improvements. 

In this paper, a novel asynchronous scheduler is defined that exploits the duty cycle 
approach. A local scheduler, managed by each node, determines node's wake up times 
by using information about other nodes. Each node communicates to its neighbors the 
time when it will start transmitting its data, so that they can set their wake up time 
accordingly. In this way, every node has the list of the transmission times for all of its 
neighbors and knows in advance when it is supposed to be awake to receive data or can 
switch to the sleep mode to save energy. Unnecessary awakenings are prevented yet 
guaranteeing the reception of messages. The solution is able to face topology changes 
since the information stored by each node is updated as soon as it is not able to listen a 
neighbor’s transmission or is aware of the presence of a new one. Possible 
desynchronizations due to clock drift are addressed as well. The effectiveness of the 
proposed scheme has been validated by means of simulations. A performance 
comparison between the defined Medium Access Control (MAC) protocol and the 
current ZigBee [5] standard solution has been carried out. The simulation results show 
a substantial reduction in power consumption, at the cost of a slight increment in delay. 
But, since many application scenarios are not delay constrained (delay tolerant 
networks - DTN), this is not a significant problem. 

The paper is organized as follows. Section 2 summarizes the state of the art for 
energy consumption minimization in a WSN. The defined scheduler is described in 
Section 3. The simulation model is given in Section 4, while in Section 5 numerical 
results are discussed. Conclusions are drawn in Section 6. 
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2   Related Works 

In the literature, several MAC protocols that exploit the duty cycle mechanism have 
been proposed. These works fit into three main categories: preamble-sampling, 
scheduling and hybrid approaches.  

Preamble-sampling MAC protocols [6, 7, 8] exploit the technique of Low Power 
Listening (LPL) [9]  for sampling the preamble of the packets. LPL minimizes the duty 
cycle when there are no packet exchanges, but requires a preamble longer than the 
wake up interval to guarantee that the receiver can detect the channel activity. BMAC 
[6] uses unsynchronized duty cycling and uses a preamble longer than a sleep period to 
wake up receivers This approach introduces latency at each hop and suffers from 
excessive energy consumption at non-intended receivers. WiseMAC [7] uses non-
persistent CSMA and preamble sampling to reduce the idle listening. Nodes have 
independent schedulers and put the information about their next awake time in the data 
acknowledgement frame. This value is used to dynamically determine the length of the 
preamble. C-MAC [8] avoids synchronization overhead while allowing operations at 
very low duty cycles. Three  mechanisms are used to improve latency and energy 
efficiency: aggressive RTS (for channel assessment), anycast (to wake up forwarding 
nodes) and convergent packet forwarding (to reduce the anycast overhead). 

Scheduling MAC protocols [10, 11, 12, 13] use periodic synchronization messages 
to schedule duty cycling and packet transmissions. Such message exchanges can cause 
high overhead and consume significant energy even when no traffic is present. S-MAC 
[10] was the first duty cycle MAC protocol for WSNs. It requires that all nodes in a 
neighborhood simultaneously wake up and listen to the channel. Nodes remain awake 
during the entire awake period even if they are neither sending nor receiving data. The 
static sleep-listen periods lead to high latency and low throughput. T-MAC [11] tries to 
reduce the long wake up time of S-MAC by shortening the awake period if the channel 
is idle. Anyway, the wake up time is much longer than the LPL.  DMAC [12] uses a 
data gathering tree structure to achieve both energy efficiency and low packet delivery 
latency. It assumes that nodes adjust the duty cycles adaptively according to the traffic 
load in the network. RMAC [13] exploits cross-layer routing information in order to 
avoid latency. A setup control frame is used to schedule the upcoming data packet 
delivery along that route so that an upstream node can send the data packet to 
intermediate relay nodes and these can immediately forward it to the downstream node. 

Hybrid approaches [14, 15] combine some features of preamble sampling with 
scheduling techniques. SCP-MAC [14] exploits the synchronization of the wake up 
time of neighboring nodes to reduce the length of the preamble and to minimize the 
cyclic wake up time of an LPL system. It is effective in energy consumption reduction, 
especially at very low duty cycles, but it does not avoid the overhearing problem. AS-
MAC [15] asynchronously coordinates the wake up times of neighboring nodes to 
reduce overhearing, contention and delay. It employs a duty cycling that periodically 
puts the radio in a sleep state to avoid idle listening. Furthermore, it exploits LPL to 
minimize the periodic wake up time. Since nodes store the wake up schedules of their 
neighbors, they know when these become active. One of the main disadvantages of the 
asynchronous wake up interval is the inefficiency in broadcasting since AS-MAC has 
to transmit every packet once per each neighbor.  
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The current MAC for WSNs is standardized in IEEE 802.15.4 [16], which refers to 
both MAC and PHY layers. On top of such standard, the most widely used technology 
for WSNs is Zigbee, which is able to meet the needs of low power, low cost and low 
maintenance of this kind of networks. As stated in [17], node’s energy consumption is 
mainly due to the high number of retransmissions caused by the CSMA/CA schema of 
802.15.4 and a reduction is possible by using innovative schedulers for a better 
management of the sleep periods. The ZigBee specification permits the introduction in 
the ZigBee protocol stack of the Low Power Routing feature, which allows a multi-hop 
mesh networking without requiring router nodes free from energy constraints.  

The previous description highlights that synchronization in large multihop 
networks can be complex because of clock drifts and low duty cycles. Moreover, even 
though preamble sampling approaches give the sender guarantee that the receiver 
stays in the awake state for the reception, they suffer from excessive energy 
consumption at non-intended receivers. The coordination of the wake up times of 
neighboring nodes and the opportunity to enable networks to self-configure are 
relevant topics to be addressed, as is done by the solution hereafter introduced. 

3   The Proposed MAC Scheduler 

The main idea of the defined scheduler is that nodes wake up at scheduled times either 
to transmit packets or to receive messages from their neighbors. According to this 
model, when the radio is on a node either transmits data and receives acknowledgment 
messages (ACKs) or receives data from other nodes and sends ACKs. 

For the sake of clearness, before describing the new scheduler, the main parameters 
and concepts used in the discussion are described below: 

• T0 is the time interval (in seconds) between two subsequent transmissions. 
Its value is the same for every node of the WSN and is preconfigured. 

• WakeTime is the time interval (in seconds) in which a node can transmit 
the local buffered data or receive data from its neighbors. 

• SleepTime is the time interval (in seconds) inside which a node can turn 
off the radio. 

• Announce Packet (PktANN) is a signaling packet used by each node to 
advertise its presence and its next transmission time.  

• Wake up Table (WTBL) is managed by each node and contains the 
awakening times for transmission of all the neighbors. Each table entry 
stores the following information: (a) the ID of the neighbor, (b) the 
awakening time offset, OS, computed with respect to the first event in the 
table, and (c) the number of cycles of length T0 during which no data has 
been received from that node. 

 

In the following more details about the proposed solution are reported. 

3.1   Start Up of the Network  

In the network initialization phase, nodes exchange information about their 
transmission time by sending a PktANN. On the reception of such a message from a new 
node, everyone updates its WTBL by inserting a new entry. The reception time is added 
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to the value specified in the packet in order to estimate the next transmission time of 
the sender. The offset stored in the entry of the table is obtained as difference between 
the estimated transmission time and the receive time of the first packet received by the 
node. The entries in the table are in increasing order of offset. 

In order to reduce the channel access contention, every node chooses its own 
transmission time as a random value in a proper range also taking into account the 
choice done by its neighbors. If the WTBL is empty, then this value is randomly selected 
in the range 

 

[ TC, TC + T0 – (WakeTime + 2*TurnAroundTime) ]  ,    (1)

 
where TC is the current time, WakeTime is the transmission time and TurnAroundTime 
is the amount of time the radio needs to change its state. If the WTBL is not empty, then 
every node tries to set its transmission time to a different value with respect to those of 
its neighbors in order to avoid collisions due to simultaneous transmissions. The value 
is chosen so that the interval of time reserved for the transmission (WakeTime) does 
not overlap with the transmission time of any neighbor. The node checks if there are 
two consecutive entries in the table, i and i+1, whose offsets’ difference is greater than 
a threshold λ, where 
 

λ  = 2*WakeTime + 4*TurnAroundTime . (2)

 

If this is the case, then the transmission time is chosen within the range 
 

[ offset[i] + D, offset[i+1] – D ] , (3)

 

where D = WakeTime + 2*TurnAroundTime, while offset[i] and offset[i+1] are the 
offsets associated to entries i and i+1 respectively. If there is only one entry in the 
WTBL, the transmission time is chosen within the range 
 

[offset[0]+D, T0 – D] . (4)

If no entry exists, then the node selects a random value in the range specified in (1). 
The duration of the start up phase depends on the number of nodes that are switched on 
at the same time. However, if T0 is great enough to fit all the nodes, it will converge in 
a finite time. 

3.2   Steady State  

The most important events in this phase are: the periodic wake up for a transmission, 
the scheduled wake up for the reception of packets from a neighbor, and the arrival of a 
new node into the WSN. The proposed scheduler manages only the transceiver device, 
whose state can be either ON or OFF. These should not be confused with the possible 
states of the MAC layer, i.e., IDLE (inactive MAC), CCA (channel contention), TX 
(transmission) or RX (reception). Fig. 1 shows the state diagram of the proposed MAC 
protocol and highlights the main actions that trigger a state change.  
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Fig. 1. A state diagram of the proposed MAC protocol 

The activity of each node is ruled by its WTBL. For every scheduled event the node 
switches its radio on, handles the correspondent event and then switches the transceiver 
off. There are only two kinds of event to handle: (i) the transmission of a buffered 
packet (every T0 seconds) and (ii) the reception of packets from a neighbor that has a 
scheduled transmission. 

When the transmission timer of a node expires,  the node wakes up and checks the 
presence of packets to be transmitted in its queues. If there is any, the node starts the 
contention for the channel access (MAC in CCA state) and, if this is won, it begins to 
transmit (MAC in TX state). When the transmission ends, the node switches to the RX 
state and waits for an ACK. If this is not received, then the message must be sent 
again. On the reception of the ACK, the node goes back to the TX state and schedules 
the next transmission at T0 seconds after the current time. Then it moves from the TX 
to the IDLE state and, finally, switches the radio off. 

The reception times are determined by checking the WTBL: when a neighbor has a 
scheduled transmission, then the node switches its radio on and starts listening to the 
channel (MAC in RX state). When the reception is finished, it sends an ACK 
(switching to the MAC TX state), goes back to the IDLE state and switches the radio 
component off. If nothing is received, then the node updates the counter in the 
corresponding WTBL entry about the number of times that no packet has been received 
from that sender. After a fixed number m, m>0, of consecutive failed receptions, the 
entry is removed so as to avoid useless awakenings. In this way, if a node fails then all 
its neighbors will remove the corresponding entry from their table after a limited 
amount of time. Because of this mechanism, it may happen that a node deletes all the 
entries of its WTBL. This situation is the same as when the node has just joined the 
network, thus the neighbor discovery process must be started again to get an updated 
view of the neighborhood. 

When a new node joins the network, it first listens to the channel for a  time interval 
slightly larger than T0 with the aim of detecting the transmissions of its current 
neighbors (MAC in RX state). For each packet received from any unknown node, it 
adds an entry in its WTBL. Then, it announces its presence by sending a PktANN,, whose 
payload contains the transmission time selected according to the procedure explained 
in the start up phase. To transmit such a packet, it starts a contention (MAC in CCA 
state) with the other neighbors at the end of which the transmission is performed 
(MAC in TX state). 
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Since there might not be a perfect synchronization between the timers of the nodes, 
to compensate the clock drift a receiver brings its reception time forward by a quantity 
IG = 2*CDRIFT with respect to the scheduled time, where CDRIFT is the maximum clock 
drift that may occur. The desynchronization is a negative phenomenon that can 
generate idle listening and over-emitting. To compensate for this problem a node  

• after a fixed number p, p>0, of consecutive transmissions without ACK, can 
execute a procedure similar to that one for joining the network also exploiting 
the WTBL already built or, if this one is empty, doing again the neighbor 
discovery and announcement procedure, or 

• performs only the neighbor discovery procedure if its WTBL is empty but it is 
still receiving ACKs. 

4   Simulation Model 

To evaluate the effectiveness of the proposed scheduler, an extensive simulation 
campaign has been carried out by using the tool OMNET++ [18]. 

The purpose of simulations is to evaluate the benefits that the scheduler can 
introduce in terms of energy consumption and to assess its impacts on communication 
delay. A performance comparison between the proposed MAC scheduler and the MAC 
protocol adopted by the current version of ZigBee has been carried out. Several 
simulations were run to evaluate the impact of some structural parameters as T0, 
transmission power and packet rate. 

The network layer has been implemented according to the ZigBee specifications [5]. 
The MAC and PHY layers are compliant with the IEEE 802.15.4 specifications. The 
proposed schema has been introduced at the MAC layer as a manager for the IEEE 
802.15.4 MAC protocol. 

To allow the auto-configuration of networks, some new network commands have 
been defined. The Announce Packet (PktANN) has been defined as a ZigBee MAC 
Command Frame (Fig. 2) by exploiting one of the reserved values, while the packet 
payload includes the next awakening time for transmission. In this way, an open 
feature of the standard has been exploited without the need of introducing a new packet 
format.  

 

Fig. 2. ZigBee MAC command Frame format 

The topology considered is a multi-hop chain. The mutual distances are 50 m and 20 
m respectively for a transmission power of 0 dBm and -10 dBm. This choice allows to 
compare the power consumption in the same conditions of number of nodes and hops 
to the sink. It allows to evaluate if it is better, for covering a fixed area, to reduce the 
transmission power and increase the number of nodes or vice versa. As known, a lower 
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transmission power implies a lower nodes’ transmission range and requires a higher  
number of nodes to cover a fixed area. 

Each node has an on-board sensor that generates data packets with a fixed size of 60 
bytes at the application layer. A Constant Packet Rate (CPR) traffic has been chosen. 
The buffer size at the network layer is assumed infinite. The frequency band used is 2.4 
GHz and antennas are omnidirectional. Packets are discarded by the receiver with a 
packet error rate equal to 0.1%. All the main simulation parameters are reported in 
Table 1. 

All the simulation results are characterized by a 95% confidence interval with a 5% 
maximum relative error. 

Table 1. Simulation parameters 

Parameter Value 
Network topology Chain network 
Number of nodes 6 
Sensors per node 1 
Frequency 2.4 GHz 
Transmission Power 0, -10 dBm 
Packet Rate 0.1, 0.5, 1 Hz 
Packet Error Rate 0.1 % 
T0  5, 10, 20, 40 s 
Packet Size 60 bytes 
TurnAround Time 1.92e-4 s 
Modeled System on Chip  ST/Ember EM250 

5   Simulation Results 

Fig. 3 shows the average power consumption versus the distance between sender and 
receiver (in number of hops) for several values of T0. The transmission power and 
packet rate are, respectively, 0 dBm and 0.1 Hz. The curves clearly show that, 
whatever the value of T0, the proposed scheduler reaches a substantial reduction of the 
power spent by each node, as expected since idle listening and collisions are avoided. 
For T0 = 5 s the minimum power gain is around 36%, while for T0 = 40 s it reaches 
more than 90% of the ZigBee solution. It can be noted that the power consumption is a 
decreasing function of T0, which is a consequence of its impact on the activity of a 
node. On one hand, a small value of this interval means a high communication activity 
of the node and thus for its neighbors, which are required to be awake every time a 
transmission is going to happen and, if necessary, to process the received messages. On 
the other hand, a large value indicates a small amount of traffic generated by each node 
and thus a reduced number of awakenings for its neighbors. Another effect can also be 
noted in Fig. 3. Since nodes closer to the sink forward messages generated by others 
too, a higher level of power consumption would be expected for them. But this is not 
the case since farther nodes show a greater consumption. This is due to the different 
number of neighbors, which determines the number of awakenings in the WTBL. Nodes 
at one hop from the sink have only one neighbor (the sink is not included) while the 
others in the chain have two and so are awake for more time.  
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Fig. 3. Performance comparison between the proposed MAC and current ZigBee MAC 
protocols in terms of power consumption versus distance and T0 

Figure 4 shows a performance comparison in terms of packet delay. As expected, 
higher values of T0 result in a higher message delivery time. In particular, this effect is 
more significant for nodes that are farther from the sink since their messages need to 
cover more hops to reach the final destination, and at each hop an additional delay is 
introduced. Here the retransmission is not performed immediately but is deferred of an 
amount of time related to T0. The delay is accumulated at each hop and this can be 
negative in the case of delay-sensitive applications, while for delay-tolerant networks 
the effect is practically negligible and is offset by a high improvement in power 
consumption. 

Further simulations have been carried out to evaluate the influence of the packet rate 
on the effectiveness of the defined scheduler. When the packet rate is increased,  

 

Fig. 4. Performance comparison between the proposed MAC and current ZigBee MAC 
protocols in terms of packet delay versus distance and T0 
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the activity of each node and of the whole network increases too and greater values of 
the consumed power are expected. The load for relay nodes increases too. Fig. 5 shows 
the impact of the defined scheduler on power consumption for a packet rate of 0.1, 0.5 
and 1 Hz. The variation in power consumption is quite small, while the packet delay, 
not shown here, has a behavior similar to the previous case. The same consideration is 
valid for the other values of T0 and transmission power, which have been evaluated as 
well for the sake of completeness but are not reported here.  

 

Fig. 5. Impact of the defined scheduler on the power consumption by varying the packet rate and 
setting T0=40 s and TxPower= -10 dBm 

 

Fig. 6. Power consumption for the defined scheduler with a packet rate of 1 Hz , for various 
combinations of T0 and TxPower 
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Finally, Fig. 6 shows the power consumption for several combinations of T0 and 
transmission power. The packet rate is set to 1 Hz. For a fixed value of T0 there is no 
relevant power consumption reward in reducing the transmission power since the 
couple of curves are practically superimposed. This is due to the characteristics of the 
considered antenna [19], whose consumption in reception is greater than that in 
transmission for low power levels (e.g., -10 dBm or 0 dBm). In other words, the 
reduction of transmission power has a minimum effect because what impacts more is 
the length of the interval of time the radio is on to receive something. Therefore, the 
conclusion is that it is worth using a lower number of nodes transmitting with a higher 
power, at least in the scenario here analyzed. 

6   Conclusions 

An asynchronous, energy-efficient, scheduled MAC scheme for WSNs has been 
presented where each node exploits information about the periodic transmissions of its 
neighbors to schedule its own wake up intervals and avoid useless awakenings. The 
solution is robust to network changes since the information stored by each node is 
updated every time a variation is detected. Even though each node needs to store a 
table about its one-hop neighbors, information content per entry is minimum and the 
total memory occupation depends mainly on the average density of the network. 

Simulations results have highlighted an improvement in power consumption with 
respect to the current ZigBee MAC protocol, although at the cost of a small increment 
in the delay. But for most of the practical applications of WSNs delay is not a tight 
constraint.  

The evaluation of the proposed protocol in a more complex and dynamic scenario 
is a natural evolution of this study. The interaction with routing protocols and the 
combination with other power saving techniques will characterize future works. 
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Abstract. Advances on wireless communication and sensor systems enabled 
the growing usage of Wireless Sensor Networks. This kind of network is being 
used to support a number of new emerging applications, thus the importance in 
studying the efficiency of new approaches to program them. This paper 
proposes a performance study of an application using high-level mobile agent 
model for Wireless Sensor Networks. The analysis is based on a mobile object 
tracking system, a classical WSN application. It is assumed that the sensor 
nodes are static, while the developed software is implemented as mobile agents 
by using the AFME framework. The presented project follows a Model-Driven 
Development (MDD) methodology using UML (Unified Modeling Language) 
models. Metrics related to dynamic features of the implemented solution are 
extracted from the deployed application, allowing a design space exploration in 
terms of metrics such as performance, memory and energy consumption. 

Keywords: Wireless Sensor Networks, Multi-agents, Overhead, Energy 
Consumption. 

1   Introduction 

Wireless sensor nodes are embedded systems used to implement a large number of 
applications in different areas including those where wired solutions are not suitable. 
Their potential usage is increased when they form a network of cooperating nodes, i.e. 
a Wireless Sensor Network (WSN). A WSN is an ultimate technology for applications 
resembling environmental and area monitoring to acquire different types of 
measurements. WSNs are used for monitoring wildlife, water resources, security 
perimeter or collect data for disaster relief and prevention systems [1]. 

In spite of its enormous potential uses, the real deployment of WSN-based systems 
presents big challenges, particularly in relation to energy resource usage. Usually, 
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sensor nodes have their energy supply provided by batteries, which represent limited 
resources. Even in the best cases in which the sensor nodes are able to harvest energy 
from the surrounding environment, like piezoelectric sensor nodes, the available 
energy is still a concern. Moreover, their processing capabilities are also limited, 
which makes it hard to run very complex applications in a single node. Based on that 
and on the inherent distributed nature of sensor network applications, distributed 
programming is highly recommended and used for WSN [2]. 

Another important aspect of WSN applications is related to their operation 
environment. Usually WSNs operate in harsh and very dynamic scenarios, in which 
constant changes imply in disturbances of the previous network topology or sensing 
conditions, by appearance of obstacles or occurrence of communication interferences, 
for instance. Moreover, the events of interest that have to be monitored per se might 
be highly dynamic, which requires flexible capabilities in terms of behaviors and 
functionalities. This dynamicity demands additional features from the WSN, such as 
reprogrammability, adaptability and autonomy in order to change the sensor nodes’ 
behavior according to the current needs [3]. However, besides the original complexity 
came from the distributed nature of WSNs applications, these additional desirable 
features increase even more the overall system programming complexity.  

As a consequence of this growing complexity of WSN applications, the 
deployment of such applications becomes even more challenging. Thus, the 
development of new programming models is an essential step towards solutions that 
address such complexity but at the same time present an acceptable level of energy 
efficiency. In spite of the existence of models used for distributed systems for 
ordinary computing platforms that could solve the problems related to the distributed 
nature of WSN applications, they do not address the needs related to the constrained 
energy and processing resources presented by WSN nodes. Recognizing such 
situation, research is being developed towards adaptation of such models to the WSN 
reality. 

A promise model to be used in WSN is based on mobile software agents [4]. By 
the inherent distributed nature of the computation performed by mobile agents, they 
fit to the distributed processing needs of WSN applications. An example of such 
usage is presented in [5], in which firefighters use WSN with mobile agents to 
monitor the progression of fire. However, a drawback of approaches as [5] is the ad 
hoc nature of the solution and the low level programming paradigm used to 
implement it, which makes it hard to evolve or adapt such systems. Thus, there is a 
need for higher level programming languages and methodologies that allow the 
adoption of flexible mobile agents’ solutions. This alternative is becoming possible 
with the appearance of virtual machines for embedded systems with scarce resources, 
such as Squawk [6], allowing the use of programming languages with higher levels of 
abstraction such as Java. These advances combined with the usage of methods with 
higher abstraction methods, like Model-Driven Development (MDD) [7], allows the 
systems designers consider different alternatives for implementation and deployment 
in early stages of the software lifecycle. Moreover, these methods allow the 
traceability of changes across the design and implementation, which provides a 
smoother transition between different software versions, when changes are required. 
However, again the concern about resource usage has to be considered, as higher level 
programming alternatives for agents may impose high overhead depending on the 
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software design and how the implementation is carried on. Thus, a study about these 
issues is required to indicate how the adoption of this type technology with high level 
abstraction can be improved in WSN domain. 

This paper aims to analyze the performance of a WSN system programmed with 
mobile software agents using a MDD methodology. To carry out this analysis, the 
classical mobile object tracking application for WSN was chosen [8]. The goal is to 
evaluate the overhead imposed by an agent support platform in relation to the 
application. Metrics are extracted from the implemented application to allow the 
analysis of its performance and the influence of the supporting platform. The outcome 
of these metrics provides valuable information for design space exploration, making 
the system designers aware about their decisions and choices during system design 
and implementation. The implementation was performed using AFME [9], which 
provides the support for the agents. It is a framework to develop agent-based systems 
using Java programming language. The implemented application was deployed on a 
network of SunSPOT sensor nodes [10].      

The rest of the paper is organized as follows: Section 2 describes the methodology 
used to perform this study. In Section 3, the mobile object application is presented 
and the agent system is detailed. Section 4 presents the application models. 
Implementation details of the performed simulations along with acquired results are 
presented in Section 5. Finally, Section 6 presents the conclusion and future work.  

2   Study Methodology 

The road map for the proposed study is composed by three major steps: 1) 
Application modeling; 2) Application implementation; and 3) Metrics assessment and 
evaluation. 

In the first step, the mobile object tracking application was abstractly modeled 
using UML use case diagrams to study the system requirements and to identify its 
functionalities. Then, based on the information achieved by this first analysis, the 
application was modeled according to the features provided by AFME framework [9]. 
The resulting model is composed by class and sequence diagrams. 

AFME is a low scale agent framework, which was developed to enable the creation 
of planned agents for mobile devices and resource constrained devices. It is designed 
to handle the Constrained Limited Device Configuration (CLDC)/Mobile Information 
Device Profile (MIDP) subset of the Java Micro Edition (J2ME) specification. AFME 
is based on Agent Factory, a large framework for the deployment of multi-agent 
systems. The framework is complaint with FIPA specification enabling its 
interoperability with other FIPA-compliant environments. AFME uses a rule-based 
concept similar to expert systems [11] to represent the agents’ behaviors and maintain 
a reduced set of meta-information about itself and its surrounding environment as the 
agents’ belief. Rules’ operations over the belief set determine the agents’ 
commitments, which finally provide the actions that the agents should perform.    

Based on the developed model, the second step could take place and the 
application was developed in Java programming language using AFME framework 
for execution on SunSPOTs. 
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The third step was achieved by acquiring the dynamic metrics of developed 
application, by instrumented code to retrieve performance measurements during the 
system execution on the SunSPOT platform. Finally, the acquired data is reported and 
discussed.   

3   Mobile Object Tracking Application 

The mobile object tracking application used in this study is based on the experiment 
described in [8], which uses the paradigm of software agents for location and 
tracking. However, unlike this referred study where agents were static, in the 
approach here presented the agents migrate among the sensor nodes enabling location 
and tracking with the cooperation among the nodes. This approach can reduce the 
amount of data exchanged among nodes, thus lowering the energy consumption. 

The network is composed by distributed nodes, which have ability to perform 
sensing, processing and communication with their neighbor nodes. It is assumed that 
the sensor nodes have sensor devices which are able to measure the distance to the 
target. It is possible to use various types of sensors (sound, light and radiofrequency) 
for this purpose, which may be active or passive to measure the distance to the target, 
depending on the characteristics of the target object. This work considers that the 
target object emits radiofrequency signals, called beacons, which are detected by 
receivers located at each sensor node in the network. Depending of the signal strength 
received by the nodes, the software calculates the distance between the sensor and the 
target object based on an omnidirectional model of electromagnetic waves 
propagation. This model provides that the signal power decays quadratically with the 
distance between transmitter and receiver. 

There are three types of nodes in the network: sensor node, coordinator node and 
target object. Each node has a distinct function in the application. The target object is 
characterized by the emission of beacons on the network. The sensor node is 
responsible for performing the sensing of signals sent by the target object. These 
nodes are in a greater number in the network. The coordination node is responsible to 
manage the entry and exit of agents in the network and stores a database with the 
trajectory of the target object. Figure 1 illustrates this scenario.  

The algorithms for location and tracking of the target object in the network are 
performed by software agents which can be of two types: Resident Agent (RA) and 
Collaborative Agent (CA). The RA agents can be found fixed in a sensor node and 
can be a RA_Coordinator (RAC) when the node is a coordinator node or 
RA_SensorNode (RAS) when it is in a sensor node. They communicate with CA 
agents when these agents are on the same node. The CA agents have the ability to 
move among the nodes of the network, being responsible for performing tracking and 
calculating the position of target objects. They can be a CA_Master (CAM) or a 
CA_Slave (CAS). As CAM they have the task of coordinating a cluster formed by the 
sensor nodes that are closer to the target to calculate the location of the target object. 
This is done by requesting data from others agents and checking when an agent 
should migrate to another node. As CAS they have the function of cooperating with 
the agent CAM by sending data. 
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The injection of agents in the network is accomplished by the coordinator node. 
When a sensor node detects a beacon from a target object for the first time, it informs 
the coordinator node (Figure 1 (a)). The coordinator node waits to receive notification 
of at least three nodes to inject the CAM in network. The sensor node which receives 
the CAM will be chosen by the shortest distance between the sensor node and the 
target object (Figure 1 (b)). When the CAM is initialized in the sensor node, it notifies 
the resident agent about its presence in the sensor node and that it is able to cooperate. 
Then the resident agent begins to send the distance information to the collaborative 
agent. This node makes two clones of the agent generating the CASs, and sends these 
clones to neighboring nodes (Figure 1 (c)). The CASs are initialized in the sensor 
nodes that received them and inform the respective resident agent, which initiate to 
send the measured distances. Then CASs send the distance to the CAM. 

 
Fig. 1. Agents movement in the sensor network for locations and tracking of target object 

Aiming to limit the complexity of application, some characteristics were identified 
and restrictions applied for the implementation: 

- Only one target object is presented within the network at a time; 
- The sensor nodes and the target object are on a flat surface (2D). Thus, it is 

possible to determine the position of the target based on the distance measured by at 
least three sensor nodes. For the case of a 3D surface, not addressed in this work, it 
would be required the distance values from at least four sensor nodes; 

- The relation of the distances between nodes and the communication range assures 
direct communication between at least three nodes, i.e. an error free communication is 
assumed; 

- The routing protocol allows sending messages to the coordinator, and its current 
position is known by the network nodes. 
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3.1   Calculation of the Target Object Position 

The calculation of the target object position is accomplished by triangulation among 
three neighboring sensor nodes in the network. The network has a regular shape 
where the nodes are arranged in a triangular fashion equidistant from one another. 
The formula for determining the position of the target object (x0, y0) is represented by 
(1) where it is necessary to know the position of three sensor nodes (xi, yi) and the 
distances of these nodes to the target object (ri) for i = 1, 2, 3. 

The CAM agent is responsible for execute the triangulation algorithm. It has the 
knowledge of the position of two neighboring nodes and obtains the distance 
measured by the CAS agents in relation to the target object. 
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The position calculation can degrade the performance of sensor nodes which have a 

limited processing power and energy sources like traditional sensor network nodes. 
Thus, optimizations can be performed in the algorithm for calculating the relative 
position of the target object given by (1)-(3). The matrix A, given by (2), will remain 
constant until one of the collaborating agents have to perform a migration. Then, the 
result of the inverse operation of matrix A can be stored until a migration occurs, 
which will reduce the number of operations performed by the algorithm. The same 
can be applied to a part of the vector b, represented by (3). 

3.2   Calculation of Agent Movement (Migration) 

The collaborating agents have the characteristic of mobility between the sensor nodes 
to follow up the target object, minimizing the amount of messages exchanged 
between network nodes which is one of the goals of distributed processing and 
collaborative information processing performed by the multi-agents. This feature 
requires that agents have knowledge about the network topology and to which node 
they have to migrate in order to be closer to the target object. In Figure 1 (d) depicts 
the migration of agents between network nodes. 

The CAM determines if a CAS agent, or itself, needs to migrate by comparing the 
distance between the current node that hosts the agent and the target object to a 
predetermined threshold value. Then, due to the equilateral triangular nodes 
distribution in the network, the CAM agent can calculates the position of the node 
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which the agent has to migrate, by using (4). In this case the agent located at (x2, y2) 
has to migrate to the node located at (x4, y4). 

 

                                        2314 xxxx −+=  
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4   Application Model and Implementation 

The software was developed based on models created for the application. This 
software development approach based on the creation and specification of models for 
the describing application is called Model Driven Development (MDD) [7]. This 
approach uses specifications (called models) developed in high-level domain 
languages for software specification, in which UML [12] is a widely used standard 
and the one chosen for this work. 

Some issues needed special attention. First, the application considered in this work, 
as any collaborative one, involves different parts that run independently in each node 
of the network, so each of them need to be modeled. Another important issue is the 
interaction between the network nodes through communication messages may be 
modeled in two different ways: modeling the communication through a "network" 
object, where all network messages are sent to and by this object; or modeling the 
communication channel as an association between the objects that need to interchange 
messages, so they directly call the appropriate method of each other. This second 
option translates better the distributed nature of WSN applications, such as the 
tracking application studied in this work, besides it is simpler to be implemented than 
the first one, due to the fact of avoiding an intermediary element in the system. For 
these reasons the second alternative was the selected one. 

The Class Diagram is one of the main structural diagram in the UML, in which the 
classes, interfaces and their relationships are represented. The developed model was 
divided in three main class diagrams, one for each type of node, namely sensor node, 
coordinator node and target object. Additionally other class diagrams were created for 
the CAs. The model includes the classes from the application itself plus the essential 
ones from the AFME framework. Notice that the framework has many other classes, 
which are not presented in this paper because they were not used in this project or 
they are not essential for the overall understanding of the software structure. Parts of 
the developed class diagrams are presented in the following, which were selected in 
order to show the relationship between the most important classes from the 
framework and those from the application. Figure 2 shows the class diagrams for the 
classes that provided the support to run the agents in the three different kind of nodes, 
i.e. target object (Figure 2a), sensor node and coordinator node (Figure 2b). 

The class diagram of Figure 2a show the class RATargetAgentPlatform 
which implements the interface Platform from the AFME API, which provides the 
basic functionalities to the agents that are hosted in a node. This class contains an 
instance of the BasicRunnable class, which provides the basic functionalities to 
execute an agent, updating its beliefs and proceeding the agent’s control process. The 
instance of this class that represents an agent is the RATarget in the case of target 
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node. Figure 2b presents a similar diagram for the sensor and coordinator nodes. In 
the case of these two nodes, besides the implementation of the Platform interface, 
the interface MigrationPlatform is also implemented by the class 
RASensorAgentPlatform, which will instantiate an object RASensorNode for 
the sensor nodes and an object RACoordinator for the coordinator node from the 
class BasicRunnable. The interface MigrationPlatform provides the 
functionalities that are need for both types of nodes, sensor and coordinator, to send 
and receive the mobile agents in the application, i.e. the CA_Master and CA_Slave.  

                

                              (a)                                                                             (b) 

Fig. 2. Class diagram for the basic classes supporting the agents in each node: (a) Target 
Object; (b) Sensor and Coordinator Nodes 

The classes shown so far do only provide the support to run the agents in the 
nodes. In AFME, the real semantics of the agents are expressed classes representing 
the agents’ perceptions, the Perceptors, and the classes that implement their actions, 
the Actuators. Figure 3a presents the classes that model the actuator for the 
RA_Target, while Figure 3b presents the actuator and perceptor of the RA_Sensor.  

Notice that the RA_Target has no perceptor and just an actuator, the BeaconAct 
in Figure 3a, which is responsible for the action related to sending beacons which will 
be perceived by the RASensorNode, by means of the functionality implemented in the 
class Check4BeaconPer presented in Figure 3b. This perception will be stored in 
the agent’s belief and informed to other agents resident in the node by means of the 
functionality in the implemented in the InformActuator class (Figure 3b). 

Figure 4 present the class diagram with the perceptors and actuator for the 
RA_Coordinator.  
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                                            (a)                                                                       (b) 

Fig. 3. Class diagram: (a) RA_Target Actuator; (b) RA_Sensor Perceptor and Actuator 

          

                            (a)                                                  (b)                                        (c) 

Fig. 4. Class diagram for RA_Coordinator: (a) Module; (b) Perceptors; (c) Actuators 

The CoordinatorModule presented in Figure 4a extends the class Module 
from the AFME API, and it is mainly responsible for deploying the CA agents in the 
network. The result of this deployment is perceived by the 
CoordinationModPerceptor (Figure 4b), which keeps track of the CA agents 
after the deployment, updating the RACoordinator beliefs. This deployment of the CA 
agents is done after the RASensorNodes have sent the information about the first 
beacon to the RACoordinator, which handles this information by the actuator 
DataReceiveAct (Figure 4c). 

Figure 5 presents perceptors and actuators of the CA_Master agent. The 
ReadBeaconInfoPer class is responsible for the update of the belief state upon a 



Mobile Agents Model and Performance Analysis of a WSN Target Tracking Application 283 

received beacon from the target node, while the PositionModPer updates the 
target position information (Figure 5a). The MigrateActuator is responsible for 
the agent migration when the target leaves the range of sensing of the current node in 
which the agent is hosted, while the InformActuator is responsible to send 
messages to the CA_Slave in the neighbor sensor nodes.   

                                 

                                 (a)                                                                     (b)                                

Fig. 5. Class diagram for CA_Master: (a) Perceptors; (b) Actuators 

The class diagram for the CA_Slave has similar classes as presented for the 
CA_Master, but with differences in the semantic implemented in its actuators and 
perceptors, such as sending of information about the target position to the CA_Master 
and the migration upon receiving a message from the CA_Master.  

5   Results: Metrics Analysis  

The developed software was evaluated by means of extraction of dynamic metrics. 
These metrics represent information about the application execution, which were 
achieved during the system runtime by instrumented code. The measurements provide 
information about the cost in running the application in terms percentage of CPU time 
utilization, average energy consumption and memory usage.  

The testbed was deployed in a network of six SunSPOT nodes: one represent the 
target object to be detected by other four sensor nodes and the last one was used as a 
reference node. The reference node was without any agent running on it during the 
whole time of the experiment, namely Configuration 1. The node representing the 
target object ran the RA_Target agent, Configuration 2.  The other sensor nodes were 
initially running the RA_SensorNode agent to perform the target detection which was 
out of the sensors' range, Configuration 3. Then, the nodes were classified during the 
experiment according to its workload (processing and communication) and depending 
on the agents they were hosting. When the target entered to the network, three of them 
performed the detection, Configuration 4. Finally, they performed the target tracking, 
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two nodes running a CA_Slave agent, Configuration 5, and one a CA_Master, 
Configuration 6. The RA_Coordinator was running in a PC that represented a base 
station.   

Table 1 presents the results for CPU utilization and current consumption, directly 
related to the energy drain. Configuration 2 does not consume much processing 
resources, but energy, which is explainable because the target node periodically sends 
beacons to the network and wireless communication module demands significant 
energy to send data. Configuration 3 has a very small CPU utilization if compared 
with the reference Configuration 1, which is explainable by the fact that it is just 
waiting for receiving beacons. Its energy consumption is not much high either. 
However, by the appearance of the target in the network, the sensor nodes in the 
target range will be in Configuration 4, which presents higher energy consumption, 
which is explainable by the first beacon message that they send to the coordinator 
node. The CPU utilization is increased, but not much significantly. With the injection 
of the mobile CA agents and consequently move to Configurations 5 and 6, it is 
noticed a significant increase in the CPU utilization, as well as in the energy 
consumption, which are explained by the execution of the calculations presented in 
Section 3, as well as the communication among the CA agents.   

Table 1. Results for the CPU Utilization and Current Consumption 

Sensor Node  
Configuration 

CPU Utilization 
(%) 

Current 
Consumption (mA) 

1 - No agent - Reference node  1,52 59,7 
2 - Target Sunspot 17,26 74,4 
3 - No CA / No Target present 3,44 65,8 
4 - No CA/ Target detection 15,73 71,7 
5 - CA_Slave 28,32 73,9 
6 - CA_Master 60,85 85,1 

 
Table 2 presents the amount of memory used in each node according to its 

configuration, and the remaining available memory space. In terms of memory, the 
burden of the agent oriented approach is not as strong as it is for the energy and CPU 
usage. As expected, the sensor node running the CA_Master requires more memory, 
but the difference in relation to the other configurations is not too significant. 

Table 2. Results for the memory usage 

Sensor Node 
Configuration 

Memory 

 
Conf 2 
Target 

 
Confs 3, 4 

Sensor 

 
Conf 5 
 Slave 

 
Conf 6 
Master 

Free   (Bytes)               337164 334852 320300 301164 
Used  (Bytes) 106359 108668 123221 142358 
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By analyzing the achieved results, it is possible to evaluate the imposed overhead 
due to the use of the adopted agent-oriented approach to implement the WSN 
application. This information can be used by the system developer to consider 
alternatives to reduce this overhead, for example, observing the high cost in the node 
running the CA_Master, the designer can consider redistribute some of the 
computation to the other nodes that run the CA_Slave. Another possible consideration 
is in relation to messages exchanged among the nodes, which will impact the design 
of the application.  

6   Conclusion and Future Work  

This paper presented the application of mobile agents to implement WSN 
applications. The classical target tracking application was chosen as case study, which 
was implemented, deployed in real sensor nodes, the SunSPOTs, and evaluated. The 
achieved results indicated a significant consumption of processing resources and 
moderate energy consumption. The memory utilization was not a specific concern, for 
this particular application in the SunSPOT platform, as a significant amount of 
memory was not used. These results can be used as basis for new designs in which 
high level decisions can have their impact considered in the system performance. 

There are a number of tasks in the pipeline to proceed with this work. One of them 
is to perform the implementation of the same design using different agent 
frameworks, so that the specific burden due to the supporting framework can be 
evaluated and compared.  Moreover, other metrics can be acquired, such as static ones 
to compare different implementations. Another future work is to breakdown the 
energy consumption for different workload cases, to better understand the impact of 
an agent-base framework in the communication channel utilization, usually pointed as 
the major energy consumer. 
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Abstract. Changes in network development concepts and paradigms are the key 
process at the current telecommunication arena. A shift from NGN concept to 
IoT, USN, M2M and other proposals is taking place. The major reason of a shift 
is a wide adoption of wireless sensor nodes and RFIDs. According to forecasts, 
more than 7 trillion wireless devices are expected to become networked by 
2020. The traffic models for networks with great number of sensors and RFIDs 
should be studied well. This paper studies USN traffic models. The study 
results show that the traffic flows for fixed and mixed fixed/mobile sensor 
nodes are of the self-similar nature with middle level of self-similarity in both 
cases. The traffic flow for reconfiguration and signaling is of self-similar nature 
with high level of self-similarity. The Hurst parameter mean value estimations 
are determined for different scenarios. 

Keywords: USN traffic, telemetry applications, fixed/mobile sensor nodes, 
Hurst parameter. 

1   Introduction 

The Next Generation Networks (NGN) concept was introduced at the beginning of 
this century [1]. The main goal of the NGN concept was a formation of a single 
network base for different telecommunication services provision such as voice, data, 
video and others. The NGN includes fixed network segment based on Softswitch and 
IP Multimedia System (IMS) technology, mobile networks UMTS and LTE 
standards, wireless broadband access network built upon IEEE 802.11 and IEEE 
802.16 standards. The single network NGN concept for the mentioned technologies 
gave the possibilities to support the global networks interoperability [2], which 
includes the technical means, services, QoS classes and parameters. In any case the 
NGN concept was born around a decade ago and today a new conceptual platform is 
needed. 

Wide adoption of the wireless sensor nodes and radio identification devices 
suggests for a new network concept design. It is expected [3] that around 7 trillion 
wireless telecommunication unites for 7 billion peoples will be connected to a 
network by 2020. This future network will be self-organizing and the most important 
traffic sources will be machines. 
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The Internet of Things (IoT) [4] is one of the concept for a future network. There is 
no clear IoT definition today, however it is clear that at least IoT will include the 
Ubiquitous Sensor Network (USN) and Web of Things (WoT). Hence, USN traffic 
models should be studied well. To the authors’ best knowledge the research activities 
in this area currently are pretty limited. 

The general topic of traffic modeling in USN is studied in several key publications. 
Poisson arrival process was assumed for traffic model to each individual sensor node 
in [5]. The ON/OFF method [6] for USN traffic models is analyzed in [7]. Authors 
proved that ON period distribution as OFF period distribution could be described by 
generalized Pareto distribution. The autocorrelation functions for electrocardiogram 
and body temperature monitoring traffic were studied in [8]. Both of them are non-
Poisson. The pseudo long range dependent (LRD) traffic model was proposed in [9] 
for mobile sensor networks. The Hurst parameter is greater than 0.5, mobility 
variability higher and spatial correlation smaller. 

2   The USN Applications Classification 

There are a lot of USN applications – everywhere, anywhere, anytime. The most 
important USN applications include building automation, industrial automation, 
logistics, transportation, body and intra body sensor nodes and RFIDs, military, 
agriculture, environment data [10,11]. Further, it can be tree growth, animal 
development and so on [12]. The USN application map is shown in the fig.1. 

 

Fig. 1. USN application areas 
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The traffic classification to event-driven and periodic data generation was proposed 
in [13] where wireless sensor networks for intrusion detection were studied. We 
propose to classify USN applications in according to traffic model characteristics.  

- Voice, 
- Signaling, 
- Telemetry, 
- Pictures (photo), 
- Reconfiguration, 
- Local positioning.  

The USN traffic models for Telemetry applications are considered in this paper both 
for fixed wireless sensor nodes and mixed fixed/mobile wireless sensor nodes. 

3   The Traffic Models for Fixed Nodes 

The network model includes 50 wireless sensor nodes, which randomly located on the 
plane of size 30m*30m. The sink is located on the plane center. This model is shown 
in the fig.2. The described scenario is typical for a warehouse. Each sensor node sends 
messages every 15, 30, 45 or 60s in according with a given initial random 
distribution. 

 

Fig. 2. Placement of sensors on the plane 

We model the system by ns-2 [14]. Subsequent data processing was made by 
Python language libraries Numpy and Scipy. Data visualization was done using the 
Matpplotlib library. The goal of USN traffic modeling was to detect traffic self-
similary and correspondent value of Hurst parameter. 
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The Hurst parameter can be determined as following: 

)()( )1(2)( XDmXD Hm −=  (1)

The next equation is used frequently for Hurst calculation: 
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The expression (2H-2) has a geometrical sense. This is the line slope coefficient. 
This line approximated by function 
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where D(X(m)) is an aggregated flow variance, D(X) is an original flow variance. 
The autocorrelation function for realization of a random process of the measured 

traffic is shown in the fig.3. The appropriate line slope coefficient traffic compared to 
Poisson process is shown in the fig.4. 

 

Fig. 3. Autocorrelation function 
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The Hurst parameter mean value is H = 0.675. This value was calculated over 
1,000 realizations of a random process. Hence, USN traffic for telemetry applications 
based on fixed sensor nodes is of a self-similar nature with a middle level of self-
similarity. 

 

 

Fig. 4. Hurst coefficient calculation based on the line slope 

4   The Traffic Models for the Mixed Fixed/Mobile Nodes 

The network model is the similar as for fixed nodes, but for half of nodes a request for 
movement comes every 50s. The movement speed is 2m/s [15].  

The autocorrelation function for realization of random process measured traffic is 
shown in the fig.5. The appropriate line slope coefficient traffic compared to Poisson 
process is shown in the fig.6. The Hurst parameter mean value is H = 0.687. This 
value was calculated over 3,000 realizations of a random process. Hence, USN traffic 
for telemetry applications based on mixed fixed/mobile sensor nodes is of a self-
similar nature with a middle level of self-similarity. 

The measured values of a Hurst parameter are shown in the fig.7. There are two 
clusters in the fig.7. One represents reconfiguration and signaling traffic (up to 2,200 
events), another cluster includes all types of traffic – reconfiguration, signaling and 
information (telemetry data). 
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Fig. 5. Autocorrelation function for mixed nodes traffic 

 

 

Fig. 6. Hurst coefficient calculation based on the line slope for mixed nodes traffic 
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Fig. 7. The Hurst parameter measured values for mixed nodes traffic. 

The Hurst parameter mean value for reconfiguration and signaling traffic is 
H=0.829. Hence, USN traffic for reconfiguration and signaling in the telemetry 
applications based on mixed fixed/mobile sensor nodes is of a self-similar nature with 
high level a self-similarity. 

5   Conclusions 

The USN traffic models for telemetry applications study using ns-2 identified that the 
traffic flows for fixed and mixed fixed/mobile sensor nodes are self-similar with 
middle level of self-similarity in both cases. The traffic flow for reconfiguration and 
signaling is the self-similar with high level of self-similarity. The Hurst parameter 
mean values are determined for all models. 
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Abstract. In this paper an analysis of a distributed control system based on Java 
is presented. A classical PID controlled system is implemented simulating each 
part of a real control system running in different computers connected to a local 
area network. The communication message time periods and their jitter are 
measured running the system in different computer environments and the 
results are presented and discussed at the end. Real time specification for Java 
is used in the implemented software and the results are compared to other 
implementations.  
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1   Introduction 

Systems with a distributed control scheme are desirable due to several advantages 
such as the increase of overall robustness, redundancy and task migration [1]. Also, 
the usage of computational resources per machine is usually reduced promoting a 
more balanced system. Today there are several promising networks solutions that can 
be used to perform distributed control systems in different environments, including 
personal, local and wide area networks. Distributed control systems (DCS) can make 
use of legacy network infrastructures such as LAN, Wi-Fi and IEEE 802.15.4.  

Centralized control systems require very expensive and fixed physical structures. 
On the other hand spreading out the tasks of a control system leads to a decentralized 
architecture that strongly depends on the communications layer behavior of the 
system. Networks usually introduce transportation lags that lead to control system 
instability [2].  The delay generated by the communication layer of the network must 
be known and its jitter kept as low as possible in order to guarantee control system 
stability. Synchronous control messages are necessary and their delivery must be 
guaranteed, considering time and order. To do this a message priority arbitration 
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scheme is usually implemented. Asynchronous messages such as calibration 
parameters will occur and their treatment must be decoupled as much as possible from 
the system synchronicity. Keeping these facts in mind, the communications strategy 
rules an important part of a distributed control system.  

In this paper, a distributed control system is proposed and analyzed evaluating a 
classical control scheme within a simulated plant. Three communication topologies 
were studied and implemented using different operational systems and plug-ins. This 
investigation searches for in impact that the usage of different operational systems 
and plug-ins may cause in the overall system performance, from a perspective of its 
timing properties. The analysis of their impact helps the developers to choose the 
appropriate components to develop a DCS that accomplishes with the expected timing 
behavior. In Sections 2 and 3 a background concerning distributed control systems 
and network communications are presented. In Section 4 the evaluation of the 
proposed test system is described and in Section 5 the conclusions are presented along 
with the future directions of this work.  

2   Distributed Control Systems 

Classical control systems are usually composed by four main parts: set point variable, 
controller, plant to be controlled and the sensor as Figure 1 depicts. The set point is 
the desired input value and the output variable which is obtained by the sensor is 
subtracted from the desired signal thereby closing the control loop. The basic idea 
behind distributing a control system is to split these main blocks into different 
machines as Figure 2 shows. 

 

Fig. 1. Basic Control System 

The use of DCS promotes system scalability [1]. The nodes can be easily changed 
and can even perform different tasks. In more complex designs, tasks could migrate 
from one node to another. In a fault scenario, intelligent devices can assume different 
behaviors to place the system in a secure situation [3]. Node devices can afford with 
more complex software, which provides intelligence, as they need a microcontroller 
unit to implement a communication protocol. Nowadays embedded systems permit 
easy development of intelligent nodes with these features [4]. 
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Fig. 2. Basic Control System 

3   Communications on DCS 

The design of communication systems used to perform a DCS is an important concern 
in the system design. Basically, it depends on network topology as well as physical 
aspects. Considering LAN and WAN, the widely used protocols are TCP and UDP, 
the internet protocols. The main advantage of these protocols is their large 
compatibility and usage. On the other hand they are not real time protocols. Some 
efforts are being done in order to make Ethernet a deterministic network [5]. TCP/IP 
protocol makes error detection and generates retransmission of lost packages that 
leads to extra payload generation. As it is a connection oriented protocol, there is 
package delivery guarantee, but they can occur in different times and even in different 
orders. Reliability is one of the main advantages of this protocol, but it can introduce 
large communication jitters. Also, the TCP/IP connection oriented scheme leads to a 
client-server topology which can be undesirable in DCS. On the other hand, the use of 
sockets simplifies software design shortening the development time. If another 
topology is desired, UDP can be taken into account. It permits some degree of 
freedom to developers that want to make their own protocols while keeping the 
advantage of simplicity and compatibility with large installed networks. As a 
disadvantage, it does not have lost package detection therefore the developer must 
implement this feature. Other approaches include DCS made under wireless sensor 
networks which represents new challenges to developers [6]. 

By developing a DCS, two types of messages have to be considered: synchronous, 
that maintains the control system stable and asynchronous, that will occur 
sporadically such as calibration, alarm and report procedures. When asynchronous 
messages occur their management must not overcome the priority of cyclic messages 
that keep the control system stable. One possibility is the development of a time 
synchronized protocol such as FTT-CAN [7]. Implementing free time slots to be filled 
with asynchronous messages will guarantee the synchronous message delivery 
without any interference. These slots are actually part of a synchronous protocol and 
the only disadvantage is the extra payload generated. The messages can be passed 
through the devices of a DCS until they reach the correct destination like a token 
oriented communication.  

Another possibility to implement a DCS is the use of a remote procedure call 
(RPC). In this case the communication layer is abstracted and procedures are called 
remotely. There are many types of remote procedure calls such as Java remote 
method protocol, Java message services and .NET remoting [8,9], and they were 



298 I. Müller et al. 

already used in several DCS. Java remote method invocation (RMI) is another type of 
RPC that have being used [10]. The main advantage of RMI when compared with 
other RPCs lies in the fact that it is a true polymorphic object oriented technology 
because it uses object serialization to marshal and unmarshal parameters, not 
truncating types. Beyond the choice of communications paradigm, messages must be 
managed in order to keep the control system stable in a DCS. By the use of RPCs, 
threads and multithreads come naturally as a choice to manage message 
synchronicity. Threads are easily implemented in Java codes as well as RMI. 
However RMI uses TCP as a communications protocol and the jitter will be present. 
One possibility is to implement RMI or other RPC that makes use of another protocol 
such as a time synchronized one in order to keep the delivery of periodical messages 
with a minimum jitter. 

4   Case Study 

In order to analyze the impact of communication jitter, a DCS is implemented and its 
diagram is showed on Figure 3. Communications is done by means of publish-
subscribe and sockets through TCP and UDP. Also RMI is implemented in order to 
compare with previous topologies. The system is tested in different operational 
systems and using Java real time plug-in (RTSJ) in order to obtain data for 
comparison. The application is started by a form that contains the main method. 
Buttons are used to start node devices; controller, sensor and actuator so the desired 
device can be started in different machines. 

 

Fig. 3. Block diagram of the evaluated DCS 

RMI and sockets leads to a client-server behavior and in the case of the studied 
system, the sensor and the actuator are remote server objects communicating with a 
client (the controller). The cyclic messages that guarantee system stability are 
presented by the get data arrows from the sensor and by the set data arrows to 
actuators, as depicted in Figure 3. Two additional classes are implemented, plant and 
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PID parameters in order to emulate a real control system. They are part of a Java 
controller class giving it control law parameters and interacting with the servers. The 
first order plant has a thread that generates data to the sensor and grabs data from the 
actuator. Its transfer function is presented as follows: 

                                     )()(
ps

s
KsP

+
=                                                    (1) 

The classical proportional, integrative and derivative is implemented using Tustin’s 
approximation [11] to make the discrete equations to be computed. Two extra RPCs 
are implemented to get calibration data from sensor and actuator thus generating 
asynchronous messages. For certain PID parameters the maximum transportation lag 
before system instability is 1200 ms. Fixing this value, it is possible to have a 
common term to compare the system performance in different environments, leaving 
the control system aspects in a second plane. Different control systems can be more 
adequate to perform a DCS over Ethernet due to its non-linear behavior [12] but, in 
this paper, the control system theory itself is beyond the scope.  

The system was tested in different operational systems and under different 
conditions. The goal of these tests was to evaluate the timing behavior of the system in 
relation to its predictability. As unexpected variations are the main source of problems 
in real-time systems, the jitter of the specified timing requirement is measured and 
analyzed. Table 1 presents the performed tests and the average jitter result. 

Table 1. Different tested setups and achieved results for the measured jitter 

O.S Plug-in Average Jitter 

Windows - 3.5 ms 

Linux - 3.1 ms 

Linux-RT RTAI 3.2 ms 

Linux-RT RTAI + RTSJ 2.3 ms 

 
At first glance, jitters are similar, but the combination of real-time operation 

system plus RTSJ diminished the average value as expected. Although the 
communication layer contributes to the greater part of jitter, using a real-time 
operation system together with a real-time plug-in proven to diminish problem related 
to jitter, as it effectively handle real-time requirements, as was deeply discussed in 
[13].  The need for a real-time behavior in the RMI or other communication strategy 
to be implemented on a DCS is clear, as previously stated [14]. Figures 4 - 6 
graphically presents the results obtained from the different implementations. Only 
Linux O.S results are presented because of different implementations of Java in this 
system (there is no RTJS plug-in for Windows up to now). The DCS was tested 
running the devices in one (local host), two and three different computers 
interconnected by a switch. The experiments were done varying the sample time that 
actually is the thread sleep parameter of the control system. The values were fixed in 
100, 500 and 1000 ms below the system stability limit. 
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Fig. 4. Jitter on a plain Linux OS 

 

Fig. 5. Jitter on Linux real-time OS 

 

Fig. 6. Jitter on Linux real-time OS with RTSJ plug-in 

The data presented in Figures 4 - 6 were generated with three computers DCS with 
a 1000 ms fixed thread sleep time. The use of a real-time operational system provided 
the correct timing for thread sleep, fixing the transportation lag of DCS (can be 
noticed comparing TS variable on graphics). Non real-time OS cannot handle time 
requirements as Figure 4 denotes. 
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Fig. 7. Round jitter on a plain Linux OS 

 

Fig. 8. Round jitter on a plain Linux real-time OS 

 

Fig. 9. Round jitter on a plain Linux real-time OS with RTSJ plug-in 
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Figures 7 - 9 depicts the round jitter for a 500 ms fixed sleep time. It can be noticed 
again that jitter is much better controlled in a real-time OS and RTSJ system. 
However, the average jitter values are closer to each other by the influence of RMI 
communications that are common to each experiment. 

6   Conclusion and Future Work  

This paper presented a proposal and an evaluation of distributed control system using 
Java remote method invocation. The simulated classical control system was tested in 
different environments under controlled stability situations. The communication jitter 
was kept under control for the experiment setups using a real-time operational system 
in conjunction with a real-time Java plug-in. Other communication protocols were 
implemented and proven to be feasible, but tended to be laborious when compared to 
Java RMI. The use of TCP by Java RMI simplifies the design of a DCS, but 
introduces jitter. Also, the results showed the differences among the systems and 
plug-ins. It was proven that the use of real-time operating systems in conjunction with 
real-time plug-ins promotes jitter reduction. The experiments clearly confirmed the 
need for a real-time behavior in the RMI or other communication strategy to be 
implemented on a DCS. Based on these findings, it is possible to state that despite the 
variations in the timing properties imposed by the communication channel, the real-
time capabilities of the underlying system supporting the application plays an 
important role in improving predictability.  

In a future work, the Java RMI will be overlaid to a time synchronized protocol in 
order to enhance the results here presented, by diminish communications jitter even 
more. Additionally, the use of wireless communication among the nodes in the 
network for future tests is in the pipeline, as this type of communication is gaining 
importance in the DCS domain [14].  

Acknowledgement. The authors would like to acknowledge Capes and CNPq, the 
Brazilian commissions for post graduation and research, FEPEAM, the Swedish 
Knowledge Foundation and the Brazilian Army for supporting this work. 

References 

1. Arampatzis, T., Lygeros, J., Manesis, S.: A Survey of Applications of Wireless Sensors and 
Wireless Sensor Networks. In: Proceedings of the 13th Mediterranean Conference on 
Control and Automation, Limassol, Cyprus, pp. 719–724 (2005) 

2. Equiraun, M., Jugo, J.: A Java based tool for Distributed Control Systems. In: Proceeding 
of IEEE International Conference on Emerging Technologies and Factory Automation, 
ETFA 2008, pp. 1076–1079 (2008) 

3. Yang, S., Zhengrong, X., Quingwei, C., Weili, H.: Dynamic output feedback control of 
discrete switched system with time delay. In: Proceedings of the V World Congress on 
Intelligent Control, Hangzhou, China, pp. 1088–1091 (2004) 

4. Galdun, J., Takac, L., Ligus, J., Thiriet, J.M., Sarnovsky, J.: Distributed Control Systems 
Reliability: Considerations of Multi-agent Behavior. In: 6th International Symposium on 
Applied Machine Intelligence and Informatics, SAMI 2008, pp. 157–162 (2008) 



 Evaluation of RTSJ-Based Distributed Control System 303 

5. Meyer, G.G., Framling, K., Holmstrom, J.: Intelligent Products: A survey. Computers in 
Industry 60(3), 137–148 (2009); Intelligent Products 

6. Felser, M.: Real-Time Ethernet - Industry Prospective. Proceedings of the IEEE 93(6), 
1118–1129 (2005) 

7. Franceschinis, M., Spirito, M.A., Tomasi, R., Ossini, G., Pidalà, M.: Using WSN 
Technology for Industrial Monitoring: A Real Case. In: Proceedings of the Second 
International Conference on Sensor Technologies and Applications, pp. 282–287 (2008) 

8. Almeida, L., Pedreiras, P., Fonseca, J.A.G.: The FTT-CAN protocol: why and how. IEEE 
Transactions on Industrial Electronics 49(6), 1189–1201 (2002) 

9. Shwarzkopf, R., Mathes, M., Heinzl, S., Freisleben, B.: Dohmann. H.: Java RMI 
versus.NET Remoting Architectural Comparsion and Performace Evaluation. In: 
Proceedings of Seventh International Conference on Networking, ICN 2008 (2008) 

10. Koutsogiannakis, G., Savva, M.: Performance Studies of Remote Method Invocation in 
Java. In: Proceedings of 21st IEEE International Performance, Computing, and 
Communications Conference (2002) 

11. Waldo, J.: Remote Procedure Calls and Java Remote Method Invocation. IEEE 
Concurrency 6(3), 5–7 (1998) 

12. Haykin, S., Van Veen, B.: Signals and Systems. Wiley, Chichester (1999) 
13. Cheingjong, P., Wongsaisuwan, M.: Adaptive PI control application of a heat exchanger via 

distributed control system. In: Industrial Technology, ICIT 2008, pp. 1–4 (2008) 
14. Pereira, C.E., Ataide, H.A., Kunz, G.O., Freitas, E.P., Silva, E.T., Carvalho, F.C.: 

Performance evaluation of Java architectures in embedded real-time system. In: 
Proceedings of 10th IEEE Conference on Emerging Technologies and Factory Automation, 
ETFA 2005, pp. 841–848 (2005) 

15. Borg, A., Wellings, A.: A Real-time RMI Framework for the RTSJ. In: Proceedings of the 
15th Euromicro Conference on Real-Time Systems (2003) 

 
 



S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 304–313, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Test Scenarios for EMS Operation in Hybrid  
PON System  

Kyu Ouk Lee, Sang Soo Lee, and Jong Hyun Lee 

Optical Access Tech. Research Team,  
Electronics and Telecommunications Research Institute (ETRI), 

218 Gajeongno, Yuseong-gu, Daejeon, Korea 
{kolee,soolee,jlee}@etri.re.kr  

Abstract. Test scenarios are proposed for EMS operation in hybrid PON which 
are composed of E-PON, G-PON, and WDM PON system. The EMS operates, 
manages, tests the hybrid PON system, and consistes of EMS manager, EMS 
GUI and EMS agent. The proposed test scenarios provides guidelines for 
implementation of hybrid PON system to operators who already operate the E-
PON or G-PON systems. 
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1   Introduction 

The Hybrid PON system is composed of G-PON, E-PON, and WDM-PON as shown 
in Figure 1.  

 

Fig. 1. System configuration of hybrid PON system 
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Until now on, many operators already have operated the E-PON or G-PON system, 
and these operators want to install the WDM-PON system, especially for mobile 
backhaul implementation. Existing E-PON or G-PON operators have his own EMS 
for system operation and maintenance, so this paper proposes the hybrid EMS and test 
scenarios for operation, maintenance and testing the Hybrid PON system. 

2   Hybrid EMS (Element Management System) 

The Hybrid EMS operates, manages, tests the hybrid PON system, and consists of 
EMS Manager, EMS GUI and EMS Agent as shown in Figure 2.  

 

Fig. 2. Hybrid EMS structure 

2.1   EMS Manager 

The EMS Manager has a database and stores the collected data from agents. The 
SNMP protocol is used between EMS Manager and Agent, and the internal protocol 
based on TCP/IP is used between EMS Manager and GUI for data communications. 
Several EMS GUIs can be connected to the EMS Manager and EMS Manager has 
following requirements 

 
• CPU: 32-bit Pentium or alike (recommended: 400MHz or greater) 

• Memory: 512MB RAM system memory (recommended: 256MBytes or 
more) 

• HDD: 100MB available disk space (plus size of user's capture files, e.g. 
100MB extra) 

• Monitor: More than 1280*1024 display  

• O/S: windows XP/Linux 

• JVM (Java Virtual Machine) 
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While, the EMS Manager is composed of data collecting function, data offering 
function, notification function. The data collecting function stores the data which is 
collected from Agent periodically. The data offering function is interworking function 
with EMS GUI, and creates or return the data set, in case requesting the specific 
equipment’s information from EMS GUI. Otherwise, user management, certification 
function, agent status identification functions are executed. The icon of EMS Manager 
is created by executing the startEmsmanager.bat file, and the EMS Manager window 
is displayed by double clicking the Tray Icon. 

2.2   EMS GUI 

The EMS GUI shows the graphic view and main screens of EMS GUI are composed 
of tree view, node view, and detailed view. The tree view manages the each system 
components and the node view manages the network configuration, and the detailed 
view displays the collected data, along with the InfoBox of node view displays the 
summary information of collected data.  

3   Test Scenarios 

The test scenarios for EMS operation are composed of 4 different scenarios; optic 
transmission link test (scenario 1), interworking test between E-PON/G-PON and 
WDM-PON (scenario 2), long term environment test, real service interworking test 
(scenario 4), and each scenario are composed of test setup, required resource, test pre-
conditions, test procedure, observation results. 

3.1   Optic Transmission Link Test (Scenario 1) 

This test is to measure the optic signal source test, optic devices power test, 
bypass/add/drop channel power test, and OAM link status and service channel test as 
shown in Figure 3. 

 

Fig. 3. Test procedure of optic transmission link test 
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3.1.1   Test Set-Up 
The test setups for optic transmission link test are as follows 
 

• Measure the optic power of seed light 

• Measure the optic power of multiplexer and de-multiplexer 

• Measure the optic power of WBR and WR 

• Measure the optic power of service channel for X-box 

• Measure the link status for OAM 

3.1.2   Required Resource 
The required resources for optic transmission link test are as follows 
 

• Seed light 

• Optic Spectrum Analyzer (OSA) 

• OLT and ONU 

• Optic power meter 

• Optic link and X-box 

• EMS manager and EMS server 

3.1.3   Test Pre-conditions 
The test pre-conditions for optic transmission link test are as follows 
 

• The OLT, ONT, optic link, and seed light should be operated normally 

• Power on the EMS server, EMS manager GUI, X-box, and seed light 

• Start the SNMP running on EMS server and X-box 

3.1.4   Test Procedure 
The test procedures for optic transmission link test are as follows. 
 

• Power on the seed light, OLT, and ONT 

• Measure the wavelength and signal power at point b in Figure 1 with OSA  

• Measure the optic power of multiplexer and de-multiplexer with power meter  

• Measure the optic power of WBR and WR with power meter  

3.1.5   Observation Results 
The observation results for optic transmission link test are as follows. 
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• Optic power of seed light: 29 dBm 

• Optic signal power of seed light: 128λ C/L-Band 

• Optic power of multiplexer: 0dBm 

• Optic power of de-multiplexer: -2dBm 

• Optic power of WBR: -7/-6 dBm 

• Optic power of WR: -9/-3 dBm 

• The optic power of X-Box: -9/-3dBm 

• Checking results of the link status information 

3.2   Interworking Test between E-PON/G-PON and WDM-PON (Scenario 2) 

This test is to check the operation status of E-PON/G-PON OLT, ONU, WBR, WR, 
multiplexer, de-multiplexer, and X-box during interworking between E-PON/G-PON 
and WDM-PON system. 

3.2.1   Test Set-Up 
The test setups for interworking test is to verify each component operation status 
during interworking between E-PON/G-PON and WDM-PON system 

3.2.2   Required Resource 
The required resources for interworking test between E-PON/G-PON and WDM-PON 
system are as follows 
 

• Seed light 

• Optic Spectrum Analyzer (OSA) 

• OLT and ONU 

• Optic link 

• X-box, WBR, and WR 

• Optic power meter 

• EMS manager and EMS server 

3.2.3   Test Pre-conditions 
The test pre-conditions for interworking test between E-PON/G-PON and WDM-
PON system are as follows  
 

• Seed light, OLT, ONU, WBR, and WR should be operated normally 

• Configure the E-PON/G-PON OLT and ONT 

• Prepare the traffic test analyzer 
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3.2.4   Test Procedure 
The test procedures for interworking test between E-PON/G-PON and WDM-PON 
system test are as follows  
 

• Power on the seed light, OLT, ONU, and X-box  

• Measure the wavelength of the Seed light with OSA.  

• Measure the power of multiplexer, de-multiplexer with optic power meter 

• Measure the optic power of WBR and WR with power meter 

• Log-in the EMS manager GUI  

• Log-in the traffic tester  

• Set-up the several types of traffics (unicast, multicast, broadcast) 

• Transmit the traffics to the upstream, downstream, and both-stream (a) 

• Measure and confirm the traffic results (b) 

• Check the port status information (c) 

• Repeat above-mentioned procedures of (a), (b), (c) by inserting and deleting 
the optic link and optic module 

3.2.5   Observation Results 
The observation results for interworking test between E-PON/G-PON and WDM-
PON system are as follows  
 

• Optic power of seed light: 20 dBm  

• Optic signal of seed light: 128λC/L-Band 

• Channel: Even and Odd 

• Optic power of WBR: -7/-6 dBm at f point in Figure 1 

• Optic power of  WR: -9/-3 dBm at g point in Figure 1 

• Traffic loss ratio between input traffic and output traffic: 1.3 x 10 E-11 

• End-to-end traffic delay time: 250 us 

• Throughput of  link performance: 99%  

3.3   Long Term Environment Test (Scenario 3) 

This test is to check the running status of each component under long term high 
temperature and humidity conditions as shown procedure in Figure 4. 
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Fig. 4. Test procedure of environment and real service test 

3.3.1   Test Set-Up 
The test setup for long term environment test is to verify the running status of each 
component under high temperature and humidity conditions 

3.3.2   Required Resource 
The required resources for long term environment test are as follows 
 

• Optic link and seed light 

• Optic power meter 

• OLT, ONU, X-box, WBR, and WR 

• EMS Server and EMS manager 

• Traffic generator of VoIP, data, IPTV stream , and broadcast stream 

• Chamber 

3.3.3   Test Pre-conditions 
The test pre-conditions for long term environment and real service test are as follows  
 

• Check the normal operation of seed light, OLT, ONU, X-box, WBR, WR, 
and EMS 

• Configure the OLT, ONT for long term test 

• Check the normal operation of the traffic tester and console 

• Pre-define the transmission traffics (VoIP, data, IPTV stream, and broadcast 
stream)  

• Check the normal operation of chamber for temperature and humidity test 
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3.3.4   Test Procedure 
The test procedures for long term environment test are as follows  
 

• Set-up the chamber for temperature and humidity test 

• House the DWDM hybrid system in chamber  

• Transmit the traffics (VoIP, Data, IPTV stream, and broadcast stream) 

• Run the normal operations for 180 hours under -20oC ~ 60oC and 80% 
humidity 

• Measure and confirm the traffic results 

• Check the OLT, ONT, hybrid PON link status 

3.3.5   Observation Results 
The observation results for long term environment test are as follows  
 

• Running results of chamber 

• System status of OLT, ONT, X-box, seed light, and each links 

• Traffic loss ratio between input traffic and output traffic: 1.3 x 10 E-11  

• End-to-end traffic delay time: 250 us 

• Throughput of link performance: 99%  

3.4   Real Service Interworking Test (Scenario 4) 

This test is to verify the real service as VoIP, IPTV streaming service under normal 
conditions as shown procedure in Figure 5. 

 

Fig. 5. Test procedure of real service interworking test 
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3.4.1   Test Set-Up 
The test setup for real service interworking test is to verify the operation status of E-
PON/G-PON OLT, ONU, and X-box in Figure 1. 

3.4.2   Required Resource 
The required resources for long term environment test are as follows 
 

• Optic link and seed light 

• Optic power meter 

• OLT, ONU, X-box, WBR, and WR 

• EMS Server and EMS manager 

• Traffic generator of VoIP, data, IPTV stream , and broadcast stream 

• HDTV terminal and set-up box 

• VoIP phone and MOS tester 

3.4.3   Test Pre-conditions 
The test pre-conditions for long term environment and real service test are as follows  
 

• Prepare the stream sever, EPG, DHCP, IPTV set-up Box, VoIP phone, MOS 
tester  

• Normal operation of seed light, OLT, ONU, X-box, WBR, WR, HDTV, and 
EMS 

• Configure the HD/SD streamer, server of EPG and DHCP, IPTV set-up box, 
VoIP phone, and MOS tester  

• Normal operation of the MOS agent and console 

• Broadcast channel for IPTV stream 

3.4.4   Test Procedure 
The test procedures for real service interworking test are as follows  
 

• Power on the set-up box, VoIP phone, HDTV, MOS server, agent and console 

• Check the EPG display of set-up box, VoIP phone, HDTV, MOS agent and 
console 

• Run the VoIP traffic between MOS agents 

• Confirm the HDTV video display quality 

• Operate the channel zapping with remote controller 

• Confirm the video quality on HDTV display 

• Call set-up of the VoIP service and confirm the voice quality 

• Check the MOS value results 
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3.4.5   Observation Results 
The observation results for real service interworking test are as follows  
 

• Setting time of IP address: 2 Sec 

• EPG download time: 1.5Sec   

• Zapping time of 8M SD Channel: <0.8Sec 

• Zapping time of 20M HD Channel: <1.2Sec. 

• VoIP MOS: 4.0 < 

4   Conclusion 

Until now on, many operators already have operated the E-PON or G-PON system 
with his own EMS, and these operators want to install the WDM-PON, especially for 
mobile backhaul implementation. The hybrid EMS has been developed for operation, 
maintenance and testing of hybrid PON system PON which are composed of E-PON, 
G-PON, and WDM PON system, along with the test scenarios. Especially the 
proposed test scenarios provide the guidelines and detail test methods for 
implementation of hybrid PON system to existing operators. 
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Abstract. Mobility management is a key aspect to consider in future
Internet architectures, as these architectures include a highly nomadic
end-user which often relies on services provided by multi-access networks.
In contrast, today’s mobility management solutions were designed hav-
ing in mind simpler scenarios and requirements from the network and
where roaming could often be taken care of with previously established
agreements. With a more dynamic behavior in the network, and also with
a more prominent role from the end-user, mobility management has to
deal with additional requirements derived from new Internet paradigms.
To assist in understanding such requirements and also how to deal with
them, this paper proposes a starting point to dismantle current mobility
management notions. Our contribution is an initial proposal on defining
mobility management in concrete functional blocks, their interaction, as
well as a potential grouping which later can assist in deriving novel and
more flexible mobility management architectures.

Keywords: Wireless networks, mobility management, user-centricity.

1 Introduction

Internet services and models have been going through a paradigm shift, product
of three main factors: i) widespread wireless technologies; ii) increasing variety of
user-friendly and multimedia-enabled terminals; iii) wider availability of open-
source tools for content generation. Together, these three factors are changing
the way that Internet services are delivered and consumed as there is a trend
where the end-user has a particular role in controlling content as well as connec-
tivity, based upon cooperation. These spontaneous environments, user-centric
networks, rely on the notion that Internet users carry or own devices that may
be part of the network. Hence the human roaming behavior of each user, be
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it individually or from an aggregate perspective, directly impacts the way the
network is operated and perceived.

Human movement patterns in these environments may exhibit high variabil-
ity as they are based on individual users routines and on users interests towards
targets (e.g. locations, other users). Hence, mobility management is required to
ensure adequate connectivity models and adequate network operation to sup-
port end-user expectations towards his/her roaming services. Considering the
dynamics of user-centric networks and its self-organizing nature, it is crucial
to attempt to develop end-to-end mobility management solutions more flexible
than the ones existing today, as user-centric wireless networks are starting to
heavily populate Internet fringes.

Currently, the most popular solutions for global mobility management have
in common a model where a centralized and static mobility anchor point is re-
sponsible for keeping some form of association between previous and current
identities of a mobile node. In user-centric environments, as explained, there is
the need to better understand the roles that a mobility anchor point can have;
the best location for these elements; and efficient ways to select the best anchor
point for a mobile node. Moreover, considering that user-centric environments
are heavily based on the users interests on being part of the network, and also as-
suming that the users might also control management functionalities, the period
of time a mobility anchor point may or may not be available is highly variable.
This poses extra stress on seamless and centralized mobility mechanisms, which
have to manage handovers more often.

The aim of this paper is to provide an initial analysis of aspects that have
to be considered when attempting to make end-to-end mobility management
schemes more flexible. Our expectations are to contribute to an out-of-the-box
notion of mobility management, by splitting mobility management as a whole
into concrete functional blocks, and by explaining their impact and how to group
such blocks. Our model is based on centralized solutions which, independently
of the OSI Layer they tackle, are based in the same principles, roles, as well as
similar operational behavior. Such splitting and categorization will give rise, in
our opinion, to new mobility management architectures which are user-centric
and more flexible.

The paper is organized as follows. In section 2 we describe related work,
explaining the contributions that our work provides. Section 3 provides a few
examples on user-centric networking scenarios, including for each a brief mobility
characterization. In sections 4 and 5 we describe our study on mobility manage-
ment, which is a characterization based on the current needs of this emerging
user-centric networks, and in section 6 we conclude this work.

2 Related Work

This section provides a brief description on current work related to mobility
management proposals which are based on different perspectives than the stan-
dardized solutions.
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Bolla et al. consider the application of overlays to deal with mobility from a
global perspective [3]. They provide a distributed mobility management scheme
where mobility anchor points may be located within customer premises. The mo-
bility anchor point itself is still a centralizing element as all the signaling goes
through this device. Following the same line of thought, in order to deal with
personal mobility and session migration Bolla et al. propose an application layer
mobility framework [4] and the usage of a personal address, “a network identi-
fier dinamically assigned to a specific user for a specific communication session”.
The framework performs functions of personal mobility, terminal handover, ses-
sion migration, and media adaptation for interactive multimedia applications.
Although the authors are focused on addressing specific aspects of environments
involving media, they do not attempt to analyze how to globally make mobility
management more flexible.

Sofia et al. [14] propose an approach whose main objective is to separate con-
trol and data functionalities from the mobility anchor point into two different
elements, in order to provide a more flexible mobility management framework,
and to assist in developing non-centralized (e.g. distributed or hierarchical) mo-
bility architectures. However, the authors do not present a proposal on how
the communication between those separated elements can be performed, nor an
analysis on why such splitting was relevant.

Chan [5] proposed the splitting of a mobility system into three logical func-
tions: home network prefixes allocation, location management and mobility rout-
ing. The approach is based on the Proxy Mobile IPv6 [8] extension for Mobile
IPv6 [9], and it is also proposed the usage of two mobility anchor elements,
called Home Mobility Anchor and Visited Mobility Anchor. The main objective
is to provide a system with mobility anchors distributed over different networks.

Having in mind the recent trend of flatter mobile network architectures, Dy-
namic Mobility Anchoring [2] [13] addresses the concept of “flattening” by con-
fining mobility support in the access network, e.g. only confining it to access
routers through a specific implementation of the application of Proxy Mobile
IP. Following the same line of thought, i.e. IP mobility management in flatter
mobile networks, Chan [6] describes the differences between centralized and dis-
tributed mobility management systems, as well as a list of potential problems
and limitations of a centralized approach when compared with a distributed one.

Condeixa et al. [7] analyzed mobility management assumptions and require-
ments in user-centric scenarios, debating on challenges that need to be addressed
to obtain a global mobility management solution considering user-centricity. The
authors point out three major concerns for a mobility management system: bind-
ing definition, binding maintenance, and forwarding data problem.

Our work has in common with these approaches the motivation that by split-
ting, de-centralizing, or decoupling mobility management functionality into dif-
ferent blocks may assist in better understanding how and where to manage
mobility. As described, most of today’s attempts of flattening mobility man-
agement are being applied in the evolved packet core being the sole reason the
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urgent need to simplify mobility management. We believe that understanding on
how such mechanism may work is key to give rise to new research and business
opportunities.

3 User-Centric Networking Notions

User-centric networks are environments where an Internet end-user owns and often
carries devices that can share Internet access. These environments and the amount
of end-user devices sharing Internet access are expected to grow, despite the limi-
tations imposed by traditional operator-driven Internet communication models.

In our study, mobility management aspects are addressed from an end-to-end
perspective but the analysis is applied in user-centric spontaneous wireless envi-
ronments, which today correspond to the majority of technical scenarios on the
last hop towards the end-user. Our user-centric environments are located within
the customer premises region (where residential households, and enterprise en-
vironments reside). While in contrast, today’s mobility management relies on
functional blocks that are on the access or service regions.

Out of the several possible user-centric scenarios, we consider here three: a
regular hotspot, a user-provided network (UPN) and a delay tolerant network
(DTN). Each scenario is described both from an architectural perspective, as
well as from a mobility characterization perspective. The line of thought driving
this analysis is that these representative scenarios hold different requirements
and are based on specific mobility assumptions. Hence, after providing a mobility
characterization for each of the scenarios, the section concludes with a discussion
which shall result in the identification of mobility functionality blocks, based
on common requirements that each of these scenarios attain. A more complete
description of these and of additional user-centric scenarios can be found in [16]:

– Hotspot: a hotspot scenario corresponds to the regular infrastructure mode
in Wireless Fidelity (Wi-Fi) environments. This is currently the most com-
mon wireless architecture being deployed around us: each Internet enabled
household corresponds to one hotspot. In this scenario mobility of users is
local and confined to small regions, e.g. a room, an apartment, a small office.
Moreover, if the user moves across different Access Points (APs), then con-
nectivity is expected to be intermittent. In a generic hotspot scenario users’
mobility speed is low (pedestrian). Mobility inside each hotspot scenario is
mostly managed at OSI layer 2; however, the IP address of the active user
equipment’s interface can change after a break. A key aspect to consider is
that if current mobility management solutions are applied to this scenario,
despite the fact that most of the movement is local, the mobility anchor
point is located on the access or service regions.

– User-provided networks: UPNs [15] have been applied as complement to
existing access networks: they allow expansion of infrastructures across one
wireless hop. There is usually one individual or entity (the Micro-Provider,
MP) which is responsible for sharing his/her connection with N-1 other users
(out of a universe of N users, who today belong to a single community).
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Moreover, a user is, in a specific community, simply identified by a vir-
tual identifier (usually, a set of credentials username and password) which
is stored by a Virtual Operator (VO) and relied upon whenever the user
decides to access the Internet by means of a specific community hotspot.
In these emerging architectures, the nodes that integrate the network are
in fact end-user devices which may have additional storage capability and
sustain networking services. Such nodes, being carried by end-users, exhibit
a highly dynamic behavior. Nodes move frequently following social patterns
and based on their carriers interests. The network is also expected to fre-
quently change (and even to experience frequent partitions) due to the fact
that such nodes, being portable, are limited in terms of energy resources.

– Delay tolerant networks: The DTN scenario relates to the need to es-
tablish on-the-fly an autonomous network within a disaster region (e.g. after
an earthquake) based upon the devices that users in the region control and
carry. Hence, such DTN consists of a network composed by users with a com-
mon objective (a community), grouped in regions. Some nodes move from
region to region, establishing the communication between them (since gate-
ways are mobile). Considering the main purpose of this kind of network, and
the specific type of scenario where it is deployed, it is possible to establish
behavior patterns on the mobility of the nodes, making possible to predict
their location in a given instant and to schedule the delivery of information.
In this case, the mobility pattern may also impact the routing process. Users
moving may be good candidates to act as gateways, because they present a
higher possibility of reaching other regions. It is important to notice that a
region may be composed by only one user.

Table 1 summarizes the main characteristics related to the scenarios described,
concerning inherent characteristics, and mobility behavior of the users on each of
the scenarios presented. Based on a detailed analysis of the scenarios described
[16] we consider a set of parameters that should be taken into account when
characterizing any mobility management scheme: i) identification, which stands
for the device identification both from a user and an access perspective; ii)
network scope, which relates to the reach of the network; iii) access control,
which relates to the location of the access control mechanism that is normally
applied in each scenario; iv) movement patterns, related to the pattern that nodes
are expected to exhibit in each scenario when roaming; v) pause time behavior,
related to the time that a node exhibits a speed that is zero or close to zero;
vi) handover frequency, related to the node having to switch between different
networks or attachment points; vii) connectivity sharing, related to the sharing
of Internet access.

In table 1 we provide a brief analysis on how each of the mentioned parameters
relate to the three scenarios described. UPNs stand for a relevant case to address
in terms of mobility management, as this scenario exhibits features that are not
available on the hotspot scenario. The same conclusion can be drawn by looking
at the DTN characterization. Both UPNs and DTNs exhibit aspects that were
not considered when devising the current (centralized) mobility solutions.
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Table 1. Summary of mobility characterization across user-centric scenarios

Scenario/ Hotspot UPN DTN
Parameters

Identification MAC address, Trust Tokens or
credentials management certificates;
managed by scheme public/private
WISP community key pair

credentials
Network scope Small Small-large, Small-large

environment, e.g. household but static
e.g. household to village/city; does not exhibit
shops, varies a quick growth
universities dinamically

Access control Centralized, Decentralized Decentralized
on the and
provider spontaneous

Node speed Low High Varying
Expected Low High and Low and
movement global routine based
frequency
Mobility Local Human/social Local
pattern mobility; patterns; mobility

preferred short distance social
locations traveling patterns

preferred
Pause time Long pause Mix, depends Long

times on location
and user
routine

Handover Low High High
frequency
Connectivity None Yes Yes

4 Defining Mobility Management: A Characterization

This section is dedicated to a proposal on a global architectural definition of
mobility management functional blocks, as well as roles based on the scenarios
previously described.

4.1 Elements and Roles

In a mobility management system, three elements are considered in related liter-
ature: the Mobile Node (MN), an end-user device for which a mobility service is
provided; a ;Mobility Anchor Point (MAP), the element responsible for provid-
ing the mobility management service, it may reside in the network (e.g. router
or access element) or in a server; and the Correspondent Node (CN), that is any
element engaged in active communication with the MN. These are generic roles
that are today present in different management solutions, independently of the
OSI Layer where the solution resides. For instance, in MIP [9] the MAP is the
Home Agent (HA). In the Session Initiation Protocol (SIP) [12] the MAP is
the SIP server. In a 3GPP architecture, the mobility anchor is centralized and
located in the core network, having all traffic flowing through it, even if services
to be used are locally placed closer to the MN.
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Towards the idea of making mobility management more flexible (being the
aim a reduced operational cost) Seite et al. and Chan et al. suggest to position
the mobility anchors closer to the mobile nodes [13], ideally in the first element
visible on the path from a MN perspective [6]. Sofia et al. proposed the sepa-
ration of management functionalities into two elements, attempting to decouple
data plane and control plane [14]. In the proposed architecture, the HAC (con-
trol plane element) is located in a server, and HADs (data plane elements) are
positioned in the access nodes, close to mobile nodes. Chan relies on the Proxy
Mobile IP [8], and also splits the mobility anchor functionalities into three log-
ical blocks [6]. Although the author states that those functionalities are placed
in the home network, they do not need to be placed in the same physical entity.
Those works can be considered as a first step towards an architecture where the
management functionalities are splitted and distributed in different places in the
network.

Such approaches, the positioning of the MAP as well as the definition of in-
teractions between the different roles of mobility management have been object
of heavy analysis. Still, today there is not truly consensus in where MAP and
additional functionality should reside. Such positioning depends on the network
architecture and requirements; on the OSI Layer being tackled, as well as on the
overall complexity from a technical and policing perspective. Considering that
user-centric networks present particular characteristics (e.g. there is no clear
splitting between network elements and end-devices), the current centralized
standards may not be suitable. Thus, a novel mobility management approach
should be designed for such networks, considering all its particularities and fol-
lowing this trend of rethinking the mobility anchor point element.

Therefore, thinking about mobility management functioning in a fine-grained
way, we have identified a group of functionality blocks. Based on the dynamics
of user-centric networks, the first step towards a more suitable mobility man-
agement approach is by understanding and further analyzing the basic tasks a
mobility management should provide.

4.2 Functional Blocks

In order to perform a mobility management characterization, as result of an
initial analysis on current available mobility management approaches and stan-
dards, we have identified the following mobility management functional blocks:

– Device identification: corresponds to the network identification for the
MN. Usually the main mechanism for a location management is the associ-
ation between the device’s known-address and the device’s real-address. In
MIP, known-address and real-address are IP addresses; in SIP, the known-
address is a URI, and the real-address is an IP address. In MIP the device
identification control is the Home Agent (HA)/Correspondent Node (CN)
cache binding. In SIP, it is the user database used by the Proxy server.

– Identification database control: corresponds to the mechanism that is
applied to control the database identification. This is normally a block rele-
vant from an access perspective, which today follows a centralized approach.
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– Binding mechanism: it is the signaling related to the device’s register
to the mobility system. It creates/updates a record in the identification
database control, associating the known-address to the real-address. In MIP
it is the Binding Update message sent to a HA/CN. In SIP it is the REG-
ISTER message sent to the Registrar server.

– Routing or forwarding: it is the process of intercepting the packets des-
tined to the known-address, encapsulating them with the real-address, and
forwarding them. In MIP this is performed by the HA; in SIP this process
is performed by an element named RTP translator (when it is used).

– Handover negotiation: the process taken when the device has its real-
address changed. It involves negotiation and signaling. The main objective is
to guarantee that the user will keep active all its sessions during the handover
process. In MIP, the handover negotiation may be anticipated with the Fast
Handover extension [10], and the SIP does not implement any anticipation,
performing a re-negotiation after the connection between the peers is lost.

– Resource management:the resource management is a necessary procedure
for the mobility management to guarantee the quality of the connection when
the MN changes its point of attachment to the network. However, it is not pro-
vided by most of the mobility management approaches. The 802.21 Media In-
dependent Handover (MIH) [1] standard is focused on the handover process
based on a resource management aware negotiation for vertical handovers.

– Mobility estimation: it is the procedure of changing the MN point of at-
tachment to the network before its current connection breaks. The extension
Fast Handovers for MIP, and the 802.21 MIH provide this functionality.

– Security/privacy:it refers to any security or privacy mechanism used to
assure the integrity of the elements and signaling in the mobility management
system.

4.3 Discussion on Mobility Characterization

Based on the block characterization there are a few aspects worth to highlight.
Firstly, today’s mobility management solutions completely ignore the need for
adequate resource management. However, this is a crucial aspect for cellular or
wireless networks, in particular for session continuity. Database control is nor-
mally centralized, an aspect which may not be compatible with the notion of
communities that user-centric networks embody. Routing and forwarding is also
based on mechanisms (e.g. proxy mechanisms) which may not be completely
compatible with the fact that users in our scenarios are expected to roam fre-
quently. This is an aspect that can be improved by integrating mobility estima-
tion mechanisms. Security and privacy aspects are also often disregarded.

Moreover, analyzing the identified blocks, one can notice that there are a few cat-
egories onto which they seem to be naturally grouped. Firstly, they can be grouped
into data plane and/or control plane. It is also possible to group the functionality
blocks into location management and/or handover management procedures.

These are aspects that we debate on the next section in an attempt to raise
awareness to new and more flexible mobility management schemes.
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5 Deconstructing Mobility Management Centralized
Approaches

This section delves into the potential development of a mobility management
architecture that is more adequate to the emerging wireless scenarios described
in section 3.

As of today the functional blocks described reside both on the MN and mobil-
ity anchor point, being the functionality fully controlled in the later one, which
is physically located in the access or service regions. Our aim in analyzing initial
forms of deconstructing the need for a centralized mobility management scheme
is motivated by the need to find simple and operational ways to split such func-
tionality, as well as ways to “push” such functionality closer to the end-user,
having in mind an optimization of mobility management in the context of the
scenarios described.

5.1 Location and Handover Management Categorization

Mobility management usually is mentioned as consisting of two main blocks:
location management and handover management. Location management is the
block responsible for locating the devices, i.e. for guaranteeing that they are
always reachable, independent of their point of attachment to the network. The
handover management block is responsible for maintaining active sessions while
MNs roam. Therefore, from a high level perspective, mobility management func-
tionality can be split into these two main blocks. Today, these blocks both reside
on the mobility anchor point and are based on information provided by the MN.
Solutions such as the Host Identity Protocol (HIP) [11] attempt to provide a
decoupling by isolating location management and handover management. Other
solutions (e.g. Hierarchical Mobile IP [17]) optimize handover management by
scoping the extent of the impact of such negotiation.

5.2 Control and Data Plane Categorization

Another way to categorize mobility management functionality is to consider a
splitting between control and data planes. As part of the control plane we can
cite all the procedures related to the signaling, and the data plane is related to
the data traffic, routing, forwarding and address translation. Figure 1 shows the
relationship between the blocks, in order to identify the communication between
them. It shows also the classification concerning data and control planes, and
location and handover management.

Between the functional blocks, it is possible to identify two types of com-
munication, in regards to its periodicity. Periodic communication is related to
procedures that need to be performed in a regular basis, in order to maintain
the system updated. The occasional communication is related to the procedures
performed only as result of a change in the system, for instance, when a MN
performs a handover from one point of attachment to another.
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Fig. 1. Mobility management functional blocks

Usually, all the communication between the blocks of the handover manage-
ment side of the picture is triggered when a node movement is detected, or
predicted. When a handover is detected, the mobility estimation block triggers
the handover negotiation, which will take part in the process. The handover ne-
gotiation needs to consult the resource management in order to guarantee that
the user will be “always best connected”. For the handover process to complete,
the binding mechanism is triggered, so it can update the location information
in the identification database control. The identification database control then
updates the information in the element responsible for routing/forwarding.

The binding mechanism has a periodic communication with the ID database
control, because it is the procedure performed to maintain the ID database
control updated. It needs to use the security/privacy procedures to guarantee
that no third part could take place in the communication.

5.3 User Perspective and Access Perspective Categorization

Currently, the available mobility management approaches offer most of the func-
tionalities described here, but none of those approaches offer all of the function-
alities. Those functionalities are placed in different locations in the network and
customer premises, and most of them are centralized in one unique element (usu-
ally the mobility anchor point). By taking this perspective, we can categorize
the blocks into two groups, blocks located in the user perspective and in the
access perspective as provided in table 2.
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Table 2. Location of mobility management functional blocks

Parameter Access and user perspective
categorization

Device Identification User

ID database control Access

Binding mechanism User and access

Routing / Forwarding Access

Handover negotiation User

Resource management Access and user

Security/privacy User

Mobility estimation Access and user

Table 2 shows the current location of each block. It is important to no-
tice that this location is based on current mobility management approaches
functioning.

6 Conclusion

This paper provides a study and a new perspective on ways to make end-to-end
mobility management schemes more flexible, being the motivation the fact that
user-centricity and in particular user-centric environments are a crucial part of
the future of the Internet. We went over three different cases of spontaneous wire-
less deployments abounding around us, and characterized each from a mobility
perspective. Based on such characterization we have derived a set of parame-
ters and functional blocks, and discussed ways to attempt to de-construct the
need for centralized architectures, starting by proposing concrete categories to
tackle.

As follow-up of this work we intend to take advantage on the blocks identifica-
tion and data/control planes and location/handover management categorizations
to evaluate what is the best location for each of the identified functional blocks.
Focusing on the user-centricity, the objective is to perform a deeper study on
each of those functionality blocks, in order to identify which of them could be
placed into customer premises equipment. Placing mobility management func-
tionalities in the customer premises could provide a mobility system user-centric
and independent of the access network. A deeper study should clarify if that is
possible, and what is the cost to maintain such approach. Hence, as next steps
we intend to address ways to bring mobility management closer to the customer
premises in a way that is adequate for the network, while keeping the end-user
agnostic in regards to the complexity. A second step to be considered is to an-
alyze such splitting based on the potential impact that it may have both from
an end-user and from an access perspective.
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Abstract. In this paper, we propose a new method for detecting unau-
thorized network intrusions, based on a traffic flow model and Cisco
NetFlow protocol application. The method developed allows us not only
to detect the most common types of network attack (DDoS and port
scanning), but also to make a list of trespassers’ IP-addresses. There-
fore, this method can be applied in intrusion detection systems, and in
those systems which lock these IP-addresses.

Keywords: DDoS attack, flow traffic model, Cisco NetFlow.

1 Introduction

Currently, Internet information resources are actively growing, penetrating many
spheres of social life. Information technologies are being introduced not only into
private enterprises, but also in the provision of public services. With each passing
day, more and more confidential transactions are carried out via the Internet. In
relation to these trends, the question of computer networks security is starkly
raised. Attackers have developed and actively use many types of network intru-
sion [1,2,3,4], most of which can be prevented by standard methods of protection.

This article focuses on detecting and preventing network attacks of two types
that are impossible to prevent by the standard settings of information resource
software. This are ”Distributed Denial of Service” attacks (DDoS attacks) [4,5,6]
and port scanning, that are used to find bottlenecks in network information
systems. In recent years the rate of end-user connections to the Internet has
increased sharply, which has given rise to an increase in the number and intensity
of attacks such as DDoS. These attacks are highly damaging to the information
service, and at the same time simple in their execution. Port scanning is used
by hackers to conduct ”network intelligence”. In this article we would like to
propose a new method of detecting DDoS attacks and port scanning, based on
the Cisco NetFlow protocol [7,8].

NetFlow is a network protocol developed by Cisco Systems for collecting IP
traffic information. NetFlow has become an industry standard for traffic monitor-
ing and is supported by platforms other than Cisco IOS (Internetwork Operating
System) and NXOS (Nexus Operating System) [9].
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A network flow has been defined in many ways. The traditional Cisco defini-
tion is to use a 7-tuple key, where a flow is defined as a unidirectional sequence
of packets sharing all of the following 7 values:

– Source IP address
– Destination IP address
– Source port for UDP or TCP, 0 for other protocols
– Destination port for UDP or TCP, type and code for ICMP, or 0 for other

protocols
– IP protocol
– Ingress interface (SNMP ifIndex)
– IP Type of Service

The proposed method for detecting network attacks based on the traffic flow
model is described in [10]. Traffic models shows that two parameters, the load
of the channel and the number of active flows in it, must be used for a full
representation of the network state. In this paper, the criteria of abnormal net-
work conditions, which can determine the start of the attack, were formulated.
A more detailed model is described in Section 2. The values of these parameters
can be measured using the NetFlow protocol, implemented on Cisco routers.
In [11] and [12], the authors suggested that the traffic flow model can be used
for network security problems, in particular to detect network attacks such as
DDoS, port scanning and network worms. Also in [13] and [14], an attempt was
made to use the NetFlow protocol to detect DoS attacks such as Smurf and
worms W32.Blaster Worm and Red Worm.

The aim of this work is to show that the NetFlow protocol can be used for
the detection of DDoS attacks and port scanning, and to formulate an algorithm
to identify IP-addresses from which the attack is carried out. This algorithm
enables to the creation of ”black lists” of addresses that should be blocked to
prevent the attack. This article is organised as follows:

– Section 2 - describes the flow traffic model, on which a method for detecting
network attacks has been built

– Section 3 - experiment to study the various attacks
– Section 4 - the definition of the detection algorithm under consideration
– Section 5 - describes the Research Center of DDoS attacks at the Samara

State Aerospace University

2 Traffic Model

In this paper, we would like to propose a method of diagnosing the backbone links
and testing it on existing networks. This method is based on a traffic model [10],
according to which the number of active flows can be considered as an important
characteristic of the real network state. Two variables, the number of active
flows and the utilisation of the channel, best describe the current network state.
Analysis of all data on the network, represented by individual points on the plane
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with axes, which are plotted the number of active flows and utilization of the
network, allows to the definition of three areas that correspond to qualitatively
different states of the network.

It has been previously shown [10] that the first part of the curve formed
from average values of the data produces a straight line, which ends with an
inflection point. The straight line corresponds to the part of the network that is
characterised by a minimal loss of IP-packets, less than a half of one percent. The
bent part of the curve corresponds to an overloaded network, and is characterised
by a significant packet loss of up to 5%, which reduces the effective size of the
transferred segment of the TCP/IP. The third, nearly horizontal, portion of the
curve corresponds to a completely unusable network with significant packet loss
of over 5%.

Fig. 1. Traffic model

The distribution of total load tends to a normal (Gaussian) distribution, since
the total load of the studied channel is the result of multiplexing a large number
of flows that are independent of each other. The theoretical model allows us to
estimate the confidence interval for the working area of the curve:

B(t) = b(N + kA(ε)
√

N) (1)

Here b is average loading on router, A(ε) is the normal quantile function and
coefficient k should be found experimentally. Equation 1 indicates that the real
state of the network, described by the number of active flows N and the flow data
rate B(t), will be outside these limits in only 100%×ε of the total observation
time.

The traffic model presented here allows the formulation of a simple criterion
for finding anomalous network states: if several consecutive measurements go
beyond the confidence interval of ε=0.05, we can confidently consider problems
on the network. If we collect the data every 5 minutes, then the statistics of a
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few hours will make it possible to determine all the parameters of equation 1
with reasonable accuracy.

Presumably, the network state will be out of the confidence interval during
the progress of a network attack. During port scanning, the number of active
flows will increase with a nearly constant load, as the data transmitted is only
limited to establish the connection and to close it. The channel load as well as
the flow number should sharply increase during the progress of DDoS attacks.
In order to prove these hypotheses it was decided to conduct two experiments
with network scanning and with a DDoS attack.

3 Experiment

In order to clarify the details of unauthorized intrusion, it was decided to perform
experiments that emulated attempted attacks. Experiments were carried out on
the network of the Samara State Aerospace University (SSAU).

Remote machines were used as the source of the attack which were located
in an external network. The utility Nmap was applied for port scanning, which
was ordered to carry out a full scan of all hosts on the network.

A Web server was selected as the target during the progress of the DDoS
attack. A few computers located in the external network were the sources of
the attack. In the first part of the experiment the attacking computers sent ping
requests simultaneously within half an hour. In the second part of the experiment
the target computers were attacked (DDoS attack) with the help of a specialised
program, LOIC (Low Orbit Ion Cannon). The Web server was attacked with
the use of different types of traffic (HTTP, UDP, TCP) over an hour. Data were
collected from all experiments, which are then analysed to identify patterns of
different types of attacks.

Fig. 2. The experimental scheme

Flow data, that are the basis for the analysis, were collected from the boundary
router Cisco 6509 of the SSAU network. NetFlow collector nfdump [15] was used
to gather data from the router. NetFlow export data is taken for analysis at
regular intervals of five minutes. A file with the parameters of all the flows
recorded on the router is formed every five minutes. The parameters are listed
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Fig. 3. Port scanning

in the introduction, and include the beginning of the stream, the duration of the
stream, the data transfer protocol, source address and port, destination address
and port, the number of transmitted packets, and the amount of transferred data
in bytes.

The analysis of data collected during network scanning has revealed a sharp
increase in the number of active flows for almost the same amount of traffic
transferred (see Figure 3). Each scanning computer generated of the order of
10-20 thousand of very short flows (up to 50 bytes) within 5 minutes. In the
testing period the total number of active flows on a router that is generated by
all sources is about 50-60 thousand.

Figure 3 shows a graph of the network states, the X-axis displays the number
of completed flows N, the Y-axis displays the total load in Megabits per second
(Mbps). Each point on the graph reflects the network state of the preceding
five-minute interval, showing the dependence of the average channel load on
the number of active flows. The dots correspond to the normal network state
and the triangles describe the state of the network, registered during a port
scanning. Segments are depicted on the graph’s parallel vertical axis and show
the confidence intervals for the average load calculated for five flow intervals
(20000-30000, 30000-40000, 40000-50000, 50000-60000, 60000-70000).

As a result of the experiment with the ping requests, it was found that every
attacking computer accounts for a very long flow of ICMP traffic, if we send
requests through a single port. The data has been subsequently written into a
nfdump file after the attack is finished, making it difficult to detect. It should
be noted that one active ICMP flow to identify the occurrence of a failure in the
information system is clearly inadequate; the number must extend to the tens
of thousands of requests.

The analysis of modelling the DDoS attack by the LOIC utility also showed
a sharp increase in the number of active flows, along with an increase in the
traffic. The utility sends data in parallel to different ports of the target, thereby
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Fig. 4. DDoS attack

creating a large number of short flows for up to a minute (see Figure 4). The
triangles show the network states recorded during the attack.

Thus, it becomes apparent that the NetFlow protocol may not only reveal the
start of the attack, but also determine its type. A detailed description of attack
detecting algorithms and work to create secure hosting services may be found in
the following sections.

4 Algotithm for Intrusion Detection

Our studies have revealed patterns, based on the NetFlow data, that allow the
IP addresses of the computers with which conducted DDoS attacks and port
scans to be determined. Based on these patterns we developed an algorithm for
attack detection. Before formulating the algorithm we will specify the format for
recording flow data:

– Date and time of flow
– Duration of flow (in seconds, up to thousandths)
– Transfer protocol
– IP address and source port
– IP address and destination port
– The number of transmitted packets
– The number of bytes transferred

The algorithm developed for the detection of attacks such as DDoS and port
scanning is:

1. Find IP-addresses of sources that generate a large number of flows.
(a) If the size of these flows is very short, up to 50 bytes, it is most likely

port scanning.
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(b) If the duration of the flows is greater then this IP-address might be
carrying out DoS attacks.

2. Find IP-addresses of sources that generate very long streams (lasting more
than 5 minutes). The IP-address assignment can be carried out DoS attack
in this case.

If many IP-addresses from which a potential DoS attack are found, we may
classify this attack as DDoS.

In order to prevent any network attack, early detection is important to enable
steps to be taken to neutralise it. NetFlow data comes from the router from time
to time, depending on the settings. At the same time, a balance between the
frequency of collection of flow statistics and the time needed for processing is
also needed. Therefore it was decided to establish the frequency of querying the
NetFlow data to once a minute.

It should be noted that the NetFlow statistics provide information on flows
that are already completed. Since the flow is considered as active for a certain
time after its completion, completed flows also need to be considered active.

5 DDoS Attacks Study Centre (Secure Hosting Creation)

We have developed practical algorithms that are implemented as a script in
Perl. The script has been installed on the protected server. NetFlow data comes
to the server running the NetFlow nfdump collector from the boundary router
(BGP) on the SSAU network every minute. The script receives a file with data
on entering flows. These data are processed by a script in accordance with the
attack detecting algorithm described in the previous section. A list of suspicious
IP addresses, from which an attack may be carried out, are produced as the
output of the script.

The processing time of the NetFlow data is very small (tens of a millisecond),
whereas the intrusion detection addresses will be equal to the period of the
export data from the router, i.e. one minute.

Suspicious IP addresses are entered into the database and all traffic from
those addresses are blocked by an iptables firewall [16] for 5 minutes. Iptables is
installed on the protected server, i.e. only the server is protected, not the whole
network. If necessary, the protection can be extended to a whole SSAU network,
blocking suspicious IP address on the boundary router. In the coming year we
plan to explore the possibilities of using the NetFlow protocol for the detection
of DDoS attacks, for a combination of several basic types of attacks.

The problem of preventing DDoS attacks, as well as unauthorized network
intrusion; do not lose their sharpness, so SSAU created the Centre for the Study
of Network Attacks. The main purpose of the new centre is to develop new tech-
niques to detect and prevent various types of unauthorized network intrusion.
Hosting that is protected from DDoS attack has been created inside one segment
of the university network. The method of protection is based on the method pre-
sented in this article. The server that is running the NetFlow collector receives



Network Attack Detection at Flow Level 333

NetFlow data from the boundary router of university network. This data is then
processed to produce a ”black list” of addresses that are blocked by an iptables
firewall.

6 Conclusion

In this paper, the detection of attacks such as DDoS and port scans using a
flow traffic model was proposed, based on receiving data according to the Cisco
NetFlow protocol from the border routers. An experiment to test this model and
create prevention algorithms has been described. The experimental results have
confirmed that the proposed flow traffic model can be used effectively to detect
these attacks.

An algorithm for detecting suspicious IP addresses that can go attack was
suggested. These addresses can be used in intrusion prevention systems in order
to block them. Also, the algorithm for the detection of suspicious addresses was
implemented as a script that works in conjunction with a firewall iptables. This
system of detecting and preventing attacks such as DDoS and port scanning
was installed on the SSAU host network. In the future we plan to continue
studying the possibility of using the NetFlow protocol to detect various types of
unauthorized network intrusion. It is also planned to create a network protection
system directly on the SSAU network boundary router using Cisco IOS features.
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Abstract. Due to the dynamic topology of vehicular ad hoc networks, routing 
of packets in these networks faces a lot of difficulties. The situation will 
become more challenging when we have to deal with Delay Tolerant Networks 
(DTN) which are also sparse and partitioned and we need to use some vehicles 
to store the packets and carry them from one partition to another. Despite all 
these difficulties, by looking through movements of vehicles in an urban 
environment, we can find out that the topology of the network does not change 
in a pure random way and we can bring the traffic models of streets into 
account for having better routing performance. In this paper we proposed an 
intelligent routing protocol for delay tolerant networks using genetic algorithm 
as the learning method for choosing the best vehicle to carry the packets from 
one partition to another.  

Keywords: Delay Tolerant Networks, Routing Protocol, VANET, Learning, 
Genetic Algorithm. 

1   Introduction 

Vehicular Ad hoc Networks are a subclass of Mobile Ad hoc Networks in which most 
of the nodes are mobile and the topology of the network changes dynamically. The 
aim of Vehicular Ad hoc Network routing protocols is to establish efficient routes 
between network nodes adaptable to rapidly changing topology of vehicles in motion. 
These routes enable us to form a self-organized network between vehicles without the 
need for a permanent infrastructure.  

Although nodes are mobile in VANET, they have a distinct controlled mobility 
pattern that is subject to vehicular traffic regulations. It is because vehicles are 
generally constrained to roadways and streets. Also by looking through a real urban 
environment and by analysing the mobility model of vehicles in the streets, we can 
find out that despite the rapid changes in the topology of VANET, we can bring the 
traffic model of roads into account for our routing protocol. For example in our 
simulation environment we supposed to have some major roads with high density of 
vehicles, some streets with mediocre traffic and some bystreets with low density of 
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vehicles. Then by using Genetic Algorithm as the learning method, we tried to detect 
the proper vehicle for storing the packet and carrying it from one partition of our 
network to another. 

There are two categories of routing protocols in VANET: topology-based and 
geographic routing. Topology-based routing protocols use the information about links 
that exist in the network to perform packet forwarding. Geographic routing protocols 
use neighboring location information to perform packet forwarding.  Since link 
information changes in a regular basis, topology-based routing protocols suffer from 
routing route breaks [5]. The idea of geographic routing protocols is that each 
intermediate node chooses one of its neighbors which is geographically closer to the 
destination as the next hop for forwarding the packets. This procedure may fails when 
a node couldn’t find any neighbour closer to the destination. This situation is called 
“Local Maximum”. Several routing protocols have been proposed (GPSR [7], GPCR 
[4], VCLCR [2]) in order to recover from local maximum. 

Sometimes in Vehicular Ad hoc Networks, there exists no end-to-end route 
between the source node and the destination node. It occurs when the density of 
vehicles in streets decreases or when law enforcement, military, and financial armored 
vehicles may each wish to exchange data privately within their own vehicular 
network, due to the sensitivity of the information exchanged. Even in densely-
populated urban scenarios, sparse sub-networks can be prevalent. In these situations, 
Delay Tolerant Network (DTN) routing algorithms are needed [6]. To make the 
communication possible in this kind of networks, intermediate nodes take custody of 
the data being transferred and forward it as the opportunity arises. Both links and 
nodes may be inherently unreliable and disconnections may be long-lived. Some 
routing protocols (e.g. GeOpps [3], MoVe [11]) have been proposed to overcome the 
Delay Tolerant Networks problems. 

In this paper we proposed a routing protocol for Delay Tolerant Networks which is 
a combination of efficient position-based routing for connected partitions of our 
simulated network and delay tolerant forwarding using genetic algorithm for routing 
between partitions of our network.  

The rest of the paper is organized as follows: In section 2 we discuss about 
“GeoDTN+Nav”, a related work to our proposed method. Section 3 presents our 
proposed method and contains two subsections. The first subsection is about Vehicle 
evaluation system of our algorithm and the second subsection is about genetic 
algorithm. Section 4 provides a discussion about how we simulate and test the 
performance of our algorithm in a synthetic environment. Finally section 5 concludes 
the paper. 

2   Related Work 

In this section we briefly describe GeoDTN+Nav [1], a hybrid geographic and DTN 
routing with navigation assistance in urban vehicular networks, which has some 
relations with our proposed method. This routing protocol contains three different 
modes (Greedy mode, Perimeter mode and DTN mode) for forwarding the packets. A 
network partition detection method has been used to switch between these modes  
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with the aim of increasing the packet delivery ratio even in sparse or partitioned 
networks.  

The main idea of this routing protocol is using a VNI (Virtual Navigation 
Interface) framework as a parameter to determine proper delay tolerant forwarder. 
The goal of VNI is to standardize the content and transmission format of navigation 
information provided by GPS devices. For example, road identification can differ 
from one navigation system to another. Also the map encoding of a road on one 
navigation system may define a road as one separated by junctions; whereas, the map 
encoding of a road on another navigation system may define a road naturally from the 
name of the road. Based on vehicles movement pattern, vehicles are categorized into 
four different categories as shown in table below:  

Table 1. Categories of vehicular route pattern  

Categories Examples 
Deterministic (fixed) 
route 

Metro Bus, Metro Train, 
Campus Shuttle 

Deterministic 
(Fixed) Destination 

Taxi, Van Pool 

Probabilistic 
(Expected) 
Route/Destination 

Navigation system guided 
vehicles 

Unknown Random movement 

By considering these categories, VNI provides two kinds of primitive information: 

  1- Route_info: It may consist of detailed path, destination, or the direction of the 
vehicle. 

2- Confidence: Confidence indicates the probability that the vehicles movement 
would abide by the given route information. 

 
For example VNI on taxis would broadcast (Dest/100%) because taxis move 
deterministically toward its destination. In addition to VNI, GeoDTN+Nav uses other 
parameters (e.g. disconnection probability, direction of the node) to indicate whether 
a node is proper enough to be a DTN node.  

3   Proposed Method 

Similar to other types of position-based routing protocols, we used geographical 
position information of the nodes for forwarding the packets. Traditionally there exist 
two modes for forwarding the packets toward the destination node. First one is 
Greedy forwarding mode in which a node receiving a packet will send it to an 
immediate neighbor that is geographically closer to the destination. This process will  
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continue until the packet traps in a “local maximum” node where there exists no 
neighbor closer to the destination than itself.  

Perimeter forwarding as the second mode is then considered to recover from local 
maximum by using right hand rule. GPSR and GPCR are two routing protocols which 
are using these two modes for forwarding the packets toward destination. The 
problem arises in DTN networks where the network is sparse. GPSR and GPCR are 
only applicable in networks with high density of nodes where there always exists a 
path from source to destination. Therefore for partitioned networks we need to add 
another mode to make connection between partitions. This mode is called DTN 
forwarding and the idea behind this mode is to choose a proper node for storing the 
packet and carrying it from one partition to another. 

In GeoDTN+NAV routing protocol the proper DTN node and the switching time 
from perimeter mode to DTN mode are calculated using some parameters discussed 
in previous section. Although compared with GPSR and GPCR this routing protocol 
improves the packet delivery ratio of the DTN networks, it still has some limitations. 
The first limitation is all the vehicles have to be equipped with a VNI system. As it is 
mentioned in the previous section this VNI system broadcasts information about the 
path or destination of vehicles which may causes some privacy problems. For 
example it is not wise that law enforcement, military, or financial armored vehicles 
broadcast such these information to all their neighbors. Another problem is that some 
other effective parameters such as the speed of the candidate vehicles or the traffic 
model of the streets are not considered for the DTN node score formula. 

Our routing strategy is somehow the expletive of GeoDTN+Nav routing protocol. 
The differences are first, in our proposed method we tried to consider other effective 
parameters to choose better DTN node and second, we used genetic algorithm to train 
our DTN node evaluation system and to determine how important each parameter is 
in the simulation environment.  

3.1   DTN Node Evaluation System 

As it is mentioned above, both greedy mode and perimeter mode will fail to forward 
packets to destination in the sparse and partitioned networks. So we need to choose a 
node as DTN node to store the packet and to carry it from one partition to another. 
Another thing that we should determine is when to switch from perimeter mode to 
DTN mode. As it is discussed in [1], we will switch from perimeter mode to DTN 
mode when the network is disconnected and a proper DTN node is detected. Several 
parameters exist that affect the switching decision. The speed of the vehicle, the 
direction of the vehicle, the distance between that vehicle to destination and the 
probability of network disconnectivity are examples of these parameters. Similar to 
“GeoDTN+Nav”, we used hop count as a factor to recognize network disconnectivity. 
Combined these parameters with each other, we derive the bellow formula. The result 
of this formula is then compared with a threshold. 
 

αS(Ni) + βD(Ni) + γF(Ni) + δP(h) > Thresh                                  (1) 
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where: 

S(Ni) : Speed of the ith neighbor 

D(Ni) : Direction of ith neighbor  

F(Ni) : Distance between Ni  and destination 

P(h) : Probability of network disconnectivity  

h : Hop counts that the packet has traversed in perimeter mode 

α, β, γ, δ : System parameters 

Ni : i
th neighbor of current node 

Function S(Ni) represents how suitable a neighbor is to be a DTN node according to 
its speed. The faster the node the better for choosing it as DTN node. So this function 
assigns a greater number to the vehicle with higher speed and lower number to the 
slower vehicle. The next parameter is the direction of the node. It is obvious that a 
node which is moving toward destination is a better choice to be DTN node than the 
node which moving away from destination. Therefore according to the angle formed 
with movement direction line of the node and the line between that node and 
destination, D(Ni) will assign a number to each node to show how proper that node is 
to be DTN node according to the moving direction point of view. The next parameter 
is F(Ni) that assign a number to a node based on the distance between that node to the 
destination. The last one is P(h) that calculates the probability of network 
disconnection based on the hop count the packet traverse in perimeter mode. It is 
recommended to review [1] for better understanding of how these functions return a 
value for each node.  

Till now the calculation steps were very similar to GeoDTN+Nav routing protocol. 
We just changed some parameters of the evaluation function to choose the better node 
for storing and carrying the packet. In the next section we start discussing our main 
idea that improves the node evaluation system and simultaneously improves the DTN 
node selection method. 

3.2   Genetic Algorithm 

Genetic algorithm (GA) is a subclass of evolutionary algorithms (EA) which generate 
solutions to optimization problems using techniques inspired by natural evolution 
such as selection, crossover, mutation and inheritance. Four steps have to be 
considered to solve a problem with GA. The first step is initialization in which the 
evolution usually starts from a population of randomly generated individuals. Each 
individual or chromosome is a set of genomes. In each generation, we need to 
evaluate the chromosomes by a fitness function and determine how suitable each of 
them is to be chosen for the next generation. The population of subsequent 
generations is formed by selecting and modifying the proper prior chromosomes.  
 



340 S.A. Bitaghsir and F. Hendessi 

These modifications are based on crossover and mutation. Crossover is a method to 
combine two chromosomes to produce new offspring. The idea behind crossover is 
that the new chromosome may be better than both of the parents if it takes the best 
characteristics from each of the parents. In mutation we alter one or more genome 
values in a particular chromosome. Mutation is done in order to prevent the 
population from stagnating at any local optima. The procedure of breeding offspring 
from previous generation will continue until a termination condition has been 
reached. This condition may be either finding a solution that satisfies minimum 
criteria or reaching a fixed number of generations. 

In the following subsections we explain how we used the genetic algorithm for our 
purpose to improve the simulated network parameters. 

3.2.1   Initialization 
In this step we need to construct the first generation of the chromosomes. In our case 
of study each chromosome contains five genomes. As shown in figure 1, we put the 
coefficients of the proposed parameters in the chromosome. Also we considered the 
threshold of the evaluation formula as the fifth genome. 

 
α β γ δ Thresh 

Fig. 1. Chromosome Structure 

According to this fact that we have no idea about the proper values of these 
genomes at the beginning of the Simulation, many individual solutions are randomly 
generated to form an initial population. As you will see in the simulation & result 
section, the value of each coefficient varies from 0 to 1 that causes the value of 
evaluation formula to vary in the range of 0 to 4. 

3.2.2   Selection 
After forming the first generation, we need to choose some chromosomes from 
current generation’s population for inclusion in the next generation’s population. This 
step of genetic algorithm is called selection. There exist different methods to select 
chromosomes from a particular population. Roulette-wheel selection [9], Tournament 
selection [10] and Top percent selection [8] are examples of these methods. In all 
these selection algorithms a fitness function is used to determine the optimality  
of a chromosome, so the particular chromosome can be ranked against all the  
other chromosomes. The fitness function that is considered in our algorithm is as 
follows: 

                                      
(2)
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In this formula we have: 

Ci : ith chromosome in the population  

N : Number of packets generated in each generation 

P(i,j) : jth packet generated in the simulation run of chromosome Ci  

In the Roulette-wheel selection method which we also used for our simulation, the 
chance of a chromosome getting selected for the next generation is proportional to its 
fitness function value. This is why this method is also called Fitness Proportionate 
Selection. By using this type of selection the probability of individual i to be chosen 
for the next generation in the population is: 

                                              
(3)

 

where: 

Ci : the ith chromosome in the population 

Fitness(Ci) : Fitness function for Ci 

M : Number of chromosomes in each generation 

Combining equation 2 with equation 3 we have: 

                               
(4)

 

As it is discussed in [9], with fitness proportionate selection there is a chance some 
weaker solutions may survive the selection process; this is an advantage, as though a 
solution may be weak, it may include some component which could prove useful 
following the reproduction process. 

3.2.3   Reproduction 
After selecting the proper chromosomes as the parents we need to breed new solutions 
from them for the next generation. The method that we used for breeding child 
solutions from a pair of parent solutions is One-point crossover. As it is shown in 
figure 2, a single crossover point on both parents’ chromosome is selected. Then we 
interchange the two parent chromosomes at this point and produce two new offspring. 
After reproduction of new chromosome we need to apply mutation on some of them. 
Mutation should be applied to avoid the solutions from trapping in local optima. 
Mutation occurs during evolution according to a user-definable mutation probability. 
This probability should usually be set fairly low (about 0.01%) to prevent the 
algorithm to turn into a primitive random algorithm. 
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Fig. 2. An example of breeding two children from two parents 

3.2.4   Termination 
The genetic processes for breeding new generations of solutions discussed  
in the previous subsections will continue until a termination condition has been 
reached. It is because these processes are time consuming and they should be stoped 
after breeding particular generations. For example in our simulation which we will 
discuss in the next section the algorithm will be terminated after breeding four 
generation of solutions. Figure 3 illustrates the complete flowchart of discussed 
algorithm. 

 

Fig. 3. Flowchart of genetic algorithm 
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In the following section we will discuss how we evaluate our proposed method by 
testing it in a synthetic network environment. Also by comparing the network 
parameters of each generation we show that this method will improve the average 
delivery delay and average delivery ratio of the network. 

4   Simulation and Result 

For evaluating our proposed method we implemented and tested it on a synthetic 
scenario. For our simulation we completed three steps including simulation of 
mobility, simulation of network and at last trace file analysing. Following we discuss 
each of these steps. 

4.1   Simulation of Mobility 

For the first step we needed to simulate our network environment including the 
streets, the junctions, the traffic lights and flows of mobile vehicles. To do so we used 
SUMO (Simulator of Urban MObility) simulator which is an open source software. 
As it is shown in figure 4, our environment has two separate partitions of streets 
connected to each other with a highway. We considered this type of environment 
because we wanted to have a DTN network with disconnected partitions. Then some 
flows of vehicle are generated in a way that we had some streets with high density of 
vehicles and some with low. In Figure 4, the chromatic lines are the streets with high 
density of vehicles. After that we specified a node in the left partition to be the source 
or generator of the packets and a node in the right partition to be the destination of the 
packets. 

 

Fig. 4. The topology of the simulated environment 

Obstacles are placed between different road segments if they do not share the  
same horizontal or vertical parameters. All the streets are bidirectional and the  
length of each edge is 300m, and the transmission range is 300m too. The road 
between two partitions is 10km and contains some flows of vehicles with different 
speeds. All the vehicle flows in this road departure uniformly with speeds  
vary from 70km/h to 120km/h. The average vehicle speed in the two partitions is 
40km/h. 
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Fig. 5. Average Delivery Delays at left side and Average Delivery Ratios at right side for four 
generation 
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4.2   Simulation of Network 

After simulating our streets and mobile vehicles we selected a source node in the left 
partition to generate packets and send them toward the destination and also selected a 
destination node in the right partition as a sink to receive the packets. Table 2 
indicates the network parameters we used for our simulation. We attached a UDP 
agent to the source node to generate packets with constant bit rate and with packet 
size of 1460 bytes. All the related works for simulating the network were done with 
NS2. 

Table 2. Simulation parameters  

Parameter Value 
Network Simulator NS2 (Network Simulator 2) 
Mobility Simulator SUMO 0.12.0 
Packet Size 1460 bytes 
Transmission Range 300 m 
Simulation Runs 200 
Average vehicle speed in 
the partitions 

40 km/h 

Number of Generations 4 generations 
Number of Rounds in Each 
Generation 

50 rounds 

4.3   Trace File Analyzing 

The third step is analyzing the trace files which are provided by NS2. In our case of 
study we needed to run the simulation for four generation and each generation 
contained fifty rounds; so the total number of runs was 200. For each run,  
NS2 provided us a trace file that contained all the information about the packets  
in the network. The total size of these files was about 1GB and we derived all the 
required information such as packet delivery delay and packet delivery ratio from 
them.  

As it is illustrated in figure 5, we computed the average delivery delay of each 
round in each generation. Note that each round runs with particular quintuple of 
genomes that determined with genetic algorithm. To compare these four generations 
with each other and see how the genetic algorithm improves the network parameters 
in them we calculate the average of average delivery delays and the average of 
average delivery ratios for each generation. Regarding to figure 6, by breeding each 
new generation the delivery delay parameter of the network in our routing protocol 
decreased. Also it is concluded that the more we continue breeding the generations 
the more the quintuple parameters converge to the optimum values and the much 
delivery delay decreases. Meanwhile the average of average delivery delays for 
“GeoDTN+Nav” routing protocol remains in the range of [366,372] seconds. 
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Fig. 6. Average of average delivery delays in four generation 

 

Fig. 7. Average of average delivery ratios in four generation 

Also as illustrated in Figure 7, by breeding new generations the delivery ration 
parameter of the network in our routing protocol improved and increased. Again this 
parameter remains in a constant range for the “GeoDTN+Nav” routing protocol. As it 
is stated before we have to terminate the genetic algorithm and process of breeding 
new generations because it is time consuming. But still we can get a good perspective 
about the optimum value range of each genome.  

For example in our simulated network the range of the coefficient of speed 
parameter (α) after generation four bounded into [0.6,0.8] which means that the speed 
parameter in our evaluation formula is very effective. Also we can conclude that for 
having better delivery delay or delivery ratio in our network we should choose the 
value of “α” parameter in the range [0.6,0.8]. We can find the optimum boundary of 
other coefficients of the parameters in the same way. Also the proposed algorithm is 
flexible to test the effectiveness of other parameters. For example if anyone thinks 



An Intelligent Routing Protocol for Delay Tolerant Networks Using Genetic Algorithm 347 

that there exist other parameter that is effective in the evaluation formula he can add it 
to the formula with new coefficient and also add a new genome to each chromosome 
and run the algorithm again and see how that parameter affect the results. Then he can 
conclude weather that parameter is proper and necessary for the evaluation formula or 
not. 

5   Conclusion 

In this paper we proposed an intelligent routing protocol for delay tolerant networks. 
The routing starts with two traditional steps of other geographic routing protocols 
which are greedy forwarding and then perimeter forwarding. These two steps would 
fail to forward the packets toward destination in the case that the network is sparse 
and disconnect. This is where we brought the third mode of routing into account. The 
third mode was DTN forwarding in which we had to select a node as the DTN node to 
store the packet and carry it from one partition to another.  

The idea presented in this paper was using genetic algorithm to determine how 
effective each parameter is in choosing the DTN node. This issue was done by setting 
the efficient of each parameter as the genomes of chromosomes and then performing 
the genetic algorithm. For our simulated network we considered five parameters 
which we thought are effective in DTN node evaluation formula. By breeding each 
generation the values of these coefficients converged to the optimum values.  
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Abstract. In this paper, we analyze the distribution of the statistic
of a test for identifying the type of correlated time series. The rule for
selecting a model suitable to the data is based on the comparison between
the normalized prediction errors of the Whittle estimator applied to the
candidate models. We consider one application of the test: assessing the
significance of increasing the number of parameters within a given class of
models. The results obtained demonstrate that the Weibull distribution
is a good approximation for the distribution of the test statistic.

Keywords: Correlated processes, Whittle estimator, Model selection,
Traffic modeling.

1 Introduction

Identifying the type of serial dependence of a sequence has long been of primal
interest in time series analysis. That dependence may be characterized by the
autocorrelation function, or equivalently, by the spectral density function in the
frequency domain. If the autocorrelation function is summable, the sequence has
Short-Range Dependence (SRD) and conversely, if the autocorrelation function
is not summable, the sequence has Long-Range Dependence (LRD). Mathemat-
ically, LRD is closely related to the concept of self-similarity [4].

We are interested on the subject of network traffic modeling and simula-
tion. The existence of persistent correlations at large time scales was estab-
lished more than a decade ago after analyzing measurements of aggregated traf-
fic [14,13,2,19,5]. Either at the fundamental transport or at the applications
levels, persistent correlations may have a drastic impact on network perfor-
mance [9,17,15,8,11] and models accurate as well as realistic are basic for network
design and performance evaluation. Aside from examples in communication net-
works traffic, persistent correlations are also of interest in other domains, like
network topologies for ad hoc wireless networks, meteorological and hydrolog-
ical data, stock markets data or biometric signals [18]. In all these contexts,
determining the form of the autocorrelation function as closely as possible is
fundamental in order to build accurate and concise statistical models.

There are several families of Gaussian stochastic processes able to exhibit
persistent correlations in a parsimonious way that could fit the empirical data
equally well, such as fractional Gaussian noise (fGn) or fractional autoregressive
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integrated moving average (F-ARIMA) [1,16], and other approximate Gaussian
long-range dependent (LRD) processes for that purpose, like M/G/∞ [3]. The
inference problem addressed in this article is the experimental analysis of the
distribution of the statistic of a test proposed in a previous work [23] to check
whether a sequence is statistically consistent with a given LRD process. The
statistic used is a (normalized) comparison between the estimated prediction
error when the standard Whittle estimator is applied over the sequence. As
is well-known, the Whittle estimator is an unbiased, asymptotically Gaussian
estimator of the long-memory parameter of a Gaussian process [26].

The remainder of the paper is organized as follows. We begin rewieving the
main concepts related to the Whittle estimator in Section 2. In Section 3 we
review the definition and properties of some LRD stochastic processes. In Sec-
tion 4 we remember the test and analyze the distribution of the statistic. Finally,
concluding remarks are given in Section 5.

2 Whittle Estimator

Let fθ(λ) be the spectral density function of a zero-mean stationary Gaussian
stochastic process, X � {Xn; n = 0, 1, . . . }, where θ = (θ1, . . . , θM ) is a vector
of unknown parameters that is to be estimated from observations. Let

I
X

N︸ =
1

2πN
‖

N−1∑
i=0

Xie−jλi‖2

be the periodogram of a sample of size N of the process X . The approximate
Whittle estimator [26] is the vector θ̂ = (θ̂1, . . . , θ̂M ) minimizing, for a given

sample X
N︸

of size N of X , the statistic

Q
X

N︸ (θ) � 1
2π

(∫ π

−π

I
X

N︸ (λ)

fθ(λ)
dλ +

∫ π

−π

log fθ(λ)dλ

)
. (1)

If θo is the true value of θ, then limN→∞ Pr
(‖θ̂− θo‖ < ε

)
= 1, for any ε > 0,

namely, θ̂ converges in probability to θo (is a weakly consistent estimator). It
is also asymptotically normal, since

√
N(θ̂ − θo) converges in distribution to

ζ, as N → ∞, where ζ is a zero-mean Gaussian vector with matrix of covari-
ances known. Thus, from this asymptotic normality, confidence intervals of the
estimated values can be computed.

A simplification of (1) arises by choosing a special scale parameter θ1, such
that fθ(λ) = θ1fθ∗(λ) = θ1f

∗
η (λ) and∫ π

−π

log f∗
θ (λ)dλ =

∫ π

−π

log f∗
η (λ)dλ = 0,

where η = (θ1, . . . , θM ) and θ∗ = (1, η). Therefore

θ1 = exp
(

1
2π

∫ π

−π

log fθ(λ)dλ

)
=

σ2
ε

2π
,
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where σ2
ε is the optimal one-step-ahead prediction error, that is equal to the

variance of the innovations in the AR(∞) representation of the process [1], Xi =∑∞
j=1 βjXi−j + εi.
Using this normalization, equation (1) simplifies to

Q
X

N︸ (θ∗) = Q∗
X

N︸ (η) =
∫ π

−π

I
X

N︸ (λ)

fθ∗(λ)
dλ =

∫ π

−π

I
X

N︸ (λ)

f∗
η (λ)

dλ

which is usually evaluated numerically via integral quadrature. In addition, it
can be shown [1] that the estimated prediction error is given by σ̂2

ε = Q∗
X

N︸ (η̂).

3 LRD Processes

Following, we review briefly the definition and properties of the long-memory
processes that we consider in this work.

3.1 The fGn Process

The fGn process is the sequence of increments of the fractional Brownian motion
(fBm) process. Its autocorrelation function and its spectral density are given,
respectively, by

rH[k] =
1
2

(
|k + 1|2H − 2|k|2H + |k − 1|2H

)
∀k,

fH(λ) = (1 − cos λ) sin(πH)Γ (2H + 1)
+∞∑

i=−∞
‖2πi + λ‖−2H−1

for λ ∈ [−π, π]. In these formulas, H is the Hurst parameter [10], a measure of
the persistence of correlations, and Γ (·) denotes the Gamma function. For any
value of H,

fH(λ) = c
(|λ|−2H+1 + B(λ, H)

)
with

B(λ, H) =
∞∑

i=1

‖λ + 2πi‖−2H−1 + ‖λ − 2πi‖−2H−1,

so fH(λ) ∼ c|λ|1−2H when |λ| → 0, and the fGn process exhibits statistical
long-range dependence when H ∈ (0.5, 1).

3.2 The F-ARIMA Processes

The class of F-ARIMA processes is a generalization of ARIMA processes. A
F-ARIMA(p, d, q) process X = {Xn; n = 0, 1, . . .} satisfies the formal equation

φp(B)(1 − B)dXn = φq(B)εn, n ≥ 0
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where B is the backshift or delay operator (BjXn = Xn−j), φp(B) is a polyno-
mial of degree p in B, φq(B) is a polynomial of degree q in B, d is a real value
and {εn}n≥0 is a renewal process with zero mean and finite variance σ2

ε .
Although it is not generally feasible to obtain the autocorrelation function

for a general F-ARIMA(p, d, q) process, for the subclass of F-ARIMA(0, d, 0)
processes it takes the form

rd[k] =
k∏

i=1

i + d − 1
i − d

∀k.

It is important to highlight that, for large lags, the correlation structure of F-
ARIMA(0, d, 0) is very similar to that of any F-ARIMA(p, d, q) process. In other
words, the long-term correlation structure is mainly driven by the fractional in-
tegration exponent (1−B)d, and d is the long-memory parameter of the process.

The spectral density of F-ARIMA(0, d, 0) is known to be

fd(λ) =
σ2

ε

2π
‖1 − ejλ‖−2d =

σ2
ε

2π

(
2 sin2 λ

2

)−d

∀λ ∈ [−π, π].

And for the particular case of a F-ARIMA(1, d, 0) process

fα1,d(λ) =
fd(λ)

‖1 − α1ejλ‖2
∀λ ∈ [−π, π],

with α1 the coefficient of the AR(1) filter.
It is easy to see that fd(λ) ∼ c|λ|−2d if |λ| → 0. Therefore, when d ∈ (0, 1/2)

the F-ARIMA processes have long-range dependence with Hurst parameter H =
d + 1/2.

3.3 The M/G/∞ Process

The M/G/∞ process is a stationary version of the occupancy process of an
M/G/∞ queueing system. In this queueing system, customers arrive according to
a Poisson process, occupy a server for a random time with a generic distribution
Y with finite mean, and leave the system.

Though the system operates in continuous time, it is easier to adopt a discrete-
time description, so this will be the convention henceforth [24]. The number of
busy servers at instant n ∈ ZZ+ is Xn =

∑∞
i=1 An,i, where An,i is the number

of arrivals at instant n − i which remain active at instant n, i.e., the number of
active customers with age i. For any fixed n, {An,i, i = 1, . . . } are a sequence of
independent and identically distributed (iid) Poisson variables with parameter
λIP(Y ≥ i), where λ is the rate of the arrival process. The expectation and
variance of the number of servers occupied at instant n is IE(Xn) = Var(Xn) =
λ
∑∞

i=1 IP(Y ≥ i) = λIE(Y ).
The discrete-time process Xn, n = 0, 1, . . . is time-reversible and wide-sense

stationary, with autocovariance function

γ[k] = Cov(Xn+k, Xn) = λ

∞∑
i=k+1

IP(Y ≥ i), k = 0, 1, . . .
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The function γ[k] determines completely the expected service time IE(Y ) = γ[0]
λ ,

and the distribution of Y , the service time

IP(Y = i) =
γ[i − 1] − 2γ[i] + γ[i + 1]

λ
, i = 1, 2, . . . . (2)

By (2), the autocovariance is a non-negative convex function. Alternatively, any
real-valued sequence γ[k] can be the autocovariance function of a discrete-time
M/G/∞ occupancy process if and only if it is decreasing, non-negative and
integer-convex [12]. In such a case, limk→∞ γ[k] = 0 and the probability mass
function of Y is given by (2).

If A0,0, i.e. the initial number of customers in the system, follows a Poisson dis-
tribution with mean λIE(Y ), and their service times have the same distribution
as the residual life Ŷ of the random variable Y

IP
(
Ŷ = i

)
=

IP(Y ≥ i)
IE(Y )

,

then {Xn, n = 0, 1, . . .} is strict-sense stationary, ergodic, and enjoys the follow-
ing properties:

1. The marginal distribution of Xn is Poissonian for all n, with mean value
μ = IE(Xn) = λIE(Y ).

2. The autocovariance function is γ[h] = γ[0]IP
(
Ŷ > h

)
for any h ∈ ZZ+.

In particular, the M/G/∞ process exhibits LRD when Y has infinite variance, as
in the case of some heavy-tailed distributions. These are the discrete probability
distribution functions satisfying IP(Y > i) ∼ i−α asymptotically as i → ∞.

We are interested on the M/G/∞ process due to its theoretical simplicity
(there exists a substantial body of research results about the system’s behav-
ior [6,25,20,7]), its flexibility to exhibit LRD in a parsimonious way and its
advantages for simulation studies [12,21], such as the possibility of on-line gen-
eration (the main drawback of fGn and F-ARIMA processes is that only off-line
methods for trace generation are efficient enough to be of practical use) and the
lower computational cost.

4 Test

We propose to use σ̂2
ε as a measure of the suitability of a candidate model for a

time series. Smaller values of σ̂2
ε bear the meaning of more accurate numerical

adjustment to the actual autocorrelation function of the series, and suggest a
close match between the sample and the model.

In this work we consider the application of this similarity criterion to answer
this question: within a fixed class of stochastic models, increasing the number
of parameters (e.g., the memory order) gives more degrees of freedom and may
result in a better fit of the empirical autocorrelation function. Consequently, the
estimated prediction error would be lower. But is this improvement statistically
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significant so as to compensate for the sophistication of the model? If the fitness
only improves marginally, adding more parameters just complicates the model
without giving better insight into the relevant features of the process.

To solve this question, we proposed [23] a comparison over the spectral density
to aid in the selection of the best model. Following, we remember briefly the
methodology.

Consider two possible processes, labeled 0 and 1. Set out the base model
M0 : f(λ) = f0(λ), where f0(λ) is the spectral density of process 0, as opposed
to the alternative model M1 : f(λ) = f1(λ), that the spectral density is best
described by other type of process, with spectral density f1(λ) for instance. We
define the test statistic t as the difference between the estimated prediction error
when the base model M0 is assumed and the estimated prediction error when
the alternative model M1 is regarded true, normalized by the sample variance

t � σ̂2
ε (M0) − σ̂2

ε (M1)

σ̂2
.

We use the comparison test in the classical way, choosing the simpler of the
two as process 0. The degree of significance ε is fixed beforehand, and its critical
region R evaluated. Once R is known, if the null hypothesis could not be re-
jected we should conclude that the apparently better fit of the model with more
parameters is not significant, and the simpler one must be preferred.

In this paper, we study the distribution of the statistic t when applied to this
inference problem.

4.1 F-ARIMA

Consider a setting consisting in the comparison of two processes in the F-ARIMA
class in the first place. The simplest case consists of adding a single AR(1) term
to a pure fractionally integrated process. This amounts to selecting between
F-ARIMA(0, d, 0) and F-ARIMA(1, d, 0) for different choices of the one-lag au-
tocorrelation coefficient α1.

Fix this time as base model M0 : f0(λ) = f
d̂0

(λ), and as second model
M1 : f1(λ) = f

α̂1,d̂1
(λ). In other words, we seek to assess the goodness of fit

between two spectral densities differing in their long-term correlation (d̂0 
= d̂1)
and also in their short-term correlation structure (α̂1 
= 0). Each one of the
parameters d̂0, d̂1 and α̂1 are inferred via the Whittle estimator, after postulating
the supposed spectral density function.

We generated 103 synthetic traces of varying lengths n = {213, 214, 215, 216}
of a F-ARIMA(0, d, 0) process for d = 0.1, d = 0.25 and d = 0.4. With these
data, t was calculated, along with the estimated critical region R for a degree
of significance ε = 5%. Table 1 contains the results. The lower boundary r0 of
R is the real number such that the 5%-quantile of the simulation runs attain
t-values greater than r0. Thus, note that R in that table is really a function of
the empirical distribution function of t. Moreover, note that all the lower ends of
R are positive and close to 0. Figs. 1 and 2 plot the distribution of the statistic.
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Table 1. Estimated critical region: F-ARIMA(0, d, 0) vs. F-ARIMA(1, d, 0)

n H = 0.6 H = 0.75 H = 0.9

213 (4.59 · 10−4, ∞) (4.04 · 10−4, ∞) (2.77 · 10−4, ∞)
214 (2.32 · 10−4, ∞) (2.02 · 10−4, ∞) (1.32 · 10−4, ∞)
215 (1.15 · 10−4, ∞) (1.00 · 10−4, ∞) (0.64 · 10−4, ∞)
216 (0.58 · 10−4, ∞) (0.50 · 10−4, ∞) (0.32 · 10−4, ∞)
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Fig. 1. Distribution of the statistic t: F-ARIMA(0, d, 0) vs. F-ARIMA(1, d, 0). H = 0.6
(top left), H = 0.75 (top right) and H = 0.9 (bottom)

In order to choose the distribution that gives rise to a better adjustement of
the empirical samples of the statistic, we obtain the Q-Q graphs for different
distributions (Exponential, Lognormal, Gamma and Weibull). In Fig. 3 we show
the results obtained with the Weibull distribution, that in all cases is the one
that gives rise to lower error.

Table 2 shows the MLE (Maximum Likelihood Estimation) parameters of the
Weibull distribution (μ,σ,α,β). The results strongly suggest that r0, μ, σ and
β are uniformly decreasing in H, and the variation is approximately inverse to
that of n. α lightly increases with H and n.

Finally, Fig. 4 shows the adjustment of the distribution of the statistic with
the Weibull distribution.

4.2 M/G/∞
The robustness of the Whittle estimator is satisfactory even for non-Gaussian
processes. For that reason, it makes sense to study the behavior of the t statistic
in this case. So, in this Section we consider the M/G/∞ process tuned so that its
autocorrelation function belongs to the class of exactly second order self-similar
processes and equals that of a fGn process

rH[k] =
1
2

(
|k + 1|2H − 2|k|2H + |k − 1|2H

)
∀k.

From (2) the probability mass function of the service times in an M/G/∞
system whose occupancy process shows such correlation function is

IP(Y = i) =

∑i+2
j=i−2 ajj

2H

2 − 22H−1
i = 1, 2, . . . .
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Table 2. Adjustment of the distribution of the statistic t with the Weibull distribution.
MLE parameters (μ,σ,α,β): F-ARIMA(0, d, 0) vs. F-ARIMA(1, d, 0).

n μ σ α β

H = 0.6

213 1.26 · 10−4 1.81 · 10−4 6.61 · 10−1 9.46 · 10−5

214 6.35 · 10−5 8.56 · 10−5 6.91 · 10−1 4.98 · 10−5

215 3.04 · 10−5 4.24 · 10−5 7.34 · 10−1 2.48 · 10−5

216 1.55 · 10−5 2.16 · 10−5 7.61 · 10−1 1.29 · 10−5

H = 0.75

213 1.11 · 10−4 1.58 · 10−4 6.64 · 10−1 8.28 · 10−5

214 5.53 · 10−5 7.48 · 10−5 6.97 · 10−1 4.36 · 10−5

215 2.64 · 10−5 3.68 · 10−5 7.43 · 10−1 2.18 · 10−5

216 1.34 · 10−5 1.87 · 10−5 7.71 · 10−1 1.13 · 10−5

H = 0.9

213 7.48 · 10−5 1.07 · 10−4 6.74 · 10−1 5.68 · 10−5

214 3.68 · 10−5 5.01 · 10−5 7.12 · 10−1 2.94 · 10−5

215 1.71 · 10−5 2.39 · 10−5 7.71 · 10−1 1.45 · 10−5

216 8.68 · 10−6 1.18 · 10−5 8.21 · 10−1 7.68 · 10−6

with a2 = a−2 = 1/2, a1 = a−1 = −2 and a0 = 3. In the following, denote this
random variable by F, and the resulting process by M/F/∞.

In order to improve the adjustment of the short-term correlation in a previous
work we incorporated an autorregressive filter [22]. Therefore, if X is the M/F/∞
process, the new process is simply Zn = α1Zn−1 + . . .+αpZn−p +Xn, for a given
set of coefficients α1, . . . , αp.

For simplicity we will focus on the particular case of an AR(1) filter. In this
case, the mean values and covariances are related by IE(Z) = IE(X)

1−α1
, and

γZ [k] =
1

1 − α2
1

(
γX [k] +

∞∑
i=−∞,i�=0

γX [k + i]α|i|
1

)
.

Denote the class of the resulting process as M/F/∞-AR.
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Fig. 3. Adjustment of the distribution of the statistic t with the Weibull distribution.
Q-Q graphs: F-ARIMA(0, d, 0) vs. F-ARIMA(1, d, 0)

If fX(λ) is the spectral density of the process X , the spectral density of Z is
given by

fZ(λ) = fα1,H(λ) =
fX(λ)

||1 − α1ejλ||2 ∀λ ∈ [−π, π].

Now, we consider as base model for the data M0 : f(λ) = f
Ĥ0

(λ), and as

alternative possibility M1 : f(λ) = f
α̂1,Ĥ1

(λ), where Ĥ0 is the value obtained for
the Hurst parameter H using the Whittle estimator when the M/F/∞ process
is the base process, and α̂1 and Ĥ1 are the values obtained for the parameters
α1 and H using the Whittle estimator and considering the M/F/∞-AR process
as base process.

We generated 103 synthetic traces of varying lengths n = {213, 214, 215, 216} of
the M/F/∞ process for H = 0.6, H = 0.75 and H = 0.9. This time, the estimated
critical region R (ε = 5% degree of significance) is shown in Table 3. Again, r0

is uniformly decreasing in H and in n. Figs. 5 and 6 plot the distribution of the
statistic.
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Fig. 4. Adjustment of the distribution of the statistic t with the Weibull distribution:
F-ARIMA(0, d, 0) vs. F-ARIMA(1, d, 0).

Table 3. Estimated critical region: M/F/∞ vs. M/F/∞-AR

n H = 0.6 H = 0.75 H = 0.9

213 4.531 · 10−4 4.216 · 10−4 2.771 · 10−4

214 2.446 · 10−4 1.956 · 10−4 1.312 · 10−4

215 1.146 · 10−4 0.944 · 10−4 0.781 · 10−4

216 0.546 · 10−4 0.477 · 10−4 0.361 · 10−4
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Fig. 5. Distribution of the statistic t: M/F/∞ vs. M/F/∞-AR. H = 0.6 (top left),
H = 0.75 (top right) and H = 0.9 (bottom)
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The discussion of the previous section about the adjustment of the distibution
of the statistic is valid in this case. Again, the Weibull distribution is the one
that gives rise to better results and the conclusions about the variation of its
parameters are similar. We omit them for space restrictions.

5 Conclusions

We have analyzed a test about the spectral density of long-memory processes,
where the statistic is the normalized difference between the prediction errors
obtained via the Whittle estimator. We consider one application of the test: as-
sessing the significance of increasing the number of parameters within a given
class of models. The results obtained strongly suggest that the Weibull distri-
bution is a good approximation of the distribution of the statistic. As further
work, we will try to find a relationship between H and n and the parameters of
the Weibull distribution.
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Abstract. Modern multi-service networks are inseparably linked with
the commercial concept “triple play” that implies simultaneous provi-
sioning of telephony, television (broadcast television and video on de-
mand) and data transmission (mostly TCP-based best effort traffic) over
a single broadband connection. These services generate traffics of three
types – unicast streaming, multicast streaming and elastic traffics. In
this paper, we propose and analyze a multi-service model of a triple
play single-link network. Many research teams, including authors of the
present paper, were not able to find any exact analytical solution or re-
current algorithm for models with a mixture of streaming and elastic
traffics. We succeeded in developing and evaluating an approximation
valid for the calculation of the elastic traffic mean transfer time for the
proposed realistic traffic model.

Keywords: triple play network, single-link, streaming traffic, elastic
traffic, unicast, multicast, blocking probability, mean transfer time, ap-
proximation.

1 Introduction

Some time ago, companies such as mobile operators, cable operators, internet
service providers, were in different markets. The first ones offered wireless ser-
vices, mainly telephony; the second ones were focused on TV and video; the
last ones delivered IP data services. Nowadays, the telecom industry sees net-
work convergence and telecom operators are employing new strategies to deliver
new services via next generation networks (NGN). The network convergence is
inseparably linked with the commercial concept “triple play” [1]. This term in-
volves multiple services, multiple devices, but one service provider, one network,
one bill. Usually, the triple play concept comprises three joint service categories
“voice”, “video” and “data”. Each category consists of many services [1], [2], for
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example, VoIP, Skype, SIP-telephony; IPTV, VoD, streaming video via P2P; file
transfer, e-mail, instant messaging.

Evidently, such various services generate traffics discriminating one from oth-
ers not only in users’ popularity and traffic volume but also in sensitivity to
packet losses, bit-rate, duration, and etc. Three major traffic types are generally
defined: unicast streaming, multicast streaming and elastic traffics. Neverthe-
less, pair matching “voice” – “unicast traffic”, “video” – “multicast traffic” and
“data” – “elastic traffic” is rather rough and needs to be specified. Streaming
traffic is considered to be real-time and is characterized by a fixed duration,
whereas elastic traffic is not real time and is assumed to have a variable du-
ration and fixed volume. Unlike unicast traffic, multicast traffic has a network
resources’ saving nature achieved through employing multicast technology.

In terms of analysis of mathematical models with three traffic types, the tele-
traffic theory is developing step-by-step. First of all, models with one traffic type
were developed [3]–[10], at that models with multicast traffic are well-known and
were developed in [6] and [7]. After that, researchers were aimed at pairwise combi-
nations of traffic types, i. e. unicast and multicast [4], [11]–[14], unicast and elastic
[15], [16]. The analytical solutions and recursive algorithms were derived for the
models without elastic traffic, while the combination of unicast and elastic traffics
requires developing approximate methods. The “triple play” model has not all the
more been developed and any approximation has not been proposed.

In this paper, our research relies on the yearly renewable statistics performed
by the Cisco Systems. In Sect. 2, we apply the so-called Cisco Visual Networking
Index (VNI) Usage research [2] to develop a triple play traffic model. In Sect. 3,
we propose a single-link mathematical model with three incoming streams, i. e.
one stream per one traffic type, and then we derive an approximating solution
valid for the traffic model. Finally, accounting for the realistic traffic shares, in
Sect. 4 we evaluate the approximation and give a case study. A conclusion of
this paper is given in Sect. 5.

2 Triple Play Traffic Model

Numerical analysis of performance measures requires developing a triple play
service’s traffic model. This task was not a subject of the paper; nevertheless we
decided to make the analysis based on known datasets choosing the data from
the Cisco web-site as a reference.

The Cisco VNI is Cisco’s ongoing effort to forecast and analyze the growth
and use of IP-networks worldwide. The Cisco VNI Usage research [2] provides
quantitative insights into current activity on service provider networks and qual-
itative samples of consumers’ online behavior. In this cooperative program, more
than 20 global service providers share anonymous, aggregate data with Cisco to
analyze current network usage trends and gauge future infrastructure require-
ments. Participating service providers serve millions of subscribers from around
the world. They represent the mobile, wireline, and cable segments through-
out North America, Latin America, Europe, Asia Pacific and various emerging
markets.
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Cisco report contains also statistics of shares of traffic generated by diverse
applications that is summarized in Table 1. The “data” and “video” service
categories are the largest ones corresponding to six applications groups, whereas
“voice” composes only about 2% of the overall traffic. Application subgroups
pointed out in the table make us possible to associate every application with
unicast, multicast or elastic traffic.

Table 1. Triple play traffic shares

Application group Application subgroup Traffic type Traffic share

File sharing P2P Elastic 24.85%
(43.54%) Web-based and other file sharing Elastic 18.69%

HTTP Elastic 26.05%
HTTPS Elastic 0.63%

Data VPN and tunneling Unicast 0.57%
(27.51%) Admin Elastic 0.16%

Default service Elastic 0.09%
Maps Elastic 0.01%

Streaming video Multicast 10.52%
Online video Flash video Unicast 6.99%

(26.15%) Streaming video via P2P Unicast 4.80%
Audio and video over HTTP Unicast 3.56%
Video downloads Elastic 0.28%

Other VoIP Unicast 0.64%
Voice and video Skype Unicast 0.57%
communications MGCP Unicast 0.40%

(1.71%) SIP Unicast 0.05%
Voice and video over instant messaging Unicast 0.04%
Phone VoIP Unicast 0.01%

Gaming PC gaming Unicast 0.65%
(0.81%) Xbox Unicast 0.12%

PlayStation Unicast 0.04%

Data E-mail Elastic 0.19%
communications Instant messaging Elastic 0.07%

(0.28%) Instant messaging file transfer Elastic 0.02%

Summarizing shares of homogeneous traffics we get Table 2 and, without losing
generality, consider 20% share of unicast traffic, 10% share of multicast traffic and
70% share of elastic traffic. It is important to note that multicast traffic is only
represented by streaming video, i. e. IPTV application. Applications generating
unicast traffic are subdivided into two groups – more and less demanding network
resources. As long as the share of the last group makes only about 2% we neglect
it and deal with unicast traffic from online video, i. e. VoD application. Finally,
elastic traffic unions all non-real time applications’ subgroups.
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Table 2. Aggregate triple play traffic shares

Traffic type Aggregate traffic share Application group

Unicast 18.44% Online video (VoD) & gaming (16.16%)
Others (2.28%)

Multicast 10.52% Streaming video (IPTV)

Elastic 71.04% All subgroups

The streaming traffic (VoD, IPTV) bit-rates depend on compressing and cod-
ing video streams. For example, the bit-rate per one HDTV video channel with
the modern MPEG-4 part 10 (ITU-T AVC/H.264) compression is in the range of
7.5–13 Mbps, comparing to 15 Mbps for the earlier MPEG-2 (ITU-T H.262) cod-
ing. The similar bit-rate ratio is observed for SDTV channels, i. e. 2.0–3.2 Mbps
(MPEG-4) vs. 3.5 Mbps (MPEG-2) [1, Table 3.5]. As for elastic traffic, it is
reasonable to guarantee some minimum bit-rate to it for complying with ITU-T
G.1010 requirements: the preferred one way delay of 10 MB data must be less
than 15 seconds, the acceptable delay must be less than 60 seconds. Relying on
[1, Fig. 1.7] we assume this bit-rate to be 1 Kbps. Concluding the traffic model
characterization, we specify average durations of network resource occupancy.
They differ for VoD and IPTV applications and make 3 and 1 hour respectively
[1, Fig. 1.7].

Thereby, we developed the traffic model containing all necessary data for
numerical analysis of performance measures of a single-link triple play network,
namely blocking probabilities and average elastic traffic delay. In the following
section, we propose a single-link multi-service loss-like model and an approximate
method to compute the corresponding probability distribution.

3 Single-Link Mathematical Model

We consider a single-link network of C capacity units (c. u.) shared by uni-
cast (u), multicast (m) and elastic (e) traffics. Below, the model functioning is
described in terms of unicast connections, multicast service/session and elastic
flows. Table 3 gives all necessary notations. We assume all arrival rates λi to
be Poisson and the resource occupancy durations to be exponential distributed
with means μ−1

i . Each type of traffic has a rate guarantee of bi c. u. From the
teletraffic theory point of view, the main distinctions between three incoming
streams are in service disciplines and different interpretations of traffic load ρi,
i ∈ {u, m, e}.

Requests for a unicast connection setup are served according to the first come
– first served (FCFS) discipline. Requests for the multicast service providing
are handled in compliance with the so-called “transparent” discipline [2, disci-
pline T2], i. e. the multicast session initiator occupies just once free bm c. u.
for the overall session duration, which is successively increased by new arriving



364 I.A. Gudkova and K.E. Samouylov

requests for the service. Elastic flows share the link capacity free from streaming
traffic with the egalitarian processor sharing (EPS) discipline [17].

Note that every traffic type has its own interpretation of the traffic load, i. e.
number of unicast connections, number of multicast users and average volume
of elastic traffic offered to the link per 1 time unit (t. u.), respectively.

Table 3. Model parameters

Parameter Traffic type (i) Description

u Arrival rate of requests for a unicast connection setup
λi m Arrival rate of requests for the multicast service providing

e Elastic flows’ arrival rate

u Mean holding period of a unicast connection (t. u.)
μ−1

i m Mean residency time of each multicast user (t. u.)
e Elastic flow mean size (c. u. × t. u.)

u Fixed rate guarantee for a unicast connection (c. u.)
bi m Fixed rate guarantee for a multicast session (c. u.)

e Minimum rate guarantee for an elastic flow (c. u.)

u Offered load due to unicast connections (Erlang)
ρi := λiμ

−1
i m Offered load due to multicast users (Erlang)

e Elastic traffic intensity (c. u.)

u Number of unicast connections
ni m State of a multicast session:

nm = 1 – session is active, nm = 0 – otherwise
e Number of elastic flows

Let n := (ni)i∈{u, m, e} = (nu, nm, ne) be the state of the system and b (n) :=
:=

∑
i∈{u, m, e} bini be the rate guarantee for all traffics types when the system

is in state n. Then, the system state space is given by

X := {n ≥ 0 : b (n) ≤ C} . (1)

Below we introduce the following notation that will be used up to the end of
the paper:

– eu := (1, 0, 0), em := (0, 1, 0), ee := (0, 0, 1) – the three-dimensional unit
vectors;

– Ai := {n ∈ X : b (n + ei) ≤ C}, i ∈ {u, e} – the sets of system states
where a new arrived request for a unicast connection setup or a new arrived
elastic flow is accepted;

– Am := {n ∈ X : [b (n + em) ≤ C] ∧ [nm = 0]} – the set of system states
where a new arrived request for a multicast session opening is accepted;

– ci (nj)j∈{u, m, e}\{i} := C − ∑
j∈{u, m, e}\{i} bjnj , i ∈ {u, e} – the link ca-

pacity available for new arriving unicast connections or elastic flows in state
(•, nm, ne) or (nu, nm, •) respectively;
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– Ni (nj)j∈{u, m, e}\{i} :=
⌊

c(nj)j∈{u, m, e}\{i}
bi

⌋
, i ∈ {u, e} – the maximum num-

ber of unicast connections or elastic flows that might be in the link in state
(•, nm, ne) or (nu, nm, •) respectively, where •� is the integer part;

– 1 {•} – the indicator function.

It could be simply proofed that the process representing the system states is not
a reversible Markov process and the solution of equilibrium equations

p (n)

⎛⎝ ∑
i∈{u, m, e}

λi · 1 {n ∈ Ai} + nuμu+

+nmλm (eρm − 1)−1 + ce (nu, nm) μe · 1 {ne > 0}
)

=

=
∑

i∈{u, m, e}
p (n − ei) · λi · 1 {ni > 0}+

+p (n + eu) · (nu + 1) μu · 1 {n ∈ Au}+
+p (n + em) · λm (eρm − 1)−1 · 1 {n ∈ Am}+
+p (n + ee) · ce (nu, nm) μe · 1 {n ∈ Ae} , n = (nu, nm, ne) ∈ X

(2)

is not of product form, i. e. p (n) = p (nu, nm, ne) 
= p (nu) p (nm) p (ne). This
fact arises from the dependence of current elastic flows’ rate ce (nu, nm) μe on
streaming traffic state (nu, nm, •).

The authors of this paper tested a deal of approximating solutions, but only
one of them was compatible with the triple play traffic model discussed in the
previous section. So, let p1 (ne | nu, nm) be the conditional probability that there
are ne elastic flows in the link given system state (nu, nm, •); and let p2 (nu, nm)
be the marginal probability that the system is in state (nu, nm, •). Then, the
following lemmas 1 and 2 might be used for calculating corresponding probability
distributions.

Lemma 1. The probability distribution p1 (• | •, •) can be computed as

p1 (ne | nu, nm) =

=
(

ρe

ce (nu, nm)

)ne [ce (nu, nm)]Ne(nu,nm) [ce (nu, nm) − ρe]

[ce (nu, nm)]Ne(nu,nm)+1 − (ρe)
Ne(nu,nm)+1

,

nm = 0, 1, nu = 0, . . . , Nu (1, 0) , ne = 0, . . . , Ne (nu, nm) .

(3)

Note that probability distribution (3) is derived from the well-known results for
the processor-sharing theory [17]. Then, we also denote by Am (nu) :=
:=

∑Ne(nu,1)
ne=0 p1 (ne | nu, 0) the probability that a new arrived request for a mul-

ticast session opening is accepted having found nu unicast connections in the
link; and we denote by Au (nu, nm) :=

∑Ne(nu+1,nm)
ne=0 p1 (ne | nu, nm) the prob-

ability that a new arrived request for a unicast connection setup is accepted
having found nu unicast connections and the multicast service in state nm in the
link.
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Lemma 2. The probability distribution p2 (•, •) can be approximated by distri-
bution p̃2 (•, •) as follows

p2 (nu, nm) ≈ p̃2 (nu, nm) =

= G−1 · [(eρm − 1)nm Anm
m (nu)] ·

[
ρnu
u

nu!

nu−1∏
i=0

Au (i, nm)

]
,

nm = 0, 1, nu = 0, . . . , Nu (nm, 0) ,

(4)

where G is the normalization constant for probability distribution p̃2 (•, •).

The distribution p̃2 (•, •) is just an approximation of p2 (•, •) due to averaging
intensities of transactions between macro-states. This fact also leads to appear-
ance of coefficients Am (•) and Au (•, •) in formula (4). Setting them equal to 1,
i. e. blocking all elastic traffic, we get the result from [14]. Thereby, joint prob-
ability distribution p (•, •, •) can be calculated as the product of conditional
distribution (3) and approximating marginal distribution (4):

p (n) = p (nu, nm, ne) = p1 (ne | nu, nm) · p2 (nu, nm) ≈
≈ p1 (ne | nu, nm) · p̃2 (nu, nm) , (nu, nm, ne) = n ∈ X .

(5)

4 Case Study

Having found probability distribution p (•, •, •) of the single-link triple play net-
work, one could compute its performance measures, notable blocking probabil-
ities Bi, i ∈ {u, m, e} and mean elastic flow duration Te, i. e. the mean time
needed to transmit elastic traffic:

Bu =
Ne(0,0)∑
ne=0

p (Nu (0, ne) , 0, ne) +
Ne(0,1)∑
ne=0

p (Nu (1, ne) , 1, ne) , (6)

Bm =
Nu(0,0)∑
nu=0

Ne(nu,0)∑
ne=0

1 {(nu, 1, ne) /∈ X} · p (nu, 0, ne) , (7)

Be =
Nu(0,0)∑
nu=0

p (nu, 0, Ne (nu, 0)) +
Nu(1,0)∑
nu=0

p (nu, 1, Ne (nu, 1)) , (8)

Te =

Ne(0,0)∑
ne=1

ne

Nu(0,ne)∑
nu=0

p (nu, 0, ne) +
Ne(0,1)∑
ne=1

ne

Nu(1,ne)∑
nu=0

p (nu, 1, ne)

λe (1 − Be)
. (9)

We are also interested in utilization factor UTIL of the link, as the triple play
traffic model from Sect. 2 is primarily characterized by the fixed proportions of
traffic shares, i. e. γu : γm : γe = 2 : 1 : 7:
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UTIL :=
∑

i∈{u, m, e}
UTILi , (10)

where

UTILi :=
1
C

bi

∑
(nu,nm,ne)∈X

ni · p (nu, nm, ne) , i ∈ {u, m} , (11)

UTILe :=
1
C

∑
(nu,nm,ne)∈X

ce (nu, nm) · 1 {ne > 0} · p (nu, nm, ne) . (12)

Considering the proposed traffic model we evaluate the developed approxima-
tion. Numerical analysis shows that the method gives relatives errors less than
1% for calculating the mean elastic traffic transfer time. Increasing the link ca-
pacity (Table 4) does not strongly affect relative errors as they fluctuate around
some fixed value not exhibiting a tendency to growth. On the contrary, increasing
the link utilization factor (Table 5) is associated with the error augmentation.
As for blocking probabilities, relative errors could reach 50%.

Table 4. Relative errors for the mean elastic traffic duration depending on the link
capacity (C = 50, . . . , 100, UTIL = 0.7, γu = 0.2, γm = 0.1, γe = 0.7, bu = 2,
bu = C · γm, be = 1, μ−1

u = 10800, μ−1
m = 3600, μ−1

e = C)

C 50 60 70 80 90 100

Te Exact (sec) 3.47 3.45 3.44 3.43 3.42 3.42
Error (%) 0.048 0.058 0.055 0.049 0.042 0.036

Table 5. Relative errors for the mean elastic traffic duration depending on the uti-
lization factor (C = 100, UTIL = 0.6, . . . , 0.8, γu = 0.2, γm = 0.1, γe = 0.7, bu = 2,
bu = 10, be = 1, μ−1

u = 10800, μ−1
m = 3600, μ−1

e = 80)

UTIL 0.60 0.64 0.68 0.72 0.76 0.80

Te Exact (sec) 2.07 2.32 2.64 3.08 3.73 4.78
Error (%) 0.0062 0.0110 0.0231 0.0591 0.1622 0.3835

Finally, we apply the approximation to compute performance measures of a
100 Mbps Fast Ethernet assess link under the traffic model from Sect. 2. 50 SDTV
(MPEG-4) IPTV channels and SDTV (MPEG-4) VoD applications with 2 Mbps
bandwidth requirements are transmitted over the link. The rest of the link is
shared by data traffic with a minimum bandwidth requirement of 1 Kbps and
mean size of 10 MB. We let 1 c. u. equal to 1 Kbps. Figure 1 shows behavior of
the approximated measures in dependence on the utilization factor. Similarly to
numerical experiment [13], blocking probabilities fluctuate periodically. After a
qualitative analysis of the graphs in Fig. 1 we could recommend not overloading
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Fig. 1. Approximating performance measures of the triple play single-link network.
The model parameters’ values: C = 100000, UTIL ∈ [0.5, . . . , 0.8], γu = 0.2, γm = 0.1,
γe = 0.7, bu = 2000, bu = 10000, be = 1, μ−1

u = 10800, μ−1
m = 3600, μ−1

e = 81920

the link more than on 75% if a telecom provider wants to guarantee the preferred
threshold of 15 seconds to the data traffic average delay. If this time is not so
critical for consumers then the link could be overloaded up to 80% to guarantee
nevertheless the acceptable threshold of 60 seconds.

5 Conclusion

In this paper, we addressed a resource sharing problem in multi-service networks,
and the mathematical model of triple play network was proposed for the first
time. The model incorporates three traffic types – unicast streaming, multicast
streaming and elastic, at that the presence of elastic traffic makes it impossible
to analyze the model using known methods allowing a product form solution.
Therefore we propose an approximate method and evaluate it accuracy with
errors less than 1% for the average delay of elastic traffic’s transmission. We also
see an interesting question for future work is to develop a recursive algorithm to
calculate performance measures of the triple play network model.
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Abstract. Streaming over TCP has become popular as demonstrated by the ex-
ample of YouTube. To cope with variability in data throughput, streaming appli-
cations typically implement buffers. Yet, for improving the quality of user experi-
ence, it is critical to dimension buffers and initial buffering delays appropriately.

In this paper, we develop an analytical framework that describes the dimen-
sioning of appropriate buffers. To this end, we propose to rely on modeling con-
gestion window sizes immediately before a triple duplicate or timeout event. We
observe that such “bounds” on TCP window sizes follow a Gamma distribution.

Although being of general use due to its simplicity and accuracy, our proposed
TCP model is particularly useful for TCP streaming. As confirmed by experi-
ments, it allows to estimate the frequency of buffer overflow or underflow events
if buffer sizes and initial buffering delays are known parameters in the proposed
TCP streaming model, or conversely, to dimension the buffer appropriately.

1 Introduction

TCP is the dominant transport protocol in the Internet with the majority of applications
including WWW and E-mail relying on it. Recent measurements [11,6] have shown
that streaming over TCP has become popular as demonstrated by video-sharing web-
sites such as YouTube. One important reason is that streaming applications over HTTP
and TCP are less likely to be affected by firewalls. However, the throughput and per-
formance of streaming (but also other) applications strongly depend on the congestion
behavior of the underlying TCP [9,3,13].

To cope with variability in data throughput, streaming applications typically im-
plement buffers, into which receivers insert incoming streaming content. To achieve
a steady playout, data is removed from this buffer at a constant rate. Ideally, both the
initial buffering delay and the size of the buffer should be as small as possible, yet large
enough to avoid buffer underflows and overflows. While playback stops during under-
flows, playback video is choppy during overflows. An empirical evaluation in [14] for
commercial multimedia software such as Skype, Google Talk and MSN Messenger
shows that these applications do not dimension and adjust their buffer sizes very well.

In this paper, we develop an analytical framework that describes the dimensioning of
appropriate buffers. To achieve this goal, we first derive an analytical TCP model that
is tailored to TCP streaming applications. Our TCP model is to consider time intervals
between consecutive timeout or triple duplicate events and refer to these as timeout pe-
riods (TOP) and triple duplicate periods (TDP), respectively. More precisely, we study

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 370–381, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Window bounds and buffer occupancy for TCP streaming – TDP Case 1: window sizes
and arrival rates roughly match playout rate; TDP Case 2: window sizes and arrival rates are
smaller than stream playout rate; TDP Case 3: window sizes and arrival rates are higher than
the stream playout rate for stored streams while the arrival rate is constrained by the coding rate
for live streams; TOP: window sizes during TOP are set to be one and the buffer occupancy is
monotonously decreasing.

the “bounds” on TCP congestion window sizes, i.e., the window sizes immediately be-
fore a triple duplicate event or a timeout event. We find that these “bounds” follow a
Gamma distribution which allows to present a surprisingly simple analytical solution
for the distribution of TCP window bounds. Previous analytical TCP models [10,9,3,2]
have mainly focused on average TCP sending rates [10,2], or on the overall distribution
of congestion window sizes [9,3].

After presenting our TCP model, we illustrate its use for the specific application of
TCP video streaming. To this end, we develop a TCP streaming model with emphasis
on the relationship between TCP arrival rate (namely TCP window size per round-trip
time), buffer occupancy, and playout rate. Please note that our TCP streaming analyt-
ical framework differs from the model in [13] in terms of the TCP “bounds” model,
the constrained buffer size and its occupancy analysis in our analytical framework.
We observe that our concept of “bounds” on TCP congestion window sizes, allows
to distinguish between three cases with respect to the times of minimum and maxi-
mum buffer occupancy within a TDP, see Figure 1. Starting from given the desired low
underflow/overflow probabilities we demonstrate how to determine appropriate buffer
size and initial buffering delay by using the distribution of TCP window bounds or, con-
versely, how to estimate underflow/overflow probabilities if the buffer size and initial
buffering delay are known.

To summarize our contributions: First, we propose a new TCP window size model
based on the bounds of TCP congestion window sizes at the end of TDPs or TOPs. The
closed form solution is a simple, surprisingly accurate approximation, which we believe
to be of general use. Second, we demonstrate in detail how to apply this model to the
application of TCP streaming. Our analytical framework aligned with the classification
of Figure 1 allows to describe the relationship among buffer sizes, initial buffering
delay and overflow/underflow probabilities in an elegant and simple manner. Based on
simulations and experiments, we verify our proposed TCP window size and streaming
model, and show that it can provide useful insights for dimensioning streaming buffers.



372 J. Yan, W. Mühlbauer, and B. Plattner

The rest of this paper is structured as follows. Section 2 explains our model for the
bounds distribution of TCP congestion window sizes, while Section 3 introduces its
application to TCP streaming. In Section 4 we set up simulations and experiments to
study the accuracy of our models. Finally, we conclude the paper in Section 5.

2 TCP Congestion Window Sizes

In this section, we study the variation of congestion window sizes, more precisely we
consider bounds on congestion window sizes.

In the past, many analytical models [10,2,8] have been proposed that describe the
behavior of TCP. The main focus of the literature has been on the TCP Reno, NewReno
and SACK variants of TCP. These TCP implementations are used in BSD Unix systems
or BSD-based systems such as Mac OS. They are also available and used in Linux al-
though they are being replaced by new variants, e.g., CUBIC. Common to most TCP
implementations is the detection of packet losses via triple duplicates or timeouts, and
the adaptation of TCP window congestion window sizes to match the available band-
width. In the following, we build our model based on the assumption that TCP Reno is
used as TCP implementation. However, we believe that our key ideas, e.g., studying the
distribution of TCP window bounds, can also be applied to other TCP variants.

Possibly, the most popular model is the one introduced by Padhye et al.[10]. They
derived a simple formula of the TCP average rate for TCP friendly rate control algo-
rithms [16,5]. Altman et al. [2] obtain the throughput of a TCP connection for general
loss patterns. Finally, there has been work [9,3] to investigate the distribution of win-
dow sizes. Our TCP model differs from previous work since we are the first to derive
an accurate distribution of bounds on TCP congestion window sizes.

In TCP Reno, the steady state throughput is determined by the congestion window
size, which again depends on detected packet loss events. A packet loss can be detected
by either triple-duplicate ACKs or timeout events. We refer to the time interval after a
triple duplicate event until the next event as a triple duplicated period (TDP) and the
time period after a timeout as timeout period (TOP).

According to this definition, a new TDP starts immediately after a triple-duplicate
ACK event. Within this TDP, TCP will increase the congestion window size by 1/b
until the next tripled duplicate event. b is the number of packets that a single ACK ac-
knowledges is set to 1 when delayed acknowledgement is not used. Whenever multiple
packets have been lost and less than three duplicated ACKs have been received, a TO
period (TOP) begins. During a TOP, a sender stops transmitting data packets for a cer-
tain timeout interval and retransmits non-acknowledged packets. Note that the timeout
interval in a TOP increases exponentially up to 64T0.

2.1 Triple Duplicate ACKs

In general, we assume the probability of timeouts to be rather small, i.e., low network
congestion. Therefore, we restrict our analysis to triple duplicates and to TDPs in the
beginning. Afterwards, we extend our model by taking into account timeouts as well.
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Similar to Padhye et al. [10] the duration of a round within a TDP period is defined
as the duration between the transmission of packets and the reception of the first ac-
knowledgment (ACK) in a congestion window. The duration of a round is equal to the
round-trip time (RTT) and is assumed to be independent of the window size. According
to the additive increase/multiplicative decrease algorithm, the window size increases by
one packet per round and reduces to half of its size immediately after receiving a triple
duplicate ACK. Let Wi be the window size at the end of the ith TDP (TDPi) after
initial buffering delay. Hence, Wi−1/2 is the window size at the beginning of TDPi,
and Wi and Wi−1/2 are the upper and lower bounds for the TCP window sizes, and the
number of rounds during TDPi is Wi − Wi−1/2 + 1. We refer to Yi as the number of
packets successfully sent in TDPi, and compute it as follows:

Yi =
Xi∑

k=1

(
Wi−1

2
+ k − 1) =

(W 2
i − W 2

i−1
4 )

2
+

Wi + Wi−1
2

2

≈ (Wi + 1)2 − (Wi−1+1)2

4

2
, (Wi >> 1) (1)

where Xi = Wi−Wi−1
2 +1. Now, we can model the distribution of Wi as a Markov pro-

cess and obtain the stationary distribution of window size Wi, and thus also of Wi−1/2
at the beginning of the same TDP. Transforming Eq.(1) results in the status transition
of Wi:

(Wi + 1)2 − (Wi−1 + 1)2

4
≈ 2 · Yi, i = 1, 2, ... (2)

We assume each packet has the probability of loss p and p is stationary for a certain
time scale. We assume further the packet losses are independent as the correlation be-
tween subsequent losses is highly reduced by the high statistical multiplexing on high
speed links [4]. Thus, P{Yi = n} = (1 − p)n · p, (n = 1, 2, . . . ), and it is a geometric
distribution for packet loss rates p � 1. Although Yi and Wi are generally discrete vari-
ables, we treat them as continuous as they could become non-integers in the following
derivation. Then, each Yi of ith TDP (i = 1, 2, . . . ) follows an exponential distribution:

P{Yi = x} = p · ex·ln(1−p) = p · e−p·x, (x ≥ 0, p � 1) (3)

Note that Y1, Y2, . . . , Yi are independent and all follow exponential distributions. We
define a new variable ψ as the sum of the weighted Yi variables, in particular: ψ =
2 · ∑i

k=1
Yk

4i−k . According to statistical theory [7], the distribution for sequentially in-
dependent exponentially distributed variables with the same scale parameter θ = 1/p is
a Gamma distribution with the sum of the shape parameters s, and the scale parameter
θ = 1/p.

s = 2(
1

4i−1
+

1
4i−2

+
1

4i−3
+ ... + 1)) = 8/3, (i → ∞) (4)
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Thus, the gamma distribution of ψ is Γ (8/3, 1/p), and

ψ = 2 ·
i∑

k=1

Yk

4i−k

= (Wi + 1)2 − (Wi−1 + 1)2/4 + (Wi−1 + 1)2/4 − (Wi−2 + 1)2/42 + . . .

= (Wi + 1)2 (5)

Let Fψ is the cumulative distribution function (CDF) of ψ namely Fψ(W ) ≡ Pr(ψ ≤
W ). Then, the CDF of Wi

F (W ) ≡ Pr(Wi ≤ W ) = Pr(ψ ≤ (W + 1)2) = Fψ((W + 1)2)

Therefore, the CDF of Wi is,

F (W ) =
γ(8/3, p(W + 1)2)

Γ (8/3)
= 0.6646γ(8/3, p(W + 1)2), W > 0 (6)

Remark: Compared with the expected value of Wi in Eq.(14) in [10], our solution is
the first to provide the distribution of Wi (the bounds of TCP window sizes).

2.2 Timeouts

Now, we extend our analysis to timeouts, where the window size is fixed to one. Let Q
be the probability that a packet loss is recognized via a timeout. Then, the closed form
for the distribution of TCP window (upper) bounds is:

F̂ (W ) = (1 − Q)F (W ) + Q, W ≥ 1 (7)

According to Padhye et al. [10] the probability Q can be approximated as follows:

Q ≈ min(1, 3

√
3p

8
) (8)

By substituting Eq.(8) into Eq.(7), we finally obtain:

F̂ (W ) ≈ (1 − min(1, 3

√
3p

8
))F (W ) + min(1, 3

√
3p

8
), W ≥ 1 (9)

We point out that the distribution of Eq.(6) is an approximation of Eq.(9) if the prob-
ability of a timeout is very low. In Sec. 3.3 we will leverage our insights to describe the
relationship between buffer sizes and the likelihoods of overflow and underflow events
in TCP streaming.

3 TCP Streaming System

3.1 System Model

Figure 2 illustrates our general model of TCP video streaming consisting of a TCP con-
nection, a streaming buffer, and a decoder. We assume that the sender transmits video
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packets over a single TCP connection. While TCP streaming applications with a single
long-lived connection still dominate, e.g., progressive downloading over HTTP/TCP in
YouTube, our model can be extended for future TCP streaming applications such as
Dynamic Adaptive Streaming over HTTP (DASH) [12] where the client may set up
several TCP connections to the HTTP server. In our model, the receiver is equipped
with a buffer in front of a video decoder/player. This streaming buffer is used to accom-
modate the small time-scale fluctuations of the TCP sending rate. However, it must not
be confused with TCP/IP buffers in the context of flow control. The decoder waits until
the streaming buffer is filled to a certain degree before displaying video.

Fig. 2. TCP streaming model

To model arrival rates and any variations in the TCP connections, we apply the TCP
model proposed in Section 2. Let λi,k be the arrival rate (namely, the window size per
round) of video packets at round k of TDPi, and λ̂ be the video encoding/playback
rate. It is assumed that λ̂ is constant.

Since quality degradations are generally caused by a) buffer underflows that result
in playout disruptions or freezings of images; b) buffer overflows that result in the loss
of data or non-smooth playout; c) initial buffering delays as well as re-buffers delay to
fill the buffer before starting or continuing the playout. Intuitively, the longer the buffer
delay, the less likely buffer underflow events are. The larger the buffer size, the less
likely buffer overflow events are.

In the following, we define the startup delay (i.e., initial buffering delay), the buffer
underflow probability, buffer overflow probability, and used buffer size for video stream-
ing applications:

Initial buffering delay is the time between the arrival of the first streaming packet
in the buffer and the time when it is forwarded to the decoder. For simplicity, we
assume that the playout of packets does not start until the buffer has been filled with
at least q0 packets. Hence, we define the initial buffer delay D as the time to fill the
buffer up to initial buffering occupancy q0 at the coding rate λ̂, namely D = q0

λ̂
.

Buffer underflow or overflow probability is the likelihood that the buffer runs empty
(underflow) or cannot accommodate any additional packets (overflow) within a spe-
cific TDP or TOP.

Buffer size limits the number of bytes and packets that can be stored in the buffer, and
is denoted by B.
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3.2 Buffer Occupancy

Now, we study buffer occupancy. The arrival rate (namely window size per round) at
round k of TDPi is λi,k packets/RTT, and λ̂ packets are drained at round k of TDPi.
We can get λi,k ,

λi,k = Wi−1/2 + k − 1 (10)

For simplicity, both the playout rate and the encoding rate are λ̂ and constant. The
playout buffer occupancy at (right after) round k of TDPi is qi,k given by

qi,k = qi,k−1 + λi,k − λ̂ = qi,0 +
k∑

n=1

(λi,n − λ̂)

= qi,0 +
k2

2
+

(Wi−1 − 2λ̂ − 1)k
2

(11)

where qi,0 is the playout buffer occupancy at the beginning of TDP i, namely the buffer
occupancy before round 1 starts. Moreover, k ranges from 0, 1, 2, . . . , Xi, where Xi is
the round number when the ith triple duplicate event is detected. We denote round 0 or
k = 0 as the beginning of TDP i before round 1 starts. The playout buffer occupancy at
round 0 of TDP i is given as follows,

qi,0 = q1,0 +
i−1∑
m=0

Xm∑
k=1

[λm,k − λ̂] ≈ q1,0 + i ∗ k̄(λ̄ − λ̂) (12)

where i → ∞, λ̄ is the average throughput of TCP and k̄ is the average rounds of a
TDP. Therefore, the playback buffer occupancy qi,k of TDPi is

qi,k ≈ q1,0 + i ∗ k̄(λ̄ − λ̂) +
k2

2
+

(Wi−1 − 2λ̂ − 1)k
2

(13)

There exist the following options with respect to the time of maximum buffer occupancy
qmax and the minimum buffer occupancy qmin during TDPi (see Figure 1):

∂qi,k

∂k
= 0, or k = 0, or k = Xi (14)

On the one hand, there is a buffer overflow during TDPi when the maximum buffer
occupancy of TDPi reaches the buffer size B, namely qmax ≥ B. On the other hand,
there is an underflow during TDPi when the minimum buffer occupancy is 0, namely
qmin ≤ 0. We have

Pu = P{qmin ≤ 0} (15)

Po = P{qmax ≥ B} (16)

Moreover, the window sizes and consequently also its bounds during a TOP are 1
and the successful arrival is 0. All packets are lost in a TOP, and no packet is suc-
cessfully delivered to the receiver buffer. The playout buffer occupancy during TOP is
monotonously decreasing and given by

qi,k = qi,k−1 − λ̂ = qi,0 − k ∗ λ̂ (17)
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As a receiving node is either in a TDP or a TOP, the buffer underflow probability at
time t is defined by the sum of conditional probabilities, such that,

P{qmin ≤ 0} = P{qmin ≤ 0|t ∈ TDP}P{t ∈ TDP}
+P{qmin ≤ 0|t ∈ TOP}P{t ∈ TOP} (18)

Similarly, the overflow probability for a given buffer size B is,

P{qmax ≥ B} = P{qmax ≥ B|t ∈ TDP}P{t ∈ TDP}
+P{qmax ≥ B|t ∈ TOP}P{t ∈ TOP} (19)

We will derive the solutions for the likelihoods of buffer overflow and underflow
events for a given buffer size and initial buffering delay in Sec. 3.3 by using the distri-
bution of TCP window bounds in Sec. 2.

3.3 TCP Streaming Buffer Performance

In this section, we study the buffer underflow probability and overflow probability given
the buffer size, the initial buffering delay, and TCP window bounds in TCP stream-
ing. We show that a closed form of TCP congestion window bounds is useful for TCP
streaming applications to find the right buffer sizes and initial buffering delays given
the desired probabilities of buffer overflow and underflow.

Due to space limitations, we consider only one TCP streaming application where the
playout rate matches the TCP average sending rate (average window size), namely λ̄ = λ̂
and Case 1 in Figure 1. Our analysis easily extends to the other cases in Figure 1 and
general TCP streaming applications. For more details we refer to our technical report
[15].

In this application , we assume Wi

2 < λ̂ < Wi and P{t ∈ case1} = F (2λ̂) −
F (λ̂) → 1. Thus P{t ∈ TOP} → 0. Then, the minimum buffer occupancy qmin of
a TDPi is at round k where ∂qi,k

∂k = 0. We get k = λ̂ − Wi−1
2 + 1 and substitute into

Eq.(13).
The underflow probability of the buffer of TDPi is the underflow probability of

qmin at k = λ̂ − Wi−1
2 + 1,

Pu = P{qmin ≤ 0}

= P{qi,0 −
W 2

i−1

8
+

2λ̂ + 1
4

Wi−1 − λ̂2 + λ̂

2
≤ 0}

= P{Wi−1 ≤ (2λ̂ + 1) −√
8qi,0 + 1}

When the playout rate matches the TCP average sending rate, qi,0 approximately
equals q1,0 in Eq.(12). Substituting the CDF of TCP window bounds, we finally obtain

Pu = P{qmin ≤ 0} = F (2λ̂ + 1 −√
8q1,0 + 1) (20)

where

q1,0 ≈ q0 +
1

18p
+

0.2√
p
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The overflow probability of TDPi, namely the overflow probability of qmax at
round k = Xi (equivalently, k = 0),

Po = P{qmax > B}
= P{qmin +

W 2
i

2
+ Wi(1/2 − λ̂) + λ̂2 − λ̂ > B}

= P{Wi > λ̂ − 1/2 +
√

2(B − qmin) + 1/4}
= 1 − F (λ̂ − 1/2 +

√
2(B − q1,min) + 1/4) (21)

where qi,min approximately equals q1,min in Eq.(12) when the playout rate matches the
TCP average sending rate. And,

q1,min ≈ q0 − 1
36p

+
0.2√

p

Knowing desired underflow/overflow probabilities we can now determine appropri-
ate buffer sizes and initial buffering delays by using the distribution of TCP window
bounds.

Given an underflow probability for a TCP streaming application with rate λ̂, the
initial buffering occupancy q0 and buffering delay D is

q0 =
(2λ̂ + 1 − F−1(Pu))2 − 1

8
− 1

18p
− 0.2√

p
(22)

D =
q0

λ̂
(23)

Given an overflow probability for a TCP streaming application with rate λ̂ and given
the initial buffering occupancy, the needed buffer size B is

B =
(1/2 − λ̂ − F−1(1 − Po))2 − 0.25

2
+ q0 − 1

36p
+

0.2√
p

(24)

4 Evaluation

Based on simulations and experiments, we now verify our proposed TCP window
bounds model. In addition, we study how well our analytical solutions estimate un-
derflow and overflow probabilities in TCP streaming scenarios.

4.1 TCP Window Model

Our goal is to compare the analytical solution for the distribution of TCP window
bounds against congestion window sizes observed in simulations. To this end, we rely
on ns-2 simulations [1] for a dumbbell topology with one bottleneck link. We estab-
lish TCP connections using this bottleneck link and leverage the ns-2 error model to
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Fig. 3. CDF of window size and the upper bounds

generate random packet drops at the bottleneck. Stationary packet loss probabilities are
supposed to reproduce packet losses on high speed links with high statistical multiplex-
ing [4]. To observe a large sample of window sizes, we run each simulation instance for
one million seconds.

Figure 3 presents the CDF of the observed upper bounds of TCP congestion window
sizes for three different loss rates, namely p = 0.01, 0.001, 0.0003. In addition, it shows
the results for our analytical solution (see Eq.(6)) and Bohacek’s general distribution for
all window sizes that is based on stochastic differential equations [3]. To the best of our
knowledge, Bohacek’s distribution is the only solution for TCP window sizes in the
past, in particular, for all TCP window sizes. Indeed, we find that the curve showing
the observed bounds for TCP congestion window sizes is very close to the Gamma dis-
tribution, i.e., our analytical solution. Crosschecking with different TCP variants such
as Reno, NewReno, or SACK does not change this picture and creates almost identical
results. Finally, there is only a very small likelihood in our experiments for timeouts
where the window size would be fixed to one. Overall, the simulations suggest that our
TCP model for bounds on congestion window sizes is reasonably accurate.

4.2 Buffer for TCP Streaming

Now, we study the degree to which our analytical solutions can estimate underflow
and overflow probabilities in TCP streaming scenarios. Due to space limitations, we
consider only one TCP streaming application. For more details we refer to our technical
report [15].

We rely on the same topology as in Section 4.1. To study the behavior of a streaming
application in the presence of packet losses, we generate 19 FTP flows in addition to
our TCP streaming flow, and run the flows for a time period of 1, 000 seconds. All flows
use the common bottleneck link that is configured to have 20 Mbps capacity and 100 ms
delay. In such a setup we find that the packet loss rate p for the streaming application is
stationary and is around 0.25% (RTT: 0.229367 ms). Moreover, the correlation between
subsequent losses is small due to the high multiplexing on the bottleneck link. We run
the simulation 20 times using random seeds. With respect to access links, we assume a
capacity of 100 Mbps and a delay of 1 ms.

For the TCP streaming application, we rely on a coding/playout rate of 1 Mbps,
use an initial TCP window size of 20 packets, and set the packet size to 1200 bytes.
Before we start decoding packets, we fill half of the buffer, namely q0 = B

2 . Thus, we
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Fig. 4. Overflow probabilities for various
buffer sizes and delays (q0 = B

2
, σest =

0.053)

Fig. 5. Underflow probabilities for various
delays (σest = 0.080)

adjust both the initial buffering delay and the buffer size at the same time. Overall, our
goal is to study the events of overflow and underflow and their likelihoods for various
buffer sizes and initial buffering delays (q0/λ̂). To this end, we compare the observed
frequency of overflow and underflow events with the probabilities that we expect based
on our analytical model.

Indeed, Fig. 4 and Fig. 5 show that the measured results are close to our model and
analytical results. Small values for the standard error of the estimate σest confirm this
finding, underlining the expressiveness of our analytical framework. From Fig. 4 and
Fig. 5 we also see that overflow events are more likely to occur than underflow events
if the initial buffering delay q0 is set to half of the buffer size in cases where available
TCP bandwidth exactly matches the coding rate. This is somewhat counter-intuitive.
One may expect the overflow and underflow probabilities to be roughly the same in
such cases. However, we explain this by the fact that at the time when playback starts,
the window sizes are likely to be closer to the minimum buffer occupancy than to the
maximum buffer occupancy of a TDP . After all, buffer occupancy is non-linear with
respect to the round number k in a TDP .

5 Conclusion

In this paper, we have developed an analytical framework that describes the dimension-
ing of appropriate buffers for TCP streaming. To this end, we first infer a closed form
for the distribution of TCP window bounds, relying on the Gamma distribution. We
evaluate our solution for dimensioning buffers in TCP streaming. As confirmed by ex-
periments, our proposed analytical framework allows to estimate the frequency of buffer
overflow or underflow events if buffer sizes and initial buffering delays are known pa-
rameters in the proposed TCP streaming model, or conversely, to dimension the buffer
size and the initial buffering delay appropriately. With respect to future work, we plan
to evaluate our proposed model for TCP streaming applications in real environments,
and to apply our key ideas to other TCP variants such as TCP CUBIC.
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Abstract. The eduroam initiative is assuming an ever growing relevance in pro-
viding a secure, worldwide roaming access within the university WLAN context.
Although several studies have focused on educational WLAN traffic characteri-
sation, the increasing variety of devices, mobility scenarios and user applications,
motivate assessing the effective use of eduroam in order to sustain consistent net-
work planning and deployment. Based on recent WLAN traffic traces collected
at the University of Minho (Portugal) and University of Vigo (Spain), the present
work contributes for identifying and characterising patterns of user behaviour re-
garding, for instance, the location and activity sector of users. The results of data
analysis quantify the impact of network access location on the number of asso-
ciated users, on the number and duration of sessions and corresponding traffic
volumes. The results also illustrate to what extent users take advantage of mobil-
ity in the WLAN. Complementing the analysis on a monthly basis, a fine grain
study of WLAN traffic is provided through the identification of users’ behaviour
and patterns in small timescales.

Keywords: Network Traffic Characterisation, WLAN, Eduroam.

1 Introduction

In recent years, there has been a significant growth of Wireless Local Area Networks
(WLANs), with increasing influence on people’s day life and productivity. The low
to moderate cost of personal devices and the need for easy and ubiquitous access to
information are factors that influence the growing use of wireless technology.

Network Access Points (APs) tend to be critical points in WLANs due to multiple
aspects such as user mobility, traffic dynamics, location and density of devices, which
impact on network performance. From the user perspective, WLAN are expected to
provide seamless connectivity, supporting multiple types of applications and services,
such as VoIP, video conferencing, Web Services, with distinct quality of service (QoS)
requirements. Understanding traffic characteristics and the usage of network resources
is an essential step to assure quality of service (QoS) and improve quality of experience
(QoE) of end users when accessing network services.

In this context, this paper presents a traffic analysis and characterisation study in-
volving WLANs of two European Universities - University of Minho (Portugal) and
University of Vigo (Spain), within eduroam (Education Roaming) initiative [1]. The
analysis was carried out based on real traffic traces gathered between April and June
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of 2010, which corresponds to a typical academic term. The study assesses several net-
work usage metrics related to AP utilisation, session characterisation, access location
influence, and user mobility patterns. This analysis, when compared with other case
studies, aims to provide guidelines for planning future WLANs deployment.

This paper is organised as follows: related work reporting university WLAN studies
is discussed in Section 2; the University campi and corresponding WLAN infrastruc-
ture are briefly described in Section 3; the process of data collection is presented in
Section 4; the results of traffic analysis are discussed in Section 5; and the main conclu-
sions are included in Section 6.

2 Related Work

Traffic analysis and characterisation has been the matter of relevant and extensive re-
search over the years. However, within the University WLANs context, there are several
works addressing this topic.

Tang and Baker [2], based on data collected during twelve weeks in one building
of Stanford University, aimed to understand the behaviour of WLAN users, answering
questions regarding the benefits of mobility, and the volume and characteristics of traffic
involved. QoS metrics, such as delay and bandwidth were also measured.

Kotz and Essien study [3], reporting the analysis of data traffic collected during
eleven weeks on the campus of Dartmouth University, complemented the study in [2],
extending the analysis to all buildings on campus. Later on, the work reported in [4]
states that the applications used over the already mature WLAN changed dramatically.

Balazinska and Castro [5] analysed a four week trace gathered at a corporate 802.11b
WLAN, encompassing three buildings hosting computer science and electrical engi-
neering research groups. The study focuses on population characteristics, load distri-
bution across APs, user activity levels, and user mobility. This study found that: users’
average transfer rates follow a power law; load is unevenly distributed across access
points and is more influenced by which users are present than by the number of users;
the APs location plays an important role in the aggregate load observed; and users spend
a large fraction of their time at a single location.

The motivation for the study carried out by Schwab and Bunt [6] was to understand
usage patterns in the University of Saskatchewan campus, comprising a small number of
access points (18) strategically placed, in order to plan its expansion. For this purpose,
usage data was collected over the period of one week in January 2003, recording address
and protocol information for every packet sent and received on the wireless network.
The trace was analysed to answer questions about where, when, how much, and for
what the wireless network was being used.

Papadopouli et al [7] investigated roaming activity at aggregated level in the Uni-
versity of North Carolina infrastructure. Based on syslog data from three monitoring
periods (between October 2004 and April 2005). The authors identify the regions with
high roaming activity and derive topological models of the University infrastructure,
involving 488 APs. The study also discusses the impact of the spatial and temporal
growth of the wireless infrastructure, discussing the nonlinear correlation between the
number of roaming events between two APs and their geographic distance.
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Kumar et al [8] study classifies users into social groups and investigates the WLAN
usage behaviour of these groups in the USC University campus (MobiLib). Based on
a month long WLAN trace, the authors analyse aspects such as the differences on the
average session duration for male and female users across the campus.

Kim and Helmy [9] study, based on traffic traces collected from Dartmouth Univer-
sity WLAN during 4 years (between 2001 to 2004 and 2005 to 2006), try to understand
how changes in wireless devices and network affects WLAN users, and influence lo-
cation prediction. The study highlights the drastic change in the number of APs and
growing of mobile user community, and defines the number of distinct APs a user has
visited as mobility metric.

The analysis of the above studies provides useful insights on WLANs usage pat-
terns and important guidelines for further study on this research topic. However, the
mentioned works, report results on distinct aspects of WLANs usage based on traffic
traces collected before 2006. Facing the constant evolution of wireless devices, the in-
creasing number of users, the variety of available applications and services, and human
behaviour regarding wireless technologies, it is essential to keep an up-to-date analysis
of today’s university wireless networks usage, in particular, within the eduroam context.
These aspects will provide useful feedback regarding WLAN planning and future de-
ployments. The present study is a further step in this direction, taking as case study the
analysis of the WLANs from University of Minho and University of Vigo using traffic
traces collected between May and June of 2010.

3 Case Study: Eduroam at University of Minho

The University of Minho (UMinho), located in the north of Portugal, was founded in
1973 and started its academic activity in 1975. Currently, with a population of nearly
15,000 students, 1,200 teachers, and 600 technical and administrative staff, it is one of
the biggest Portuguese universities. The academic and scientific activities at UMinho
are developed in two campi: the campus of Gualtar in Braga and the campus of Azurém
in Guimarães. The students’ accommodation buildings have capacity to accommodate
1400 students, around 60% in Braga and 40% in Guimarães.

Both campi participate in the eduroam initiative, which provides wireless network
access for research and education to the university population and visitors. The WLAN
infrastructure comprises a total of 429 APs, 310 located in Braga and 119 in Guimarães.
The WLAN technology used in both campi is based on the standards IEEE 802.11b and
802.11g and, more recently, 802.11n. 802.11n is deployed in strategic locations, such as
libraries, due to its advantages both in terms of transmission data rates and spatial cov-
erage [10,11]. IP addresses are assigned to wireless devices via DHCP. Authentication
is performed by a Radius server.

A partial view of the UMinho network infrastructure is illustrated in Figure 1. The
core of network operation is located in Gualtar, where the main network services are
assured to users inside and outside the campus (e.g., in residences, student associations,
Azurém campus), providing a 10Gbps access to the Internet (through Fundação para
a Computação Científica Nacional - FCCN). A 768Mbps link interconnects Gualtar
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Fig. 1. Partial view of UMinho network infrastructure

and Azurém campi. The Communications Services headquarters, responsible for the
operation and management of the whole network infrastructure and services, are located
in Gualtar.

The University of Vigo (UVigo), located in the autonomous community of Gali-
cia, in Spain, was established in 1990. Currently, it has about 30,000 students and ap-
proximately 1,800 teachers. The UVigo is located in three cities: Vigo, Ourense and
Pontevedra. Each campus has several research centers, schools, residences, sport cen-
ters and other service buildings (libraries, administrative offices, canteens, etc.). The
WLAN infrastructure is similar to the one at UMinho, diverging on the number of net-
work resources. For instance, Vigo campus has 183 APs distributed across 18 buildings.

4 Data Collection: Challenges and Good Practices

Collecting data in large scale WLANs is in itself a challenge due to aspects such as
dense topologies and mobility of users. Taking UMinho eduroam network as an ex-
ample, the WLAN infrastructure is complex involving hundreds of APs, switches and
routers, thousands of users distributed across different buildings and cities, using pri-
vate or public IP addressing. Therefore, managing and monitoring network operation
and collecting traces of WLAN usage is not a straightforward task.
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4.1 Data Collection Strategies and Tools

This section provides information on strategies and tools used to assist the data collec-
tion process. This process involved the articulation of several technologies, namely:

– SQL database: for each AP, the information of authenticated users is stored on an
SQL database. This information is directly accessed from a Radius server, which
maintains data of eduroam authenticated users. These data include the MAC ad-
dresses from wireless devices of authenticated users, and corresponding events,
such as association, disassociation, reassociation, roaming, handoff, authentication
or deauthentication. Besides, this database allows accounting of multiple records,
including the number and duration of user associations, initial and final APs in-
volved in a session, and the traffic volume in packets and bytes for AP. Through an
SQL server it is possible to obtain the WLAN traffic history.

– DHCP logs: private or public IP addresses are dynamically assigned to wireless
devices on campus by a DHCP server. The DHCP logs contain IP addressing as-
signments to MAC addresses, including a timestamp of that occurrence.

– SNMP-based tool: a proprietary tool, developed by the Communications Services,
based on PERL and using SNMP primitives, allows monitoring APs at regular in-
tervals (configured for poling each five minutes). This tool performs traffic collec-
tion of associated users regardless its authentication status. Network history and
statistics can be obtained querying the SQL server. Data can be visualised through
a PERL CGI and HTTP-Apache server.

– Port Mirroring: for analysis at protocol level, traffic was captured using tcpdump

via port mirroring. This traffic gathering process was performed at main router
providing connectivity between Gualtar and Azurém campi, resorting to Colasoft’s
Capsa Network Analyzer for traffic analysis.

– Data Confidentiality: Processing traffic traces poses confidentiality concerns. It is
known that packet header fields (e.g. IP and MAC addresses) or payload allow to
access information about network structure, network services location, and user
activities. Therefore, privacy policies must be enforced to avoid open process-
ing of network traffic. The use of anonymisation tools (http://www.caida.org/tools/
taxonomy/anonymization.xml) to pre-process network traces, e.g. replacing consis-
tently MAC addresses, allowed to perform WLAN analysis without compromising
data confidentiality.

At UVigo, it was used CiscoWorks Wireless LAN Solution Engine (WLSE), which
allows managing Cisco aironet APs in WLANs.

Data collection was conducted in two different time periods: the first one took place
at UMinho during April and the second one at UVigo, during May/June. The results
presented in this paper are mainly focused on eduroam infrastructure at UMinho.

5 Results of Data Analysis

A first step toward WLANs characterisation is to group and classify APs according to
their location. University buildings at UMinho are usually associated with a main activ-
ity. For instance, the Department of Civil Engineering (DEC) encompasses teacher of-
fices, laboratories and classrooms dedicated to Civil Engineering academic and research
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activities. APs in this building can be grouped and classified as belonging to DEC. Us-
ing this first classification criterion, 30 distinct locations were identified. Additionally,
APs were also grouped in type of activity sector, resulting in six distinct sectors, namely
Social, Residential, Services, Libraries, Research, and Academic. A third classification
criterion was based on the number of distinct users registered in each AP, which leads
to the definition of five distinct groups based on the level of APs usage.

The following sections detail the results of characterising and analysing traces from
the Azurém Campus, regarding: (i) the number of associations to each AP and corre-
sponding location; (ii) the traffic volumes and the top 10 locations contributing to this
parameter; (iii) the average duration of user sessions; (iv) the degree of users mobility;
and (v) a fine grain analysis of per day traffic.

5.1 Analysis of Associated Users and Location

Concerning the analysis of WLAN data at UMinho, at first, we have identified the
number of different mobile users associated with each of 119 APs (during April). The
obtained values ranged from 928 different users on the busiest AP to 2 users on the
more underutilised AP. Attending to the asymmetry of WLAN users in using the APs
across the campus, and to provide a finer analysis of the utilisation patterns, five distinct
activity groups were considered. As illustrated below, Group 1 comprises the total of
APs with 500 or more users, illustrating zones of higher user preference:

Group 1: APs with number of users ≥ 500
Group 2: APs with 300 ≤ number of users < 500
Group 3: APs with 100 ≤ number of users < 300
Group 4: APs with 50 ≤ number of users < 100
Group 5: APs with 0 ≤ number of users < 50

Considering these intervals, we found that AP utilisation follows approximately a
normal distribution centered on Group 3 with 38% of AP associations. A total of 13.4%
APs handle more than 500 users, whereas around 16% handle less that 50 users. This
analysis also indicates that 56% of APs on campus support between 100 and 500 users.
Figure 2a) shows the values recorded for the different intervals.

sites per group (%) 

G1 G2 G3 G4 G5 

Fig. 2. a) Distribution of APs per group; b) Distribution of sites per group (%)
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Taking into account the results above, for each group, the spatial distribution of APs
on campus was assessed. Figure 2b) illustrates the obtained results when considering
30 spatial areas (sites). As shown, the busiest APs cover about 30% of the total area,
while less utilised APs (Groups 4 and 5) around 30%.

5.2 Analysis of Traffic Volume

The analysis of WLAN traffic volume (eduroam) on campus was carried out consider-
ing the APs grouped in six classes, according to their location:

(i) Social: in bars, canteens and sports facilities;
(ii) Residential: in student accommodation premises;
(iii) Services: in administrative, technical and student support services;
(iv) Library: in libraries;
(v) Research: in research laboratories;
(vi) Academic: in departments and schools.

Figure 3 shows the distribution of the volume of inbound and outbound traffic by type
of location, with a clear dominance of inbound traffic. As illustrated, the residential
and academic sectors are responsible for most of inbound traffic, with nearly 80% of
the total. Regarding the volume of outbound traffic, residential and academic sectors
are again the major contributors to the overall traffic load. In absolute terms, for the
period under study, the traffic generated by eduroam users was 620GB and 5120GB
of outbound and inbound traffic, respectively. In order to detail the analysis of traffic
volumes, accounting data was processed to determine the location of most active APs.

Fig. 3. Distribution of traffic volume by activity sector

5.3 Traffic Volume: Top 10 APs

The Top 10 ranking identifies the 10 APs exhibiting higher traffic volume. These APs
represent approximately 2.3 TB of inbound traffic, i.e., 45% of the total traffic. As
shown in Figure 4, in the Top 10 group, 50% of APs belong to Residential sector and
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Fig. 4. Top10 - Traffic volume per AP

30% to Library sector. The Library APs are also part of group 1, i.e., group with the
largest number of associated users. This Top 10 also includes APs belonging to Services
and Research.

5.4 Analysis of Sessions

An important aspect of users’ pattern behaviour is the time users remain associated to
each AP. This time analysis, based on the duration of user sessions, resorts to aggregated
data comprising the total number of sessions and their average duration. Crossing this
information with the number of users registered per AP, it is possible to evaluate the
average time of each user session. Based on this calculation, it was observed that the
AP with the highest monthly associated time per user was approximately 58 hours,
resulting from the sum of its individual sessions.

N
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Average duration of sessions(min) 

Fig. 5. a) Number of APs per average time duration of sessions; b) Distribution of duration of
sessions
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The average duration of sessions in APs varies between 1 and 110 minutes. Fig-
ure 5a) shows a histogram representing the number of APs for distinct session time
intervals. As illustrated, five representative time intervals were identified, showing that,
from a total of 119 APs, 34 (28%) handle sessions with average duration from 10 to
15 minutes. Based on this information it was found that: (i) APs with a low number of
users (Groups 4 and 5) support a large number and duration of sessions. These observa-
tions correspond mainly to APs associated with the Residential sector and other APs in
locations of reduced mobility; (ii) the average length of sessions does not exhibit major
variations, especially in groups 1 and 2. The largest deviation occurs in all AP with few
users. There are sessions of high duration depending on the AP location (e.g. home or
research center) and other APs with many users and sessions of reduced duration. Fig-
ure 5b) shows the distribution of the average duration of sessions per AP in descending
order of number of users.

5.5 Daily Analysis

A fine grain analysis of WLAN traffic is provided through the identification of users’
behaviour and patterns in small timescales. Taking a weekly traffic trace (from April
2010) as an example, traffic data was analysed on a daily basis, hour-by-hour. This
section reports the results obtained regarding: (i) the variation on number of users and
on number of sessions; (ii) the aggregated traffic volume and packet size characteristics,
for time periods of low, medium and high traffic load.

Users and Sessions Accounting. As illustrated in Figure 6a), the variation of the num-
ber of users during working days follows a pattern with a daily peak at 11/12 and 16
pm, with about 400-550 wireless users. The low activity period occurs at night, with a
minimum number of users at 4 am (about 15-20 users), mainly from student residences.
The variation on the number of sessions presents a similar behaviour. As illustrated
in Figure 6b), during busy hours, the average number of sessions per user is around 4
(about 2350 sessions for 550 users), increasing to 7 overnight (e.g., about 100 sessions
for 15 users).

Traffic Volume and Packet Length. The analysis of inbound traffic volume between
Gualtar-Azurém during working days exhibits two peak hours and three activity time
periods. As shown, the peak hours occur at noon and 4pm; the time period with high
traffic load occurs between 9am to 6pm, reaching an inbound rate of 100Mbps; from
6pm to midnight this rate decreases to 40Mbps, keeping this level up to 9am. Regarding
the link capacity between the two campi, WLAN traffic volumes represent 4% to 10%
of the available capacity.

Packet size can be an important aspect on the performance of network equipment,
with special impact on queuing behaviour. The analysis at packet level within the
WLAN reveals two main groups of packet length: centred on 64 Bytes and 1518 Bytes,
as illustrated in Figure 7. While smaller packets represent 35% of the total number of
packets and 2,76% of the total number of bytes transmitted, larger packets represents
40% of the total packet count and more than 75% of the bytes transmitted.
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Fig. 6. a) Variation on the number of users; b) Variation on the number of sessions

Fig. 7. Packet sizes and bytes (%)
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5.6 Mobility of Users

Allowing user mobility is considered one of the main advantages of WLANs. On cam-
pus, users move to different locations, e.g. classrooms, canteens, accommodations, sport
centers, meaning that mobile devices should necessarily go through the process of as-
sociation with at least two APs.

To assess to what extent users take advantage of mobility in the WLAN, we identified
(by MAC address) the users that presented high mobility patterns (during April and
May). In this way, we analysed the number of associations from each user with different
APs. The results show that most of authenticated users (90% of a total of 3480 users)
exhibited effective mobility and only a reduced percentage (9%) used a single AP to
access the WLAN.

Attending to the high percentage of users associated with two or more distinct APs,
a more detailed analysis was carried out, identifying the number of users per mobility
scenario, grouped in intervals of number of associated APs. As shown in the histogram

Fig. 8. Users mobility

Fig. 9. Relative view of users mobility
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of Figure 8, a significant number of users (around 37,5% of the total) visited from
2 to 5 APs. The tail of the histogram indicates that users may reach a maximum of
[58,61] distinct APs. This means that, monthly, a large number of different locations on
campus may be visited per a single user. Figure 9 provides a complementary view of
the mobility degree expressing the relative values obtained in April. For users with the
highest mobility indicators (corresponding to the slice "other ranges"), approximately
37% were identified as the same users in April and May.

5.7 UVigo WLAN Considerations

This section presents briefly the results from analysing WLAN traffic at UVigo. The
study was focused on Vigo Campus, which encompasses 183 APs distributed across
18 buildings. As in UMinho, in order to identify the more relevant sites for analysis,
the number of registered associations in the 183 APs during May/June was analysed.
From the more representative sites regarding WLAN usage, it is clear that libraries,
social areas and free spaces on campus are the preferred locations for students to access
the wireless network. Although the quantification of results is clearly distinct due to the
number of APs and users involved, the patterns of WLAN usage follow closely the ones
reported in this paper for UMinho WLANs.

6 Conclusions

This paper has focused on the characterisation of University WLANs usage, within the
eduroam initiative. The study, based on real traffic traces collected from UMinho and
UVigo WLANs, contributes to understand to what extent users take advantage of this
technology, within the academic context. The study has covered and assessed several
network usage metrics related to AP utilisation, session characterisation, access location
influence, and user mobility patterns. These metrics are relevant to better understand
both the real utilisation of the WLAN infrastructure and the characteristics in terms of
user behaviour.

Results from traffic analysis showed that the number of users associated with an AP
depends heavily on the activity sector where those APs are located (e.g. libraries). The
number and duration of sessions also varies depending on location and type of activity.
In fact, the duration of sessions is more related to the activity area where APs are located
than with the number of associated users. As regards the overall traffic volume, both
residential and academic sectors are clearly the main contributors. The mobility analysis
reveals that a significant number of users access the WLAN from a reduced number
of APs in campus, exhibiting a stable behaviour in location preference. However, the
mobility indicators also reveal that a considerable number of users use a large number
of different locations on campus for accessing the network.

The current results, based on recent data and focused on user behaviour, constitute a
useful feedback for planning, dimensioning and managing WLAN within eduroam con-
text. Future work includes expending the characterisation of traffic on UMinho WLAN,
including aspects such as the study of mobility patterns, protocols and applications per
activity sector and user location.
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Abstract. This article shows how to use Hidden Markov Models to
generate self-similar traffic. The well-known Bellcore traces are used as
a training sequence to learn HMM model parameters. Performance of
trained model are tested on the remaining portions of the sequences.Then
we can use the HMM trained with the Bellcore data as the traffic source
model.

1 Introduction

The necessity of computer modeling appears in many areas of computer networks
design and use:

– in the initial design phase of the network mechanisms, to allow a realistic
assessment of the quality and comparison the proposed mechanism with the
existing solutions,

– at the advanced stage of design, when we know the basic features of the new
product, to allow:
• precisely determine the most profitable parameters of the prototype for

the planned tasks,
• modeling the behavior of a specific mechanism in the specific applica-

tion (e.g. for wide area network, or for the integration the new network
elements with the existing solutions without the need to build a full
prototype),

– during the use phase, to adapt the network devices configuration and the
network protocols parameters to the specific purposes.

Due to the above-mentioned reasons, for the proper implementation of the
planned system it is necessary to create the realistic model of the packets (frames,
cells . . . ) traffic. The number of the parameters of the modeled traffic should be
determine in the way that modeling results were comparable to those obtained
for the traffic observed directly in the network.
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In the traditional queuing models it is assumed that the input stream of
customers (packets, frames, cells . . . ) is characterized by the interarrival time
distribution. The interarrival times are independent and represent the values
of the same random variable, hence the generated traffic was characterized by
the short-term dependencies. However, the network traffic measurements have
shown that these dependencies are long-term. This feature is associated with the
self-similarity of the stochastic processes [14]. The problem of self-similarity has
been widely described in section 2.

The conventional modeling methods does not take into account the charac-
teristics of self-similarity. Consequently new methods of modeling these sources
were founded [5], [24], [2], [4], [7]. Their advantage is undoubtedly a good de-
scription of network traffic with low number of parameters. However, they do not
offer the possibility of using well-known techniques of the queuing theory to es-
timate the performance of the computer networks. Therefore we need to develop
the methods that allow the use of classical methods of modeling to generate the
self-similarity traffic [6], [27], [28].

One of the first attempts to use Markovian modeling, in [27], [28] the authors
propose the use of discrete time Markov chains (DTMC) to modulate the packet
arrival process. Depending on the value of the model parameters, the traffic gen-
erated by the model displays pseudo-LRD characteristics over finite time scales.
In [3], the authors use a Batch Markov Arrival Process (B-MAP) generated by a
non-ergodic CTMC with an absorbing state and N transient states. The results
show a better agreement with the generated traffic compared with the simple
Poisson and MMPP generators. The MMPP model proposed in [31] aims at
generating traffic with multifractal scaling behavior. The well-known Bellcore
traces are fitted with the proposed model, and a number of tests are performed
to evaluate the accuracy of the fitting. The MMPP models in [1], [29] are shown
to provide good matches of LRD properties under large time scales. The authors
of this article used the SSMP self-similar markovian model to generate traffic in
a finite time scale [34], [35].

Hidden Markov Models (HMMs) are used in several areas of computer science.
Recently the interest in HMM-based models has grown, and HMM models have
been proposed as a tool for several network traffic related research problems [17],
[18]. In [20], [32] HMM models have been used to model the states of packet
channels via corresponding loss probabilities and end-to-end delay distributions.
Similar works have been proposed to model wired [21] and wireless [16] packet
channels. To the best of our knowledge, only a few modeling works using HMMs
to model selfsimilar traffic sources are present in literature.

Section 3 briefly describes the issue of the Hidden Markov Models (HMMs).
This section also describes how the Hidden Markov Model is used to create an
Internet traffic source. Section 4 presents the analysis of the HMM source in
terms of the self-similarity of the generated traffic. Some conclusions are given
in section 5.
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2 Characteristics of the Internet Traffic

Clasically, the traffic intensity, seen as a stochastic process, was represented
in queueing models by short term dependencies [12]. However, the analysis of
measurements shows that the traffic has also long-terms dependencies and has
self-similar character. It is observed on various protocol layers and in different
network structures [2,35,8,9,11].

The term “self-similar” was introduced by Mandelbrot [13] in description of
proceses in the field of hydrology and geophysics. It means that a change of time
scale does not influence statistical properties of the process. A stochastic process
Xt is self-similar with Hurst parameter H(0.5 ≤ H ≤ 1) if for a positive factor
g the process g−HXgt has the same distribution as the original process Xt, [14].
Mathematically, the difference between short-range dependent and long-range
dependent (self-similar) processes is as follows [15]:

For a short-range dependent process:
–

∑∞
r=0 Cov(Xt, Xt+τ ) is convergent,

– spectrum at ω = 0 is finite,
– for large m, Var (X(m)

k ) is asymptotically of the form Var (X)/m,
– the aggregated process X

(m)
k tends to the second order pure noise as

m → ∞;
For a long-range dependent process:

–
∑∞

r=0 Cov(Xt, Xt+τ ) is divergent,
– spectrum at ω = 0 is singular,
– for large m, Var (X(m)

k ) is asymptotically of the form Var (X)m−β,
– the aggregated process X

(m)
k does not tend to the second order pure

noise as m → ∞,

where the spectrum of the process is the Fourier transformation of the autocor-
relation function and the aggregated process X

(m)
k is the average of Xt on the

interval m:
X

(m)
k =

1
m

(Xkm−m+1 + ... + Xkm) k ≥ 1.

There are several methods used to check if a process is self-similar. The easiest
one is a visual test: one can observe the behaviour of the process through the
scales of time. The other one is the estimation of aggregated index of dispersion
IDC or aggregated coefficient of variation CV. The aggregated index of dispersion
is equal to the variance of the number of arrivals within the interval m divided
by the average number of arrivals during the same interval:

IDC(m) =
Var (mX

(m)
k )

E(mX
(m)
k )

and CV is

CV (m) =

√
Var (mX

(m)
k )

E(mX
(m)
k )
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For a self-similar processes, IDC increases on several time scales and CV is much
more than 1 for small time intervals. Estimation of Hurst parameter is the most
frequently used method to check if a process is self-similar: for non-self-similar
processes H = 0.5; for 0.5 < H ≤ 1 process is self-similar; the closer H is to 1, the
greater the degree of persistance of long-range dependence. The parameter can
be estimated by various methods, among others by the analysis of variance-time
plot [14]. The variation of aggregated self-similar process is equal to:

Var (X(m)
k ) ≈ Var (X) m−β , or log Var (X(m)

k ) ≈ log Var (X) − β log m

so the log-log plot of Var (X(m)
k ) versus m is a straight line with slope −β,

0 < β < 1, and H = 1 − β/2.
Self-similarity of a process means that the change of time scale does not

influence the process: the original process and the scaled one are statistically
the same. It results in long-range dependence and makes possible the occurrence
of very long periods of high (or low) traffic intensity. These features have a
great impact on a network performance. They enlarge the mean queue lengths
at buffers and increase the probability of packet losses, reducing this way the
quality of services provided by a network [19]. According to Stallings [19], ”Self-
similarity is such an important concept that, in a way, it is surprising that
only recently has it been applied to data communications traffic analysis”. As
mentioned above, many empirical and theoretical researches have shown the self
similar characteristics of the network traffic. That is why it is necessary to take
into account this feature when you have to create a realistic model of traffic
sources.

3 Hidden Markov Model

Hidden Markov Models (HMMs) [22] is a statistical modelling tool for systems
with hidden internal states that can be observed and measured only indirectly.
These models have numerous applications in computer science. Recently the
interest in Hidden Markov Models (HMMs) has grown and HMM-based models
have been proposed in several network traffic related research problems.

Hidden Markov Model (HMM) may be viewed as a probabilistic function of a
(hidden) Markov chain [22]. This Markov chain is composed of two variables:

– the hidden-state variable, whose temporal evolution follows a Markov-chain
behavior (xn ∈ {s1, . . . , sN} represent the (hidden) state at discrete time n
with N being the number of states)

– the observe variable which stochastically depends on the hidden state (yn ∈
{o1, . . . , oM} and represents the observable at discrete time n with M being
the number of observables)

An HMM is characterized by the set of parameters:

λ = {u,A,B}
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where:

– u is the initial state distribution, where ui = Pr(x1 = si)
– A is the N ×N state transition matrix, where Ai,j = Pr(xn = sj |xn−1 = si)
– B is the N×M observable generation matrix, where Bi,j = Pr(yn = oj |xn =

si)

Given a sequence of observable variables y = (y1, y2, . . . , yL) referred to as the
training sequence, we want to find the set of parameters such that the likelihood
of the model L(y; λ) = Pr(y|λ) is maximum. We solved it via the Baum-Welch
algorithm, a special case of the Expectation-Maximization algorithm [23], that
iteratively updates the parameters in order to find a local maximum point of the
parameter set.

We used the well-known Bellcore trace of Internet traffic: OctExt.TL [2]. Each
line of this file contains a floating-point time stamp (representing the time in sec-
onds since the start of a trace) and an integer length (representing the Ethernet
data length in bytes). We translated the sequence of time stamps into the se-
quence of inter-arrival times. Then we apply a scheme using Vector Quantization
(VQ) to translate the obtained sequence of inter-arrival times into a sequence
of symbols, and training a HMM for this sequence. The quantization algorithm
used is Linde-Buzo-Gray (LBG) algorithm of VQ [25]. Vector Quantization is
a clustering technique commonly used in compression, image recognition and
stream encoding [26]. It is the general approach to map a space of vector valued
data to a finite set of distinct symbols, in a way to minimize distortion associated
with this mapping.

We consider an HMM in which the state and the observable variables are
discrete. A little portion of the sequences was used as the training sequence
to learn model parameters. Performance of trained model are tested on the
remaining portions of the sequences.

Then we can use the HMM trained with the Bellcore data as the Internet
traffic source model. The Fig. 1 and 2 show respectively the example series of
inter-arrival times which are obtained from the Bellcore trace and from our HMM
traffic source.

4 Analysis of HMM Traffic from the Self-Similarity Point
of View

The analysis presented in this section is based on the data generated by the
HMM internet traffic source which is described in section 3.

Figures 3 i 4 confirm the presence of long-term dependencies in the generated
traffic. The index of dispersion IDC increases with the time scale while the
coefficient of variation CV is much greater than 1 for small time scale. For
the comparison the figures present also the aggregate index of dispersion and
the aggregate coefficient of variation for a Poisson process which represents the
process with short-term dependencies.



400 J. Domańska, A. Domański, and T. Czachórski
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Fig. 1. The sequence of inter-arrival times [s] for Bellcore trace
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Fig. 2. The sequence of inter-arrival times [s] for HMM traffic source trace
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Fig. 4. Coefficient of variation for HMM traffic source trace
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The degree of self-similarity of the process, expressed as a Hurst coefficient,
has been calculated using the variance method (see section 2). Figure 5 shows the
dependence of the variance versus time scale (on a logarithmic scale). The slope
of the straight line (estimated by the least squares method) is −0.3, which gives
the Hurst coefficient equal to 0.85. For the omparison, we plotted in the same
figure the dependence of the variance versus time scale for a Poisson process.
As might be supposed, the slope of this straight line is −1, which gives Hurst
coefficient equal to 0.5 (that means no self-similarity).
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Fig. 5. Variance-time plot for HMM traffic source trace

The analysis presented in this section confirm that the developed by the
authors HMM traffic sources can generate the traffic which exhibit the self-
similarity.

Our HMM traffic generator can be use not only for modeling, but also for
generation the real traffic in network connection – e.g. for hardware tests, as
devices can be loaded with traffic having characteristics identical with generated
with real application.

5 Summary

This article has demonstrated that it is possible to generate the self-similar traffic
using Hidden Markov Model. Our HMM traffic source was created on the base
of the well-known Bellcore Internet traffic trace.

The authors further work will focus on developing HMM sources based on the
most recent measurements of the Internet traffic, made available to researchers
by the CAIDA organizations [30].
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Another important direction for further research is to determine how exactly
the generated traffic is fitted to real traffic. In the literature one can find some
studies to determine which parameters of the input stream have the greatest
impact on the occupancy and the loss of packets in buffers of limited capacity.
Although the major output of this study is that higher moments of the process
(higher than the second) have a small impact on the processes in queues [10],
the question remains still open.
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Abstract. We present a new synchronization method for parallel  discrete event 
simulation for wireless networks.  The method merges paradigms of time-
stepped and event-driven simulations to achieve reduction of messages 
exchanged between local processes of simulation. The method is particularly 
suitable for wireless network simulation, in which objects share the same 
physical medium and parallel simulation involves a significant overhead for 
interprocess communication. The article describes the method and compare it to 
conservative and optimistic synchronization methods, on the basis of results of 
simulations of selected wireless network model. 

Keywords: Parallel simulation, wireless network simulation, synchronization. 

1   Introduction 

Discrete event simulations (DES) has appeared as the most convenient approach for 
the performance evaluation of network protocols and architectures. However with the 
increasing complexity of simulation scenarios the demands on computational 
resources also significantly increase. This problem is particularly important for the 
simulation of wireless networks, due to the complexity of the physical layer, shared 
medium and possible interferences.  

Several wireless network simulators have been proposed. Examples are NS2[1], 
GTNetS [2], and some popular extensions of OMNeT++ [3]: MobilityFramework [4], 
INET packages [5], MiXiM [6] etc.  

The popular approach is to simplify the physical layer model to reduce the number 
of events and computational complexity.  Simplifying the complexity of the model, 
however, leads to less accurate simulation but the scale of simulated model increases. 
Different simulation tools are different degrees of detail of physical layer 
implementation and the complexity of the wireless physical layer enforces the use of 
simplified models, as the tradeoff between the accuracy and the scalability of 
simulators. The impact of the physical layer modeling accuracy on both the 
computational cost and the confidence in simulations was investigated and presented 
in the literature, among others [7], [8].  



406 S. Nowak, M. Nowak, and P. Foremski 

1.1   Parallel Simulations 

A single simulation of a network model with thousands of nodes can occupy 
considerable time to obtain statistically trustworthy results, and many simulation 
studies require several simulation runs.   

Independent replicated simulation runs method is an alternative, but often one 
simulation run may depend on the results of earlier runs as input.  

Using parallel discrete event simulation (PDES) over several processors, cores or 
hosts, it is possible to achieve a considerable speedup. The simulation’s scenario is 
divided in a number of logical processes (LPs), each of them has its own clock (LVT, 
local virtual time) and executes a part of the scenario. LPs share demanded resources 
among several computers or processors [9].  

Even though distributing the model over several computers the simulation 
execution with given synchronization algorithm may result in slower execution than 
on a single workstation, but at least it is possible to run the model. 

The challenging problem with distributed simulation is to synchronize the LPs to 
ensure each LP processes events in right time stamp order. The case where the 
incoming event’s timestamp is less than LVT of the given LP is called causality 
error. 

There are two kinds of algorithms to handle event synchronization: conservative 
algorithms and optimistic ones. In the conservative algorithms, a causality error can 
never happen. It is obtained by avoiding violating the local causality constraint. In the 
most popular conservative synchronization (known as Chandy/Misra/Bryant 
algorithm)  “null messages”, containing lower timestamp bound of future messages 
the LP sends, are exchanged between objects for ensuring the given event timestamp 
is safe to process [10].  

In optimistic algorithms the causality error may happen, but they are detected and 
recovered using a withdrawal mechanism (called rollback), which moves the state of 
LP to the moment when processing of delayed event is safe. As rollback withdraws 
action taken by LP, also events sent in rollbacked period must be cancelled. This 
leads to rollbacks on another LPs. Consequently, it is necessary to store last states of 
objects. Rollback operation is time-costly, and necessity of storing past states of LP 
binds with high memory overhead. The representative optimistic synchronization 
algorithm is the Time Warp [11]. 

Parallel simulation of wireless networks, while maintaining accuracy physical layer 
model, is a particularly difficult issue. It is mostly because of the shared type of the 
medium and the resulting intensity of communication between objects.   

In conventional network simulators of higher layers of network protocols each data 
unit is represented by a single event, with timestamp set to the delivery time. 
However, to model the full complexity of the wireless physical layer it is required to 
represent each data frame by two events: the beginning and end of the transmission, 
separately for each object using a shared medium. When receiving a frame the 
interference is evaluated in order to determine which signals are interfering with each 
other. This set of interfering signals can be very large for large scale simulations and 
require a very frequent synchronization between LPs and are often useless as frequent 
communication between LPs severely lowers efficiency of simulation. 
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Although some of the simulation tools supports for parallel simulation (eg, PDNS 
– distributed version of NS-2 [12] or OMNeT++ [22]) in the case of complex 
simulation models (e.g. INET for TCP/IP and wireless network simulations) is not 
possible or is very difficult. The authors attempted to use a package such as INET 
simulation in parallel, but the results obtained have proved ineffective [13]. 

There are also available dedicated simulation tools for simulation of wireless and 
mobile networks in parallel, e.g. MoVeS [14], GloMoSim [15]   and some related 
work was done [16], [17] etc.  

Available tools and methods however, often limited the accuracy of the simulation 
at the physical layer, compensating for the increased scalability.  

In this situation it is reasonable to develop new or modified synchronization 
methods to improve performance of parallel simulation of wireless communication, 
while maintaining the accuracy of detailed model of the physical layer. It seems that 
this is possible by taking into account specific character of wireless communication 
protocols. In previous work the authors attempted to develop a concept of a new 
PDES synchronization method of wireless networks with non-zero rate of lost frames, 
e.g. wireless networks. Thanks to treating straggler messages (all or some of them) as 
messages informing of damaged frames, better performance of distributed simulation 
was expected [18], however, failed to achieve the required accuracy of the simulation 
for sequential simulation. 

In the next sections the new method of time stepped synchronization for wireless 
networks in described. The developed simulation tool and the simple model and 
scenario is presented. Next, obtained simulation results are presented to proof the 
accuracy of parallel simulation in relation to sequence version and evaluation of 
communication overhead of synchronization are described. At the end of the paper we 
summarize the work and present the related future work.  

2   New Time Stepped Synchronization Method 

In the proposed synchronization method, as in other synchronization algorithms, 
simulation scenario is partitioned into a number of LP. Each LP handles events, 
arranged by increasing timestamps (future events set, FES). The allocation of 
simulation objects to each LP is defined in the initialization phase.  

The characteristic feature of the proposed method is to introduce synchronization 
time steps. During the time step each LP operates as an independent, sequential DES, 
and barrier synchronization occurs only at the end of each time step. 

Events created by given LP are directed to internal (local) objects via local future 
event set (L-FES), and to objects managed by others LP’s via external future event set 
(E-FES). Each LP has therefore two separate future events sets: L_FES, which stores 
the events directed to local objects, and E_FES, for events directed to objects outside 
the LP.  

During the time step LP processes events from the L_FES, with timestamps of the 
designated boundaries of the current time step. Events addressed to objects in other 
LP are stored in E_FES. They are exchanged with other LP’s during the 
synchronization phase at the end of time step. The obvious advantage of this solution 
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is the possibility of fully parallel simulation performance by each LP during a given 
time step. However it’s easy to observe, that delayed events, generated during the 
time step, but sent after its finish, must cause causality errors. The longer the time 
step is, the more causality errors occur. Thus the number of causality errors depends 
on the length of time step. Preliminary studies have shown that for a given scenario, it 
is possible to calculate time step small enough to obtain no causality errors. This step, 
however, takes small values in relation to a simulation time limit, which significantly 
reduces the effectiveness. 

To increase the efficiency of time-stepped simulation we take advantage from 
specific character of network transmission. Events in network simulation are related 
to transmission of the frame. In wireless network simulation it is important to take 
into consideration both beginning and end of frame transmission, as this is the only 
way to detect frame collisions, interferences and other phenomena typical for this 
kind of communication. Therefore frame transmission is simulated with two events, 
related to start of transmission (FRAME_START event) and end of transmission 
(FRAME_END).  

Basic consequence of a causality error is start of transmission of the frame, which 
– in correct simulation – should not be started due to busy channel. As external events 
are delayed, the LP sending such a erroneous frame discovers the fact the channel is 
busy at the end of time step, after sending FRAME_START event. 

Therefore we introduce another type of event, FRAME_CANCEL. If the 
information about frame cancelation arrived to the destination before it generates the 
next event, simple cancellation of frame will restore correctness of simulation. 

Possibility of causality error refers to the optimistic synchronization methods. 
There are still fundamental differences between them and proposed time-stepped 
simulation. Optimistic simulation assumes rollback, and operation of restoring state of 
LP and re-simulation of cancelled time-period. Time stepped simulation does not 
provide any re-simulations. Cancelling of frame has also only local effects, it does not 
imply subsequent withdrawal of next events, neither locally nor in other LPs. 

For the method to work properly it is necessary to impose additional boundaries on 
time, in which causality errors can occur and implement appropriate causality  
error handling at the level of simulation objects. It is possible to restore 
the synchronization with the single FRAME_CANCEL event when: 

 

)min(
2

1
max __ STARTFRAMEENDFRAMEk ttT −< , (1) 

 

where Tk is the length of time step k, and tFRAME_START and tFRAME_END means the 
timestamps of events related to respectively beginning and end of a frame 
transmission. In other words, the length of a single time step must be less than half the 
time of minimum frame transmission time in a given scenario. 

Adoption of the length of time step consistent with (1) ensures that the 
transmission of the frame, started in time step k will be delivered to the destination 
objects in step k +2 (or later). 
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Therefore, the causality error may occur in one, specific situation: The object O2 
located in LP2 in time step k at time t2 checks the status of the wireless medium, and 
states that it can start sending a frame, so it sends a FRAME_START event. On the 
next time step k+1, the O2 object is receiving a delayed FRAME_START event from 
simulation object O1, located in the LP1. The timestamp of the event t1 < t2. This 
means a causality error situation (see Fig.1).  

 

 

  

O1

O2

O3

 

Frame1

Frame2

(A)

  

 

Frame 1

Frame1

Frame2

Frame2

Frame2

Frame1

(B)

  

 

Frame1

Frame1

Frame2  cancelled 

Frame2  cancelled

Frame2  cancelled 
Frame1

(C)

LP1

LP2

LP3

Frame1 START/END Frame2  START/END Frame2 CANCEL Causuality error detection

 

Fig. 1. The causality error in the synchronization method with the time step (A, B, C: 
subsequent time steps). (A) Object 1 (O1) detects free channel and send Frame1. O2 detects free 
channel, and sent Frame2, (B) Obj2 has detected the causality error, cause channel was not free 
for Frame2 transmission FRAME_CANCEL of Frame2 is sent. O3 has detected both (1 and 2) 
frames, (C) O1 and O3 have received event FRAME_CANCEL before the FRAME_END of 
Frame2 will occur and restore the correct state of objects. 

To restore correctness of simulation, object O1 sends FRAME_CANCEL of 
previously sent event. This event is delivered to all objects which previously received 
erroneous FRAME_START. 

If the condition (1) is fulfilled, the FRAME_CANCEL reaches the destination 
objects: (a) before the FRAME_START event is delivered at time step k+1 or (b) 
before the FRAME_END is delivered at the time step k+2.  

In the general case of wireless networks simulations (in which objects receive 
FRAME_START and then record changes in the wireless medium parameters), this 
would allow the object to withdraw the state associated with the time errorneus frame 
without generating further events. 

This solution involves the need to remember (with an accuracy of one time step) of  
the state of the object. The objects must be able to withdraw its state  before receiving 
a FRAME_START event (with restoration of counters, timers, collisions indicators 
etc.). This is clearly an implementation overhead, and is associated with the 
implementation of object-level simulation and may be supported only slightly by a 
kernel of simulator. But unlike the optimistic synchronization methods 
synchronization may be restored by a single FRAME_CANCEL event instead of 
handling the possible subsequent chain of rollbacks procedures.  

In this way we achieve a tradeoff  between the low efficiency of conservative 
synchronization and high complexity of implementing the optimistic synchronization. 
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3   Simulation Evaluation 

For verification of synchronization method presented above, simple pseudo-parallel 
simulator was implemented. Simple, however realistic model of wireless 
communication was taken for proofing correctness of simulation. 

3.1   Simulation Tool  

The simulation tool was developed to perform the time-stepped DES in time steps 
using described synchronization. Simulations was done both in sequential and the 
pseudo-parallel mode. In the pseudo-parallel mode LPs run in a fully independent 
way, but are called in sequence in the main simulation loop. A simple concept is as 
follows: 

 
do 
{ 
  foreach (LP lp in LPset) 
  { 
    lp.step(stepSize); 
    simTime = simTime + stepSize; 
  } 
} 
while (simTime < simulationTimeLimit); 

 
This approach allows us for convenient analysis and debugging in both sequential and 
parallel way and lets verify the results step by step. The next step was to implement 
the selected model of the simulation model and determine its parameters to obtain the 
reference simulation scenario. 

3.2   Model of Simple Wireless Network 

The simplified model of communication in a wireless network was adopted, since the 
primary objective of the study was to evaluate the methods for synchronization. This 
model, however, remains consistent with the Distributed Coordination Function 
(DCF) of the IEEE 802.11-2007 standard [19], i.e. the most popular setup used in 
existing wireless networks. 

Model simulates the DCF collision avoidance algorithm whereas each network 
node must ensure it can access the medium before transmission starts. Once started, 
transmission cannot be interrupted (eg. by interfering signal) until frame transmission 
finishes. It is even not possible to tell if any such attempts was made. This is 
consistent with radio devices found on the market (eg. Atheros chipset). 

A few mechanisms modeled according the standard  are used: carrier sensing (CS), 
NAV timers (NAV), inter-frame spacing (IFS) and exponential back-off (EBO). The 
IFS facility takes into account if the most recently received frame was successful (see 
9.2.3 in [19]). For EBO, a simplified formula (2) for the contention window (CW) is 
used: 
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)1023,12min()( 3 −= +rrCW . (2) 

 

In the above formula, r is the number of retries for a given frame. 
Nodes only exchange frames without using acknowledgements (ACK), what 

reflects a multicast transmission. In addition, the new IEEE 802.11n standard [20] 
introduces programmable support for disabling this facility. The RTS/CTS 
mechanism is not used – it has been poorly adopted by the ISP industry due to its 
performance and is rarely used nowadays. 

Topology model includes n hosts, acting as client-server pairs (n/2 pairs). The 
client requests a file transfer from a dedicated server and the server responds by 
sending data. At the application layer a protocol similar to the TFTP protocol [21] is 
used. UDP datagrams are used at the transport layer and IP packets at the network 
layer. Each TFTP data unit (TFTP-DU) is acknowledged by the customer using a 
TFTP acknowledged datagram (TFTP-ACK). 

At the level of network layer we have two types of frames: TFTP-DU frames 
(sized 1518 bytes = 1452 bytes of useful data + related protocols headers) and TFTP-
ACK frames (sized 68 bytes). Client objects send requests at random time intervals 
with uniform distribution (0, 1) s. The transmission rate is set to 1Mbps. The distance 
between any two hosts on the network is fixed (constant delay between objects is 
assumed). 

3.3   Synchronization and Causality Errors Handling 

The experiments adopt a model in which there are two lengths of frame. The duration 
of the shortest frame (TFTP acknowledged datagram) in accordance with the assumed 
rate of transmission is 544µs. The maximum length of time step, respecting (1) was 
set to 200us. 

If the simulation object detects a causality error, sends a FRAME_CANCEL event 
and restores its state (counter of sending attempts, backoff timer, the status of last 
transmission, and relevant statistics). The object receiving FRAME_CANCEL also 
restores its state (statistics and the status of last transmission). 

3.4   Parallel Simulation Accuracy 

The results correctness was a necessary condition for the start of testing for further 
evaluation of the synchronization method.  

As an example of a graph of average servers rate as a function of number of client-
server pairs is presented (see Fig.2). The parallel version used 10 LPs. Simulation 
objects are partitioned equally between the LPs, with the principle that a client to 
work on another LP than dedicated server.  

The evaluation of obtained results confirmed consistency of results with those 
obtained in a sequential manner. Minor deviations results from difficulty in 
withdrawing multiple randomly generated values. In terms of statistical correctness, 
however, the results should be regarded as compatible. 
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Fig. 2. Average servers rate as a function of the number of client-server pairs 

3.5   Synchronization’s Overhead Analysis 

Quantitative comparison between novel time-stepped algorithm and classical 
synchronization methods is hard, as the synchronization model in time stepped, Null-
Messages and Time Warp synchronization algorithms is completely different.  

Overhead of Jefferson’s Time warp [11] is tightly connected with rollback 
procedures. While normal operation, with no rollbacks, no administrative messages 
are sent over the network. Comparing to sequential simulation, Time Warp controlled 
LP must do network I/O, state savings and Global Virtual Time computations. 
Overhead of these operations is noticeable, but not high. However, when causality 
error occurs in given LP, simulation on the LP must be stopped. The rollback 
operation, based on identifying and copying of proper LP state, is performed. This is 
memory operation, so its overhead is impossible to compare with network overhead 
coming from sending of network messages. After doing local state restoration some 
messages, already sent to other LPs must be invalidated. This is done with so called 
anti-messages, which can cause further rollbacks on LPs receiving them. The bigger 
the difference between the simulated time value before and after rollback, the more 
anti-messages must be sent. Thus the efficiency of Time Warp is very strongly 
dependent on frequency and depth of rollbacks. 

Parallel simulation with use of Null Messages is considered less complicated for 
implementation, but introducing bigger overheads. They come from network 
communication delays as well as from the algorithm itself (synchronization 
overhead). Number of messages sent over the network is much bigger than in case of 
Time Warp. After processing of each message the node computes its Earliest Output 
Time (EOT), which is lower bound on the timestamp of any message that LP may 
send. Value of EOT is then sent to every LP the sender has the link with. Thus a lot of 
messages is exchanged over the network, increasing communication overhead and 
their exact number depends strongly on number of links between LPs in the particular 
simulation scenario. Synchronization overhead is also hard to evaluate, as every LP 
waits for receiving of all messages needed for computation of time bounds allowing 
safe processing of events in FES. Fig. 3 presents the number of events exchanged in 
the model, number of events exchanged between LPs (not all event messages leave 
the LP) and number of FRAME_CANCEL messages in exemplary scenario, engaging 
10 LPs, and with number of simulated network nodes varying from 15 to 50. 
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Fig. 3. Number of messages exchanged in the parallel simulator. Number of LPs: 10, number of 
object pairs varying from 15 to 50 

Communication and simulation model used in time stepped simulation described in 
the paper is even more different. The number of network messages exchanged 
between LPs does not depend on the number of events. Contrary, network message is 
broadcasted to every other LP at the end of time step. As the event messages are 
combined into one, the more events are exchanged, the longer the messages are, but 
their number remain constant (at the application level – we do not consider packet 
splitting due to preserving MTU). Performance problems arise, as all LP work 
synchronously and communicate at the same time. 

As we show above, efficiency comparison of different synchronization algorithms 
is not possible, as the number of factors influencing performance of parallel 
simulation controlled the algorithms is too large. One could however expect, that 
constant number of messages exchanged while using time-stepped method will cause 
that the method will be particularly effective for big networks simulations. If LP 
handle a few hundred or a few thousand network nodes, each communicating with 
other nodes, the number of single events exchanged in every time step becomes huge. 
Aggregation of communication may significantly increase performance of parallel 
simulation. 

4   Future Works 

As the next steps the implementation in a fully parallel architecture will be provided. 
It will allow the practical evaluation of the efficiency, as well as evaluating scenarios 
with a greater number of nodes. 

The further developing of a method, implementing adoptable time step length, 
instead setting it arbitrarily at the beginning of the simulation is planned. Time  
step will be selected dynamically, based on the length of the currently transmitted 
frames. 
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An important element of the future work will be to develop and simulate more 
complex models of the physical layer, taking into account the modulation (the 
transmission of symbols instead of bits), radio propagation models, full interference 
model and MIMO. 

5   Summary 

The paper proposes a new method of parallel discreet event simulation 
synchronization. In relatively big simulation scenarios it reduces the communication 
overhead required for synchronization of parallel processes, leading to a potential 
increase in efficiency of parallel simulation.  

The solution has been evaluated on the base of a simple model of wireless network. 
The correctness of the method in comparison to the sequential simulation has been 
proved. The disadvantage of the solution is an additional effort of the implementation 
and the need for resolving the causality errors at the level of the model. This 
implementation overhead can be significant depending on the complexity of the 
model. 

With the assumptions adopted in the synchronization method the casuals errors 
related to frames transmission can be resolved in the next synchronization step (one 
frame “cancelling” step).  
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Abstract. In this paper, we present an accurate analytical model for
the performance evaluation of the client relay wireless system, where
users cooperate sending uplink data packets. We consider the simplified
three-node system topology with limited-size queues. Using the embed-
ded Markov chain technique based on the length of each packet queue
and the contents of the relay queue, we obtain the equilibrium distribu-
tion and, therefore, the mean overall packet delay and the packet loss
probability for all the nodes. The analytical model is compared with
simulation to conclude on its accuracy.

Keywords: queueing system, embedded Markov chain, client relay,
packet delay, packet loss.

1 Introduction

Recently, due to the standardization process of next-generation mobile broad-
band communication systems such as 3GPP LTE-Advanced [1], IEEE 802.16j [2]
and IEEE 802.16m [3] cooperative networks receive increasing attention from the
research community [4], [5], [6].

Different aspects of cooperative transmission have been discussed in the liter-
ature, as well as plenty of cooperative schemes with different assumptions have
been proposed. However, limited attention has been paid to the cooperation
between wireless clients themselves. Some recent works [7], [8] have demon-
strated that spectral and energy efficiency may be improved by uplink client
relay schemes. Therefore, cooperative transmission could become an effective
solution to improve the performance of the future wireless networks.

In our previous paper [9], we have considered a prominent client relay tech-
nique and studied its delay performance by introducing a simple approximation.
In this paper, we continue our work by analyzing a more practical cooperative
system with limited-size queues. Here we calculate numerically the exact value
of the mean overall delay using the steady state distribution.
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The rest of the paper is organized as follows. Section 2 includes specific details,
parameters and assumptions comprising our analytical model. The queueing
analysis is given in Section 3 including expressions for the queue length and
overall delay. The validation of the model and the numerical results are discussed
in Section 4, as well as the conclusion of this work. In the Appendix, we detail
the important transition probabilities.

2 System Model

In this section, we briefly outline the assumptions of our client relay model.
For more details, see our previous paper [9]. In order to make the analytical
model mathematically tractable, we study the simplified network topology (see
Figure 1) under the following conditions.

N ode R

N ode A
B ase S tatio n

p A R

p A B

pR B

pC B

π A

π R

M axim um  s ize  = N

M axim um  s ize  = N

M em ory

Fig. 1. Simplified client relay system operation

2.1 Modeling Assumptions

System assumptions.
1. The system time is divided into slots. We assume that the transmission of

each data packet takes exactly one slot.
2. Source node A generating new data packets with the mean arrival rate of

λA packets per slot is termed the originator. Similarly, source node R generating
new data packets with the mean arrival rate of λR packets per slot is termed the
relay. The sink node B controlling the system and receiving data packets from
both node A and node R is termed the base station.

3. We assume fair stochastic round-robin scheduler at the base station B and
immediate transmission of scheduling information to both source nodes over a
separate channel.

4. Node R is able to intercept transmissions from node A and keep the packets
from node A for the subsequent retransmission. We also assume that simultane-
ous reception and transmission is not possible.
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5. Both queues at the nodes A and R have constant limitation on their size.
Without loss of generality, we assume that the queue size equals N for both
nodes. The node R has an additional memory location to store a single inter-
cepted packet from the node A.

Traffic assumptions.
6. Numbers of new data packets arriving to the node A or R during sequential

slots are i.i.d. random variables. In order to obtain the discrete model and attain
analytical tractability, we keep the arrival process and the service discipline
discrete. Hence we assume Bernoulli arrival process.

Channel assumptions.
7. Communication channel is error-prone. It is based on the multi-packet

reception channel model [10].
8. A data packet is received by the destination node successfully with the con-

stant probability pAB, pRB, pAR and pCB (pAR > pAB, pCB > pAB) according
to the link and node type. If the packet transmission is unsuccessful, the source
retransmits the failed packet. The maximum number of allowable retransmission
attempts is unlimited.

9. Feedback information is immediately available to both source nodes over
a separate channel. In practice, this information is typically available in the
downlink channel and this assumption only simplifies the understanding of the
model.

2.2 Modeling Parameters

We consider the following system parameters.

– pAB is the probability of successful reception from A at B when A transmits;
– pRB is the probability of successful reception from R at B when R transmits;
– pAR is the probability of successful reception from A at R when A transmits;
– pCB is the probability of successful reception from A at B when A and R

cooperate;
– πA is the parameter of Bernoulli distribution describing the arrival process

at the node A;
– πR is the corresponding parameter of Bernoulli distribution for the node R;
– Q

(t)
A is the number of packets in the queue of the node A at the moment t;

– Q
(t)
R is the number of packets in the queue of the node R at the moment t;

– Q
(t)
M is the number of packets from the node A in the additional memory

location of the node R at the moment t;
– δA is the mean packet delay of the node A;
– δR is the mean packet delay of the node R;
– N is the maximum size of every queue.

3 Queueing Analysis

In this section, we establish a queueing model of the system and detail all possible
transitions along with the corresponding transition probabilities.
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The first step in the analysis is the choice of a convenient set of embedded
points and the corresponding Markovian state description. Eventually, we chose
the following embedded points (see Figure 2), which are located between the end
of previous slot (when system estimates the number of packets in every queue)
and the scheduler decision. Therefore, we study the behavior of the queues A,
R and the additional memory location M at the embedded epochs.

transm iss ion

S chedu le r dec is ion

E m bedded  po in ts

Fig. 2. Embedded points of the Markov chain for the considered system

3.1 The Transition Probabilities for the Cooperative System

In this section, we introduce the probability of transition, consider the transitions
from state to state and also define the matrix representing transition probabilities
of the embedded Markov chain.

Let Q
(t)
A be a random variable representing the number of packets in the queue

of node A at the beginning of the frame t, t > 0. Similarly, let Q
(t)
R and let Q

(t)
M

represent the number of packets in the queue of node R and in the queue M at
the beginning of the frame t, respectively. Therefore, we may denote the system
state as S(t) = (Q(t)

A , Q
(t)
R , Q

(t)
M ). We also define the transition probability from

the state S(t) = (Q(t)
A , Q

(t)
R , Q

(t)
M ) to the state S(t+1) = (Q(t+1)

A , Q
(t+1)
R , Q

(t+1)
M )

as follows

p
(t)
(i′,j′,k′),(i,j,k)

.=Pr{Q(t)
A =i, Q

(t)
R =j, Q

(t)
M =k|Q(t−1)

A =i′, Q(t−1)
R =j′, Q(t−1)

M =k′},
t > 0, i, j, i′, j′ ≥ 0, k, k′ = 0, 1. (1)

In this case, S(t) is a Markov process (chain) with stationary transition proba-
bilities. Consequently, we may define the corresponding state transition graph
as shown in Figure 3, where every vertex represents a state and edges represent
transitions between the states. For convenience, we simplify the complete graph
by merging the two states for QM = 0 and 1 into one state.

Notice that since not more than one packet (from node A or R) is served per
frame and a packet of either type can be received in general case, the system
allows only the following transitions to the state (i, j, k) (as shown by the graph):
(i − 1, j − 1, ·) → (i, j, ·), (i − 1, j, ·) → (i, j, ·), (i, j − 1, ·) → (i, j, ·), (i, j, ·) →
(i, j, ·), (i + 1, j, ·) → (i, j, ·), (i, j + 1, ·) → (i, j, ·), (i − 1, j + 1, ·) → (i, j, ·),
(i + 1, j − 1, ·) → (i, j, ·). The sign ’·’ details whether relay has a packet from A
to transmit or not.
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Fig. 3. State transition graph for the considered Markov chain

Under the assumption that the considered system reaches the steady state, let
p(i,j,k) denote the equilibrium stationary probability of the event, when Q

(t)
A = i,

Q
(t)
R = j, Q

(t)
M = k

p(i,j,k)
.= lim

t→∞(Pr{Q(t)
A = i, Q

(t)
R = j, Q

(t)
M = k}), i, j ≥ 0, k = 0, 1. (2)

Since the considered Markov chain is time homogeneous, we omit the index
(t). See Figure 4 for the proposed grouping of transition probabilities and the
corresponding links to the tables in the Appendix.

1. The first case describes the simplest state of the system. We consider the
state S = (0, 0, 0) and easily establish expressions for four corresponding transi-
tion probabilities p(0,0,0),(0,0,0), p(1,0,0),(0,0,0), p(1,0,1),(0,0,0) and p(0,1,0),(0,0,0). For
details see Table 1 in the Appendix.

2. Then consider the boundary states, for instance, states S = (i, 0, 0) and
S = (i, 0, 1), 0 < i < N , and define the transition probabilities for them. The
system can reach the state (i, 0, ·) only from the states (i − 1, 0, ·), (i, 0, ·), (i +
1, 0, ·), (i, 1, ·), (i−1, 1, ·) according to the state transition graph (Figure 3). The
corresponding transmission probabilities are shown in Table 2 in the Appendix.

3. Now consider another type of the boundary states S = (0, j, 0), S = (0, j, 1),
0 < j < N and obtain the transition probabilities for them. We obviously do
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Fig. 4. State transition graph for the considered Markov chain

not consider the unreachable states S = (0, j, 0), j > 0 since the queue M is
always empty unless the originator has a packet to transmit. The corresponding
probabilities are listed in Table 3 in the Appendix.

4. The transition probabilities for the general state S = (i, j, 0), S = (i, j, 1),
0 < i, j < N can be described as shown in Table 4 in the Appendix.

5. In order to derive other boundary probabilities related to the states of
the maximum queue size we have to make respective modifications as listed in
Tables 5, 6 and 7.

We remind that the queue sizes are finite. As such, consider the ele-
ments of orthonormal basis of space R2(N+1):

{
eA

(i)
}2N+1

i=0
. Here eA

(i) =
(0, . . . , 0, 1, 0, . . . , 0), where 1 stands at the i-th position. Similarly, consider{
eR

(j)
}N

j=0
⊂R(N+1). Further, let ⊗ stand for tensor product. We introduce

vector θ∈R2(N+1)2 representing the stationary probabilities of the Markov chain
given above as

θ =
N∑

i=0

N∑
j=0

p(i,j,0)eA
(2i) ⊗ eR

(j) +
N∑

i=0

N∑
j=0

p(i,j,1)eA
(2i+1) ⊗ eR

(j). (3)

The transition probability matrix Π∈R2N2×R2N2
is given as

Π=
N∑

i,j=0

N∑
i′,j′=0

1∑
k,k′=0

p(i,j,k),(i′,j′,k′)

(
eA

(2i+k) ⊗ eR
(j)

)
⊗

(
eA

(2i′+k′) ⊗ eR
(j′)

)T

.(4)

The stationary probabilities of the Markov chain can be determined from the
following system of linear equations

θΠ = θ,

N∑
i=0

N∑
j=0

p(i,j,0) +
N∑

i=0

N∑
j=0

p(i,j,1) = 1. (5)
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3.2 The Mean Number of the Packets in Relay and Originator
Outgoing Queues

In this subsection, we give expressions for the mean number of packets in the
relay and originator outgoing queues. All the performance parameters can be de-
rived from the steady-state probabilities. Obviously, the mean number of packets
in the queue of the node A (and similarly of R) at the beginning of every frame,
E[QA], can be computed from the stationary distribution as

E[QA] =
N∑

i=0

N∑
j=0

ip(i,j,0) +
N∑

i=0

N∑
j=0

ip(i,j,1), (6)

E[QR] =
N∑

i=0

N∑
j=0

jp(i,j,0) +
N∑

i=0

N∑
j=0

jp(i,j,1). (7)

Let us denote the loss probability at the node A for a particular state as

p
(A)
loss(N,j,k)

.= Pr{a new packet arrives at A but becomes discarded |
QA = N, QR = j, QM = k}, 0 ≤ j ≤ N, k = 0, 1. (8)

Obviously, p
(A)
loss(i,j,k) = 0 if i < N . According to the formula of total probability,

the loss probability (the proportion of the discarded packets) for the node A
follows from the above expression as

P
(A)
loss =

1
πA

N∑
j=0

1∑
k=0

(
p
(A)
loss(N,j,k) · p(N,j,k)

)
. (9)

Similarly, we may establish the loss probability for the node R. We omit it here
for the sake of brevity. The expressions for p

(A)
loss(N,j,k) and p

(R)
loss(i,N,k) could be

obtained using the corresponding transition probabilities described above.

3.3 The Mean Delay of Relay and Originator Packets

We define the overall delay δA of the node A (and similarly δR of the node R)
as the time interval spent from packet arrival into the queue of the node up to
the end of its successful transmission to the base station B. According to Little’s
law in the form E[QA] = πAδA, where πA denotes the intensity of the arrival
process, we calculate the system delay as follows

δA =
1

πA

⎛⎝ N∑
i=0

N∑
j=0

ip(i,j,0) +
N∑

i=0

N∑
j=0

ip(i,j,1)

⎞⎠ , (10)

δR =
1

πR

⎛⎝ N∑
i=0

N∑
j=0

jp(i,j,0) +
N∑

i=0

N∑
j=0

jp(i,j,1)

⎞⎠ . (11)
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4 Numerical Results and Conclusion

In this section, we compare the results of our analytical model with the simula-
tion. An event-driven simulator that accounts for the discussed system features
was developed and described in [11]. In Figure 5, we compare analytical and sim-
ulation results for the mean overall packet delay and for the different values of
the parameter N . Additionally, we present the loss probability plot in Figure 6.
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Fig. 5. Numerical results: overall delay for the nodes A and R vs. arrival rate
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Fig. 6. Numerical results: loss probability for the nodes A and R vs. arrival rate

The proposed analytical approach to the overall mean packet delay evaluation
demonstrates perfect agreement with simulation results. We thus conclude that
our analysis is very precise in predicting the mean delay values in the client relay
wireless system with limited-size queues.
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Appendix

In the Appendix, we detail the system states and transitions between them. For
convenience, we group the states according to the number of packets (i, j) in
queues A and R. Some transitions are omitted due to the fact that states might
be unreachable or the corresponding probability may equal zero.
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Table 1. Probabilities for the state (0, 0, 0)

From To Probability

(0, 0, 0) (0, 0, 0) (1 − πA) (1 − πR)

(1, 0, 0) (0, 0, 0) (1 − πA) (1 − πR) pAB

(1, 0, 1) (0, 0, 0) (1 − πA) (1 − πR) pCB

(0, 1, 0) (0, 0, 0) (1 − πR) (1 − πA) pRB

Table 2. Probabilities for the states (i, 0, 0) and (i, 0, 1)

From To Probability

(i, 0, 0) (i, 0, 0) (1 − pAR) (1 − pAB) (1 − πA) (1 − πR) + pABπA (1 − πR)

(i, 0, 1) (i, 0, 0) pCBπA (1 − πR)

(i, 0, 0) (i, 0, 1) pAR (1 − pAB) (1 − πA) (1 − πR)

(i, 0, 1) (i, 0, 1) (1 − pCB) (1 − πA) (1 − πR)

(i, 1, 0) (i, 0, 0) 1
2

(1 − πA) (1 − πR) pRB

(i, 1, 1) (i, 0, 1) 1
2

(1 − πA) (1 − πR) pRB

(i + 1, 0, 0) (i, 0, 0) pAB (1 − πA) (1 − πR)

(i + 1, 0, 1) (i, 0, 0) pCB (1 − πA) (1 − πR)

(i − 1, 0, 0) (i, 0, 0), i > 1 πA (1 − pAR) (1 − pAB) (1 − πR)

(i − 1, 0, 0) (i, 0, 1), i > 1 πApAR (1 − pAB) (1 − πR)

(i − 1, 0, 1) (0, 0, 1), i > 1 πA (1 − pCB) (1 − πR)

(i − 1, 1, 0) (i, 0, 0), i > 1 1
2
πA(1 − πR)pRB

(i − 1, 1, 1) (i, 0, 1), i > 1 1
2
πA(1 − πR)pRB

(0, 0, 0) (1, 0, 0) πA (1 − πR)

(0, 1, 0) (1, 0, 0) πA (1 − πR) pRB

Table 3. Probabilities for the states (0, j, 0)

From To Probability

(0,j,0) (0,j,0) (1 − πA) (1 − πR) (1 − pR) + (1 − πA) pRπR

(1, j, 0) (0, j, 0) 1
2

(1 − πA) pAB (1 − πR)

(1, j, 1) (0, j, 0) 1
2

(1 − πA) pCB (1 − πR)

(0, j + 1, 0) (0, j, 0) (1 − πA) (1 − πR) pR

(0, j − 1, 0) (0, j, 0), j > 1 (1 − πA) πR (1 − pR)

(1, j − 1, 0) (0, j, 0), j > 1 1
2
πR (1 − πA) pAB

(1, j − 1, 1) (0, j, 0), j > 1 1
2
πR (1 − πA) pCB

(0, 0, 0) (0, 1, 0) (1 − πA) πR

(1, 0, 0) (0, 1, 0) πR (1 − πA) pAB

(1, 0, 1) (0, 1, 0) πR (1 − πA) pCB
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Table 4. Probabilities for the states (i, j, 0) and (i, j, 1)

From To Probability

(i, j, 0) (i, j, 0) 1
2

(1 − πA) (1 − πR) (1 − pRB) +
+ 1

2
(1 − πA) (1 − πR) (1 − pAB) (1 − pAR) +

+ 1
2
πApAB (1 − πR) + 1

2
πRpRB (1 − πA)

(i, j, 0) (i, j, 1) 1
2

(1 − πA) (1 − πR) (1 − pAB) pAR

(i, j, 1) (i, j, 0) 1
2
πA (1 − πR) pCB

(i, j, 1) (i, j, 1) (1 − πA) ((1 − πR)
(
1 − 1

2
pCB − 1

2
pRB

)
+ 1

2
πRpRB)

(i, j − 1, 0) (i, j, 0), j > 1 1
2
πR((1 − πA) ((1 − pAB) (1 − pAR) + (1 − pRB)) + pABπA)

(i, j − 1, 0) (i, j, 1), j > 1 1
2

(1 − πA) πR (1 − pAB) pAR

(i, j − 1, 1) (i, j, 0), j > 1 1
2
πApCBπR

(i, j − 1, 1) (i, j, 1), j > 1 1
2

(1 − πA) πR (1 − pCB) + 1
2

(1 − πA) πR (1 − pRB)

(i − 1, j, 0) (i, j, 0), i > 1 1
2
πA(1 − πR) ((1 − pRB) + (1 − pAB) (1 − pAR)) + πRpRB)

(i − 1, j, 0) (i, j, 1), i > 1 1
2
πA (1 − πR) (1 − pAB) pAR

(i − 1, j, 1) (i, j, 1), i > 1 πA (1 − πR)
(
1 − 1

2
pCB − 1

2
pRB

)
+ 1

2
πAπRpRB

(i − 1, j − 1, 0) (i, j, 0), i, j > 1 1
2
πAπR (1 − pRB) + 1

2
πAπR (1 − pAB) (1 − pAR)

(i − 1, j − 1, 0) (i, j, 1), i, j > 1 1
2
πAπR (1 − pAB) pAR

(i − 1, j − 1, 1) (i, j, 1), i, j > 1 πAπR

(
1 − 1

2
pCB − 1

2
pRB

)
(i, j + 1, 0) (i, j, 0) 1

2
(1 − πA) (1 − πR) pRB

(i, j + 1, 1) (i, j, 1) 1
2

(1 − πA) (1 − πR) pRB

(i − 1, j + 1, 0) (i, j, 0) 1
2
πA (1 − πR) pRB

(i − 1, j + 1, 1) (i, j, 1) 1
2
πA (1 − πR) pRB

(i + 1, j, 0) (i, j, 0) 1
2

(1 − πA) pAB (1 − πR)

(i + 1, j, 1) (i, j, 0) 1
2

(1 − πA) pCB (1 − πR)

(i + 1, j − 1, 1) (i, j, 0), j > 1 1
2

(1 − πA) pABπR

(i + 1, j − 1, 1) (i, j, 0), j > 1 1
2

(1 − πA) pCBπR

(i + 1, 0, 0) (i, 1, 0) (1 − πA) pABπR

(i + 1, 0, 1) (i, 1, 0) (1 − πA) pCBπR

(i, 0, 0) (i, 1, 0) (1 − πA) πR (1 − pAB) (1 − pAR) + πApABπR

(i, 0, 0) (i, 1, 1) (1 − πA) πR (1 − pAB) pAR

(i, 0, 1) (i, 1, 0) πApCBπR

(i, 0, 1) (i, 1, 1) (1 − πA) πR (1 − pCB)

(i − 1, 0, 0) (i, 1, 0), i > 1 πAπR (1 − pAB) (1 − pAR)

(i − 1, 0, 0) (i, 1, 1), i > 1 πAπR (1 − pAB) pAR

(i − 1, 0, 1) (i, 1, 1), i > 1 πAπR (1 − pCB)

(0, j, 0) (1, j, 0) πA (1 − πR) (1 − pRB) + πAπRpRB

(0, j − 1, 0) (1, j, 0), j > 1 πAπR (1 − pRB)

(0, j + 1, 0) (1, j, 0) πA (1 − πR) pRB

(0, 0, 0) (1, 1, 0) πAπR



Steady State Analysis of Three Node Client Relay System 427

Table 5. Probabilities for the modified boundary states (N, j, ·), j < N

From To Probability

(N, 0, 0) (N, 0, 0) (1 − pAR) (1 − pAB) (1 − πR) + pABπA (1 − πR)

(N, 0, 0) (N, 0, 1) pAR (1 − pAB) (1 − πR)

(N, 0, 1) (N, 0, 1) (1 − pCB) (1 − πR)

(N, 1, 0) (N, 0, 0) 1
2

(1 − πR) pRB

(N, 1, 1) (N, 0, 1) 1
2

(1 − πR) pRB

(N, 0, 0) (N, 1, 0) πR (1 − pAB) (1 − pAR) + πApABπR

(N, 0, 0) (N, 1, 1) πR (1 − pAB) pAR

(N, 0, 1) (N, 1, 1) πR (1 − pCB)

(1, N, 0) (0, N, 0) 1
2

(1 − πA) pAB

(1, N, 1) (0, N, 0) 1
2

(1 − πA) pCB

(N, j, 0) (N, j, 0) 1
2
(πApAB + πRpRB + (1 − πR) ((1 − pRB) + (1 − pAB) (1 − pAR)))

(N, j, 0) (N, j, 1) 1
2

(1 − πR) (1 − pAB) pAR

(N, j, 1) (N, j, 0) 1
2
πA(1 − πR)pCB

(N, j, 1) (N, j, 1) (1 − πR)(1 − 1
2
pCB − 1

2
pRB) + 1

2
πRpRB

(N, j − 1, 0) (N, j, 0),j > 1 1
2
πR((1 − pAB)(1 − pAR) + (1 − pRB)) + 1

2
πApAB

(N, j − 1, 0) (N, j, 1),j > 1 1
2
πR (1 − pAB) pAR

(N, j − 1, 1) (N, j, 0),j > 1 1
2
πApCB

(N, j − 1, 1) (N, j, 1),j > 1 πR

(
1 − 1

2
pCB − 1

2
pRB

)
(N, j + 1, 1) (N, j, 1) 1

2
(1 − πR) pRB

(N, j + 1, 0) (N, j, 0) 1
2

(1 − πR) pRB

Table 6. Probabilities for the modified boundary states (i, N, ·), i < N

From To Probability

(i, N, 0) (i, N, 0), j > 1 1
2
πApAB + 1

2
(1 − πA) (1 − pRB + pRBπR + (1 − pAB) (1 − pAR))

(i, N, 0) (i, N, 1), i > 0 1
2

(1 − πA) (1 − pAB) pAR

(i, N, 1) (i, N, 0), i > 0 1
2
πApCB

(i, N, 1) (i, N, 1), i > 0 (1 − πA)
(
1 − 1

2
pCB − 1

2
pRB + 1

2
πRpRB

)
(i + 1, N, 0) (i, N, 0) 1

2
(1 − πA) pAB

(i + 1, N, 1) (i, N, 0) 1
2

(1 − πA) pCB

(i − 1, N, 0) (i, N, 0), i > 1 1
2
πA (1 − pRB + πRpRB + (1 − pAB) (1 − pAR))

(i − 1, N, 0) (i, N, 1), i > 1 1
2
πA (1 − pAB) pAR

(i − 1, N, 1) (i, N, 1), i > 1 πA

(
1 − 1

2
pCB − 1

2
pRB + 1

2
πRpRB

)
(0, N, 0) (1, N, 0) πA (1 − pRB + pRBπR)

(0, N, 0) (0, N, 0) (1 − πA) (1 − pRB + pRBπR)

Table 7. Probabilities for the modified boundary states (N, N, ·)

From To Probability

(N, N, 0) (N, N, 0) 1
2

(1 − pRB + πApAB + πRpRB) + (1 − pAB) (1 − pAR)

(N, N, 0) (N, N, 1) 1
2

(1 − pAB) pAR (πA + πR − πAπR)

(N, N, 1) (N, N, 0) 1
2
πApCB

(N, N, 1) (N, N, 1)
(
1 − 1

2
pCB − 1

2
pRB

)
+ 1

2
pRBπR
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Abstract. In this paper, we present a model of the data exchange process 
between users in P2P live streaming network with buffering mechanism - buffer 
occupancy model. The model is developed in terms of discrete Markov chain. 
We study the probability measures of the model – buffer position occupancy 
probability and probability of playback continuity. The model is very tractable 
and compacted formulas were obtained. While considering user churn in the 
model we examine how user departure affects buffer occupancy and playback 
continuity. For our numerical experiment we develop a simulation tool for the 
considered model. 

Keywords: P2P network, live streaming, buffer occupancy, playback 
continuity, Markov chain model.  

1   Introduction 

P2P technology is being used in many networks for the provision of live video 
streaming services, in order to effectively utilize the available resources of each user 
in the network [1,2]. Any user in these networks uses his download bandwidth to 
receive video data from the network and his upload bandwidth to distribute video data 
to other users in the network, thus simultaneously playing the role of a client that 
downloads (receives) data and the role of a server which provides data. The focus of 
[3-6] was to derive one of the main QoE parameters of P2P live streaming network, 
i.e. the probability that all users receive video stream at a rate not less than the defined 
playback rate. One of the factors that affect the quality of perception at user level is 
playback continuity, i.e., a user is watching video without pauses during playback. To 
ensure a smooth video playback a buffering mechanism is used. In P2P live streaming 
networks video stream is divided into small blocks of data, known as video chunks, 
each video chunk has a length of about 1 second, and the end user’s device, which 
may be a set-top-box or a personal computer, contains a buffer for storing these 
chunks of video data in order of their playback time. When a new user joins a video 
session, he first has to start downloading chunks from the network to fill his buffer 
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and only after that chunks from the buffer are used to play the video. If a user is 
missing a certain chunk, he will try to download that particular chunk from other 
users before its playback deadline. 

In this paper we present a discrete Markov chain model for buffer state change in 
P2P live streaming networks along with a method for finding the probability of 
playback continuity. For the numerical analysis due to high dimensionality of the 
Markov chain state space we developed a simulation tool. 

4   Data Exchange Process 

In this section we describe the procedure for distribution of video data in P2P 
streaming networks, taking into account buffering mechanism. Consider a network 
with N users present in the network, and a single server, which transmit only one 
video stream, i.e. all users in the network, are receiving the same video stream. The 
process of video stream playback is divided into time slots, the length of each time 
slot corresponds to the playback time of one chunk. Assume that each user in the 
network has a buffer designed to accommodate M+1 chunks. The buffer positions are 
numbered from 0 to M: buffer 0-position is to store the most recent (freshest) chunk 
just received from the server, other m-positions, 1, , M 1 are to store chunks, 
already received during the past time slots or will be downloaded in the coming time 
slots, and buffer M-position is to store the oldest chunk that will be moved out from 
the buffer to the player for playback during the next time slot. 

Now we will specify the actions that the server and users perform during each time 
slot. At the beginning of each time slot the server randomly selects a user from the 
network and uploads the most recent chunk into his buffer 0-position. Each of N 1 
users that were not chosen by the server during the current time slot will perform the 
following actions. If there are empty positions in the user’s buffer, i.e. there are 
missing chunks in his buffer, the user will choose another user from the network 
randomly (called a target user) in order to download one of the missing chunks from 
him. If it happens that, the target user has one of the missing chunks, then the attempt 
to download from the target user will be successful. If the target user has more than 
one of the missing chunks, then downloading strategy will define which chunk to 
download. Most commonly used strategies in P2P networks are Rarest First (RF) and 
Greedy (Gr) strategy. With Rarest First strategy users during any time slot will try to 
download the most recent (freshest) chunk, i.e. the most rarely encountered chunk in 
the network (chunk with least available copies), and with Greedy strategy users will 
select to download a chunk with a closest playback deadline [6,7]. A user will not 
download a chunk in the current time slot at all, if the target user he chose does not 
have any of the missing chunks, or if in the current time slot his buffer is filled (there 
are no empty positions). At the end of each time slot, chunks in the buffer of each user 
will shift one step forward, i.e. chunk in M-position will exit out of the buffer and 
move to the player for playback, the remaining chunks in other positions will shift one 
position to the right (towards the end of the buffer) to replace the position freed by its 
predecessor, and in this case buffer 0-position will be free to accommodate a new 
chunk from the server at the beginning of the next time slot. 
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In this paper we generalize the model proposed in [7] by considering user behavior. 
We assume that each user may at some time leave the network and stop exchanging 
data with other users, and likewise a user may join the network and begin exchanging 
data with other users. In the next section, we develop a mathematical model for data 
exchange between users in the form of discrete Markov chain describing the buffer 
states of all users. 

3   Model Description 

For a given network with N users and a single server, vector ( ) ( ), ( )  
defines the state of each user (n-user), where ( ) is user on-line indicator  
( ( ) 1 if the user is on-line and ( ) 0 otherwise) and ( ) ( ), ( ),  , ( )  is the state of n-user’s buffer. Here ( ) is the 
state of n-user’s buffer m-position: ( ) 1, if n-user’s buffer m-position is 
occupied with a chunk, otherwise ( ) 0, 0, , M. Each user in the 
network, uses buffer positions 1, , M to store the downloaded chunks from the 
network, and uses 0-position only to download a chunk from the server. Thus, the 
oldest chunk in the buffer, which will be sent to the video player for playback during 
the next time slot, is located in M-position during the current time slot, and chunk in 
m-position will be sent to the player for playback after M-m time slots. 

Note that, if during any time slot M-position is filled, then n-user will watch the 
video stream without any pause. The introduced notations are illustrated in Fig.1. 

 

Fig. 1. Buffer state of n-user 

Thus, the state of the system (on-line indicators and buffer states of all users in the 
network) is defined by ( ) ( , ) ( ), ( ) ,…,  , where the n-th row 

of the matrix  corresponds to the buffer state of n-user, and dim N(M 1). 
Therefore, the state space of the system is given by 0,1 0,1 ( ) and  | | 2 ( ). 

Denote by 0 ( )  and 1 ( )  the set of all empty and filled positions in n-

user’s buffer respectively, i.e. 0 ( ) :  ( ) 0,  1, , M , 1 ( ) :  ( ) 1,  1, , M , where 0 ( ) ∪ 1 ( )1,2, , M . Then 0 ( ) 1 ( )  will be the set of all positions in buffer to 

which n-user can download a chunk from target h-user, . If 0 ( )1 ( ) , then the index δ ( ), ( )  of the position to which n-user can 
download a chunk from h-user is determined by the downloading strategy in use, i.e. ( ), ( ) min : 0 ( ) 1 ( ) , with RF strategy;max : 0 ( ) 1 ( ) , with Gr strategy.  

( )0x n ( )1x n ( )Mx n
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Denote by ( ) the shifting operator of vector ( ), meaning if ( )( ), ( ),  , ( ), ( ) , then ( )= 0, 0( ),  , M 1( ) . 

Let  be the shifting moment of buffer contents. When constructing the model in a 
discrete time it is assumed that if at the moment 0 a buffer is in the state ( ), 
then at the moment 0 it will be in the state ( ). 

We assume that a user can leave the network, or join the network only at the 
moment . Denote by ( ) the n-user’s on-line indicator at the moment 0. If n-
user joined the network at the moment  or earlier and never left the network till the 
moment , then ( ) 1 and ( ) 0 otherwise. Let ( ) be the probability of 
n-user joining the network and ( ) the probability of -user leaving the network: ( ) 1| ( ) 0 ( ); ( ) 0| ( ) 0 1 ( ); ( ) 0| ( ) 1 ( ); ( ) 1| ( ) 1 1 ( ). 

For simplicity assume that all users join and leave the network with equal 
probabilities, i.e. ( ) , ( ) , 1, . 

We also assume that when n-user leaves the network then the corresponding row in 
matrix  will reset i.e. ( ) . 

According to the protocol for the distribution of data in P2P live streaming 
networks with a buffering mechanism, in the interval , 1), which corresponds to 
the l-th time slot, the server and users perform the following actions. 

1. At the moment , an off-line user deсides to join the network with probability  
and an on-line user decides to leave the network with probability . 

2. At the moment , for all users the shift of the buffer content takes place: 

• Chunk in buffer M-position if present will be sent for playback; 
• All other chunks in other buffer positions will be shifted one position to the 

right, i.e. towards the end of the buffer; 
• Buffer 0-position will be emptied. 

3. At the moment 0, server chooses one user randomly and uploads a chunk for 
the current time slot to his buffer 0-position. If server has chosen n-user, then 0( ) 1 at the moment 1 0. 

4. Each -user,   not chosen by the server will perform the followings: 

• If there are empty positions in -user’s buffer, meaning 0 ( ) , then -
user will choose a target h-user randomly from the network to download a 
chunk in order to fill one of the empty positions, . Let 1 ( )  be the 
set of all h-user’s buffer positions filled with chunks; 

• If 0 ( ) 1 ( ) , then the -user will select in accordance with 

the downloading strategy δ, ,  the position δ ( ), ( )  to which 
he will download a missing chunk from h-user; 
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• No action will be performed by the -user: 

a) If 0 ( ) 1 ( ) , i.e. -user unsuccessfully chose a target h-
user; 

b) If 0 ( ) , i.e. there are no empty positions in the -user’s buffer. 

Denote by ( , ) the network state at the moment 0, as shown in Fig.2. 
Note that the set : , 0  forms a Markov chain over state space 0,1 0,1 ( ), generally speaking the Markov chain is decomposable, with 
one class  of essential states, . 

 

Fig. 2. State of Markov chain  at l-th time slot 

Let π ( ) be the probability that Markov chain 0 during l-th time slot is in 
state , i.e. π ( )   and Π , 1( , ) be the corresponding transition 
probability. 

Note that the transition probability Π , 1( , ) depends on ( ), ( ) , i.e. 
on the strategy in use, and on  and , i.e. on the user joining and leaving 
probabilities. The probability distribution π ( ) satisfies the Kolmogorov-Chapman 
equations: ( ) ( ) , ( , ) , , 0 . (1)

4   Probability Measures Analysis 

One of the main performance measures of P2P live streaming networks is the 
probability ( ) of playback continuity, which is the probability that buffer M-
position of n-user is filled with a chunk for playback at the end of any time slot. To 
find this probability, we introduce the ( ) function, which corresponds to the 
number of users who have a chunk in their buffer i-position, from which n-user can 
download in accordance with the downloading strategy δ when the network is in 
state : ( ) ∑ δ δ ( ), ( ) ,1, ,N: ,   ( ) 1 , , 

where δ , 1,  ,0,  . 

( )lS nx( )l nx

lt 1lt + t

( )1l n+x

l

lZ 1+lZ

la 1+la 1+la
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Let N( ) ∑ ( ),  be the number of on-line users when the network is in 

state ( , ). Now we define the probability ( ) that during the l-th time slot, 
the chunk which n-user can download to his buffer i-position is available in the 
network. Due to the dependency of this probability on the downloading strategy δ we 
can interpret ( ) as the probability that n-user will select i-position and successfully 
download a chunk from the target user during the l-time slot. If N( ) 2, then one 
can obtain the following formula (0) 0,   ( ) π ( ) ( )N( ) 1 ,  1, , M . (2)

Denote by 0( , ) ( 1( , )) the probability that i-position of n-buffer is empty 
(filled) during l-th time slot. These probabilities are defined as follows: ( ) 1 π ( ) : ( , ) : ( ) ( ), ( ) , ( ) , 

( ) 0 π ( ) : ( , ) : ( ) ( ), ( ) , ( ) . 
The formula that relates the probability of n-buffer state during (l+1)-th time slot 

and the probability of n- buffer state during l-th time slot can be obtained from the 
following relation: 

 ( ) 1 ( ) 1, ( ) 1 (1 β)  ( ) 0, ( ) 1 (1 β) ( )  ( ) 1, ( ) 0 α ( ) 0, ( ) 0 α ( ) , 1, , . (3) 

 
By considering ( ) 1, ( ) 0 0 and ( ) 0, ( ) 0 1 in 

formula (3), we can obtain a recursive relation for calculating the buffer state 
probabilities: 

 

1( , 0) 1N , ( , 1) ( , ) (1 β)  ( , ) (1 β) ( ) α ( ) , 0, , M 1 . 
(4)

 

Assume that the equilibrium distribution of the Markov chain  exists. Denote 

by 1 ( , ) lim ∞ 1( , ) the probability that i-position of n-buffer is filled and 

by 0 ( , ) lim ∞ 0( , ) the probability that i-position of n-buffer is empty. 
Then from formula (4) we obtain the following: 
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1 ( , 0) 1N , ( , 1) ( , ) (1 β)  ( , ) (1 β) ( ) α ( ) , 0, , M 1 . 
(5)

 
Note that the recursive relation (5) gives a method for calculating the probability 1 ( , M), that M-position of n-buffer is filled. Denote by ( ) the probability that n-

user is watching video without pauses during playback, i.e. probability of playback 
continuity, then we have the following formula ( ) ( , M) . 6)

Hence the desired probability measures of the considered model are obtained, and 
in the next section we provide some case studies for P2P live streaming network 
performance analysis. 

5   Case Study 

For our case study we have developed the simulation model, because of some 
computational difficulties using the formulas derived in the previous sections of the 
paper. Note that, to calculate the probability ( , M) using formula (5) first it is 
necessary to calculate  ( ) using formula (2), but to do so one has to calculate the 
equilibrium probabilities π ( ) of Markov chain  using formula (1). So the 
calculation of the probabilities π ( ) has to be carried out over a state space of a 
dimension | | 2 ( ). We should notice that this state space dimension for P2P 
live streaming networks will be very high, because in real networks the number of 
concurrent users may reach up to 105 and enumerate up to 102 buffer positions. That is 
why calculations using formulas derived in this paper are rather difficult to be carried 
out. For our case study we chose N=1000 and M=40. It is not a subject of the paper to 
develop a numerical method to resolve the computational difficulties. Therefore we 
did our case study using a simulation model. 

We begin with a case where all users are present in the network and do not depart, 
i.e. 0 and 0. Fig. 3 presents the graphs of ( ) for both considered 
strategies (Rarest First and Greedy). Note that in [4] approximate formulas for  ( ) 
were proposed for both strategies, whereas in this paper we present the exact formulas 
for ( ). Moreover the result of our calculations with exact formulas is much 
different from those with the approximate formulas presented in [4]. 

In Fig. 3 we can notice that the graph of the ( ) probability for RF strategy 
increases on the interval of i=[0,10], because the number of target users with these  
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that an off-line user joins the network with probability 0 and an on-line user 
leaves the network with probability 0 as described in section 3 of the paper. We 
further focus our analysis on RF strategy due to its obvious advantage over the 
Greedy strategy in terms of playback continuity. 

It is important to note that, the connection of new users with empty buffers to the 
network, likewise the disconnection of users from the network with partially or fully 
filled buffer decreases the number of target users with i-position filled. For further 
analysis we fix the joining probability , and vary the leaving probability . 

 

Fig. 4. Buffer position occupancy probability, 0 and 0 

From the graphs in Fig. 5 one can notice that as the probability  increases 
(meaning more user departure) the probability  ( ) of selecting and successfully 
downloading chunk to buffer position decreases. However, the graphs in Fig. 5 have 
almost the same pattern with the graph for RF strategy in Fig. 3. The behavior of the 
graphs in Fig. 5, shows that with a fixed joining probability, the increase of leaving 
probability leads to low circulation of video chunks in the network. Thus the 
proportion of users with more empty positions will rise, thereby reducing the 
probability of successful download. Note that the graph of  ( ) for 0,05 has 
almost aligned due to the high frequency of user departure and therefore few chunks 
are available for downloading. 

Similar to the behavior of graphs for ( ) in Fig. 5, with the increase of 
probability , the average number of users N   in the network decreases (Fig. 6), 
likewise the probability of playback continuity  also decreases (Fig. 7). 



 Discrete Markov Chain Model for Analyzing Probability Measures 437 

 

Fig. 5. Buffer position selection probability, 0,001 

 

Fig. 6. Average number of users in the network 
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Fig. 7. Probability of playback continuity 

6   Conclusion 

In this paper the model of data exchange between users of P2PTV live streaming 
network was presented. The model was developed in terms of discrete Markov chain, 
through which the formulas for the analysis of the system performance measures were 
obtained. For the state space of small dimension N=3, M=3 and | | 2   in case 
when α=0 and β=0, we obtained the transition matrix for Markov chain and calculated 
the probability measures using the exact formulas (1). The calculations results of the 
exact formulas coincide with the results of simulation. The direction for our further 
studies will be to develop a numerical method for a network with high dimension 
state space and to develop a model taking into account the server upload rate and the 
upload rate of users. Besides the playback continuity, we will concentrate our future 
work on the analysis of another performance metric – startup latency, based on both 
downloading strategies, i.e. , . 

We thank professor K.E. Samouylov for comments that greatly improved the 
manuscript.  
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Abstract. In cognitive radio networks multiple secondary users share
a single channel and multiple channels are simultaneously used by a
single secondary user (SU) in order to satisfy their rate requirement. In
such environment, we attempt to evaluate the relations between different
dimensions of the multiple QoS. By means of the mathematical modelling
framework for studying the versions QoS constraints in the CR network
introduced here, we have determined the throughput, the delay, and the
bandwidth in a uniform formula. As an example application, the loss
rate of the secondary users in the CR network as a function of various
parameters, etc. are presented for a realistic network setup.

Keywords: cognitive radio networks, multidimensional QoS, performance
evaluation.

1 Introduction

Cognitive radio (CR) networks were introduced in order to improve the utiliza-
tion efficiency of the existing radio spectrum [8], [1]. The key of this concept lies
in the dynamic adjusting of the spectrum in such way that the under-utilized
spectrum is better applied than without this technique. The CR networks are
assumed to be able to provide the high bandwidth to mobile users via heteroge-
neous wireless architectures and dynamic spectrum access techniques.

In a CR network the unlicensed users (also called the secondary users - SU)
are allowed to opportunistically access the radio spectrum allocated to the li-
censed users (also called the primary users - PU) without causing any harmful
interference to the licensed users. Several mechanizms are proposed for the im-
plementation of this mechanism. Among others, the so-called dynamic spectrum
access (DSA) for accessing the idle licensed channels was proposed by N. Shah
[10]. Detailed DSA schemes are explained in the paper by J. Zhao [13]. In other
solutions [4], [11] a distributed protocol MAC for the implementation of the CR
networks was proposed. However, the authors of these papers ignored the QoS
requirement of the SU or coexistence of multiple SUs in a channel.

The problem of the optimal radio spectrum assignment to the SUs in the
CR networks was also studied by L. Cao [3] and Zheng et al. [15]. In the first
paper local bargaining was proposed. In the other a graph-theoretical model for

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 440–449, 2011.
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characterization of the spectrum access was proposed and a heuristic to find the
fair spectrum suggested. Based on this model, they designed several centralized
heuristics in order to find fair spectrum allocation. The problem problem of the
optimal radio spectrum assignment to SUs in the CR networks was also studied
in the papers [9], [6]. Distributed spectrum allocation methods were presented
in the paper by Q. Zhao [14]. However, none of these works formulated the basic
dependencies between the basic QoS parameters in the sensing policies and the
resource allocation.

The main goal of the paper is to develop a mathematical framework for the
QoS constraints modelling in the CR networks. We formulate the uniform for-
mula in order to connect the throughput, the delay, and the loss rate of the data
packets in the CR network. Within this framework, we also propose two solution
approaches in order to find probability that the time interval τ is more than a
given threshold and the depedence between the throughput and the parameter
δ. It allows us to obtain the maximum throughput of the SU in the CR network
for the required service.

The rest of this paper is as follows. In section 2 we formulate our model of the
CR network. Section 3 provides the multidimensional QoS in the CR network.
In section 4 we present a numerical example. Section 5 concludes the paper.

2 Modelling of the Multidimensional QoS in Cognitive
Radio Networks

In this section we introduce a multi-dimensional QoS framework in the CR net-
works.

We consider the downlink of a CDMA-based system as a model of the CR net-
work as depicted in Fig. 1. In this figure a two-tier macro/microcell structure is
presented. The cognitive microcell uses the same frequency band to transmit non-
real time data as the macrocell. The data transmission from the mobile station
is disturbed by the macrocell base station BSi, (i = 0, 1, . . . , 6). The transmis-
sion between mobile station and its microcell base station is realized when the
macrocell interference falls bellow a given threshold. Thus, the microcell sends
its data with a transmission rate dependent on the macrocell interference level
[5]. For such two-tier cognitive system we find a microcell transmission window
in order to guarantee the successful transmission with a defined QoS level of
data packets.

The received signal-to-inference-plus-noise ratio (SINR) of the i-th secondary
user in the microcell (the microcell serves N users) can be expressed on a linear
scale as

SINRi(t) =
gi(t)pi(t)∑N

j=1,j �=1 αijgj(t)pj(t) + I(t) + N(t)
(1)
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Fig. 1. Two-tier macro/microcell structure.

where gi(t) is the time-varying channel gain between the mobile base station in
the microcell and the i-th user, pi(t) is the time-varying transmission power of
the base station in the microcell for i-th user, αij is the code cross-correlation
between users i and j as seen at the receiver (the loss of code orthogonality),
I(t) is the total time varying the macrocell interference, N(t) is the additive
Gaussian noise.

In order to simplify the notation and the analysis of the occuring distribution,
we can rewrite Eq. (1) in dB which operates in the logarithmic domain, namely

SIR(t) = S(t) − I(t) (2)

where we have neglected the thermal noise and dropped the dependence on the
i-th user. The signal power, S(t) is given by

S(t) = 10 log10 Si(t) (3)

where Si(t) is the signal power which is received by i-th receiver. In the loga-
rithimc decibel domain, signal and interference power obey a Gaussian distribu-
tion with given mean and variance, S(t) ∼ N(μs, σ

2
s), I(t) ∼ N(μI , σ

2
I ). Thus,

the SIR(t) is also Gaussian, i.e. SIR(t) ∼ N(μs − μI , σ
2
s + σ2

I ).
In order to compute the throughput at the microcell we define the successful

average duration of the packet transmission from the base station to the mobile
user, ADTsuc as the time duration that I(t) < IThr. It means that the SIR
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stays above the given threshold level for at least τM seconds, where τM is the
minimum time required for a packet transmission.

The probability density function of τ as well as the probability that τ is more
than a given threshold, τM , for the zero mean and unit variance normal process
of In = (I − μI)/σI as

fτ (τ) =
λII

2
nτ

4
e−

λtt20τ2

8 (4)

and

P (τ > τM ) =
∫ ∞

τ

fτdτ = e−
λtI2

nτ2
M

8 (5)

The average duration of a successful event can now be obtained as

ADTsuc = eAτ2
M

[
τMe−Aτ2

M +
√

π

A
Q(

√
2AτM )

]
(6)

where A = λI2
n/8.

The probability of success, Psuc, is defined as the fraction of the time that the
base station in a microcell can successfully transmit data packets (a successful
event), i.e.

Psuc = lim
t→∞(Total ’success event’ time in [0, t])/t (7)

Thus, the probability of success given by Psuc = fsuc · ADTsuc, where fsuc is
given by [12]

Psuc =

√
λ

2π
e−

4A
λ

[
τMe−Aτ2

M +
√

π

A
Q(

√
2AτM )

]
(8)

The average throughput, Θ, at the base station in the microcell is formulated
by P (I(t) ≤ IThr,i) · P (τ > τM ). Using the Eq. (5) we obtain

Θ = − c

2
e−Aτ2

M e
σ2

I
−2kμI

2κ2 erf
(

κ2Ln( c
x) − κμI + σ2

I√
2κσI

) ∣∣∣∣∣
Rmax

Rmin

(9)

where Rmin, Rmax are the minimum and maximum data rates, κ = 10

Ln 10
c =

W
Γ gpmax, W is the bandwidth, Γ is bit-energy-to-noise-spectral density ratio
required to support the given service, g is the path-loss, pmax is the maximum
transmission power at the microcell base station.

We assume that succesive burst and silence periods in a packet transmission
form an alternating renewal process, and their durations are exponentially dis-
tributed with means 1

μ and 1
λ . If the microcell base station treated as a source

is ON, it generates packets at the rate of one packet per unit time. When pass-
ing through a radio link, the packet series appears to be a Markovian ON-OFF
process [2]. Then, the means of the ON and the OFF periods are as follows

1
μ

=
τM

h
(10)
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1
λ

= T − 1
μ

(11)

where τM is the mean time required for a packet transmission, h is the radio
link speed, T is the sum of the ON and OFF periods.

Now, we find the traffic and cognitive network constraints imposed on multi-
dimensional QoS requirements.

We assume that a mobile station dedicates bandwidth C to a real-time service,
and the deadline for packets of the service is D. Thus, we obtain a critical packet
queue length, namely

qD = C · D (12)

All packets beyond this point in the queue violate their deadlines and can be
dropped. Then, the probability that the packet queue length in a mobile station
is greater than QD for Markovian traffic can be estimated as

φ = (q > qD) ≈ e−qDδ (13)

δ is a constant satisfies the following condition when t → ∞, namely

δ = max{s : A(s) ≤ C} (14)

A(s) is the so-called effective bandwidth of data transmission between micro-
cell base station and mobile station, and is given by

A(s) = lim
t→∞A(s, t) (15)

According to the theory of effective bandwidth [7] the effective bandwidth for
a Markovian traffic source with two states ON and OFF is given by

Ĉeff =
1
2s

(
hs − μ + λ +

√
(hs − μ + λ)2 + 4λμ

)
(16)

where μ, λ are the transition from the ON state to the OFF state and from the
OFF state to the ON state, respectively, and h is the traffic rate in the ON state
corresponding to the speed of the radio link where the traffic is passing.

With the additive property of the effective bandwidth, the aggregate of homo-
geneous traffic input to the mobile station has the effective bandwidth, namely

A(s) = n · Ĉeff (17)

where n is the number of transmission channels.
In Appendix A, we show that the relation between the average throughput Θ

in the CR network and the parameter δ is given by

δ =
h2

(h − C
n )(h − C·Θ

n )
1 − Θ

τM
(18)

Thus, in the high speed network (h → ∞) the Eq. (18) is simplified as follows

δ =
1 − Θ

τM
(19)
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Fig. 2. Loss rate of the secondary user in the CR network as a function of throughput
for various size of qD

For the given value of τM the loss rate for the real-time service with deadline
D the traffic rate cannot be lower than the limit

φ ≈ e−qD·δ = e
qD( 1−Θ

τM
) (20)

Thus, we obtain

φ > e
−qD
τM for ∀ Θ > 0 (21)

This inequality indicates a lower bound for the loss rate in the CR network.
If τM is large enough, all packets will disappear (τM → ∞, φ → 1). On other
hand, if τM is small enough (τM → 0, φ → 0), the packet loss rate in the CR
network can be arbitrarily low for any throughput Θ. So τM has a critical effect
on the QoS behaviour of a mobile station.

3 Numerical Example

Let us assume a CR network with a service and a video service. We assume that
this network supports the real-time services. In this sample, the bandwidth is
shared by the voice and the video services by 10 and 50 Mbps, respectively. We
assume that each radio link can collect up to 1 Mbps voice traffic and 5 Mbps
video traffic.

Let the minimum time required for a packet transmission τM be equal to 2 s.
The relation between loss rate φ and throughput θ for a different queue length
qD in the mobile station is depicted in Fig. 2. Fig. 3 shows the relations between
the loss rate and τM for a different throughput and a constant value of buffer
size qD = 10.

The impact of the τM on the average throughput Θ for Gaussian process with
the given standard deviation σI is presented in Fig. 4. The marked curves show
that as the minimum required time interval of the packet transmission increases,
the average throughput decreases. This means that the optimal packet lengths
in the CR network are in dependency of the parameters of the fading channels.
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Fig. 3. Loss rate of the secondary user in the CR network as a function of the mean
time τM for various value of throughput

Fig. 4. Throughput as a function of the mean time τM for various values of the inter-
ference standard deviation σI .

Fig. 5. Throughput depending on the interference standard deviation σI for different
values of the mean queue length
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Fig. 6. Loss rate φ as a function of the macrocell inference standard deviation σI for
different values of the mean queue length

Figure 5 shows the average throughput depending on the macrocell interfer-
ence standard deviation σI for given mean queue length QD at the secondary
users and given mean interference level μI . We can see that the throughput
increases by increasing the interference standard deviation.

Figure 6 shows the loss rate φ as a function of macrocell interference standard
deviation σI for a given mean interference level μI and defined mean throughput
Θ. It can be seen that by increasing the mean throughput, the loss rate at the
secondary users decreasing rapidly.

4 Conclusion

We have proposed a new approach for a cognitive radio organizing data with
QoS prediction within CSMA-based hierarchical cell structures with the macro-
cell and microcell with the same frequency band. Based on the theory of effective
bandwidths, we obtained a uniform formula for the throughput, the delay, and
the loss rate for the Markovian traffic. Moreover, the important traffic parame-
ters, such as the radio link speed and the minimum time required for the data
packet were involved. The derived performance metrics were verified by means
of the simulation experiment which incorporates the average throughput at the
microcell. It allowed us to evaluate the QoS parameters at the given microcell or
improve another parameters of the multidimensional traffic in the CR networks.

The proposed framework can be further used for studying the radio resource
management or optimizing the QoS parameters with respect to the QoS operator
policy.
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Appendix A - The Relation between Throughput Θ and δ

Here, we used the effective bandwidth in order to express the relation between
the throughput in the CR network and parameter δ. As can be remaindered,
the parameter δ is the maximum value of s satisfying the effective bandwidth
condition. It is obvious that

A(s) = n · Ĉeff (22)
where n is the number of the transmission channels. From Eq. (14), δ is the
maximum value of s satisfying the condition of the effective bandwidth. From
the Eqs. (15) and (16), we get

n

2s
(hs − μ − λ +

√
(hs − μ + λ)2 + 4λμ ≤ C (23)

where C is dedicated bandwidth to real-time services. By means of rearranging
terms, we obtain
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√
(hs − μ + λ)2 + 4λμ ≤ 2C

n
s − hs + μ + λ (24)

After squaring both sides in the inequality, we get

(hs − μ + λ)2 + 4λμ ≤
(

2C

n
s − hs + μ + λ

)2

(25)

A a result of developing the square on the right side and moving the terms to
the left side of the inequality, we obtain[

C

n
h −

(
C

n

)]
s2 −

[
C

n
(μ + λ) − λh

]
s ≤ 0 (26)

We know that s > 0. Thus, we get[
C

n
h −

(
C

n

)2
]

s ≤ C

n
(μ + λ) − λh (27)

When h ≥ C
n , the left hand side of the inequality is non-negative. So

s ≤ μ + λ

h − C
n

− λh(
C
n

)
h − C

n

(28)

After rewriting it we obtain

s ≤ μ + λ

h − C
n

(
1 − 1

C
n

h
M

1
λ + 1

μ

)
(29)

From the Eq. (11) we know the dependencies
1
μ

+
1
λ

= T =
n · τM

C · Θ (30)

h

μ
= τM (31)

As a result of substituting Eq. (30) and Eq. (31) into Eq. (29), we get

s ≤ μ + λ

h − C
μ

(1 − Θ) (32)

From Eq. (30) and Eq. (31) we have

μ + λ =
nh2

(nh − C · Θ)τM
(33)

Using it into Eq. (32) we obtain

s ≤ h2

(h − C
n )(h − C·Θ

n )
· 1 − Θ

τM
(34)

Therefore

δ =
h2

(h − C
n )(h − C·Θ

n )
· 1 − Θ

τM
(35)

This shows the relation between the throughput and parameter δ.
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Abstract. In this paper we tackle the challenging problem of Qual-
ity of Service (QoS) routing in multiple domains. We propose a novel
inter-domain QoS routing algorithm named HID-MCP. HID-MCP ben-
efits from two major concepts that ensure high performance in terms
of success rate and computational complexity. First, HID-MCP is a hy-
brid algorithm that combines the advantages of pre-computation and
on-demand computation to obtain end-to-end QoS paths. Second, HID-
MCP integrates crankback mechanisms for improving the path compu-
tation results in a single domain or in multiple domains. Extensive sim-
ulations confirm the efficiency of our algorithm on randomly generated
topologies.

Keywords: QoS routing, inter-domain routing, crankback mechanisms,
pre-computation, on-demand computation.

1 Introduction

Nowadays, diverse advanced applications are provided over IP-based networks
(e.g. IPTV, video-on-demand, and VoIP). Guaranteeing the Quality of Service
(QoS) to such applications is a difficult problem, especially when service delivery
requires crossing heterogeneous domains under the responsibility of different op-
erators. Inter-domain QoS routing, also known as Inter-Domain Multi-Constraint
Path (ID-MCP) computation problem is one of the primary mechanisms for pro-
viding QoS. It consists of computing a path subject to multiple QoS constraints
between a source and a destination node of a multi-domain network. Let us in-
troduce some notations to formally define the ID-MCP problem. Let G(N, E, D)
denote a network of D domains, N is the set of nodes and E the set of links.
Let m be the number of QoS constraints. In our study, we consider only additive
metrics, such as cost and delay, without loss of generality [1]. An m-dimensional
weight vector is associated with each link e ∈ E. This vector consists of m non-
negative QoS weights wi(e), i = 1..m. Let p be a path in the graph G(N, E, D)
and wi(p) be the weight of p corresponding to the metric i. As metrics are addi-
tive, wi(p) is given by the sum of the weights of the ith metric of the links of the
path p: wi(p) =

∑
ej∈p(wi(ej)). Let

→
W (p) = (w1(p), w2(p), ..., wm(p)) denote

the weight vector of the path p.
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Definition 1. Given a source node s, a destination node d and a set of con-
straints given by the constraint vector

→
C= (c1, c2, .., cm), the Inter-Domain Multi-

Constraint Path (ID-MCP) computation problem consists in finding a path p
which satisfies wi(p) ≤ ci, ∀i ∈ 1..m. Such a path p is called a feasible path.

The ID-MCP problem is NP-hard [2] and may have zero, one or multiple solu-
tions (feasible paths). Computing such a path requires knowledge of the topology
of each domain in the network, as well as the QoS metrics on network links. As
the operators can be in competition, information about the internal topology
or the available resources in the network is confidential. Hence, computing such
a path using a centralized method is a hard task. Currently, the inter-domain
routing protocol is BGP. This protocol cannot solve the ID-MCP problem since
it does not take into account QoS constraints. Many extensions for BGP are
proposed to support QoS routing [4]-[5]. However, the QoS capabilities of these
propositions remain limited. Furthermore, solving the ID-MCP problem using
a centralized method is a very complex problem. Therefore, the research com-
munity has recently been exploring the use of distributed architectures to solve
this problem, such as the PCE (Path Computation Element) architecture [6].
Distributing the computation over domains preserves confidentiality of each do-
main and solves the scaling problem. To our knowledge, few works have been
proposed to solve the ID-MCP problem using distributed methods. The algo-
rithm proposed in [7] extends the exact algorithm SAMCRA [3] to an inter-
domain level to solve the ID-MCP problem. The drawback of this algorithm
is its high complexity. Work in [8] proposes also a promising distributed solu-
tion with crankback mechanisms for inter-domain routing. However this solution
cannot take into account several QoS metrics.

In this paper, we propose a novel inter-domain QoS routing algorithm, named
HID-MCP. HID-MCP is based on a hybrid computation scheme that combines
path pre-computation and on-demand path computation. HID-MCP consists of
two phases: An offline phase and an online phase. In the offline phase, HID-
MCP pre-computes a set of QoS paths. In the online phase, HID-MCP com-
bines the pre-computed paths to obtain an end-to-end path that fulfills the QoS
constraints. Combining the pre-computed paths does not lead always to an end-
to-end path. In such a case, a crankback mechanism is executed to perform on
demand computations. Combining pre-computation and on-demand computa-
tion using crankback mechanisms improves the computation results and allows
computational complexity to be reduced. Besides, our solution relies on a dis-
tributed architecture to overcome the limitations related to inter-domain routing.
Extensive simulations confirm the efficiency of our algorithm in terms of success
rate and computational complexity.

The rest of this paper is organized as follows. In Section 2, we present the
concept of the HID-MCP algorithm and its operations. Simulation results are
presented in detail in Section 3 and a conclusion is given in Section 4.
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2 The HID-MCP Algorithm

In this paper, we propose a novel inter-domain QoS routing algorithm based
on a hybrid computation scheme and named HID-MCP (Hybrid ID-MCP).
The HID-MCP algorithm consists of two phases. In the first phase, named the
offline path computation phase, the algorithm executes an intra-domain pre-
computation algorithm and computes look-ahead information for each domain.
The pre-computed intra-domain paths and the look-ahead information are stored
in a database for later use. The second phase, named online path computation
phase, is triggered upon the reception of a QoS request. In this phase, HID-
MCP computes an end-to-end path that spans multiple domains and fulfills the
QoS constraints. The end-to-end path computation benefits from the stored pre-
computed intra-domain paths and the look-ahead information to speed up the
computational time of the algorithm.

2.1 The Offline Path Computation Phase

The offline computation phase consists of computing in advance a set of intra-
domain paths subject to multiple predetermined QoS constraints. It also com-
putes look-ahead information at the level of each entry border node of the cor-
responding domain. In the following, we detail the operations involved in these
two computations.

The Path Segment Computation Procedure. This procedure pre-computes
a set of paths from each entry border node of the domain toward the other nodes
of this domain as well as the entry border nodes of the neighbor domains. These
paths satisfy a set of predetermined additive QoS constraints. In practice, some
QoS metrics are more critical for certain applications, such as the delay for the
VoIP-based applications. Therefore, our procedure pre-computes for each single
QoS metric the path which minimizes the weight corresponding to this metric.
For example, it pre-computes the path which minimizes the delay; this path can
be useful for the VoIP-based applications.

Let Dq be the considered domain, n1 be a border node of Dq, n2 be a node
of Dq or an entry border node of a neighbor domain, and m be the number of
the QoS metrics, our procedure computes m shortest paths from n1 to n2. Each
shortest path minimizes a single QoS metric. Hence, from each entry border node
n1 of Dq, this procedure computes m shortest path trees. Each shortest path
tree is computed using the Dijkstra algorithm and considering a single metric.
Therefore, our procedure executes Dijkstra m times per border node.

Theorem 1. The complexity of the path segment computation procedure is in
O(B ∗ m(N log(N) + E)), where B is the number of the entry border nodes of
the domain.

Proof: The complexity of this procedure depends on the number of constraints
m. For one border node, this procedure is in O (m(N log(N) + E)) corresponding
to m times the complexity of Dijkstra, which is O((N log(N)+E)). Considering
the B entry border nodes of the domain, the global complexity is then given by:
O(B ∗ m(N log(N) + E)).
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Look-Ahead Information Computation Procedure. During the offline
phase of HID-MCP, we propose the computation of look-ahead information in
each domain. This information gives a measure of the best QoS performance
that can be provided by the domain. Particularly, it allows the computation
search space of a potential on-demand path computation procedure to be re-
duced. For instance, this information allows infeasible paths to be discarded
from the search space of the procedure before exploring these paths. Therefore,
look-ahead information reduces the computational complexity of the online phase
and contributes to maintain a reasonable response time. Look-ahead information
is inferred from the result of the pre-computation algorithm. Let n1 be a border
node of the domain, and n2 be a node of the domain or an entry border node
of a neighbor domain, and p∗n1 �→n2;i

denotes the pre-computed shortest path be-
tween node n1 and node n2 considering the metric i. The weight wi(p∗n1 �→n2;i)
is the lowest possible path weight between n1 and n2. Similarly, let us denote

by
→

W ∗
n1 �→n2= (w∗

1 , .., w∗
m) the vector where w∗

i = wi(p∗n1 �→n2;i
). Then,

→
W ∗

n1 �→n2

represents the lowest weights to reach n2 from n1 for each single metric. We note
that a path does not necessarily exist with this lowest weights for all the metrics
simultaneously. However, this vector can be used in the online path computation
phase to discard infeasible paths from the search space.

Theorem 2. The complexity of the look-ahead information computation proce-
dure is in O(m ∗ N ∗ B).

Proof: Look-ahead information is inferred from the result of the path segment
computation. At each entry border node of the domain, there are at most m∗N
stored pre-computed paths. Hence, at the level of an entry border node n the

complexity of computing the N vectors
→

W ∗
n�→nj , where nj ∈ N , is in O(m∗N).

Therefore, the complexity of computing the look-ahead information for all the
entry border nodes of the domain is in O(m ∗ N ∗ B).

2.2 The Online Path Computation Phase

The online path computation consists in finding a feasible end-to-end path using
the pre-computed paths and taking advantage of the look-ahead information.
Upon the reception of a QoS request, the source and the destination domains are
determined. According to the cooperation policy, the service provider computes
the best domain sequence that links the source and the destination domain
[6]. The path computation is triggered in the destination domain toward the
source domain following the selected domain sequence. Note that, without loss of
generality, we rely on backward computation according to the PCE architecture.
Let Seq = {D1, D2, .., Dr} denote the selected domain sequence, where D1 is the
destination domain and Dr the source domain. Let d be the destination node
and s be the source node. Algorithm 1 illustrates the operations performed in
the online phase of HID-MCP. First, our algorithm attempts to compute an
inter-domain path by combining the pre-computed paths in each domain Dq in
Seq starting from the destination domain D1: the path combination procedure
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Algorithm 1. Online Phase of HID-MCP (Seq,s,d)
1: q ← 1; H ← φ; reject request ← false;
2: while (q ≤ r) and not(reject request) do
3: H ← Path combination procedure(Dq , H, s, d);
4: if H �= φ then
5: q ← q + 1;
6: else if intra domain crankback then
7: H ← On demand computation(Dq, H, s, d);
8: if H �= φ then
9: q ← q + 1;

10: else
11: reject request ← true;
12: end if
13: else
14: H ← φ; q ← 1;
15: while (q ≤ r) and not (reject request) do
16: H ← On demand computation(Dq , H, s, d);
17: if H �= φ then
18: q ← q + 1;
19: else
20: reject request ← true;
21: end if
22: end while
23: end if
24: end while
25: Return reject request == false

is called (line 3). Operations performed by this procedure are detailed in section
2.2. The result of the combination procedure in each domain Dq is a set of sub-
paths linking the destination node to the entry border nodes of the up-stream
domain Dq+1. These sub-paths are sent to domain Dq+1 to combine them with
the pre-computed segments in domain Dq+1. To preserve domain confidentiality,
sub-paths are communicated between domain under a novel compact structure
named VSPH (Virtual Shortest Path Hierarchy1) [1]. This structure contains
only the end nodes of the paths (the destination node and the entry border
nodes of the up-stream domain) as well as the weight vector of each path. The
VSPH is denoted by H in algorithm 1. A virtual path pd→n is represented in
the VSPH by

[
d, n,

→
W (pd→n)

]
, where d is the destination node, n is an entry

border node of the upstream domain Dq+1, and
→
W (pd→n) is the weight vector

of pd→n.
Combining the pre-computed paths in each domain can lead to an end-to-

end path, as detailed in section 2.2. However in some cases, no feasible path is
found, i.e. the returned VSPH is empty. We introduce in the following two novel

1 The hierarchy is a structure which enables the storage of multiple paths between
any two nodes [9].
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approaches using crankback mechanisms in order to overcome this limitation.
The first approach executes an intra-domain crankback while the second ap-
proach executes an inter-domain crankback. Both of these approaches perform
an on-demand path computation. The aim of the on-demand path computation
procedure is to provide better results than the pre-computed ones. Operations
performed by this procedure are detailed in section 2.2.

The intra-domain crankback approach (lines 6-12) executes the on-demand
path computation procedure in the current domain, i.e. where the combination
has failed. Then, if a feasible path is found in the current domain, this path is
sent to the up-stream domain which will resume the path combination procedure.
Otherwise, if the algorithm does not find a solution in the current domain, i.e.
H = φ, the request is rejected.

The inter-domain crankback approach (lines 13-23) executes the on-demand
path computation procedure starting from the destination node d. Each domain
executes the on-demand path computation procedure and sends the computed
VSPH to the up-stream domain. The computation stops when an end-to-end
path is found or when the on-demand path computation procedure does not find
a solution, i.e. the returned VSPH is empty. In the latter case, the request is
rejected.

Path Combination Procedure. The aim of this procedure is to combine the
paths in the received VSPH with the internally pre-computed one. Algorithm 2
illustrates the operations performed by the path combination procedure. First,
the combination procedure selects the pre-computed paths linking nodes in the
set I to nodes in the set E, where I is the ingress node set and E the egress
node set (lines 1-13). Then, these paths are combined with the aggregated paths
received in the VSPH (line 17). Finally, feasible paths are aggregated and added
to the new VSPH which will be sent to the upstream domain. Notes that at
the level of the destination domain D1 there is no received VSPH (H = φ), the
procedure selects the feasible pre-computed paths linking the destination d to
the entry border nodes of domain D2, and aggregates them in a VSPH to be
sent to domain D2. Figure 1 illustrates an example of path combination with
two constraints (m = 2) in an intermediate domain Dq.

Theorem 3. The complexity of the pre-computed path combination procedure
at the level of an intermediate domain Dq ∈ {D2, .., Dr−1} is in O(mq ∗B2

max),
where Bmax denotes the maximum number of border nodes between two domains.

Proof: There are at most mq−1 paths from the destination to each entry border
node of the domain Dq. In addition, at each entry border node, there are at most
m∗Bmax stored pre-computed paths to reach the upstream domain Dq+1. Hence,
the complexity of combining the pre-computed paths and the received paths at
the level of an entry border node is in O(mq ∗Bmax). This operation is performed
at each entry border node between the domain Dq and the downstream domain
Dq−1. Therefore, the global complexity of this procedure at each domain is in
O(mq ∗ B2

max).
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Domain Dq
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Fig. 1. Combining the pre-computed paths in domain Dq with the VSPH

The On-demand Path Computation Procedure. When the pre-computed
path combination procedure does not lead to a feasible path, the on-demand
path computation procedure is called in the current domain or starting from
the destination domain according to the two aforementioned approaches. We
propose a modified version of the TAMCRA algorithm to perform the on-demand
computation. Work in [10] shows that TAMCRA is an efficient tunable heuristic
for the MCP problem. TAMCRA introduces a new parameter k that limits the
maximum number of stored paths at each intermediate node when searching for
a feasible path. This parameter allows TAMCRA’s performance to be tuned:
the success rate can be improved by increasing k at the expense of increased
computational complexity. Algorithm 3 illustrates the operations performed by
the on-demand path computation procedure. First of all, our proposed procedure
computes a prediction for the lowest weight vector to reach domain Dq+1 through
each path in the received VSPH (lines 11-19). We define for each aggregated
path

[
d, n,

→
W (pd→n)

]
in the VSPH and for each node nk in E, a weight vector

→
W ∗ (d �→ nj �→ nk) that represents the sum of the weight vector of the computed
segment pd �→nj and the lowest weight vector to reach nk from nj (line 13).

Therefore,
→

W ∗ (d �→ nj �→ nk) =
→
W (pd �→nj )+

→
W ∗

nj �→nk
, where

→
W ∗

nj �→nk
is

given by the look-ahead information. Note that the weight vector
→

W ∗ (d �→ nj �→
nk) is not necessarily associated to an existing path. Next, we discard infeasible
paths from the VSPH. For that, we define a new score for each path p given
by: S(pd �→nj ) = minnk∈E

{
maxi∈1..m

(
w∗

i (d �→nj �→nk)
ci

)}
. This score represents

the lowest score to reach d through pd �→nj . A path p, that has a score S(p) >
1, is infeasible since it cannot lead to any node in E while meeting the QoS
constraints. Then, we classify the remaining paths in VSPH according to the
score S. We select the l shortest paths having the l lowest scores, where l is



Hybrid Inter-Domain QoS Routing with Crankback Mechanisms 457

Algorithm 2. Path combination procedure (Dq,H ,s,d)
1: P ← {p/p pre-computed path in domain Dq};
2: H ′ ← φ;
3: if Dq == D1 then
4: I ← {d};
5: else
6: I ← {nj/nj leaf node in H};
7: end if
8: if Dq == Dr then
9: E ← {s};

10: else
11: E ← {nk/nk entry border node of domain Dq+1};
12: end if
13: Selected paths ←

{
pnj→nk/pnj→nk ∈ P, nj ∈ I, nk ∈ E

}
;

14: if Dq �= D1 then
15: for pd→nj ∈ H do
16: for pnj→nk ∈ Selected paths do

17:
→
W (pd→nk

) ← →
W (pd→nj )+

→
W (pnj→nk );

18: if pd→nk
is feasible then

19: Add
[
d, nk,

→
W (pd→nk

)
]

to H ′;

20: end if
21: end for
22: end for
23: else
24: for pd→nk

∈ Selected paths do
25: if pd→nk

is feasible then

26: Add
[
d, nk,

→
W (pd→nk

)
]

to H ′;

27: end if
28: end for
29: end if
30: Return H ′;

a parameter of HID-MCP. The parameter l of HID-MCP is very important to
reduce the computational complexity of the on-demand computation procedure
and to decrease the number of paths exchanged between domains. After that, for
each selected shortest path pd �→nj , we initialize the node nj by the corresponding

weight vectors
→
W (pd �→nj ) and we execute the TAMCRA algorithm starting from

node nj to reach the nodes in E. We note that at the destination domain, i.e.
where the computations start, there is no received VSPH. Hence, the on-demand
procedure executes TAMCRA starting from the destination node. Finally, we
aggregate the feasible paths computed by TAMCRA in a new VSPH.

Theorem 4. The complexity of the on-demand path computation procedure at
the level of an intermediate domain is in O(l(k ∗ N log(k ∗ N) + k3 ∗ m ∗ E)).
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Algorithm 3. On demand computation procedure (Dq,H ,s,d)
1: temp paths ← φ; feasible paths ← φ;

2: Ψ ←
{ →

W ∗ /
→

W ∗ look-ahead information in domain Dq

}
;

3: if Dq �= D1 then
4: I ← {nj/nj leaf node in H};
5: if Dq == Dr then
6: E ← {s};
7: else
8: E ← {nk/nk entry border node of domain Dq+1};
9: end if

10: L ←
{ →

W ∗
nj→nk∈ Ψ, nj ∈ I, nk ∈ E

}
;

11: for
[
d, nj ,

→
W (pd→nj )

]
∈ H do

12: for
→

W ∗
nj→nk∈ L do

13:
→

W ∗ (d → nj → nk) ← →
W (pd→nj )+

→
W ∗

nj→nk ;
14: end for

15: S(pd→nj ) ← minnk∈E

{
maxi∈1..m

(
w∗

i (d �→nj �→nk)

ci

)}
;

16: if S(pd→nj ) ≤ 1 then

17: Add [nj ,
→
W (pd→nj ), S(pd→nj )] to temp paths;

18: end if
19: end for
20: if temp paths �= φ then
21: Selected paths ← l shortest paths having the lowest S in temp paths
22: else
23: H ′ ← φ;
24: Return H ′

25: end if
26: for

→
W (pd→nj ) ∈ Selected paths do

27: Initialize nj with the weight vector
→
W (pd→nj )

28: Execute TAMCRA in Dq starting from nj toward evry border node of domain
Dq+1

29: Add the obtained feasible paths to feasible paths
30: end for
31: else
32: Execute TAMCRA in D1 starting from d
33: Add the obtained feasible paths to feasible paths
34: end if
35: Extract H ′ from feasible paths
36: Return H ′

Proof: The most significant point that determines the complexity of the on-
demand path computation procedure is the number of executions of the TAM-
CRA algorithm. Knowing that the number of initialized node is less or equal
to l, the complexity of this operation is in O(l(k ∗ N log(k ∗ N) + k3m ∗ E)),
corresponding to l times the complexity of TAMCRA.
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3 Simulation and Analysis

In this section, we evaluate the performance of our novel algorithm HID-MCP
by comparasion with the exact on-demand algorithm ID-MCP introduced in
[7]. This algorithm has the best success rate, i.e. no other algorithm can have
a success rate higher than that of ID-MCP, because ID-MCP finds a feasi-
ble path whenever a such path exists. However, the complexity of executing
ID-MCP in each domain corresponds to the complexity of the SAMCRA algo-
rithm given by: O((Kmax ∗ N log(Kmax ∗ N) + K3

maxm ∗ E)), where Kmax =

min(exp(N −2)!,
∏

m

i=1
ci

maxj cj
) [10]. This complexity is very high comparing with that

of our proposed algorithm. The simulations are performed using a network of
three domains where each domain is built based on Waxman’s model with 50
nodes in each domain. The probability that two nodes of the network are con-
nected by an edge is expressed in [11]. We associate with each link two additive
weights generated independently following a uniform distribution [10, 1023]. The
QoS constraints are also randomly generated according to the following: Let p1

and p2 denote the two shortest paths which minimize the first and the second
metric, respectively. Let Z = [w1(p1), w1(p2)]×[w2(p2), w2(p1)] be the constraint
generation space. The problem is not NP-Hard outside Z, i.e. either infeasible
or trivial. As shown in figure 2, we divide this space into ten zones Zi, i = 1..10
and we browse the space from the strictest constraint zone Z1 to the loosest con-
straint zone Z10. Then, we assess the performance of the algorithms according
to these zones. We evaluate the algorithms based on the following performance
criteria:

p1

p2

w1(p1) w1(p2)

w2(p2)

w2(p1)

Z1
Z2

Z3
Z4

Z5
Z6

Z7

Z8
Z9

Z10

Fig. 2. Constraint generation zones for m = 2

– GSR: the global success rate given by the ratio of the number of the requests
for which a feasible path is found and the total number of QoS requests.

– CSR: the efficiency of the combination procedure at a specific domain given
by the ratio of the number of requests where the combination procedure is
successful (e.g. leading to at least one feasible segment between the destina-
tion and the border nodes of the upstream domain) and the total number of
received requests.
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In the following, each figure measures the variation of one performance metric
according to the constraint generation zones Zi, i ∈ 1..10, with a 95% confidence
interval. We focus on the success rate of the combination procedure (CSR) in a
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Fig. 3. Success rate of the combination
procedure in each domain
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Fig. 4. Comparison of the global suc-
cess rate of the algorithms

given domain. The complement of CSR corresponds to the percentage of execu-
tions of the on-demand computation procedure. Figure 3 illustrates the variation
of the CSR in each domain according to strictness of the QoS constraints. In
the destination domain, the combination procedure is always successful. In the
intermediate domain the success rate of this procedure is high and equals 100%
when constraints are not very strict. However, we note that the CSR in the
source domain is low, specifically when the constraints are strict. Nonetheless,
this procedure performs well when the constraints are less strict. From this fig-
ure, we deduce that the probability of executing the on-demand computation is
high only in the source domain when the constraints are very strict. This proves
that the global empirical complexity of HID-MCP remains reasonable.

Figure 4 illustrates the variation of the global success rate (GSR) of HID-
MCP with intra-domain crankback mechanism, HID-MCP with inter-domain
crankback mechanism, and the exact algorithm ID-MCP, according to the strict-
ness of the QoS constraints. We remark that the success rate of HID-MCP with
inter-domain crankback when l = 2 and k = 2 is very close to the success rate of
ID-MCP. As explained in section 2, k is a parameter of TAMCRA and l is the
maximum number of paths selected from the VSPH. As expected, the success
rate of HID-MCP with intra-domain crankback when l = 2 and k = 2 is lower
than that of HID-MCP with inter-domain crankback with the same parameters,
especially in the middle of the constraint generation space. In fact, when the com-
bination procedure fails, HID-MCP with inter-domain crankback executes the
on-demand computation procedure starting from the destination domain, while
HID-MCP with intra-domain crankback executes it only in the current domain.



Hybrid Inter-Domain QoS Routing with Crankback Mechanisms 461

Consequently, the quality of the paths computed by the inter-domain crankback
approach in each domain is better than the ones computed by the intra-domain
crankback approach. Thus, the probability that a feasible path is found using
HID-MCP with inter-domain crankback is higher. However, its computational
complexity is high compared to HID-MCP with intra-domain crankback, but
remains acceptable compared to ID-MCP. The fundamental result deduced from
this figure is that HID-MCP has a slightly lower global success rate compared
to the exact algorithm, while having a very low complexity.

4 Conclusion

In this paper, we studied the inter-domain QoS routing problem. We proposed
a novel inter-domain QoS routing algorithm based on a hybrid computation
scheme, named HID-MCP. We introduced two different mechanisms for improv-
ing the success rate. The first mechanism performs local improvement using an
intra-domain crankback, while the second mechanism executes a global improve-
ment using an inter-domain crankback. Extensive simulations showed that HID-
MCP with both of the aforementioned approaches provides a high success rate
and maintains a low complexity time. In particular, the inter-domain crankback
improvement-based HID-MCP has a success rate very close to that of the exact
solution, while the intra-domain crankback improvement-based HID-MCP pro-
vides lower computational complexity. This gives operators the choice to execute
either of the approaches, depending on the computation policy and the priority
of the request.
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Abstract. The existing QoS research is concentrated on mathematical models 
using MOS/R-factor estimation. The Research Department Technopark of the 
Central Science Research Telecommunication Institute (ZNIIS) has applied the 
service degradation model on a private model network and tested it under 
various payloads using different network technologies. The obtained results 
have shown irregular distribution of MOS/R for different services (service 
profiles – service modifications), which radically contradicts to the 
requirements of various traffic network performance (NP) defined by the 
international standards (ITU-T). The present paper describes the limited values 
of network performance and network productivity estimation approach for 
services with required QoS. Besides, the statistics of QoS behavior (MOS/R for 
etalon service) at various payloads and segment of network (access and 
transport stratum) are given. In conclusion, the typical recommendations for 
network operators are given including parameters for network configuration at 
different segments. 

Keywords: QoS, testing, MOS, R-factor, benchmarking, network performance, 
SLA, de-jitter buffer, service 

1   Introduction 

Large-scale NGN technology implementation in the first decade of the 21st century 
has set up new tasks in the field of quality of service. NGN concept implies a 
heterogeneous network construction when voice, data and video services are rendered 
to subscribers on the basis of a packet switching technology. The NGN heterogeneous 
character has essentially complicated a problem of interoperability. For NGN the term 
of global interoperability has been entered [1] which includes interoperability of 
equipment (technical means), services, classes and parameters of quality of service. 

Interoperability of classes and parameters of QoS should be provided in interaction 
of fixed network, NGN, wireless networks of standards IEEE 802.11 and IEEE 
802.16, GSM and LTE networks, as well as in further ubiquitous sensor networks [2]. 

The classes and parameters of QoS interoperability should conform on the NGN 
domain organization principle [3], based on user-network provider SLA, and on 
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network-network SLA. Under exist network architecture the important task on QoS 
support consists in distribution of shares of QoS parameters on network segment 
(access, transport, service control) with the purpose of maintenance of the guaranteed 
degree of quality of service on a whole end-to-end network. This approach can further 
be used as initial model of resource admission control function subsystem of NGN 
(RACF/RACS) [10]. 

For determination the limited values of networks characteristics the stress testing 
under high level conditions have to be used. This method was called – benchmarking. 

Benchmarking term was entered in [4] for equipment testing under high load (DUT 
– Device Under Test), in [5] benchmarking is used for system testing (SUT – System 
Under Test). Further, under ITU-T research the new approach of testing was proposed 
where two scenarios is applied — the network testing as a whole and the separate 
network segment testing (NUT – Network Under Test) [6]. This methodology was 
described in ITU-T Recommendation Q.3900 [7] and used for global interoperability 
testing on the model networks. The research results provided in this paper are based 
on the Model network of the Central Research Telecommunication Institute (ZNIIS) 
(Russian Federation) built in accordance with ITU-T Recommendation Q.3900 [7]. 

The authors investigate QoS support problems under benchmarking conditions on 
the model networks for VoIP service as a most difficult service in the view of real 
time QoS support. 

The metrics of quality assessment for fixed [8] and wireless networks [9] remain 
MOS and R-factor. 

For the purpose of rational distribution of QoS shares on the network segment the 
authors of this paper offer the set of service profile which is defined by the following 
common factors: codec, echo-cancellation, voice active detection (VAD) etc. For the 
given results practical application the new complex index iSA is offered. 

2   Description of Etalon Service Model for QoS Support 

The principle of definition of the maximum productivity of a network and its elements 
is assumed as a basis of benchmarking testing. 

The throughput expressed in volumes of the passed traffic and the quantity of 
processed calls (SAPS) can be regarded as a criterion of network productivity. 

In view of a tendency of independence of services from a network infrastructure in 
terms of productivity we understand the maximum quantity of services with certain 
properties (a service profile), that can be granted on a network segment and in a 
network as a whole without QoS loss. 

The technology of QoS measurement has to be based on the quality of estimation 
of transferred information and quality of working of signaling protocols which both 
give for customer quality of experience (QoE). 

The typical VoIP/FoIP services profiles include the following key parameters: 

− Codec; 
− Voice active detection (VAD); 
− Echo compensation (Rec. ITU-T G.168); 
− Timer values of signaling protocols; 
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− Call duration; 
− Packetization time; 
− Protocols FoIP (release of T.38). 

For the purpose of definition of requirements to network segment for granting the 
service profile with the set QoS parameters it is necessary to define limit values of 
network performance parameters and network productivity parameters on various 
segments of a network. 

The typical set of network performance parameters for IP network include: IPTD, 
IPDV, IPLR, IPER. 

IPTD – the packet transfer delay during session (IP Packet Time Delay); 
IPDV – deviation of packet transfer delay (IP Packet Delay Variation); 
IPER – ratio of errors packet transfer (IP Packet Error Ratio); 
IPLR – ratio of packet transfer loss (IP Packet Loss Ratio). 

QoS classes and correspondence network performance parameters are shown in Rec. 
ITU-T Y.1541 [11]. The specified indicators and values apply just for different kinds 
of traffic, however, a number of services when traffic is closed to the specified types, 
demands more exact values when specified values of quality of these services in 
MOS/R-factor estimation do not correspond to user expectations and are at the lowest 
rate of QoE. 

As productivity network parameters we use the following characteristics: 

− Bandwidth; 
− Access technologies; 
− Routing algorithms including traffic prioritization and analyze on transport 

segment; 
− De-jitter buffer. 

As a reference of etalon service model which is used for network performance testing 
the following conditions are offered: quality of media information MOS is not worse 
than 3.5, duration of session equals 180 seconds and message signaling timer 
(signaling protocols) delays are not exceeding threshold values [12]. 

Parameters influencing QoE include the following set: 

− Network effectiveness ratio; 
− Service latency; 
− Quality of transferred media-information. 

Network Effectiveness Ratio (NER) [18] is defined as percent of all sessions with a 
positive result — call begin and release with the reason of a normal class (answer, 
occupied, does not answer, not accessible) from total number of sessions. 

Service latency is defined by the time throughout the given service provided to the 
subscriber. 

Issues of signalling messages exchange quality are not less important, than MOS 
estimation. For instance, when delay appears in messages of signaling protocols 
answer from Control Subsystem (Softswitch – SSW, IP Multimedia subsystem – 
IMS) the subscriber perceives deterioration of expected service as subscriber’s 
expectation is based on the previous experience. 
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In accordance with ITU-T Rec. E.431 [13] the average values of post dialing delay 
(PDD) for different signaling protocols can lie within the limit of 3 to 5 seconds. Also 
this parameter could be extended on the following additional parameters: 

− Lost calls; 
− Initial call time; 
− Release call time. 

Each of these parameters, as a rule, corresponds with reception and transfer of one or 
several signaling messages. 

In the Rec. ITU-T Q.543 [13] limit values of signaling timers SS 7 for various 
signaling messages are defined so as to ensure an accessible service. 

ETSI has begun its work on preparation of detailed specifications with limit values 
of timers for different signaling protocols. 

Quality of transferred media-information 
At present, there are three methods of estimation of media-information transfer 
quality that are widely used on real networks. (Rec. ITU-T G.1011 [14]): 

− intrusive (PESQ, POLQA); 
− non-intrusive (Rec. ITU-T P.563 [15]); 
− E-model. 

For the given research work the E-model has been chosen as the most suitable 
approach for real operator network (MOS/R-factor estimation). 

ETSI specification ETSI TR 102 775 V1.4.1 [16] and Appendix 7 of ITU-T 
Recommendation Y.1541 [11] determine correspondence of R-factor values to MOS 
values and expectation rate from subscriber’s point of view which can be used as a 
QoE estimation. 

Integral Ratio of Service Availability (Quality of Media-Information Transfer) 
For a complex service quality estimation which includes estimation quality of media-
information transfer and quality of signaling message handling the integral coefficient 
of service availability is offered: 

sessionsTotal

sessionsSuccesfull
iSA =

 
(1)

The successful sessions are defined as sessions (calls) responsible etalon service 
model. 

This coefficient permits to estimate quality of service in technical part and could be 
used for calculating and planning networks segment. Also iSA could be used for 
balancing payload on the whole network and between some network elements in Busy 
Hour Call attempts (BHCA) and for network segment restriction on payload 
processing. 

Each of the shown parameters of the etalon service model corresponds with some 
network performance parameters. As a result, for maintenance of the given service 
quality parameters it is necessary to define limit values of network performance 
parameters on various network segments for different telecommunication services. 

Correlation etalon service model, network performance parameters and parameters 
of network productivity are given in Table 1. 
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Table 1. Relation of Service to Network Behaviour 

Content of 
service profile 

Etalon service 
model 

Network 
performance, 
limit values 

Network productivity, 
limit values 

Codec 
Packetization 
time 
VAD 
G.168 
T.38

MOS > 3.5 
Call duration = 
180 s 
Signaling 
timers  < ETSI 
specifications 
requirements 

IPTD 
IPDV 
IPLR 
IPER  

Bandwidth; 
Access technologies; 
Routing algorithms 
including traffic 
prioritization and 
analysis on transport 
segment; 
De-jitter buffer. 

 

3   Determination of Limit Values of Network Performance 
Parameters  

International standardization documents (recommendations or specifications), for 
instance, Rec. ITU-T Y.1542 [17], define various approaches for «end-to-end» QoS 
support on various NGN network segments. 

However, network operators require the exact border values for specified network 
segments which provide appropriate indexes of QoS and QoE estimation. 

For estimation the limit values of network performance and network productivity 
parameters the Model Network could be used. Model Network simulates the 
capabilities similar to those available in the present telecommunication networks, 
have a similar architecture and functionality and use the same telecommunication 
equipment (technical means) [7]. 

For the given tasks the Model Networks have to imitate additionally service 
realization and traffic transfer. 

The unified model network was created on the Model Networks of Technopark test 
zone. The functionality and technical capabilities were defined after preliminary 
technical audit. 

The Model network structure is shown in Fig. 1 
The QoS/NP test specifications include the following checks: 

− to determine amount of service with profile (profile N) which could be 
provided on scenarios «end-to-end» with the given characteristics of network 
productivity and in conditions of etalon service model (without QoS loss); 

− to determine the limit values of network performance for different network 
segments (access and transport) for each service and in conditions of etalon 
service model (without QoS loss). 

 

During testing the VoIP service profiles were generated with following 
characteristics: codec G.711 or G.729, VAD switch off, packetization time 20 s and 
Echo canceller is switched on. 
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Fig. 1. Model Network for Network Performance, QoS and Network Productivity Testing 

4   Key Results of Network Performance and QoS Parameters 
Testing on Model Network 

In accordance with technical audit of existing operator networks the set of profiles has 
been determined (Table 2). For all determined service profiles the relevant parameters 
were assigned: 

− Voice active detection (VAD) — off; 
− Echo compensation (Rec. ITU-T G.168) — on; 
− Timers values of signaling protocols — average values of timers = 300 ms; 
− Call duration time — 180 s; 
− Packetization time — 20 ms. 

Table 2. Service Profiles for QoS/NP Testing on  Model Network 

S.Profile 2 G.711 50 
S.Profile 3 G.711 100 
S.Profile 4 G.711 150 
S.Profile 5 G.729 0 
S.Profile 6 G.729 50 
S.Profile 7 G.729 100 
S.Profile 8 G.729 150 

Service profile Codec De-jitter buffer, msec 

S.Profile 1 G.711 0 
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In the course of carrying out of tests the interesting results have been obtained. 
Fig.2 shows QoS dependence of MOS/R-factor versus session duration (sec.) for a 
bandwidth «end-to-end» 384 kbps with a simultaneous rendering in the channel two 
services with the S.Profile 1 (pointed by different color). 

 

Fig. 2. MOS Variation Using Dependence of Set of Services with Given Profile (BW 384 kbps) 

Fig.3 shows the average of MOS index for each session which appear in the given 
channel simultaneously. 

As a result of measurements the relation of iSA and a bandwidth for different 
service profile has been constructed (Fig.4). 

The network performance parameters for each case (MOS/IPTD/IPDV/IPLR) are 
also shown in Fig.4. 

Carrying out the analysis of results the dependence of MOS/IPTD for each type of 
service has been constructed and the limiting delay factor «end-to-end» was defined. 
The relation of MOS and IPTD for one of service profiles is shown in Fig.5. The 
«end-to-end» IPTDlim for this case was determined as 370 ms. 

 

Fig. 3. Average MOS Index for S.Profile 1 on Fixed Bandwidth 384 kbps 
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Fig. 4. Relation iSA and BW for s.profile 1 

 

Fig. 5. Instance of MOS/IPTD relation for the S.Profile 1 

5   Typical Recommendations for Network Operators for Support 
Requirement Values of QoS 

The limited values of network performance and productivity parameters which is 
obtained during QoS service estimation distributed for whole network — end-to-end. 

However, for distributing services as a rule is used different telecom players 
(service providers, infrastructure operators and etc.). Each of them to control just only 
part of segments which is used for service distribution. 

Thereupon the major aspect consists in a formation of requirements to all network 
segments. For this purpose, during the given work the following approach has been 
applied (on an instance of calculation IPTD). 

The hypothetic network model which is proposed in ITU-T Rec. Y.1541 [11] 
assumes to share network on five common segments. ETSI in TR 102717 [20] specify 
each segment etalon network model for QoS assessment. 
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ITU-T Rec. Y.1542 [17] determines various approaches for QoS support for 
different NGN segments. However, for the network segment as determined in ITU-T 
Rec. Y.1542, the exact values of limit network performance/productivity and 
correspondence of QoS and QoE values have to be found. 

It should be noted that the existing latency appears globally on aggregation layers 
(access and switching) and the etalon network scheme under research work specifies 
to simplify the model (four segments): two access segments, transit and switching. 

The cumulative «end-to-end» delay summarized in delays of two segments — 
access and transport. 

Thus, for determination of limiting IPTD value on an access segment we consider 
that the signaling traffic is more sensitive to delays and delays deviation. 

On the Model network the SIP network solution was used. 
For establishment of voice session based on SIP, as a rule, 12 signaling messages 

are used. According to the international specifications, the time response to one 
message takes around 300 ms. Hence, the general time (max) under SIP establishes a 
session of 3.6 s. 

In accordance with ITU-T Rec. E.431 [19] the maximum value of post dialing 
delay (PDD) is 5 s. Hence, the signaling message delays increase should not exceed 
28%. 

It should be taken into account that signaling protocols are more sensitive to the 
delays rather than the payload and neglecting delays for transfer of signaling 
messages on a transit network (signaling messages are transferred in separate VPN) is 
taken such that deviation of signaling messages delay (28%) extends only on access 
segment of existing network. 

In case of similar technologies application on access network segment the obtained 
value of delay deviation is fifty-fifty. 

Exact IPTD values for transport and access segment have been obtained. The 
instance of IPTD requirements to transport and access based on different technologies 
segments is given in Tables 3-4. 

Table 3. IPTD Values on Transport Segment and Access Segment with Ethernet technology 

Service profile  

IPTD 

End-to-end 
Transport 
One domain 

Transport 
Two domains 

S.Profile 1 370 310 155 

S.Profile 2 100 40 20 

S.Profile 3 100 40 20 

S.Profile 4 100 40 20 

S.Profile 5 120 60 30  
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Table 4. IPTD Values on Transport Segment and Access Segment with xDSL Technology 

Service profile  

IPTD 

End-to-end 
Transport 
One domain 

Transport 
Two domains 

S.Profile 6 230 110 55 

S.Profile 7 200 80 40 

S.Profile 8 170 50 25 
 

Also, the relation of a network productivity parameter (de-jitter buffer) and 
network performance parameter (IPTD) has been obtained. The instance of 
dependence is shown in Tables 5-6. 

Table 5. Instance of Dependance of De-jitter Buffer and IPTD for Different Network Segment 
with Ethernet Technology on Access Stratum 

Service 
profile 

De-jitter buffer 
values, ms 

IPTD, ms 
Access segment Transport segment 

S.Profile 1 0 

30 

310
S.Profile 2 50 40
S.Profile 3 100 40 
S.Profile 4 150 40 
S.Profile 5 0 60 

 

Table 6. Instance of Dependance of De-jitter Buffer and IPTD for Different Network Segment 
with xDSL Technology on Access Stratum 

S.Profile 8 0 50 

Service 
profile 

De-jitter buffer 
values, ms 

IPTD, ms 
Access segment Transport segment 

S.Profile 6 0 
60 

110 
S.Profile 7 150 80 

 

6   Conclusions 

This paper describes the results of measurement of limit values of network 
performance on the separate network segment for various sets of services. 

Tests were conducted on the specialized Model network constructed as a result of 
the technical audit of exist telecommunication networks. 

Under given work the proposal of a new service profile determination approach 
was achieved and 8 typical service profiles have been determined. 

This paper provides the new method of complex assessment and base on the 
integral index of service availability (iSA). For the given method the approach on the 



 Limited Values of NP and Network Productivity Estimation Approach 473 

NP distribution on the network segment was proposed and the NP typical values and 
the network productivity for service profiles under etalon service model were 
determined. 

The values of the obtained network productivity parameters should be used for 
configuring equipment on an existing operator network with the purpose of restricting 
situations of excess of quantity of services rendered on a network segment with the 
given service profile. 

Also, the obtained values can be used for intrusive and non-intrusive monitoring as 
well as for control of SLA technical requirements. 

The obtained results presented in this paper provide objective information to the 
effect that the service behavior depends on multitude factors which can be further 
used in future ITU and ETSI research. The attention should be concentrated mainly 
on the following mandatory aspects: rules and order of traffic/service processing on 
the terminal equipment (static and dynamic de-jitter buffer, packetization time 
depending on terminal equipment (TE) and etc.), an order of traffic routing 
(especially voice) in transport IP networks (the difference in traffic processing on the 
equipment of various vendors is experimentally defined) and etc. 

In our further research work we are going to develop additional models of NGN 
service profiles and to propose an innovation approach for monitoring quality of 
services on a real network. 
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Abstract. This paper proposes a flexible network monitoring overlay which re-
sorts to cooperative interaction among measurement points to monitor the quality
of network services. The proposed overlay model, which relies on the definition
of representative measurement points, the avoidance of measurement redundancy
and a simple measurement methodology as main design goals, is able to articulate
intra- and inter-area measurements efficiently. The distributed nature of measure-
ment control and data confers to the model the required autonomy, robustness
and adaptiveness to accommodate network topology evolution, routing changes
or nodes failure. In addition to these characteristics, the avoidance of explicit ad-
dressing and routing at the overlay level, and the low-overhead associated with
the measurement process constitute a step forward for deploying large scale mon-
itoring solutions. A JAVA prototype was also implemented to test the conceptual
model design.

Keywords: Network Monitoring, Quality of Service, Overlay Networks.

1 Introduction

Monitoring of large networks raises multiple challenges regarding scalability, robust-
ness and reliability of measurements. A monitoring model that captures the real net-
work behaviour but that only works on small topologies is of limited applicability in to-
day’s networks. Therefore, in a monitoring system, it is necessary to find a compromise
among all design goals contributing to a globally scalable and representative monitor-
ing solution. It is known that monitoring systems where a single point is responsible for
gathering and processing measurements obtained throughout the network suffer from
severe scalability and robustness limitations. To address this problem, distributed solu-
tions where monitoring data is collected and processed at each measurement point (MP)
have been proposed. For instance, solutions based on active edge-to-edge measurements
provide a straightforward way of measuring service quality, however, the potential in-
terference of cross probing among boundary nodes on network behaviour needs to be
carefully considered.

To reduce network overhead and improve spatial coverage, it is important to identify
the most representative and critical network points in order to obtain an overall view of
the network status involving only a subset of MPs. Resorting to composition of metrics
between these MPs, i.e. through concatenation of partial metrics, the interference on
network operation can be reduced, avoiding redundant measurements in overlapping
links. The composition of metrics also allows observing trends, being more informative
as a result of the underlying metric partitioning scheme.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 475–486, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In this context, this paper proposes a collaborative network monitoring overlay which
resorts to the cooperation between representative MPs strategically located in the net-
work to compute performance and quality metrics both intra-area and end-to-end. The
aim is to pursue a flexible, scalable and accurate monitoring overlay solution that sim-
plifies and systematises the cumulative computation of metrics by involving only a sub-
set of network nodes.

This paper is organised as follows: related work is discussed in Section 2, the pro-
posed monitoring model and its components are described in Section 3, the model pro-
totype is presented in Section 4, the main key points and open issues of the solution are
highlighted in Section 5 and the conclusions are summarised in Section 6.

2 Related Work

Active monitoring carried out on an edge-to-edge basis, i.e., between network bound-
aries, is particularly suitable for monitoring network performance and quality of service
(QoS) [1]. This approach improves scalability as only edge nodes are involved in the
monitoring process, removing the complexity of monitoring tasks from the network
core. The use of synthetic traffic injected in the network for measurement purposes
simplifies the estimation of metrics such as delay, loss, available bandwidth [2,3,4,1].
Nevertheless, intrusive traffic may be significant in network domains involving a large
number of boundary nodes. Active hop-by-hop monitoring aims to reduce the amount
of synthetic traffic of active edge-to-edge measurements. Considering that in edge-to-
edge probing, probes from distinct pair of edges may cross the same links, hop-to-hop
monitoring strategies try to avoid repeating probes in those links. However, capturing
network behaviour combining hop-by-hop measures is not an efficient and easy solu-
tion as it involves : (i) a high-degree of metrics’ concatenation; (ii) monitoring agents
in all network nodes; and (iii) additional traffic in the network for reporting metrics to
management stations. To reduce the amount of data exchanged between management
stations and MPs, several solutions have been pointed out, namely the use of flow ag-
gregation [5], statistical summarisation [6] and network thresholds crossing alerts [7].

Inferring the traffic load of each topological link resorting only to measures of traffic
entering and leaving the network, in addition to routing information, has been mat-
ter of study within the network tomography research area [8,9]. Tomography concepts
continue to deserve significant attention for estimating distinct aspects of network be-
haviour, including QoS and fault diagnosis [10,11,12,13]. In [14], network tomography
is applied to the definition of a monitoring overlay, which resorts to a subset of the
topology links (overlay links) to infer packet loss ratio in all network nodes.

Taking in consideration the mentioned strategies, this study proposes a network
monitoring overlay solution which resorts to representative MPs to compute perfor-
mance and quality metrics both intra- and inter-area. Performing network monitoring
through representative and collaborative MPs allows to define a virtual monitoring
topology based on a cumulative approach for multi-metric computation with reduced
overhead.
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3 A Cooperative Monitoring Overlay

The proposed model relies on a collaborative participation of representative MPs acting
as peers, each one contributing with a disjoint measure component to the evaluation of
a global measure. Achieving a measurement between any two points of the network in
distinct administrative entities implies the cooperation between different areas regard-
ing evaluating a final metric. Thus, end-to-end measurements are obtained through the
aggregation of metrics calculated in each of the network areas involved.

2 3
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7

8

12

6

11

9

10Measurement Area I Measurement Area II

Measurement ( MP 1 –> MP 9) = Measurement(MP 1 –> MP 5) + Measurement (MP 5 –> MP 4) +
Measurement (MP 4 –> MP 12) + Measurement(MP 12 –> MP 7) + Measurement (MP 7 –> MP 8) +

Measurement (MP 8 –> MP 9)

Overlay
Network

Real Topology

Fig. 1. Example of measurement between different administrative areas

Figure 1 illustrates the monitoring overlay network and the underlying physical
topology. The overlay network consists of representative MPs and these are the only
players taking part in the measurement process. Each MP in the overlay is expected to
store the measurements to its neighbouring MPs. Thus, measurement data is distributed
and stored throughout the overlay network. Based on a monitoring request, each MP in
the measurement path provides the required measures for aggregation in order to calcu-
late a set of metrics between any specified MPs. This distributed approach also has the
advantage of avoiding the existence of a single point of failure. Distributing measure-
ment data over several MPs also enables a rapid recovery of the measurement process
by bringing alternative MPs in the process of rebuilding the measurement path in case
of routing or network topology changes. Note that these changes do not necessarily
imply a change in the overlay topology.

The proposed model allows measurements at two levels: Intra-area and Inter-area.
Intra-area measurements are carried out on a regular time basis to ensure that MPs in
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the same area have a clear view of network status and quality of service. An MP may, at
anytime, send or exchange measurement data between itself and any other MP within
its area. Thus, by retrieving data from multiple MPs in the area and using composition
of metrics, it is possible to calculate the value of a metric for a given measurement path.
Thus, each MP stores information on the level of quality of service to its neighbouring
MPs. Inter-area measurements are performed through the composition of the metrics
resulting from intra-area measurements. Conversely to intra-area operation, this type of
measurement does not need to be performed continuously, but on request. This process
can be triggered, for example, by an application signalling process to assess the com-
munication path before establishing an end-to-end session crossing different network
areas.

3.1 Model Operation

As mentioned before, measurement of multiple metrics can be carried out between any
two MPs in the overlay network. This section presents a description of the phases in-
volved in the measurement process, assuming that no optimisation tasks (e.g. caching or
metrics’ composition) are performed. The process, being sender-oriented, is rather sim-
ple and effective: an entity requiring measurement information issues a Measurement
Request and, on success, will receive a Measurement Report.

Measurement Request - Initially, a monitoring entity sends a message to the initial MP
indicating that it needs to obtain a set of metrics between a pair of MPs. For the topol-
ogy in Figure 1, the measurement process takes place between MP1 and MP9. Upon
receiving the request, MP1 sends a specific packet request for measurement purpose
across the overlay network. Each MP in the overlay path will intercept this packet and
attach measurement data between itself and the upstream MP, before sending it to the
downstream MP. Figure 2 illustrates MP5 receiving the request and forwarding it after
adding the measurement data between MP1 and MP5. This process is repeated until
the destination is reached, i.e., each MP will successively attach its measurement data
along the overlay, as shown in Figure 3. The final MP or the destination, upon receiving
the packet measurement request, will add measurement data corresponding to the last
segment of the path.

Measurement Report
Once the measurement in the last MP is obtained, the resulting report message is

sent back to the initial MP with the collected measurement data (see Figure 4). At this
point, the initial MP is able to compose the required metrics in order to obtain the end-
to-end (MP-to-MP) measurement view. This operation can assume distinct cumulative
functions (additive, multiplicative, max-min, etc.) depending on the nature of the metric
being evaluated.

In practice, this measurement operation can be considerably simplified as area bor-
der MPs (e.g. MP 12 in Figure 1) may already have up-to-date measurements from the
remaining measurement path. This allows an immediate reply from that MP to the mea-
surement requester, reducing measuring latency significantly. This process can be fur-
ther improved through proper pro-active metrics dissemination among inter-area MPs.
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Fig. 2. Example of MP5 handling a measurement request

Fig. 3. Measurement process across multiple MPs

Fig. 4. Example of a Measurement Report
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One challenge of the present model is to identify the representative MPs. Although
several works target this topic [15,14,16], this aspect requires further study. These issues
will be revisited in Section 5.

4 The Implemented Prototype

4.1 Model Components

To test the conceptual model design goals, a model prototype was implementated in Java
and MySQL for databases support. The prototype includes four main components: (i)
the “Measure Requestor”; (ii) the “Packet Interceptor”; (iii) the “Measure Processor”;
and (iv) the “Measure Receiver". Figure 5 illustrates the main interactions among these
components.

Network

Packet
Interceptor

Measure
Processor

Measure
Receiver

Measure
Requestor

Send Request Network Intercepts

D
elivers

Calculate and SendReceive

Fig. 5. Interaction of model components

Measure Requestor - This component is responsible for initiating the measurement
process between two MPs. In the developed prototype, this is a command line applica-
tion that receives as parameters, the source and destination MPs, and the set of metrics
to measure.

Packet Interceptor - This component is responsible for capturing measurement pack-
ets. These packets are differentiated in the network through the use of router alert

option within IPv4 header, avoiding packet processing at upper protocol layers. In a
Linux router, this can be accomplished resorting to iptables and proper rules to verify
the option router alert (it requires the extension xtables-addons), intercepting,
in this way, the measurement packets. Captured packets are taken from kernel to user
space (through libnetfilter_queue) for processing at MPs. The use of router
alert option avoids the use of explicit MP addressing, allowing for a more flexible
overlay topology definition.

Measure Processor - This component is responsible for processing and concatenating
measurement data, playing a relevant role in the model prototype due to its functionality.
Once a packet request is intercepted at an MP, this component detects the new request,
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validates it and appends the required metrics to the measurement packet. This process
involves identifying the latter upstream MP before adding its measurement contribution.
Then, the component builds an IP packet setting the router alert option, updates
the data payload accordingly and sends the packet to the downstream MP. Once the
last MP is reached, the "Measure Processor" opens a TCP connection to the initial MP
for sending the aggregate measurement outcome. Figure 6 depicts the modules within
"Measure Processor" and how they interact to provide this component functionality.

Fig. 6. The component Measure Processor

Measure Receiver - When the measurement process starts, a measurement packet re-
quest is issued and, simultaneously, the request is stored in a database, remaining in
listening mode on an UDP port. Upon receiving the corresponding measurement result,
this component updates the database for the corresponding request. As mentioned, the
measurement reply aggregates all the metrics collected along the overlay measurement
path.

4.2 Model Primitives

In the proposed model, the measurement primitives are structured in XML (Extensi-
ble Markup Language). Although XML structuring tends to be verbose, characteristics
such as its universal format, self-descriptive nature, simplicity and extensibility, and the
numerous available APIs for manipulating it, are a clear advantage.

A measurement message, following a simple format, comprises two parts or nodes:
"Measure Request" ("mr") and "Measure Response" ("mrp"), as illustrated in Figure 7.
The first part, generated by the starting MP, defines a header specifying the initial re-
quest for measurement. Thus, the node "mr" is composed of the following sub-nodes:

(i) hs (host source) - network address identifying the source MP;
(ii) hd (host destination) - network address identifying the destination MP;
(iii) id (identification) - key identifier associated with the request for measurement;
(iv) ms (measures) - set of metrics.
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Fig. 7. Measurement message in XML

Fig. 8. Structure of node "mrp"

Fig. 9. Example of a Measurement Request between neighbouring MPs
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The second part of the message, consisting of node "mrp", allows MPs in the mea-
surement path for appending measurement data after intersecting the measurement re-
quest. Each MP provides information regarding the upstream MP, the current MP, a
timestamp, and the values for the metrics defined in node "ms". The structure of node
"mpr" is as shown in Figure 8.

For the sake of clarity, a simple example of an XML measurement request for packet
loss and delay between MPs 192.168.99.100 and 192.168.117.101 is provided in
Figure 9.

4.3 Testing the Prototype

As proof-of-concept of the present model, a virtualised network topology (using
VMware) was considered for testing the proposed solution. Figure 10 illustrates a sim-
ple network monitoring overlay including two distinct monitoring areas and three repre-
sentative MPs (MP1, MP2 and MP3). As expected only these nodes detect measurement
requests and act accordingly. The virtual machines 2 and 4 run IMUNES (Integrated
Network Topology Emulator / Simulator) to emulate common IPv4 backbones, running
OSPF as routing protocol. This virtualised testbed allowed to carry out preliminary tests
to validate the full life-cycle of an application measurement request, from its occurrence
to the final response, reporting the corresponding measurement data in XML.

MP2MP2MP1MP1 MP3MP3

Virtual Machine 1 Virtual Machine 2 Virtual Machine 3 Virtual Machine 4 Virtual Machine 5

Fig. 10. Virtualised network for test purposes

5 Model Key Points and Open Issues

This section highlights the proposed model key points regarding its design and func-
tionality and discusses open issues that may contribute positively to ongoing and future
developments.

5.1 Key Points

The present model proposal for a cooperative network monitoring overlay, taking ad-
vantage of decentralising the control and data plane, exhibits several key properties,
namely:
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Autonomy - Each MP is responsible for maintaining its own measurements, providing
them on request. Therefore, its location does not need to be pre-determined, conferring
a high-degree of decentralisation to the model. The decentralisation inherent to the pro-
posed model allows for a high-degree of autonomy as all MPs only rely on themselves
upon receiving a measurement request. All information required to satisfy a measure-
ment request is contained in each of the corresponding MPs. The autonomy degree can
be improved, if each MP is aware of representative MPs in the same measurement area.
This would allow to take more advantage of metrics’ composition, providing also a
better response in case of MP failure, for instance, through auto-configuration.

Robustness to failure - As mentioned above, measurement data are not centralised on a
single network point being disseminated throughout MPs in the overlay, thereby ensur-
ing that if an MP fails: (i) it does not represent the loss of all measurement information,
only monitoring between that MP and its neighbouring MPs is affected; (ii) there is
no need for reconfiguring the overlay network as the inclusion or exclusion of MPs is
transparent to the network entities that wish to obtain an MP-to-MP (or end-to-end)
measurement.

Adaptability - Topology changes do not require the reconfiguration of the entire over-
lay network, or intervention in all MPs. In fact, upon a topology change, the only need
is to reconfigure neighbouring adjacencies so that the existing MPs take into account
the new MPs.

Scalability - Attending to the nature of the model, expanding the overlay topology does
not imply a direct increase in monitoring traffic. Topology growth only leads to large
payloads of measurement request packets, as consequence of an eventual increase in
the number of MPs, i.e. for a monitoring request traversing a longer measurement path.

Low overhead - The solution resorts to special-purpose probing packets requiring low
processing from the network equipment, therefore, the interference of monitoring with
the normal network operation is minimised. The overhead of reporting measurements
to a central management or monitoring entity is also avoided, as measurements occur
on demand. For large networks, fragmentation of measurement requests may however
occur, as discussed in the following section.

End-to-end capability - The implemented prototype demonstrated that it is possible
to build up an end-to-end or any other MP-to-MP combination based on local
measurements.

5.2 Open Issues

Location of representative MPs - In the proposed model, as in real network operation,
there is clear added-value for having MPs on (or near to) area border routers. This
results from their strategic location both from technical and administrative perspectives.
However, the selection of representative MPs inside a measurement area requires a
deep analysis of aspects such as the centrality of MPs, (overlapping) routing paths and
aggregate traffic behaviour in order to devise a suitable set of representative MPs. The
challenge lays on finding the minimal set of MPs able to provide the most representative
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and accurate monitoring view of the area. An equivalent study can also be carried out
in the inter-area context.

Metrics composition and dissemination - The process of metrics’ dissemination and
composition deserves further development. In particular, combining a pro-active ap-
proach of disseminating metrics inside a measurement area with the possibility of avoid-
ing overlapping measurement paths, the measurement latency and overhead may be
considerably reduced.

Fragmentation - IP fragmentation of a measurement request may occur when the num-
ber of MPs in a measurement path increases. This problem can be avoided if fragmenta-
tion is handled within the measurement layer. This can be easily achieved fragmenting
a measurement request, e.g. per metric under evaluation, if required. Alternatively, the
use of measurement payload compression may also remove the need for fragmentation.

6 Conclusions

This paper has presented innovative research work regarding the definition of a net-
work monitoring overlay which resorts to a cooperative interaction among representa-
tive MPs to monitor the quality of network services. In the proposed model, measure-
ment overhead and redundancy are reduced through the composition of metrics from
non-overlapping measurement paths, both intra- and inter-area. This aspect along with
the ability of accommodating network topology and routing changes aim to contribute
to a scalable and flexible end-to-end monitoring solution. A JAVA prototype has been
implemented to test the conceptual design goals of the model. Future work will be
focused on tackling the open issues identified above and performing large scale moni-
toring tests.
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Abstract. Recently, cooperative diversity has been introduced to wireless ad-
hoc networks for power saving and for diversity gain over fading channel. The 
space diversity gain is obtained from the multiple copies of signals from the 
several cooperating relays. Consequently this diversity gain saves the power of 
the networks. However, a receiver generally has fixed number of branches at a 
destination. Therefore the excess number of transmit relays does not contribute 
to the performance improvement, and only waste the network power and radio 
resources. Therefore, we propose a method which is adjusting the average 
number of transmit relays, and controlling the transmit power of the relays 
locally to satisfy the required performance in double opportunistic transmit 
(DOT) relaying system. Numerical analysis shows that average number of 
transmit relays decreases with the increase of threshold and vice versa. And we 
noticed that the transmit power of relays for the required system performance 
can be controlled locally. 

Keywords: Cooperative diversity, Relay, Rayleigh fading. 

1   Introduction 

Ad-hoc networks have focused on key technology for next generation wireless 
systems. However, the power consumption of wireless ad-hoc networks is critical to 
maintain network lifetime and communication reliability [1]. Recently, cooperative 
diversity has been applied to wireless ad-hoc networks to reduce power consumption 
and to improve system performance by mitigating the fading effects of wireless 
channels [2]-[5].  

Conventional opportunistic transmit (COT) relaying system, when the received 
signal-to-noise ratio (SNR) exceeds the threshold, then the relay transmits [6]-[7]. The  
COT system, however, only considers the SNR of the source-relay(S-R) path 
regardless of the SNR of the relay- destination(R-D) path as a transmit condition. For 
                                                           
* Corresponding author. 
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that reason, it can’t guarantee that all the transmitted signals from the opportunistic 
relays satisfy the target threshold of a destination. When the received SNR at a 
destination is less than the threshold, the outage is occurred. It means that the useless 
signal is transmitted. To avoid this situation, double opportunistic transmit (DOT) 
relaying system which include the SNRs of the destination-relay(D-R) path as well as 
that of the S-R path as a transmit condition is proposed [8], [9]. 

Generally, there are two methods for satisfying the required system performance in 
a cooperative relay system with spatial diversity: (a) when the receiving signal 
strength is equal at each diversity branch, adjust the number of the diversity branches, 
(b) when the number of the diversity branches is limited, control the power of a 
transmitter [10], [11]. 

Cooperative relaying system utilizes spatial diversity. [8] and [9] assume that each 
node has equal transmit power. In this case, we have to adjust the number of the 
diversity branches to guarantee the required performance at a destination. However, it 
is generally accepted that the utilization of the communication resources (i.e. time 
slots of time division multiplexing, frequencies of frequency division multiplexing, 
codes of code division multiplexing) is not efficient by changing the number of the 
diversity branches frequently [7]. Moreover when the number of branches (i.e. fingers 
in a Rake receiver) in a receiver is limited, the excess number of signals is useless and 
wastes the power of a system. 

Therefore in this paper, we consider the case that the number of branches is fixed 
at a destination. We propose the adjusting method that the average number the 
transmit relays equals to the number of the branches of a destination. Also we propose 
the control method of the transmit power of a relay to satisfy the required system 
performance. To adjust the transmit power of a relay, COT relaying system adapts a 
separate central controller that monitors the received signal power of all relays. And 
based on this monitored results, it gives the power control information to each relay. 
Unfortunately this controller increase control traffics and imposes system complexity. 
Hence this paper propose the control method of the average number and the transmit 
power of the transmit relays locally without a central controller in DOT relaying 
system. 

This paper is organized as follows. Section II describes the model of the proposed 
DOT relaying system. Decision of the transmit relays, control of the average number 
of the transmit relays, outage probability, and power control of the transmit relay are 
described in Section III. Section IV consider some numerical examples and review the 
results. Finally, in Section V, the summary and conclusions of this paper are 
presented. 

2   System Model  

Fig. 1 shows the DOT system model [8], [9]. S , R , and D  denote the source, relay 
and destination, respectively. 1  2  3  ( , , , ..., )kR k K=  means k th relay of the system. 

DOT system need three time slots to convey the information from S to D: 1st time 
slot; S transmits the information to R, 2nd time slot; D transmits a pilot tone to R, 3rd 
time slot; when both of the received SNRs from S and D exceed respective threshold, 
the relays transmit [8], [9]. 
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Fig. 1. DOT cooperative relaying system model 

In Fig. 1, the solid arrows show a source of S-R path and a destination of D-R path 
transmit to relays. The slotted arrows denote the relays which satisfy the transmit 
conditions transmit to the destination. We assume Decode-and-forward (DF) relays 
which transmit the decoded information to D. And the multipath channels are assumed 
independent identically distributed (i.i.d) Rayleigh fading channel. Each received signal 
from kR  is independently faded and combined at D for the diversity gain [10].   

3   Power Control of the Proposed Transmit Relay 

3.1   Decision of the Transmit Relay 

If we assume the receiving branches in a destination are fixed, the number of transmit 
relays must be limited. In DOT system, the relays of which both of the received SNRs 
from S and D exceed respective threshold transmit to the destination. The transmit set 
can be written by   

{ ,  ,  1,  2,...,  }Sk SR Dk DRC k Kγ γ= > Γ > Γ =  (1)

where Skγ  and Dkγ  denotes SNR of kS R−  path and that of kD R−  path, respectively. 

If the channel is reciprocal and the transmit power is equal, the SNR of kD R−  path is 

identical to that of kR D−  path (i.e. Dkγ = kDγ ). SRΓ  and DRΓ  is the threshold of S-R 

path and D-R path, respectively. We assume SRΓ and DRΓ  is identical at each relay 

( 1,  2,  ...,  )kR k K= , respectively. C  is the size of the transmit relay set. Pr( )C i=  is 

the probability that i  relays transmit among K  relays, and can be written by  

( )

( )

Pr( ) Pr ,  

                    1 Pr ,  

i

Si SR Di DR

K i

Si SR Di DR

K
C i

i
γ γ

γ γ −

⎛ ⎞
= = ⎡ > Γ > Γ ⎤ ×⎜ ⎟ ⎣ ⎦

⎝ ⎠

⎡ − > Γ > Γ ⎤⎣ ⎦

     . (2)
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where Siγ  and Diγ  is the SNR of iS R−  and that of iD R− . From (2) transmit i  

relays, that the SNR exceed the thresholds, among K  relays are equivalent that 
selection of the strongest i  paths (highest SNR) among K  available ones. This is the 
concept of the generalized selection combining (GSC). Especially GSC has two steps 
to combine the received signal: (a) Selection - select i  paths (highest SNR) among K  
available ones, (b) Combine - selected signals are combined [11]-[13]. In DOT 
system, the selection step is performed at R and the combining step is executed at D. 

The transmit probability of a DF relay in i.i.d (independent and identically 
distributed) Rayleigh fading channel is [14] 

( ) ( ) ( )Pr ,    Pr Pr

                                           =  exp

Si SR Di DR Si SR Di DR

SR DR

Si Di

γ γ γ γ

γ γ

> Γ > Γ = > Γ > Γ

⎡ ⎤⎛ ⎞Γ Γ− +⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

  . (3)

where siγ  and Diγ  denotes the average SNR of iS R−  path and that of iD R−  path, 

respectively. We assume the average SNR of each relay is identical, and denote 

Si SRγ γ=  and Di DRγ γ=  for all i . Notice that COT system considers the first term in 

(3), and consequently the transmit probability becomes Pr( )Si SRγ > Γ - the transmit 

condition of a relay in COT system is that whether the SNR of S-R path is greater 
than the threshold SRΓ or not [6], [7].  

3.2   Average Number of Transmit Relays 

The average number of transmit relays which satisfy the SNRs exceed the thresholds 
(i.e. SRΓ  and RDΓ ) can be written by [14] 
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(4)

It is noticed that the average number of transmit relays are function of two 
thresholds, SRΓ  and DRΓ . 

When the number of branches are fixed at D, the threshold DRΓ  to control the 

average number of transmit relays can be obtained from (4) 

lnSR DOT
DR DR

SR

M

K
γ

γ
⎡ ⎤Γ ⎛ ⎞Γ = − +⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
  . (5)
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The average SNR of S-R path SRγ  and that of D-R path DRγ  can be obtained from 

measurement at R, K and DOTM  is given parameters. Therefore the threshold DRΓ  can 

be controlled locally at R, consequently the average number of transmit relays can be 
limited form (5) without the central system controller. Usually a central controller 
which monitors the received SNR of all relays is adapted for power control of relays. 
In this case, the control traffic and the system complex are increased.   

3.3   Outage Probability of DOT System 

The end-to-end probability of a DOT system can be written by  

( )
0

 Pr  Pr( )
K

out c RD
i

P C i C iγ
=

= < Γ = =∑  (6)

where cγ  and RDΓ  are the combined SNR at D and the threshold of R-D path, 

respectively.  
Since i  paths (highest SNR) among K  available ones are selected, the conditional 

probability of GSC combined signal in (6) can be given by [11]  
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∑ ∑

∑ ∑

  . (7)

where RDΓ  and RDγ  are the threshold at D and the average SNR of R-D path, 

respectively. Consequently, substituting (2) and (7) into (6), we get the end-to-end 
outage probability. 

3.4   Power Control of a Transmit Relay  

When the required outage probability is given, the satisfying ( / )RD RD reqγ Γ  can be 

obtained from (6). And ( / )DR DR Mγ Γ  to keep the average number of transmit relays is 

given from (5). Define F ,  

( )
( / )

/
RD RD req

DR DR M

F
γ
γ

Γ
=

Γ
  . 

(8)

Assume the average receiving power is inversely proportional to the power α  of 
the distance between the transmitter and the receiver. And assume the noise power of 
each node is identical. The average receiving power is written by  

/ ,   /RD R DR DP d N P d Nα αγ γ− −= =  (9)
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where RP  and DP  are transmit power of relay and destination, respectively. d  is the 

distance between the transmitter and the receiver, and N is the noise power of a 
receiver. The corresponding transmit power of a relay, obtained by substituting (9) 
into (8), is 

,

1
R req RD D

DR M

P F P
⎛ ⎞

= × × Γ ×⎜ ⎟Γ⎝ ⎠
  . (10)

4   Numerical Results 

For numerical analysis, we assume the independent and identically distributed 
Rayleigh fading channel. Fig. 2 shows the threshold versus the average number of 
relays for different DOTM  with K =10, 10DR dBγ = . When /SR SRγ Γ equals 10 dB, the 

average number of the transmit relays are 8, 6, and 4 for the threshold DRΓ = 1.23, 

4.11, and 8.16, respectively. It is noticed that the average number of the transmit 
relays decreases as the threshold increases. Also when the average number of the 
transmit relays are fixed, the threshold increases as the average SNR of S-R path 
increases. 

The outage probability and average SNR of R-D path is shown for different K  
with / 10 SR SR dBγ Γ =  in Fig. 3. As we expected, this figure shows the improvement in 

outage probability as the number of the relays increases. At the given outage 
probability of 31 10outP −= × , the normalized average SNR /RD RDγ Γ  is 2.7, 2.25, and 

1.99 dB for K = 8, 10, 12, respectively. 

  / ( )SR SR dBγ Γ

 
D

R
Γ

 

Fig. 2. Threshold DRΓ  vs. average number of transmission relays ( 10   10, DRK dBγ= = ) 
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Fig. 3. RDγ vs. outage probability ( 10/SR SR dBγ Γ = ) 
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Fig. 4. /RD RDγ Γ vs. outage probability ( 10K = ) 

Fig. 4 shows /RD RDγ Γ  versus outage probability for different /SR SRγ Γ with K =10. 

The figure shows the improvement in outage probability as /SR SRγ Γ  increases. And 

we noticed that ( / )RD RD reqγ Γ  decreases to keep the same outage probability as /SR SRγ Γ  

increases.  
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Fig. 5. Transmit power of the power controlled relay node ( RD10   1,K = Γ = ) 

The ratio of the transmit power of a relay to that of the destination is shown in Fig. 
5 (K=10, 31 10outP −= × ). It is noticed that the transmit power of relay node decreases as 

/SR SRγ Γ  increases. To satisfy outage probability of 31 10outP −= × , the required ratio of 

the transmit power of relay to that of destination decreases as the transmit power of 
destination(i.e. DRγ ) increases. 

5   Conclusions 

A receiver generally has the fixed number of branches at a destination. Under this 
condition, the excess numbers of transmit relays do not contribute to the performance 
improvement, and only waste the network power and radio resources. In this paper, 
we propose a method which is adjusting the average number of transmit relays, and 
controlling the transmit power of the relays locally to satisfy the required performance 
in Double opportunistic transmit (DOT) relaying system.  

Firstly, the average number of transmit relays can be controlled by adjusting the 
threshold. It is shown that the average number of transmit relays decreases as the 
increase of threshold and vice versa. Secondly, the ratio of the transmit power of a 
relay to that of the destination to satisfy the required outage probability decreases as 
the transmit power of the destination increases. This proposed method can be applied 
to the DOT system with the fixed number of branches of a receiver at destination. 
With this method, the average number of transmit relays can be controlled and the 
transmit power of a relay to satisfy the required system performance can be adjusted 
locally.   
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Abstract. The detection of communities of peers characterized by simi-
lar interests is currently a challenging research area. To ease the diffusion
of relevant data to interested peers, similarity based overlays define links
between similar peers by exploiting a similarity function. However, ex-
isting solutions neither give a clear definition of peer communities nor
define a clear strategy to partition the peers into communities. As a con-
sequence, the spread of the information cannot be confined within a well
defined region of an overlay. This paper proposes a distributed proto-
col for the detection of communities in a P2P network. Our approach is
based on the definition of a distributed voting algorithm where each peer
chooses the more similar peers among those in a limited neighbourhood
range. The identifier of the most representative peer is exploited to iden-
tify a community. The paper shows the effectiveness of our approach by
presenting a set of experimental results.

1 Introduction

The exploitation of social information filtering solutions is becoming more and
more relevant in a world where there is a growing need to rapidly access and
be aware of many types of distributed resources like Internet pages, shared files,
on line products and news. The definition of these solutions implies to face
several challenges such as scalability and the management of highly dynamic
information.

Several information filtering algorithms have been investigated for central-
ized architectures, while their definition is still a challenging issue for highly
distributed systems, like the P2P ones. The basic block required for defining
these algorithms is a protocol for spreading information over the P2P overlay.
Among different proposals, the one exploiting the gossip ([6,7]) paradigm looks
� The research leading to these results has received funding from CONTRAIL (EU-
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very promising. These proposals stem from their ability to easy cast information
among a large set of interconnected nodes, even if the nodes frequently join and
leave the network. These protocols present good reliability, fault tolerance and
scalability. Each node maintains a partial view of the other peers in the network,
the protocol is highly adaptable and the exchange of gossip messages allows the
natural removal of old information in favour of new one.

The gossip based approach has been exploited to build similarity based over-
lays [12,13], where a link between similar peers is defined by exploiting a point-to-
point similarity function. Each peer exploits a random sampling layer to discover
new nodes in the P2P network so that similar peers may get in touch and new
links can be defined between them.

In the proposal we have presented in [8], each peer builds its own neighbour-
hood which is then exploited for exchanging information related to common
interests. The neighbourhood of each peer is computed by considering a sim-
ilarity function based on users’ profiles, so that each peer may identify those
characterized by similar interests. [8] exploits Cyclon [12] and Vicinity [13] pro-
tocols, where the former allows the random sampling of the network, while the
latter is exploited to define the similarity overlay. However, [8] neither inves-
tigates the concept of community in a P2P network nor defines a strategy to
partition the peers into a set of communities.

The task of detecting communities in a distributed environment is a complex
issue because while each peer has a local vision of the overlay, the detection of
communities requires the aggregation of peers which are not directly connected
in the overlay. A community detection algorithm has to identify the boundaries of
each community in the similarity overlay so that the spreading of the information
may be confined within a well defined region of the overlay, i.e. the portion of the
network including peers interested in that information. The algorithms proposed
in the literature [6,7] do not enable the discovering and the characterization of
similarity groups, i.e. large groups of peers with an high degree of similarity,
they only links similar peers. In order to let these group to emerge, the collective
knowledge of the peers in a network has to be exploited.

This paper proposes GROUP (Gossip-based peer-to-peeR cOmmUnity build-
ing Protocol), an asynchronous protocol for building communities in P2P net-
works. GROUP exploits Vicinity to define the similarity based overlay and a
distributed election algorithm to detect the communities over the overlay re-
turned by Vicinity. The algorithm finds out the most suitable peer able to char-
acterize a set of peers with similar interests. Each community is paired with a
representative peer and its profile is exploited to represent the community. Peers
can choose the community to adhere by comparing their profile against that of
the representative. At the end of the protocol, each peer belongs to the commu-
nity characterized by the highest profile similarity. Community profiles allow to
have a more extensive representation of the more deep characteristics that link
together nodes in the network and could be exploited for a more efficient and
effective information diffusion among peers.



498 R. Baraglia et al.

The paper is organized as follows. Section 2 describes solutions already present
in the literature. Section 3 includes a more precise definition of the problem to be
faced and describes the proposed solution. Section 4 discusses the experiments
conducted to evaluate the proposed approach. Finally, Section 5 presents the
conclusions.

2 Related Work

Several solutions have been proposed in the past for defining P2P overlays suit-
able for spreading and retrieving information in an efficient way. Such solutions
exploit different techniques such as Gossip [4,8,6,7,2] or Semantic Overlay Net-
work (SON) [1].

The GosSkip[4] system is a self organizing and fully distributed overlay that
provides a support to data storage and retrieval in peer-to-peer environments. It
is built using a gossip protocol that organizes peers so that they form an ordered
double-linked list. Each a peer is associated with a single item of data and it has
a name that describes the semantics of the object to which is associated. These
names follow a total and deterministic order. So, the position of an element
is fully determined by its name. For the information distribution, its gossip
protocol maintains O(log(N)) peer states, and has a routing cost of O(log(N)).
The association of links to published object can lead to a very large number
of connections. This is especially true in networks where the number of objects
shared by each user is large. Furthermore, the use of GosSkip could be difficult
when searching without knowing the exact name which identifies the item you
are looking for.

The aim of the study conducted in [1] is to reduce the search time of queries
executed in peer-to-peer networks based on a random overlay, and at the same
time to maintain a high degree of autonomy of the nodes. The authors propose
to define node connections based on the content shared by the peers. Thus, each
subset of semantically related nodes form a Semantic Overlay Network (SON).
Queries are routed to the proper SON, increasing the chances to find matching
files, and reducing the search load on nodes that have unrelated content. The
main disadvantages of this solution is the rigid predefined structure of the SON-
based overlay network.

The authors of [9] propose a solution for Peer Data Management Systems
(PDMS). A PDMS consists of peers, viewed as autonomous and heterogeneous
data sources, having their own content modelled through schemas. The authors
propose a strategy for clustering related peers through the maintenance of a mul-
tilayer network organization. Each layer represents different semantic concepts.
Each peer takes part to its most semantically similar layers. Within each layer,
it gathers with its most similar nodes using a fine-grained neighbour selection
mechanism. A critical aspect of this solution is the evolution of the interests of
a peer. If this leads to changes in the peer’s semantic concepts, it may triggers
a distributed mechanism to reorganize the overlay network, involving all the
neighbouring nodes belonging to the related SONs.
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The protocol described in [10] presents a distributed approach for discovering
connectivity-based clusters in P2P networks. It discovers clusters based on the
network graph connections around a given set of nodes using local peer knowl-
edge. The main drawback is that the quality of the clusters highly depends on
the initial choice of those peers. Moreover, this protocol needs an explicit man-
agement of joining and leaving peers.

3 GROUP: Protocol Definition

We consider a scenario where each peer is associated with a network’s user which
is characterized by a profile including k terms. The k terms characterize the
content to which the user is interested, for instance the documents that he/she
has previously accessed. This set of terms can be built incrementally, for instance
according to predefined thresholds that fix when a term has to enter/leave the
profile of the user.

In this scenario the goal is to achieve a partition PI = {P1, . . . , Ps} of the
peers such that each Pi includes a subset of the peers in PI which are similar in
term of their profiles. Therefore each Pi represents a different community, which
can be exploited to define more focused dissemination of the information in the
P2P network.

Previous approaches (e.g. Vicinity) try to gather similar nodes by putting
them in direct contact when they share similar interests. On the other way
round, the local knowledge of the peers typically does not allow a good identifi-
cation of the features which may characterize the communities of peers. Thus, a
protocol based on the collaboration between peers has to be exploited in order
to reach a collective agreement over the definition of the communities and of the
communities representatives.

Our aim is to detect communities and to identify them so that each peer may
characterize itself as member of a community. We have chosen to exploit the
profile of a peer inside each community as the community identifier. Such peer
is the one that is chosen by the community peers as their best representative.

In order to allow each peer to be aware of those peers belonging to the net-
work, the Cyclon and the Vicinity protocols are exploited. While the former
is exploited to define a random sampling protocol, the latter is used to put in
contact each peer with the most similar ones. The paper does not present these
gossip protocols as they are well defined in the literature [12,13].

Instead we focus on the definition of the community detection algorithm. Our
approach for building communities is based on a distributed voting algorithm
which is executed over the similarity based overlay returned by Vicinity. The
algorithm leads to the election of a set of communities representatives peers.
Each elected peer, together with the peers that have contributed to its election
constitutes a community. The community is represented by the profile of the
peer which have been elected.

The detection of the representative of each community is structured in the
following stages: Similar Neighbours Detection, Potential Candidates Selection,
Representative Election.
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Algorithm 1. Similar Neighbours De-
tection
1: Order Neighbors by similarity;
2: Let BestN = Top-k(Neighbors);
3: for all b ∈ BestN do
4: if d(p, b) ≤ (1 − neighbor threshold)

then
5: Send Vote to b;
6: else
7: Break;
8: end if
9: end for

Algorithm 2. Potential Candidates
Selection
1: Let Candidates = ∅;
2: for all n ∈ {Neighbors ∪ {p}} do
3: if VotesRcvd(n) ≥ ReprThr then
4: Let Candidates = Candidates ∪ {n}
5: end if
6: end for
7: Let break=false;
8: if Candidates = ∅ then
9: Let Candidates = NghReprs

10: if Candidates = ∅ then
11: Let Candidates = p ad interim
12: Let break=true;
13: end if
14: end if
15: if not(break) then
16: Let R = min

c ∈ Candidates

d(p, c)

17: Send ReprVote to R

18: end if

Algorithm 3. ActiveThread
1: while true do
2:
3: if Timer t expired then
4: Reset t;
5: SimilarNeighbourDetection();
6: wait(t′)
7: PotentialCandidateSelection();
8: wait(t′′)
9: RepresentativeElection();
10: end if
11:
12: end while

Algorithm 4. PassiveThread
1: while true do
2: Receive msg as Message

3: M-Type = msg.type;
4: M-Tstamp = msg.t-stamp;
5: M-Cont = msg.content;
6: M-Sender = msg.sender;
7: if M-Type = Vote then
8: Add M-Cont to VQueue with M-Tstamp

9: Send VQueue.size to M-Sender

10: else if MType = ReprVote then
11: Add M-Cont to RepVQueue

12: with M-Tstamp

13: Send RepVQueue.size to M-Sender

14: end if
15: end while

The three phases of the voting protocol are periodically executed by an active
thread created by each peer. Since each phase implies the exchange of some
messages with the neighbours, a corresponding passive thread whose main task
is the reception of the messages is activated by each peer. Note that this is the
typical behaviour of a gossip protocol.

Alg.3 and Alg.4 describe the active and the passive thread, respectively. In
the active thread the different voting phases are separated by exploiting a set of
timers. The goal of the first voting phase is to detect the most similar peers in the
neighbourhood of a peer. This phase, detailed in Alg.1, consists in a preliminary
voting procedure in which each peer votes its most similar peers, i.e. its best
neighbours in term of profiles similarity. Each peer arranges its neighbours in
decreasing order with respect to their similarity value, and gives a vote to, at
most, the top-k neighbours, without considering the peers whose similarity is
lower than a neighbour threshold. k defines the maximum number of neighbours
that can be voted by a peer, while the neighbour threshold represents the peer
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similarity value under which two peers are not considered similar, and therefore
should not be selected to be voted. d(p, n) denotes the distance in the similarity
space between the peer p and its neighbour n. Each vote sent by a peer p to
its neighbour n is received by the passive thread of n and it is inserted into a
queue which is shared with the active thread of the same peer. Furthermore, the
passive thread of n sends a reply message to p including the number of votes
received by n in the current voting phase. This information is in turn received
by a further passive thread of p which is not presented to make the presentation
simple. Different similarity metrics can be exploited in this phase, for instance
Jaccard or cosine similarity [6].

After this phase, each peer has notified to all its neighbours the number of
votes it has received. At this point the second phase starts where each peer
chooses, among its neighbours, its potential candidate to represent its commu-
nity. The potential candidate is chosen among the neighbours which have re-
ceived in the previous phase a number of votes (VotesRecvd(n)) higher than the
representative threshold ReprThr, i.e. the minimum number of votes obtained
by a peer to be voted as a potential candidate. Among the potential candidates,
the neighbour characterized by the higher degree of similarity is chosen. If no
neighbour has received a sufficient number of votes, the peer votes itself. By tun-
ing the representative threshold parameter, it is possible to influence the total
number of representatives, and, assuming to keep fixed the other parameters, the
cardinality of each community of peers. Alg.2 shows this voting phase. Again,
the potential candidate vote is received by the passive thread which notifies to
the sender the number of potential candidate votes received.

Finally, in the Representative Election Phase, each peer elects its actual rep-
resentative by considering both the potential candidate votes which it has been
received by itself and those received by its neighbours. We do not show the
pseudo code of this phase because of its complexity.

If a peer p has collected the highest number of potential candidate votes with
respect to its neighbourhood, it considers itself as its own representative. Oth-
erwise, a potential representative R become actual representative if, among the
peer’s neighbour, R is the one that has received the highest number of poten-
tial candidates votes. If there are two potential representatives receiving the
same number of votes, p chooses its most similar one. Anyway, there are further
scenarios to be addressed. If p discovers that its voted representative R has not
voted for itself, but it has chosen in turn as its own actual representative another
peer R0 that is within a distance ε from R, then p changes it choice by selecting
R0 as its actual representative. If R has chosen R0 as its representative, but they
are sufficiently separated (d(R, R0) > ε), p maintains its choice, i.e. it chooses R
as its representative. The link between R and R0 represents a connection among
their respective communities, augmenting the spreading of information inside
the network. A further special case occurs when none of the potential represen-
tatives of p can be considered its actual representative, because it has received
a few votes. In this case p asks to its neighbours for their actual representatives
and it selects the one characterized by the highest similarity value. This process
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leads the peers in the network to spontaneously gather into communities, each
community including all the peers that have chosen the same representative. As
mentioned before, each vote has a limited life time, exactly as it happens in a
democracy where a mandate expires after a certain amount of time. Thus, peri-
odically, at predefined intervals of time, the election procedure is repeated. The
continuous refresh of information is ensured by the activities performed by peers
for building their interest-proximity networks that put in contact similar nodes.
These activities are supported by an epidemic diffusion of the information, both
as far as concerns the user profiles and the representative votes. As it happens to
representatives, communities are dynamic entities subjected to changes. Beyond
the joins and leaves due to peers churn, the community may be split or merged.
It is worth noticing that all the operations described so far are performed by
each peer individually, without any form of synchronization with other ones.
The only interaction is due to the exchange of information, for exchanging both
gossip updates that includes peers’ profiles and votes. When a proper defined
time interval has elapsed, each peer independently starts a new voting turn and
at the end of this phase it is able to cope with new situations, like the arrival or
the departure of other peers. The underlying gossip mechanism allows a peer p
to obtain an up to date situation of similar peers in its neighbourhood. Hence,
when a new voting phase starts, new peers will be considered, and old or dis-
connected ones will be taken into account no more. If a high number of updates
in p’s neighbourhood occurs, p will choose a new community, possibly joining
previously created communities or splitting its old community and defining a
new group. Thus, no explicit mechanism to handle joins or splits of communities
is required. The experimental section includes some highlights related to these
mechanisms.

4 Evaluation

This section shows the evaluation of the our approach through a set of experi-
ments which show its effectiveness. The implementation has been realized by the
OverlayWeaver Peer-to-Peer framework [11]. In order to test the “real” effective-
ness of our approach, we exploit a real dataset instead of using a synthetic one.
More in detail, we have used a bio-* subset of the dataset released by Mende-
ley [5,3], a company that produces a publication management tool that run on
the client side but takes advantages of a web storage where each user can store
the most interesting publications he/she owns. The dataset released contains a
set of anonymous users, each one with a set of references indicating the papers
owned by it. The subset we choose is made of 2800 users, each of them with at
least 20 papers. For each user we retrieved the content of the papers in his/her
profile, we filtered out the stop-words and we extracted the most frequent terms
that we used as user profile. The similarity metric used in the experiments is the
Jaccard similarity measure [6]. The timer t value was set to a time equivalent
to 2 cycles, as justified later in this section. According to what we stated in the
problem description section (Section 3), our goal consists in the definition of
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Fig. 2. Number of votes impact:
Number of Communities

an algorithm for building up explicit communities composed by peers sharing a
common interest, whose size should not be too small as well as too big and, pos-
sibly, independent from the network size. In order to evaluate the ability of our
approach to address this goal we have measured the effectiveness of the results
by considering the internal community similarity, as well as the total number
of communities and, as a consequence, their mean size. To measure the mean
internal community similarity we use the following Similarity Degree measure:

1
N

×
∑
n∈N

d(n, R(n))

where N is the whole set of peers belonging to the network, R(n) is the repre-
sentative of peer n and d is the distance function defined in the previous section.
Since each peer autonomously chooses the community to join, this measure is
useful to see whether its choice gives it a good representative. Good representa-
tives ensure a sufficiently high grade of similarity with their community members,
thus enabling an effective communication on the network. This factor has to be
coupled with proper community sizes, in order to check that the system does not
create communities made of too few members, thus breaking the network into
small groups and vanishing the effect of peer gathering. We analyse both these
aspects in the following experiments.

Number of Votes and Representative Threshold impact: Figure 1 and Figure 2
show the effects of varying the number of votes a peer can give, with respect
to the Similarity Degree and the number of communities. This is shown when
different representative threshold (RT in the figures) are used. The network size
is fixed to 2800. Figure 1 shows that the highest values of similarity degree can
be achieved when the representative threshold is low. This is a quite expected
behaviour. Indeed, a low threshold brings to the creation of a greater number of
communities (as it is shown also in Figure 2). A higher number of communities
means, in turn, a smaller number of peers per community, hence a (potential)
greater internal homogeneity. Anyway, communities with too few members can
be less useful when used to exchange information. It is interesting to note that
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both the number of communities and consequently the highest value of Similarity
Degree are achieved when the number of votes a peer can express is 4 or 5, almost
independently from the representative threshold value.

Neighbor Threshold impact: Figure 3 and Figure 4 show the changes on the
Similarity Degree and the number of communities obtained by using different
values of the neighbor threshold parameter. Even in this case the network size
is fixed to 2800 nodes. Different representative threshold are used as well as
with different number votes (V in the figures) that can be expressed by a peer.
As described above, it is easy to see how different representative thresholds
brings up to the creation of very a different number of communities and a quite
different result in terms of Similarity Degree, however both figures show how the
different neighbor threshold value has almost no relevant effects both in terms
of communities number and in terms of Similarity Degree.

Internal Community Cohesion: Figure 5 and Figure 6 show a comparison
among three different algorithms for grouping nodes, namely GROUP, the CDC
algorithm[10] and K-Means, used as a centralized clustering algorithm. The net-
work size is 2800 peers, the representative threshold is 30 and the number of
votes is 4. The last two parameters are derived from the previous experiments.
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The comparison has been conducted measuring both the Similarity Degree of
communities and computing the distance between the community representa-
tive and the real medoid of the communities formed by each algorithm. It is
easy to see that how our approach is able both to build communities character-
ized by a higher internal similarity degree and to elect better representatives,
i.e. representatives that have near the “real” centers (in term of similarity) of
the communities formed by GROUP.

Communities Mean size: Figure 7 shows the effect of the network size to the
mean size of the communities. We used three different settings of thresholds and
votes. This figure shows that the network size has basically little or no influ-
ence on the size of the communities. Indeed, the mean community size is about
100 elements. This is due to self-organization mechanism, that spontaneously
avoids the creation of too big communities, while ensuring a sufficient number
of members. This result is in line with what we stated in Section 3.

Network Instability: Figure 8 shows the impact of instability in the net-
work due to the presence of failing peers and the ability of our approach to
re-build communities characterized by an high Similarity Degree. Namely, this
figure shows the results achieved on a initial network of 2800 nodes by suddenly
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(i.e. without any graceful departure mechanism) removing 100, 500 and 1000
peers respectively. We used three different settings of votes and thresholds pairs.
Cycles can be seen as time units. The figure shows that our approach is able to
recover from these situations and to adapt almost immediately the communities.
Clearly, when removing more nodes, the final community has a lower Similar-
ity Degree, due to the fact that, probably, some of the most similar peers have
left the network. Moreover, the effects of failing peers are more relevant with
the lowest values of representative threshold and votes. As noted in the first
set of experiments, those settings lead to smaller communities. Thus, removing
elements from them can easily disrupt their internal cohesion. Larger commu-
nities (highest values of representative threshold and votes) suffer less in this
scenario. All the settings converge in a very limited number of cycles (less than
10), thus showing the robustness of the proposed approach.

Scalability: Figure 9 shows the scalability of our approach. The figure shows
the comparison among GROUP, CDC and K-Means regarding their ability to
achieve a high Similarity Degree value when the network size changes. Our solu-
tion has been tested using a threshold of 30 votes and allowing 4 votes per peer.
K-Means has run using the same number of communities that came out from
GROUP. It is easy to note that our approach performs better than the other
algorithms with almost all tested network sizes. In particular, it shows a clear
trend to improve its performance when the network size increases.

Timer Impact: Figure 10 depicts the impact of choosing different values of
the timer t that separates vote waves. We used three different values: 1, 2 and
4 cycles respectively. Results show that a longer time interval implies a slower
convergence of the algorithm, as one may expect. Anyway, too frequent elections
may be influenced by the partial convergence of the underlying similarity layer.
It causes a fast achievement of suboptimal values, that tend to be optimal only
with an extra amount of cycles. A value that let the similarity layer to converge
but leave a still small time from one wave to another, seems to achieve the best
results.

5 Conclusions

This paper presents GROUP, a distributed P2P community building protocol
whose goal is to identify a set of representatives peers characterizing user com-
munities. A representative is a peer elected by a set of peers on the basis of their
similarity with it. The approach is based on a set of P2P epidemic protocols.
Several tests conducted using the Mendeley dataset have shown the effectiveness
of our approach in comparison to a set of other ones. We are currently integrating
GROUP with a locality sensitive DHT based on min wise independent permu-
tations which indexes the communities. In this way a new peer joining group is
able to efficiently retrieve and choose the more similar communities.
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Abstract. With the widespread deployment of broadband residential
access networks and the development of media compression technolo-
gies, media streaming over the Internet has spread rapidly and attracted
a large number of users and researchers. Currently, peer-to-peer (P2P)
overlay networking is considered as a promising way to distribute large
scale media streams over the Internet, due to the scalability, robustness,
cost-effectiveness, and ease of deployment. However, there are still several
fundamental questions: What is the maximum upload capacity utiliza-
tion with minimum delay in the multi tree-based P2P streaming? How
to maximize the peer’s upload capacity utilization? What is the effect
of peer out-degree on the upload capacity utilization? To address these
problems, we investigate the effect of overlay topology and peer out-
degree on the streaming delay and upload capacity utilization. Finally,
we show that a carefully-designed overlay topology and peer placement
strategy can achieve close-to-optimal delay bounds and upload capacity
utilization on P2P streaming systems.

1 Introduction

As Internet protocol TV(IPTV) services and web-based video distribution ser-
vices(e.g., YouTube, Joost, etc.) accelerate video distribution over the Internet,
the demand for large-scale streaming architecture has increased. Conventional
client-server architecture is not as scalable as the number of users continues to
increase, because the server should supplement output links. However, the P2P
architecture retrenches the investment in the server and the network by sharing
the upload capacity of peers to distribute a part of the same content to other
peers. Due to this advantage, lots of P2P streaming systems [1][2][3][4] for live
and on-demand streaming services have been deployed. However, all existing sys-
tems give long playback startup delays and high variable playback delays among
peers [5].

Current P2P streaming systems can be mainly classified into two types: tree-
based and mesh-based. In the tree-based P2P streaming systems, multi tree-
based P2P streaming systems have been popular, since single tree-based P2P
streaming systems have a fatal weakness that all leaf peers do not contribute their
upload capacities. In the mesh-based P2P streaming systems, peers establish the
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peering relationship dynamically to download and upload a chunk-a small piece
of the stream data. The main differences between both systems are in the overlay
topology construction scheme and the chunk scheduling scheme. In spite of these
differences, the trajectory of each chunk in both systems forms a spanning tree.
Therefore, we model the P2P streaming systems as multiple layered overlay trees
for analyzing delay and utilization.

The major issues in building the P2P streaming systems are to minimize
the difference of presentation point among peers and to maximize the resource
sharing of peers, e.g., upload capacity. Though there may be several factors that
affect the performance bounds in the P2P streaming systems, the peer out-degree
bound and the sharing upload capacity influence the performance significantly.
Peer out-degree is defined as the total number of distinct neighbors to which the
peer delivers chunks. In real environments, the peer out-degree is bounded, as
users usually limit the sharing upload capacity. In addition, there is a significant
constraint in P2P streaming systems, that a chunk should be delivered to all
peers in time to play it back smoothly.

In this paper, we investigate the upload capacity utilization and the initial
playback delay in multi tree-based P2P streaming systems under peer out-degree
bound. In addition, we analyze the effect of an overlay topology on the stream-
ing delay when the upload capacity and peer out-degree are given. We define
the pure leaf concept and the upload capacity utilization function to ana-
lyze the upload capacity utilization of P2P streaming systems. Consequently, we
investigate the maximum upload capacity utilization with minimum streaming
delay under peer out-degree bound and describe the multiple overlay networks
construction mechanism.

To the best of our knowledge, the research on what is the maximum up-
load capacity with guaranteeing minimum streaming delay bound and how to
achieve it has not been done too much. Several studies have been performed on
theoretical analysis to understand the streaming delay. The aim of this paper
is to investigate theoretically the upload capacity utilization in P2P streaming
system with minimum streaming delay and the multi-tree overlay construction
algorithm.

The rest of this paper is organized as follows. In Section 2, we briefly discuss
the related work. In Section 3, we formulate the maximum utilization problem
with minimum delay in P2P streaming system and give numerical analysis result.
Finally, conclusions are given in Section 4.

2 Related Work

The overlay architecture and chunk scheduling strategy are important parts,
when building P2P streaming systems which provide the satisfied performance
and efficient resource sharing. In terms of the overlay architecture, P2P streaming
systems can be classified into two categories: tree-based and mesh-based. The
tree-based P2P streaming systems[6][7][8] have explicitly constructed multiple
spanning trees in which a peer pushes chunks actively to its children peers.
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Initial tree-based P2P streaming systems[6] proposed application level multicast
scheme to distribute a media stream. Splitstream[7] proposed multiple trees.
It divides a media stream into multiple sub-streams and distributes each sub-
stream over a separate tree. CoopNet[8] applied centralized multiple trees with
MDC coding technique.

Recently, mesh-based P2P streaming systems[9][10] have been widely adopted.
In the mesh-based P2P streaming systems, the peering relationships are estab-
lished/terminated dynamically based on the chunk availability and upload capac-
ity on peers. Each peer selects a subset of peers in the P2P streaming systems as
neighbors from which the peer can retrieve chunks. It periodically exchanges in-
formation about its chunk availability and upload capacity with neighbors. Tang
et al.[11] proposed a push-pull mechanism, combining the strengths of tree-based
mechanism and mesh-based mechanism, to achieve lower chunk delivery delay.

In order to play the media stream smoothly in all peers, peers should retrieve
chunks of the media stream in time. That is, every chunk should traverse all peers
in the P2P streaming systems in time, regardless of the overlay architecture.
Therefore, its trajectory forms a directed spanning tree. The multi tree-based
P2P streaming systems have several directed spanning trees. The construction
scheme of these spanning trees may lead to the performance gap between the
fundamental performance limits and the actual performance.

Despite of the deployment of several P2P streaming systems, theoretical anal-
ysis of performance limits of the P2P streaming systems was poorly understood.
Since 2007, several works have been performed to analyze the fundamental lim-
its of P2P streaming performance, such as streamingcapacities[12], streaming
delay[13][14][15][16][17], and sustainable streaming rate[18][19][20].

Y. Liu[13] derived the minimum average delay bound for realtime P2P stream-
ing systems without peer out-degree bound and proposed a simple snow-ball
streaming algorithm to approach the derived minimum average delay bound.
S.Liu et al.[18] studied several performance limits on streaming rate, minimum
server load, and minimum tree depth of the P2P streaming systems with peer
out-degree bound. C. Feng et al.[14] generalized the minimum delay bound in [13]
by relaxing the assumption that the upload capacity of each peer should be divis-
ible by the streaming rate. In addition, they proposed a graph labeling segment
scheduling algorithm to achieve the maximum sustainable streaming rate and
characterized the gap between the fundamental limits and the actual system
performance in mesh-based P2P streaming systems. However, they did not con-
sider peer out-degree bound and their delay bound is too rough to estimate
exactly the number of participating peers. G. Bianchi et al.[15] studied the the-
oretical performance limits of streaming delay in chunk-based multi tree-based
P2P streaming systems under peer out-degree bound and upload capacity con-
straint. They derived n-step Fibonacci sum representing the number of peers
that may receive each chunk in given a time interval. F. Huang et al.[16] de-
fined the minimum-delay P2P streaming problem(MDPS) and showed that it is
NP-complete. They focused on building minimum delay mesh overlay streaming
and proposed a centralized and distributed approximation algorithms based on
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clustering and filtering. J. W. Jiang et al.[17] investigated the minimum worst
user delay and maximum streaming rate in the region of homogeneity based
on [15]. However, they did not consider the upload capacity utilization and the
situation with heterogeneous peer upload capacities. T. Bonald et al.[20] investi-
gated the rate/delay performance trade-off of several push-based protocols and
proposed epidemic-style algorithms to achieve joint rate and delay optimality
in static P2P streaming systems. However, previous works did not consider the
peer upload capacity utilization with minimum delay guarantee under out-degree
bound.

In this paper, we define the upload capacity utilization as well as the pure
leaf peer to measure the upload capacity sharing. In addition, we describe the
overlay construction algorithm which guarantees the minimum streaming delay
and maximizes the upload capacity utilization based on the result of G. Bianchi
et al.[15].

3 System Model and Problem Formulation

In this section, we present a mathematical model and formulations of the maxi-
mum upload capacity utilization problem with minimum streaming delay.

3.1 System Model

We assume that a P2P streaming system consists of a single streaming server,
which generates chunks of a continuous stream at constant rate rs, and N peers.
The system is composed of L overlay networks logically and an overlay network
has N peers. In the multi tree-based P2P streaming systems, the streaming server
divides whole stream data evenly into L sub-streams and distributes each sub-
stream through one of L overlay networks with transmission rate rs/L. In order
for peers to playback the stream smoothly, they should participate in all overlay
networks. We suppose that the peer out-degree of all peers is bounded, since the
resources of peer are limited. The peer out-degree of all peers is bounded into
M equally.

We model a P2P streaming overlay network as a directed graph G = (V, E),
where V is the set of participating peers and E is the set of overlay edges e = (i, j)
which means that peer i forwards the received chunk to peer j. We define the
upload capacity of a server and a peer i as us and ui(i ∈ {1, .., N}) respectively.
We assume the peer upload capacity is only bottlenecks in the overlay networks
according to measurement of studies of existing P2P streaming systems [14]. In
the chunk-based P2P streaming systems, a peer can not distribute a chunk until
it completes the chunk reception. Hence, we assume P2P streaming system runs
in discrete time slots and the playback of a chunk in this system requires a time
slot. The upload capacities of a peer i and a server are chunks per time slot
respectively, i.e., us and ui, are greater than or equal to rs a chunk per time
slot. We suppose that ui is k·rs, (k = 1, 2, ..). The key notations, used in this
paper, are shown in Table 1.
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Table 1. Notations in the System model

Notation Description

N number of peers in the P2P streaming system

L number of overlay networks in the P2P streaming system

M peer out-degree in the P2P streaming system

rs streaming rate (rs bytes per single time slot)

us, ui upload capacity of server and peer i (per single time slot)

pi binary value which denotes if peer i is a pure leaf

SM (n)
maximum number of peers that receive a chunk newly at time slot n
with peer out-degree M

NM (n)
maximum number of peers which may receive a chunk
in a time interval n with peer out-degree M

IM (n) minimum number of interior peers in a time interval n with peer out-degree M

DM (k)
minimum number of time slots it takes for at least k peers
to receive a single chunk from its generation with peer out-degree M

UM (N) upload capacity utilization function for peer out-degree M and N peers

To formulate upload capacity utilization problem, we define pure leaf . The
pure leaf is the leaf peer on all overlay networks. We introduce the binary value
pi which denotes if peer i is a pure leaf or not.

pi =
{

0, if peer i is an interior peer in any overlay network.
1, if peer i is a pure leaf.

To measure upload capacity utilization, we define upload capacity utilization
function UM (N) for the M peer out-degree and N peers as follows:

UM (N) =
∑

i

(1 − pi)/N, i ∈ V. (1)

In this paper, we formulate the maximum upload capacity utilization problem
in the following way. This problem is to construct multiple overlay networks
which maximize upload capacity utilization with minimum streaming delay.

max {UM (N)} (2)

subject to

us = rs, ui = k·rs, k = 1, 2, .. , i ∈ V.

DM (N) = min{t|SM(t) = N}. (3)

In order to maximize the upload capacity utilization in the multi tree-based
P2P streaming systems, a leaf peer in any overlay network should be placed to
have different role in other overlay networks. At first, we investigate the number
of leaf peers in a M -ary complete tree without considering the upload capacity.
Lemma 1 gives the number of leaf peers in a M -ary complete tree with N peers.
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Lemma 1. Consider a M -ary complete tree with N peers. The number of leaf
peers Nl is given by N − Mh−1

M−1 + Mh+1−N(M−1)−1)
M(M−1) �

where h = �logM (N(M − 1) + 1) − 1�.

Proof. Let the height of tree be h. Then the number of peers, N , satisfies these
inequalities,

∑h−1
i=0 M i < N ≤ ∑h

i=0 M i. Therefore, the number of leaf peers at
the height h is the difference between the number of all peers in the tree and the
number of peers at the height h− 1. That is, the number of leaf peers at height
h is N − Mh−1

M−1 . Since the tree is not a saturated tree but a complete tree, there
may be leaf peers at the height h − 1 and h. The number of leaf peers at the
height h − 1 can be derived from the number of leaf peers at the height h and
the maximum number of peers at the height h. The number of leaf peers at the
height h − 1 is (Mh − (N − Mh−1

M−1 ))/M� = Mh+1−N(M−1)−1)
M(M−1) �. Consequently,

the number of leaf peers Nl is N − Mh−1
M−1 + Mh+1−N(M−1)−1)

M(M−1) �.
From Lemma 1, we derive the number of interior peers in the M -ary complete
tree with N peers in an overlay network. The number of interior peers in an
overlay network is Mh−1

M−1 − Mh+1−N(M−1)−1)
M(M−1) �. The number of interior peers in

all overlay networks is M · {Mh−1
M−1 − Mh+1−N(M−1)−1)

M(M−1) �}.

3.2 Streaming Delay

To analyze the streaming delay, we consider the delay required to deliver a
single chunk to all peers in a overlay network. We assume that the chunk size is
rs and the upload capacity of peer i, ui, is rs to investigate the minimum delay.
Therefore, all peers can push only a chunk to neighbors in a time slot. When a
peer receives more than one chunk per time slot, the fan-out delay of the peer is
longer than one time slot, since the peer can upload only a chunk per time slot.
We define NM (n) as the maximum number of peers which may receive a chunk
in a time interval n after its generation at the source with peer out-degree M
and SM (n) as the maximum number of peers which receive a chunk newly at
time slot n. As discussed in [15], SM (n) is expressed as the M -step Fibonacci
sequence as follows:

SM (n) =

⎧⎨⎩
0 if n ≤ 0
1 if n = 1∑M

i=1 SM (n − i) if n > 1.

(4)

Fig. 1 shows the maximum number of leaf peers disseminated within given
time slot n and we can infer that the larger M is, the shorter dissemination
delay is obtained. However, the required buffer on each peer increases when the
M increases. There are few differences in the required time slot to disseminate
a chunk to all peers, when the M is greater than 7.

We derive the maximum number of peers which may receive a chunk in a time
interval n with peer out-degree M , NM (n), as depicted in Eq. 5.
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Fig. 1. maximum number of leaf peers under out-degree bound

NM (n) =
{

0 if n ≤ 0∑n
i=1 SM (n) if n > 0.

(5)

From Eq. 4 and Eq. 5, the minimum number of interior peers within given
time slot n, IM (n), is obtained as shown in Eq. 6.

IM (n) =
{

0 if n ≤ 1
NM (n − 1) if n > 1.

(6)

In order to analyze the maximum number of interior peers in Lemma 2, we
adopt the delay function DM (k), discussed in [14,15], as minimum number of
time slots it takes for at least k peers to receive a specific chunk. Therefore, the
DM (k) is derived from NM (n) as follows:

DM (k) = min{n|NM (n) = k}, for 1 ≤ k ≤ N.

Lemma 2. Consider a P2P streaming system under peer out-degree M , con-
sisting of N peers, in which the upload capacity of all peer is rs per time slot. The
maximum number of interior peers Ni with minimum streaming delay DM (N)
are as follows:

IM (N)=

⎧⎨⎩
NM (DM (N)−1)−SM(DM (N)−1)

if N−NM(DM (N)−1)≤SM (DM (N))−SM (DM (N)−1).
N − SM (DM (N)) otherwise.

Proof. When N is NM (DM (N)), the tree has maximum number of peers in
a time interval DM (N). Therefore, the number of leaf peers in this tree is
SM (DM (N)) and the number of interior peers in this tree is N − SM (DM (N)).

When NM (DM (N)−1) < N < NM (DM (N)), SM (DM (N))−SM (DM (N)−1)
is the number of interior peers which can have child peers as leaf peers within
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Fig. 2. The chunk distribution over an overlay network (M=3, N=16)

time slot DM (N). If (N−NM (DM (N)−1)) ≤ (SM (DM (N))−SM (DM (N)−1)),
the number of leaf peers newly added is SM (DM (N)−1)+N − NM (DM (N) − 1).
Consequently, the number of interior peers is NM (DM (N)−1)−SM(DM (N)−1).

When SM (DM (N)) − SM (DM (N) − 1) < N − NM (DM (N) − 1), the peers
more than SM (DM (N) − 1) + N − NM (DM (N) − 1) are leaf peers added at
time slot DM (N) − 1. Therefore, when SM (DM (N)) − SM (DM (N) − 1) < N −
NM (DM (N) − 1), the number of leaf peers is SM (DM (N)) and the number of
interior peers is N − SM (DM (N)).

In order to investigate the overlay topology which gives minimum streaming
delay, when ui = rs, we derive the overlay network as shown in Fig. 2, when
M=3 and N=16.

As shown in Fig. 2, the server uploads a chunk to peer 1 within the time
slot 1. The peer 1 uploads the received chunk to peer 2 within the time slot 2.
Both peer 1 and 2 upload the same chunk to peer 3 and 4 in the time slot 3,
respectively. And then, peer 1, 2, 3, and 4 upload the same chunk to peer 5,
6, 7 and 8 respectively. At the time slot 4, the number peers which receive the
chunk is 8. At the next time slot, seven peers can distribute the chunk to other
peers, since peer 1 has already supported three peers. After then, peer 2 can not
support new peer because of the same reason. In this case, the streaming delay
D3(16) is 6. In addition, the ratio of interior peers to all peers for various peer
out-degrees is depicted as follows: Though a minimum number of interior peers
in an overlay network is more than a maximum number of leaf peers, the upload
capacity utilization in P2P streaming system is less than 1, since the peer may
support only a peer in a time slot.

M 3 4 5 6 7 8 9
ratio(%) 54.36 51.87 50.86 50.41 50.20 50.10 50.05
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3.3 Continuous Streaming

In this section, we investigate the number of overlay networks to distribute
all chunks of a stream to all peers smoothly and how to construct multi tree-
based to maximize upload capacity utilization with minimum average streaming
delay.

Lemma 3. The minimum number of overlay networks to obtain minimum
streaming delay in the multi-tree P2P streaming system in which the upload
capacity of all peers is rs per a time slot and peer out-degree is M is

min{L} = M. (7)

Proof. Since each node has M out-degree, the total upload capacity of all over-
lay networks is N ·M ·rs. In addition, the required bandwidth to play a stream
in all peers is N ·rs. Therefore, the minimum number of overlay networks is
N ·M ·rs/N ·rs=M .

Let us investigate how to construct multi tree-based P2P streaming system to
maximize upload capacity utilization and what the upload capacity utilization
of this system is. For consistency of analysis, we consider the case when L = 3,
M=3, and N=16 to describe the overlay networks for the multi tree-based P2P
streaming system with the maximum upload capacity utilization. At first, based
on the chunk distribution example shown in Fig. 2, we construct the first overlay
networks as shown in Fig. 3(a). Then, we construct two overlay networks based
on the first overlay network by placing the leaf peers in the first overlay network
onto interior peers in the other overlay networks, in order to maximize upload
capacity utilization as shown in Fig. 3(b) and 3(c).

In Fig. 3(a), there are eight leaf peers and eight interior peers. The numbers
in parentheses indicate the time slot within which the parent peer forwards the
received chunk in the previous time slot to the specific peer. In the first overlay
network, peer 1 forwards the chunk to peer 2, peer 3 and peer 5 within the time
slot 2, 3, and 4 respectively. It also receives new chunk from server within the

(a) the first overlay net-
work.

(b) the second overlay
network.

(c) the third overlay net-
work.

Fig. 3. the example of the overlay network construction



A Study on Upload Capacity Utilization 517

time slot 4. Within the time slot 5 and 6, seven leaf peers(peer 9, 10, 11, 12,
13, 14, and 15) receive the chunk and one leaf peer(peer 16) receives the chunk
respectively. Therefore, on the other overlay networks, the seven leaf peers of
the first overlay network can not receive a chunk within time slot 5, generally
time slot 3k+2 (k=0,1,2,...), the one leaf peers can not receive a chunk within
time slot 6, generally time slot 3k (k=1,2,...). In the second overlay network,
only one leaf peer of the first overlay network may receive a chunk within time
slot 3k+2 (k=0,1,2,...) and three leaf peers of the first overlay network should
be in time slot 3k (k=1,2,..) and 3k+1(k=0,1,2,..). In the third overlay network,
each of the two leaf peers of the first overlay network may be placed in time
slot 3k(k=1,2,,...) and 3k+1(k=0,1,2,..) respectively. Consequently, the upload
capacity utilization is 14/16 (0.875). For M=4, N=16, the upload capacity uti-
lization is 15/16(0.9375) and the upload capacity utilization is also 15/16(0.9375)
for M=5, N=16. From this analysis, we can conclude the upload capacity uti-
lization in P2P streaming system with ui = us = rs per time slot is less than 1.
The initial playback delays experienced in peers are as follows:

peer # 3 4 5 6 7 8 9 10 11 12 13 14 15 16
playback delay 5 5 4 5 5 6 5 5 5 5 5 5 6 6

Algorithm 1. Overlay tree Construction Algorithm
Input: M, N , Output: L overlay trees

1: Compute the minimum delay bound DM

2: L ← M
3: for i = 1 to L do � Construct L overlay trees repeatedly
4: if i is 1 then � for the first overlay tree
5: for k = 1 to N do
6: add peer k to a tree i.
7: end for
8: else � for other overlay trees
9: for k = N to 1 do do � Select a peer among leaf nodes

10: check whether selected peer conflicts with other peer in the time slot.
11: if conflicted then
12: find a peer on the tree i to replace.
13: if not found then
14: find a peer on the previous constructed trees to replace.
15: end if
16: else
17: add peer k to a tree i
18: end if
19: end for
20: end if
21: end for
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From the above table, the average initial playback delay is 5.0625 time slot.
The deviation of the initial playback delay is 0.574 time slot and is lower than 1
time slot. The initial playback delay in multi tree-based P2P streaming system
is nearby the streaming delay 6 time slot, since the peer, which is an interior
peer in an overlay network, may be a leaf peer in other overlay networks.

The construction algorithm of overlay networks with a maximum upload ca-
pacity utilization is shown as followings. In the first step, construct the first
overlay network. In the second step, create a set of peers, which are leaf peers
in the first overlay network. In the third step, place the peers in the set cre-
ated in the second step in the internal peers of other overlay networks without
overlapping the time slot assigned in the previous overlay networks.

In order to construct overlay networks when the upload capacity of peers is
different from each other, we will extend the previous result. In this analysis, we
assume ui ≥ rs and ui = k·rs, k = 1, 2, ... In this case, we can construct overlay
networks of a multi tree-based P2P streaming system with several sub overlay
networks consisting of one root peer, which has the upload capacity larger than
rs and several peers which have the upload capacity of rs.

4 Conclusion

Our works are motivated by maximizing peer upload capacity utilization and
minimizing streaming delay and initial playback delay in multi tree-based P2P
steaming systems under peer out-degree bound. We investigate the peer upload
capacity utilization in multi tree-based P2P streaming systems under peer out-
degree bound and the effect of peer out-degree bound on maximum peer upload
capacity utilization. In our analysis, we defined pure leaf and peer upload ca-
pacity utilization function. In addition, we described the algorithm to construct
the pair of overlay networks which gives maximum upload capacity utilization.
Particularly, we expanded the multi tree-based P2P streaming construction al-
gorithm to construct the overlay networks in the multi tree-based P2P streaming
system with heterogeneous upload capacities.

Acknowledgement. This research was supported by Basic Science Research
Program through the National Research Found(NRF) funded by bye the Min-
istry of Education, Science and Technology(NRF-2010-0025069).

References

1. Coolstremaing, http://www.coolstreaming.com
2. PPLive, http://www.pplive.com/
3. PPStream, http://www.ppstream.com/
4. Anysee, http://www.anysee.com/
5. Hei, X., Liu, Y., Ross, K.: Inferring Network-Wide Quality in P2P Live Streaming

Systems. IEEE JSAC (December 2007)

http://www.coolstreaming.com
http://www.pplive.com/
http://www.ppstream.com/
http://www.anysee.com/


A Study on Upload Capacity Utilization 519

6. Jannotti, J., et al.: Overcast: Reliable multicast with an overlay network. In: Proc.
of Operation Systems Design and Implementation (2000)

7. Castro, M., et al.: SplitStream: High bandwidth multicast in cooperative environ-
ments. In: Proc. of ACM SOSP (2003)

8. Padmanabhan, V.N., Wang, H.J., Chou, P.A.: Resilient Peer-to-Peer Streaming.
In: Proc. of IEEE International Conference on Network Protocols, ICNP (2003)

9. Zhang, X., et al.: DONet/CoolStreaming: A data-driven overlay network for live
media streaming. In: Proceeding of IEEE INFOCOM (2005)

10. Magharei, N., Rejaie, R.: PRIME: Peer-to-Peer Receiver-deriven mesh-based
streaming. In: Proc. of IEEE INFOCOM (2007)

11. Tang, Y., Luo, J.-G., Zhang, Q., Zhang, M., Yang, S.-Q.: Deploying P2P Net-
works for Large-Scale Live Video-Streaming Service. IEEE Communication Mag-
azine (June 2007)

12. Liu, S., et al.: P2P Streaming Capacity under Node Degree Bound. In: Proc. of
IEEE INFOCOM (2010)

13. Liu, Y.: On the Minimum Delay Peer-to-Peer Video Streaming: How Realtime Can
It Be? In: Proc. of ACM Multimedia (2007)

14. Feng, C., Li, B., Li, B.: Understanding the Performance Gap between Pull-based
Mesh Streaming Protocols and Fundamental Limits. In: Proc. of IEEE INFOCOM
(2009)

15. Bianchi, G., et al.: Fundamental delay bounds in peer-to-peer chunk-based real-
time streaming systems. CoRR, vol. abs/090 (2009)

16. Huang, F., et al.: An Approximation algorithm for minimum-delay peer-to-peer
streaming. In: Proc. of Peer-to-Peer Computing (2009)

17. Jiang, J.W., Zhang, S., Chen, M., Chiang, M.: Minimizing Streaming Delay in
Homogenous Peer-to-Peer Networks. In: IEEE International Symposium on Infor-
mation Theory (2010)

18. Liu, S., et al.: Performance Bounds for Peer-Assisted Live Streaming. In: Proc. of
ACM SIGMETRICS (2008)

19. Kumar, R., Liu, Y., Ross, K.W.: Stochastic Fluid Theory for P2P Steaming Sys-
tems. In: Proc. of IEEE INFOCOM (2007)

20. Bonald, T., Massoulie, L., Mathiue, F., Perino, D., Twigg, A.: Epidemic Live
Streaming: Optimal Performance Trade-Offs. In: Proc. of ACM SIGMETRICS
(2008)



S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 520–528, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Content Localization for Non-overlay Content-Aware 
Networks 

Piotr Pecka, Mateusz Nowak, and Sławomir Nowak 

Institute of Theoretical and Applied Informatics 
ul Bałtycka 5, 44-100 Gliwice, Poland 

{piotr,mateusz,emanuel}@iitis.pl 

Abstract. Content addressing and localization are the basic issues in design of 
content-aware networks (CAN). The paper summarizes assumptions for 
content-aware networks and presents content localization algorithm for 
PI-CAN, developed within FIE (Future Internet Engineering) project. The 
algorithm allows to find location of desired content in distributed content 
database in time O(1). 

Keywords: content-centric networks, content aware networks, content 
localization.  

1   Introduction 

The TCP/IP principles were created in early ‘70s. Its communication model is 
connection and data exchange between exactly two particular devices. At the 
beginning the network was used for data exchange among small number of devices, 
mainly in “professional” field – military, supercomputing, databases etc. The basis of 
its operation was a connection between two particular devices, like terminal and 
mainframe computer or two mail exchangers. This resulted in placing into IP packets, 
exactly two addresses – an address of sender and an address of receiver of the packet. 
Still almost all Internet traffic consists of conversations between two particular hosts. 

In the meantime Internet has changed fundamentally. It became affordable for 
individuals, and network-connected devices are ubiquitous nowadays. One of main 
fields of Internet usage is entertainment, requiring access to huge amount of 
multimedia data. Users need not to know where the data are, they only want to know 
what content is available for them. 

The huge increase of media content available in the Internet led to the concept of 
CCN (Content-Centric Networks), known also as CAN (Content-Addressable 
Networks or Content-Aware Networks)[7,12]. The networks are based on new 
paradigm of “content-centric networks”, being opposite to current “host-centric 
networks” based on TCP/IP . Using a network, which is content-centric, the user 
requests particular content (identified in unambiguous way) without taking care of its 
location. It’s the network layer which ensures localization and delivery of the content 
to the user. This approach is entirely different from today’s TCP/IP based networking, 
where the user is obliged for identification the piece of content with address of server 
and its file name and path, e.g. in the form of URL. In case the content is moved from 
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host to host, new location becomes unknown to the user. Meanwhile CAN, having 
knowledge about content that can be delivered, is able to locate desired content for the 
user. Moreover, in case more copies of the content object exist, CAN is able to deliver 
the content from the server assuring required transmission parameters, resulting best 
multimedia quality for the user. Thus, the user can see CAN as “black-box”, being 
expected to simply deliver desired content. User does not point at host storing data to 
deliver any more. In the CAN networks an identifier plays the role of address. To 
unambiguously point at the content only the content identifier is needed. 

The paper is devoted to the problems of identification and localization of the 
content in CAN. Although the problem of content delivery is mentioned, we do not 
focus on it here. We describe the architecture and basics of operation of CAN in 
Section 2, considering especially PI-CAN solution in FIE project1. Sections 3 and 4 
are devoted to problems of content localization and naming scheme. Our proposal of 
localization algorithms as well as its evaluation is presented in section 5. 

2   Basic Functional and Architecture Issues of CAN Networks 

Content-centric approach exists already in popular peer-to-peer (p2p) networks. 
However, the networks have overlay architecture – they are built on top of current 
TCP/IP protocol stack. Therefore, it is hard or impossible for them to take advantages 
of lower layers architecture. E.g. neighborhood in some p2p networks is defined in 
completely different way than in IP ([10,13]). Another issue typical for p2p networks 
is short life-time of a network node. As network client works in application layer, it is 
typically run at user’s workstation. Usually the workstation is switched off after a few 
hours of work, so the configuration of the network changes relatively rapid, 
comparing to Internet infrastructure, where routers or servers (e.g. WWW or FTP) 
have the uptime of tens or hundreds of days. 

Content-centric networks can be designed with different presumptions. Jacobson’s 
approach [7] is evolutionary and use existing TCP/IP stack. Such a design expands 
current overlay networks solutions. On the other side, NetInf project [3] shows 
revolutionary approach, proposing full new stack of protocols. 

In CAN design a few types of nodes can be distinguished. According Subbiah and 
Uzmi [12] the roles of CAN nodes  are: Content Provider, that owns and shares the 
content, Content Consumer, who requests the content and receives it, Content Service 
Provider, who provides search and location services and Content Broker that deliver 
the data. 

This work is related to the FIE project, focused on virtual Parallel Internets (PI) – 
concept which joins different protocols using virtual network links, in single physical 
connection [1]. One of the PI, being designed in the project, is PI-CAN. For PI-CAN 
revolutionary approach is taken, and complete stack of CAN protocols is being 
implemented. The network shall provide CCN functionality with basic QoS 
guarantees, and will be built from scratch, as all layers above PHY will be designed 
[2]. The node names used in the project are: Content Consumer, Content Server 
(which stores the data), Content Mediator (provides search and location functions) 
and Content Forwarder, which is CAN router. The content can be replicated in more 

                                                           
1 Future Internet Engineering (Polish Inzynieria Internetu Przyszłości) project – 

http://www.iip.net.pl 
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than one Content Server. Content Consumer is connected to Content Mediator, which 
receives user’s requests for delivering the content, and is called below border Content 
Mediator (Content Mediators serving only for content resolution, with no users 
connected to them also exist in CAN). Thus Content Mediators are responsible for 
localisation all copies of the content and for choice of best one for delivery. The 
user’s request contains the content identifier (ContentId), which is unique and 
unambiguous. The content is also associated with additional information, referred as 
meta-data, which are related to its matter (such as full name, author, publisher, 
performers) and to technical characteristic (like length, size, codec used, bandwidth 
required etc.). These data are stored by Content Mediators in Content Records, 
containing also content locations.  

3   Solutions of Content Localization Problem 

As the user, requesting the content, provides only its identifier, the CAN is 
responsible for localization of the content, and then for delivering it to the user.  

The solutions of localization problem, used in contemporary networks, divide into 
two parts. First group extends the idea of the DNS system (which itself serves for host 
localization). Second group of localization algorithms falls in the group called 
Distributed Hash Tables (DHT). Some of DHT algorithms are used in application-
level (overlay) networks, like BitTorrent [6] or Skype [4].  

Localization algorithms differ in characteristics. Content identifier format depends 
on localization method, as well as network nodes requirements. Localization 
efficiency and quality is measured by so called request hops, as every request is 
directed to nearest Service Node, which passes it (hops) to next nodes.  

3.1   Hierarchical Localization Systems 

Most natural way of content localization seems to be extension of DNS idea, which 
serves for host localization in the Internet. Such an approach is shown in [7], where 
content identifiers are DNS based. Similar idea stands behind Handle System [15]. 
Hierarchical systems features: 

• long, human-friendly names, 
• hierarchical lookup algorithm, 
• high requirements for top-level serves, 
• number of requests hops depends on depth of hierarchy. 

3.2   DHT Algorithms 

Alternative for hierarchical localization systems are DHT solutions. They are being 
used in p2p systems as well as in experimental CCN or CAN networks. A number of 
CAN-type projects based on DHT exists. ROFL [5] uses localization method based on 
classical Chord DHT algorithm [13]. SEATTLE [8] provides a directory service using 
flat addressing with a one-hop DHT. Another projects using DHT for content 
localization are i3 [14] and 4WARD NetInf [3].  
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DHT methods: 

• require unstructured identifier, so no human-friendly names are possible, 
• typically, constant-length identifiers are used, 
• all hosts in the network are equivalent, as no hierarchy exists, 
• number of request hops depends on size of the network, as (in popular DHT 

methods) it does not exceed O(log n), where n – number of nodes in the 
network, and in some cases can be even O(1). 

4   Identification Scheme and Resolution Algorithms 

The choice of localization method is strictly connected with chosen identification 
scheme. The ContentId must fulfill following requirements: 

• must be unique within the network, 
• must be long enough to allow addressing of all content in the network, 
• should be as short as possible to minimize the overhead, 
• must support the content localization algorithms used in the network. 

The open issues which have to be answered during the CAN architecture design are, 
whether the identifier: 

• has any internal structure or is completely flat (and what the internal structure 
shall be), 

• has constant or variable length, 
• is human-readable or is not, 
• is assigned locally or globally, and how it influences on the identifier structure 

(e.g. prefix of an entity granting the identifier). 

The choices of localization algorithm and identification scheme depend of each other. 
The extended DNS solution require structured (hierarchical) names, while DHT-
family algorithms will work with unstructured identifiers.   

5   Proposed Solution for Content Localization 

As the authors show in [11], DHT algorithm along with unstructured, 128-bit 
identifiers looks like optimal trade off  for PI-CAN network. We assumed following 
objectives for PI-CAN’s algorithm of content resolution: 

• Decentralization – the nodes collectively form the system without any  
central coordination. 

• Scalability – the system should function efficiently even with thousands 
or millions of nodes. 

• Fault tolerance - the system should be reliable even with nodes 
continuously joining the network, leaving, and failing. 

• Performance – number of hops and number of control or data messages 
between them  should be minimal 
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On the other side we assumed the Content Mediators to be elements of network 
infrastructure, what results in having lifetime in the order of weeks or months rather 
than hours (like routers in IP networks, and unlike workstations being nodes in p2p 
networks). This requirement allows us to expect that every change in Content 
Mediator’s presence in the network will be possible to propagate over all nodes in 
PI-CAN, as changes will be seldom, and traffic overhead related to these updates will 
not cramp the transport of content 

5.1   COLOCAN Algorithm 

We propose here the method for content resolution (localization) for PI-Content 
Aware Network – COLOCAN (COntent LOcalisation for CAN). The algorithm is 
based on the Distributed Hash Tables general idea, however it is not based on any 
existing solutions like Chord or Kademlia. The network of Content Mediators acts 
like distributed database of information about content, its descriptions and locations. 
ContentId is the search key in distributed content database, and Content Record 
(containing i.e. addresses of servers storing copies of desired content) is search result. 
As network user directs his request to border Content Mediator, and Content Records 
are also stored on Content Mediators, the whole algorithm is performed by Content 
Mediators. CM acronym is used for Content Mediator below.  

Every piece of content, which should be available in PI-CAN, requires registration. 
By registration we mean putting Content Record into proper CM, and ipso facto into 
distributed localization database (this approach is similar as in DONA[9] and some 
other projects, and different than e.g. in Jacobson’s CCN, where no registration was 
required).  As mentioned above, 128-bit unstructured key is used as ContentId for 
determining the CMs where the piece of content should be registered and – later on – 
where the Content Record is being retrieved from. The algorithm is redundant, 
securing basic level of fail-safety, as described in section 5.2. Main idea of 
localization algorithm is described in section 5.3. Behavior of the system in case of 
changes in CMs network, particularly when adding, removal or failure of CM is 
described in section 5.4 

5.2   Redundancy 

For the fail-safety reasons we decided to register every piece of content on K different 
CMs. This assures that in case of failure of some CMs a copy of particular Content 
Record will still be available. We use 128-bit random number generator to obtain K 
content-keys associated with piece of content having given id, which is used as 
generator seed. The same content-key generation procedure is used while registering 
content and while localizing it, so the same keys are generated in both cases. For the 
purposes of experimental implementation K=3 was assumed. 

5.3   Localization 

The basic data structure for the COLOCAN algorithm is binary tree, stored in every 
CM’s memory, called CM-tree. The tree stores network addresses of CMs, and CM’s 
Id (CMID) is determined by its position within the tree (see fig. 1). After receiving the 
request related to given ContentId (resolution or registration) border CM has to find 
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out, which CM stores the Content Record bound to this id, or which CM should store 
it (in case of registration). Using the procedure described in section 5.2, CM generates 
K content-keys, which are subsequently used as search keys in the CM-tree. k lowest 
bits from content-key are taken for lookup the tree, and k is equal to maximum depth 
of the tree (if the tree was balanced, k = ceiling(log N), where N – number of 
Content Mediators; balancing of the tree in not required for proper operation of 
COLOCAN, but CMs having shorter CMID have to store more Content Records and 
answer to more queries). 

If address of CM bound to given key is found, request to deliver Content Record is 
sent to it. For higher reliability all K searches are performed at once and all delivery 
requests are send simultaneously. 

In case the network configuration is well reflected at the node, and address 
information about given Content Mediator are up-to-date, the search finishes after 
receiving the Content Record from queried CM. In case of problems with connection 
with given CM we can still count on other K-1 CMs to respond. 

 

5.4   Changes in Network Configuration 

Changes in Content Mediators topology in the network can come out from following 
reasons: 

• adding new Content Mediator to CAN, 
• controlled removal of Content Mediator from CAN, 
• permanent failure of Content Mediator. 

In all cases network configuration stored in remaining Content Mediators has to be 
updated, but in the meantime between change in the network and information 
propagation we expect resolution mechanism to work appropriate. Let’s consider all 
cases mentioned above. 

Fig. 1. COLOCAN binary tree of Content Mediators 
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Addition 
In case of addition of new CM to the network, nearest operational CM must be found. 
Proper node in the CM-tree “splits” into two new leafs, adding one level to the tree, as 
shown at fig. 2. CMID of old node is extended by adding “0” at its end, new node 
receives the same CID, differing only with the last digit. The change in CM-tree is 
then propagated over the network, and simultaneously Content Records, having 
ContendId matching CMID of the new node are transferred from the old node to the 
new one.  

In the period when the address and CMID of new CM is not propagated, queries 
are directed to “old” CM – it must respond to them properly. Before all the content 
records belonging to “new” CM are migrated, no record is removed from “old” CM 
and the queries can be responded as if no change took place. After the migration is 
done, “old” CM removes all the migrated record from its storage and if it receives the 
bad-directed query, it responds with actualization packet, sending up-to-date 
information about new CM, its CMID and network address.  

Controlled removal 
In case the CM is switched off, having the time and possibility of migration of stored 
data, the process is the reversal of process of CM addition. Content Records must be 
transferred to neighboring (from the CM-tree perspective) CM, and its CMID must be 
shortened. 

As the CM does not exist in the network any longer, CM trying to obtain Content 
Record from it will receive no answer. As neighboring CM, having formerly CMID 
differing only with the last digit is still alive, the request should be directed to it. 

Permanent failure 
As permanent failure we consider the situation the node is switched off unexpectedly 
and remains in this state longer than presumed time (e.g. 24 hours). Such a situation 
must be discovered and Content Records, which became unavailable must be 
recreated on Content Mediator which is proper for them in current configuration. In 
general it requires re-registration of the content by Content Publisher. Unfortunately, 
no way of notifying Content Publishers of the failure is provided. Temporary the 
content will still be available thanks to redundancy mechanism described above, but 
after longer period of time all K CMs storing given Content Record may fail. At the 
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current stage of development it is publisher’s interest to periodically check, whether 
the Content Records are still available, and re-register them when needed. We 
consider also implementation of K-warnings mechanism. The warning is sent to the 
publisher by border Content Mediator, which requests given piece of content and 
receives less than K answers in assumed time. Publisher would re-register the content 
after a few warnings, without having to do periodic check. 

6   Summary 

The PI-CAN network is part of Future Internet Engineering project: 
http://www.iip.net.pl/en. The project covers the development and testing 
of infrastructure and services for the future generation of internet networks. The aim 
of this project is to develop and to test a new architecture as the replacement of 
current TCP/IP (especially IPv4). The project is implemented by a consortium 
composed of leading technical institutes in Poland and is sponsored by EU funds. 

The algorithm presented in the paper is provided for the networks consisted of 
Content Mediator nodes having long live-time, used for resolution of the content. 
However, description of its operations is shortened, especially for the situations of 
controlled removal and failure of the node. The method is simple, but first evaluations 
show its effectiveness. In most cases it is able to find desired Content Record in one 
step (the request makes one hop – from border Content Mediator to Content Mediator 
storing the Content Record). Only in transitory state, when changes in the network 
structure are not yet mirrored in the border Content Mediator’s memory, two hops 
will be needed. Thus the complexity of the algorithm is O(1) and number of hops is 
independent of size of the network. Admittedly its resistance to failures and changes 
in high scale (thousands of CMs) requires further research, mainly simulative, current 
solution looks very prospective. 

Acknowledgements. The work presented in present paper is supported by Future 
Internet Engineering  (Polish: Inżynieria Internetu Przyszłości) project, EU Funds  
2007-2013, contract no. POIG.01.01.02-00-045/09-00. 

References 

[1] Future Internet Architecture – state of the art and requirements – first version, Future 
Internet Engineering (IIP) report, EU Funds 2007-2013, contract no. POIG.01.01.02-00-
045/09-00, http://www.iip.net.pl/ 

[2] Specification of Parallel Internet 3: Content Aware Network, Future Internet Engineering 
(IIP) report, EU Funds 2007-2013, contract no. POIG.01.01.02-00-045/09-00,  

 http://www.iip.net.pl/ 
[3] D-6.2. Second NetInf architecture description. EU 7th Framework Programme, The 

Network of the Future Project 216041 4WARD - Architecture and Design for the Future 
Internet  

[4] Baset, S.A., Schulzrinne, H.G.: An Analysis of the Skype Peer-to-Peer Internet Telephony 
Protocol. In: Proc. of INFOCOMM 2006 (2006) 



528 P. Pecka, M. Nowak, and S. Nowak 

[5] Caesar, M., Condie, T., Kannan, J., Lakshminarayanan, K., Stoica, I., Shenker, S.: ROFL: 
Routing on Flat Labels. In: SIGCOMM (2006) 

[6] Cohen, B.: The BitTorrent Protocol Specification,  
 http://bittorrent.org/beps/bep_0003.html 

[7] Jacobson, V., Smetters, D.K., Thornton, J.D., Plass, M.F., Briggs, N.H., Braynard, R.L.: 
Networking named content. In: Proceedings of the 5th International Conference on 
Emerging Networking Experiments and Technologies, CoNEXT 2009 (2009) 

[8] Kim, C., Caeser, M., Rexford, J.: Floodless in SEATTLE: A Scalable Ethernet 
Architecture for Large Enterprises. In: SIGCOMM (2008) 

[9] Koponen, T., Chawla, M., Chun, B.-G., Ermolinskiy, A., Kim, K.H., Shenker, S., Stoica, 
I.: A Data-Oriented (and Beyond) Network Architecture. In: SIGCOMM (2007) 

[10] Maymounkov, P., Mazieres, D.: Kademlia: A peer-to-peer information system based on 
the XOR metric. In: Druschel, P., Kaashoek, M.F., Rowstron, A. (eds.) IPTPS 2002. 
LNCS, vol. 2429, pp. 53–65. Springer, Heidelberg (2002) 

[11] Nowak, M., Nowak, S., Pecka, P., Grochla, K.: Content identification in PI-CAN network 
(accepted for print in Springer. CCIS, vol. 160) 

[12] Subbiah, B., Uzmi, Z.A.: Content aware networking in the internet: issues and challenges. 
In: IEEE Int. Conf. on Communications, ICC 2001, vol. 4, pp. 1310–1315. IEEE, Los 
Alamitos (2001) 

[13] Stoica, I., Morris, R., Karger, D., Kaashoek, F., Balakrishnan, H.: Chord: A Scalable Peer-
To-Peer Lookup Service for Internet Applications. In: SIGCOMM (2001) 

[14] Stoica, I., Adkins, D., Zhuang, S., Shenker, S., Surana, S.: Internet Indirection 
Infrastructure. In: SIGCOMM (2002) 

[15] Sun, S., Lannom, L., Boesch, B.: Handle System Overview. RFC 3650, IETF (November 
2003), http://www.ietf.org/rfc/rfc3650.txt 



On Modelling of Fair Throughput Allocation in

Overlay Multicast Networks

Michal Kucharzak and Krzysztof Walkowiak

Department of Systems and Computer Networks
Wroclaw University of Technology, Poland

{michal.kucharzak,krzysztof.walkowiak}@pwr.wroc.pl

Abstract. Overlay-based multicast has been proposed as an efficient
solution to ensure multicast communication in the Internet. This paper
focuses on modelling of various aspects of fairness in overlay multicast
networks aimed at throughput maximization. Two distinct linear pro-
grams are proposed. The first formulation employs conceptual flows and
provides optimal data rate allocation, whereas the second, relaxed ver-
sion is derived from fractional Steiner trees. In addition, performance of
two optimization tools (CPLEX and GUROBI) is compared in relation
of time and result quality meanings. The paper reports that the frac-
tional trees-based formulation provides better time efficiency while its
solutions’ quality might reach maximum obtainable data rates.

Keywords: Overlay multicast, simulated annealing, tree packing.

1 Introduction

Over the years, a lot of research and testing efforts have been devoted to sup-
port multicast communication. Initially, network-aware protocols implemented
in the IP layer has been developed [5]. However, IP multicast is afflicted with
many technical problems derived form scalability, addressing or congestion con-
trol and it is still far from being widely deployed. The main reasons for that in-
clude different system configurations depending on ISP and the lack of business
model supporting inter ISPs IP-based multicast. To tackle some of the prob-
lems, overlay-based multicast has been proposed. It comprises systems which re-
alize multicast routing by forming virtual topologies on the top of network and
transportation layers. This virtual-oriented concept expands end-system mul-
ticast [4,15] and provides potential scalability and ease of deployment of new,
network-layer-independent protocols at relatively low costs. Contrariwise to IP
multicast, in overlay multicast data packets are replicated and forwarded by
participating nodes instead of IP routers and logical multicast flows are real-
ized as multiple unicast flows at the level of the network layer. Many various
concepts towards implementation of overlay multicast have been already pro-
posed [1,2,10,11,16,21,24]. Since the overlay multicast utilizes the same network
link multiple times, it is less efficient than IP multicast in terms of network
redundancy.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 529–540, 2011.
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Most of previous works on optimization of overlay multicast focus mainly on
satisfying minimum flow costs or delays for guaranteeing streaming on given
data rate (e.g. [9,17,19]). On the other hand, the objective of content distri-
bution might also consider maximization of system’s throughput. For example,
in [20] the authors employ conceptual flows and formulate linear program with
node capacity constraints for maximizing data rate allocation. In our paper,
we develop an optimization model and apply constraints for fair distribution
of data rates. Fairness is a general term, derived from ethical and justice the-
ory, which was discussed in many works in various aspects [13,14,23], it is also
widely adapted in communication network problems (see [3,12,22]). Moreover,
we present a slightly different idea of throughput maximization that is based on
predefined tree candidates selection.

The paper focuses on comparison of both linear approaches in the meaning
of time efficiency and result quality. In order to obtain optimal results, CPLEX
[7] and GUROBI [6] optimizers are used and their performance is also discussed.
The main contribution of the paper includes new formulations of fairness applied
to overlay multicast systems and quality-like comparison of two linear models,
which express the throughput maximization problem.

2 Data Rate Allocation Problem with Fairness
Constraints

We consider an overlay system and the problem of information multicasting,
when every user participating in the system obtains the same amount of data
from a single source. A general problem of data rate allocation in overlay mul-
ticast network is to realize as high throughput as possible.

The first linear formulation is derived from the optimal data rate allocation
problem presented in [20]. It employs conceptual flows in order to realize consis-
tent multicast streams. With regard to modelling an optimal data rate allocation
in overlay multicast system, two basic sets of variables are introduced: x repre-
senting data rates assigned to each overlay arc, and f for defining conceptual
flows in the system. Let r to be data rate realized by the overlay system, thus the
goal of the problem is to maximize r. Additionally, Ψ models fairness coefficient
so that every participant of the system behaves fair in relation to all users.

Data Rate Allocation in Overlay Multicast System (DRA)

indices
i, j, k = 1, 2, ..., V end hosts (peers, overlay system nodes)

constants
s source, root node (s ∈ {1, 2, ..., V })
ui upload capacity limit of node i
dj download capacity limit of node j
Ψ fairness coefficient
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variables
r data rate in the system (throughput)
xij flow on overlay arc (i, j), auxiliary variable
fijk flow on overlay multicast link from i to j realizing throughput

from the source to k (auxiliary variable)

objective

max F1 = r (1)

constraints∑
j

xij ≤ ui i = 1, 2, ..., V (2)

∑
i

xij ≤ dj j = 1, 2, ..., V, j �= s (3)

fijk ≤ xij i, j, k = 1, 2, ..., V, j �= i, j �= s, k �= s (4)

∑
j �=s

fsjk =r k = 1, 2, ..., V, k �= s (5a)

−
∑
j �=k

fjkk = − r k = 1, 2, ..., V, k �= s (5b)

∑
j �=s,i

fijk −
∑

j �=i,k

fjik =0 i, k = 1, 2, ..., V, k �= s, k �= i, i �= s (5c)

Ψr ≤
∑
j �=i,s

xij i = 1, 2, ..., V, i �= s (6)

The objective (1) maximizes data rate r in the overlay system comprising
V nodes with a single source s of the content. Equations (2) and (3) represent
upload and download limits for each node, respectively. Both sets of constraints
(2) and (3) refer to node capacity constraints, and every node i can neither
contribute to the system exceeding its upload capacity ui nor download more
than its download limit di. Since we consider the system where source node s
only uploads the content, the download limit capacity of the node s is not taken
into consideration in the allocation problem. Constraints (4) connect variables f
and x. In case that an arc (i, j) realizes flow from the source to node k, the flow
fijk cannot be greater than total throughput carried on that arc (xij). A set of
equations (5) is refereed to as conceptual flow and describes flow balance at every
node in the system. Constraints (5a) define that outflows from the source s to
each participating node k are equal to r, which represents throughput obtained
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in the system. On the other hand, every node k is supposed to have inflows of
the value of r, thereby (5b) express that the sum of inflows to k from all nodes j
must equal to exactly r. Finally, the flow balance at each relaying node i different
than the source node s and sink k is required to be 0, i.e. the amount of inflows
to i must be equal to outflows from i if the flow is directed from s to k and
traverses i. The condition is defined by constraints (5c).

Note that, without loss of generality, we define the problem for the overlay
system in which all nodes might be connected to each other using a direct overlay
arc (complete directed graph), but for some systems the model can be specialized
in order to formulate constraints for predefined set of virtual (overlay) arcs A.
In order to model a graph which is partially connected, ∀(i, j) ∈ A should be
used instead of ∀i and ∀j.

According to [3] and [22] the overlay structured peer-to-peer system should
be fair in terms of the throughput served by the individual nodes. Consequently,
users should not be forced to upload much more than they have downloaded
or, on the other hand, node cannot be allowed to download more than it can
contribute by uploading. The generic goal is to ensure capability of sharing fairly
the available bandwidth and to utilize resources in more cooperative way. Fair-
ness can be viewed as a kind of an incentive for nodes to participate, especially
in situations where, e.g. ISPs charge based on uplink usage or uplink bandwidth
is scarce. To enforce fairness in the overlay multicast system, we propose several
various models which formulate different interpretations of fairness.

We start from a basic fairness interpretation described by fairness coefficient
Ψ . Similar fairness relation concept was introduced in our previous work dedi-
cated to flow optimization in file sharing overlay systems [18]. A set of equations
(6) models fair behaviour of every node i �= s, which downloads the content. It
ensures that users are enforced to contribute to the multicast system by devoting
their upload capacity not less than a Ψ -proportion of total system’s throughput
r. The important point to note about the above constraints is that to yield a
solution to be positive (non-zero),

∑
j �=i,s xij must be greater than 0 for all i.

And since condition (6) is satisfied with
∑

t xt > 0, it is guaranteed that there
are no free riders in the system.

Next, let us consider a overlay multicast system which permits a presence
of free riders an avoids a zero-throughput solution in case even a single misbe-
having user affects the system’s performance. It is impossible to realize nonzero
throughput in a fair system defined by (6) while at least one free rider is present
because selfish nodes cannot be forced to upload any content. This leads the
objective to be equal to zero. To avoid such a situation the fairness might be rel-
atively relaxed. Let Ψ∗ to denote allowable throughput that can be downloaded
by a node without any upload contribution to the multicast system.

Thus constraints (6) might be modified to

Ψr ≤
∑
j �=i,s

xij + Ψ∗ i = 1, 2, ..., V, i �= s (7)
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Both (6) and (7) consider fair bahaviour, which enforce nodes to contribute
in content uploading, but on the other hand, fairness might refer to a situation
when a node is ensured not to upload more than a given fairness coefficient Ψ
in relation to maximum obtained throughput:

Ψr ≥
∑
j �=i,s

xij i = 1, 2, ..., V, i �= s (8)

The set of constraints (8) helps active users in the system not to drain their
networks resources by misbehaving users or free riders.

The main advantage of the abovemetioned linear formulation is that the op-
timal result packs maximum multicast throughput to an overlay system defined
by a set of nodes with capacity constraints. However, it might also suffer from
some disadvantages which reduce its practicality and applicability in real over-
lay multicast protocols. First of all, let us consider given optimal rate allocation
in the overlay multicast system, the problem that has arisen is how to realize
routing, i.e. how to divide the content and assign it to overlay arcs. Second, in
order to implement additional constraints which can model levels of nodes in
the multicast routing, delay based constraints or some reliability and surviv-
ability conditions may require highly extended formulation with many sets of
additional variables and constraints. Last, complexity of the problem can lead
to that computational time required for performing optimization and obtaining
result reaches unacceptable values or even CPU’s memory errors might occurs.

To tackle the problems that are caused due to the complexity or generality
of the data rate allocation formulation presented in this subsection, we also
develop a fractional spanning tree problem which is aimed at overlay multicast
throughput maximization. This formulation provides a kind of tradeoff between
complexity and applicability of the maximization of throughputs.

3 Fractional Spanning Tree Packing Problem with
Fairness Constraints

We assume that multicast stream can be split into several separate substreams
which might be illustrated as separate spanning trees including all overlay nodes
and rooted in the same vertex. Such a concept provides advantages that load in
the network is balanced and users’ resources are utilized in more effective way.
Based on natural relaxation of the Steiner tree packing problem proposed in
[8] and known as fractional Steiner tree packing problem, we employ its special
case applying features of overlay networks in order to maximize throughput in
such systems. In contrary to Steiner tree packing and discussion covered in [8],
we address the problem of overlay multicasting comprising spanning trees and
access link capacities assigned to every overlay node instead of every link (edge)
in the topology.

The basic formulation includes a predefined set of trees t ∈ {1, 2, ..., T} and a
corresponding set of integer variables xt, which represent flow allocated to tree
t. The following version of a problem comprises trees represented by vector β
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which contains number of children of every node in each tree t. For example,
βt = [3, 0, 2, 0, 0, 0] refers to a tree, in which a node 1 is a parent of three nodes,
node 3 has two children and nodes 2, 4, 5 and 6 are leaves. The problem is to
find a maximal throughput assignment to predefined trees regarding available
capacities of participants’ access links. Every tree t represents a fractional multi-
cast stream. Note that β does not define a topology of every tree (actual arcs in
the tree cannot be resolved) but such a tree representation is sufficient in order
to formulate capacity and fairness constraints.

Fractional Spanning Tree Packing Problem

indices (additional)
t = 1, 2, ..., T predefined trees

constants
βti number of i’s children in tree t; 0 if i is a leaf

variable
xt throughput assigned to tree t (e.g. streaming rate in kbps, integer)

objective

maximize F =
∑

t

xt (9)

constraints∑
t

βtixt ≤ ui i = 1, 2, ..., V (10)

∑
t

xt ≤ min{mini�=s{di}, us} (11)

Ψ
∑

t

xt ≤
∑

t

βtixt i = 1, 2, ..., V, i �= s (12)

The objective function F (9) maximizes summarized throughput of all frac-
tional multicast trees in the overlay system. Constraints (10) formulate upload
limit based on available upload capacities ui of every node in the system. As
regards node i is a parent node in tree t, it uploads content of size xt exactly βti

times. Therefore, i’s total upload given by
∑

t βtixt cannot exceeds its upload
limit ui. By analogy to upload bound (10), a set of constraints (11) is introduced
in order to guarantee a download limits of nodes are not exceeded. Basically, the
download limit expresses that

∑
t xt cannot be greater than di, for every v.

However, taking into account the overlay system, where all overlay nodes are
connected to all trees, the actual throughput

∑
t xt is restricted not to exceed

the minimal download limit di among all overlay nodes (mini�=s{di}). Moreover,
a source’s upload limit affects the total throughput

∑
t xt must be lass or equal

than us, i.e. all the content originates from root node s and it cannot produce
more throughput than its upload limit us. Finally, a minimum value among
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mini�=s{di} or us limits overall throughput packed into the overlay system. In
such a way a number of constraints that correspond to the overall throughput
in the system is decreased to exactly one. The left-hand side of (12) denotes
total throughput downloaded by every node (except of root) in the overlay mul-
ticast system. Analogously, the right-hand side is the throughput uploaded by v.
Constant Ψ denotes the fairness of the system that must be accomplished and,
as far as we consider a system in which all nodes download the same content
of the same size, to provide a feasible solution Ψ should be less than 1. That
means, in case Ψ = 0.2 each node v is enforced to upload at least 20% volume
of throughput that it downloads.

By analogy to (7) and (8), the following sets of constraints represent a fair
system with allowable background throughput Ψ∗ and a fairness coefficient Ψ
which ensures contributors not to upload more than Ψ of the total obtained
throughput r, respectively.

Ψ
∑

t

xt ≤
∑

t

βtixt + Ψ∗ i = 1, 2, ..., V, i �= s (13)

Ψ
∑

t

xt ≥
∑

t

βtixt i = 1, 2, ..., V, i �= s (14)

With regard to obtain feasible and positive solutions, Ψ must be greater than 0.
In order to generalize the fairness constraints a specialized coefficients de-

pended on user i might be introduced, namely Ψi with Ψ∗
i and Ψ i for enforcing

upload participation, and ensuring not to upload ’more than’, respectively.
Note that in the formulation above all of the variables of the spanning tree

packing problem xt and variables r, x and f defined for data rate allocation
problem as well, may take both, continuous or integer values. While continuity
of variables is not directly applicable in a majority of real networks, this model
can serve as continuous relaxation for actual models, often used in algorithm
development and as approximations.

4 Optimal Results

The computational experiments were carried out on an Intel Core 2 Duo CPU
with 2.13 GHz clock and 4GB RAM, with x64 Windows 7 Professional. All al-
gorithms were implemented in C++ under MS VS2008. Optimization tools used
for optimization includes: IBM ILOG CPLEX Optimization Studio Academic
Research Edition 12.2 and Gurobi Optimizer 3.0 and their C++ interfaces.

To compare the optimization tools and both linear approaches as well, we
examine several instances of overlay multicast systems comprising nodes con-
nected to the network using ADSLs. Root node can upload 1536 kbps, whereas
upload limits of access links of other nodes are proportionally distributed among
values 512, 1024 and 1536 kbps. For the sake of simplicity, we assume download
capacities di = 4096 kbps are the same for all nodes in the system.

In the first experiments we focus on observing an impact of two concurrent
linear formulations without fairness constraints and the performance of different
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Table 1. Optimization results (problems without fairness constraints)

DRA
FST

T = 10000 T = 5000 T = 1000
Result Time [s] Gap Time [s] Gap Time [s] Gap Time [s]

Size V CPL GRB CPL GRB [%] CPL GRB [%] CPL GRB [%] CPL GRB

10 1194.67 1194.67 0 0 0.0 1 2 0.0 0 2 0.0 0 0
20 1077.89 1077.89 3 2 0.0 1 8 0.0 0 3 0.0 0 0
30 1059.31 1059.31 83 26 0.0 1 8 0.0 0 3 5.1 0 0
40 1063.38 1063.38 711 125 0.0 1 15 0.3 0 3 11.0 0 0
50 x 1044.90 3600 644 2.4 1 11 8.1 0 6 20.5 0 0
60 x 1041.36 3600 2646 8.6 2 23 13.8 1 6 21.9 0 0
70 x 1041.36 f 3600 3600 10.4 2 24 14.3 1 14 28.6 0 0
80 x 1038.40 f 3600 3600 13.7 2 26 15.8 1 5 28.8 0 0
90 x 1035.51 f 3600 3600 17.7 2 17 21.0 1 11 31.2 0 0
100 x 1039.52 f 3600 3600 18.8 2 18 23.5 2 8 31.3 0 0

solvers on the overall optimization performance. Table 1 compares optimiza-
tion time and results of DRA and FST approaches solved in CPLEX (CPL)
and GUROBI (GRB) for 10 scenarios of different sizes. For the unconstrained
version of the throughput maximization problem modelled by the DRA for-
mulation, the most effective solver is implemented in GUROBI’s tool. First, it
provides optimal results explicitly faster than the CPLEX solver (columns 4 and
5), second, GUROBI tool proves optimality of some scenarios with 50 and 60
nodes, whereas CPLEX is unable to find any feasible solution within one hour
optimization. Last, for bigger instances (70-100), the GUROBI solver ensures at
least feasible results (f) in one hour in contrary to its competitor which works
effectively only for scenarios with smaller number of nodes.

On the other hand, the relaxed version of the throughput maximization prob-
lem, which comprises a set of predefined trees is optimized faster in the CPLEX
solver, where trees are generated in a pure random way. Even for the scenarios
with T = 10000 unique fractional trees it takes just a few seconds in order to
obtain the optimum, while the optimizer of GUROBI computes even 26 seconds.
Moreover, based on problem dimension in the meaning of number of nodes in
the system V , generally affects computational time of algorithms provided by
GUROBI. The more nodes are present in the problem, the longer duration time
of the GUROBI optimizer should be expected.

Table 1 also reports the FST’s time-based advantage of getting optimal re-
sults for the overlay multicast system aimed at content delivering at maximized
throughput. The optimum for problems based on DRA formulation might be
obtained in relatively long time which leads the model to be impractical from
the network’s point of view, especially if we consider an online multicast system
which is supposed to route a traffic almost instantaneously. Since then, the FST
formulation which provides the optimum in seconds of optimization duration is
more applicable approach. However, as far as the FST is a relaxed version of the
DRA, its best results might be distant to the DRA’s optimums. Numerical ex-
periments show that, the instances with V = 20 nodes can be effectively solved
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using FST approach without any gap to the optimum obtained with DRA. Fur-
thermore, despite the gap of FST results related to the results of DRA increases
in the function of problem size, the tradeoff in using of FST might be provided if
computational time is taken into account. For instance, FST results with 2.14%
gap or 8.6% gap in relation to the DRA’s ones are compensated by about 720
or 1300 times shorter computational time for a network which consists of 50
and 60 users, respectively. The gap parameter refers to the results’ relation of
DRA/FST-100%.

Similar relation in optimization time meaning and the result qualities might be
shown for the problems with fairness constraints. Table 2 reports the optimiza-
tion results for the problem with fairness coefficient Ψ set to 60%. Considering
the DRA formulation, the computational time required by solvers is almost the
same as in case of unconstrained version of the problem. However, the additional
fairness constraints applied to the FST model leads to increased computational
time needed for obtaining optimal solution. It is rather noticeable for the solver
of GUROBI because CPLEX algorithms still provide a solution within seconds.
For Ψ = 0.6, where participating users are obligated to upload at least 60% value
of their downloaded throughput, the result qualities of FST are comparable to
solutions of DRA even for systems comprising V = 80 nodes and optimization
time difference between the formulations shows FST outperforms DRA in ex-
plicit way. DRA formulation is solved approximately in the same amount of time
in cases of unconstrained throughput maximization problem and both version of
fairness as well. Note that, CPLEX and GUROBI results for the problem with
Ψ coefficient (Tab. 3) which indicates maximum upload of total throughput r
(equations (8)) requires almost the same amount of computational time as in
cases of fairness defined by (6) and unconstrained version of the problem. The
FST relaxation for Ψ = 0.8 provides extreme results depending on the network
size V , i.e. for scenarios with less than 50 nodes, using even T = 1000 yields so-
lution with the same objective value as DRA formulation, if V = 60 it is desired
to have 10000 tree candidates to obtain non-zero throughput. In all other cases

Table 2. Optimization results (fairness coefficient Ψ = 0.6)

DRA
FST

T = 10000 T = 5000 T = 1000
Result Time [s] Gap Time [s] Gap Time [s] Gap Time [s]

Size V CPL GRB CPL GRB [%] CPL GRB [%] CPL GRB [%] CPL GRB

10 853.33 853.33 0 0 0.0 0 37 0.0 0 5 0.0 0 0
20 853.33 853.33 2 3 0.0 0 70 0.0 0 5 0.0 0 0
30 853.33 853.33 80 26 0.0 1 70 0.0 0 11 0.0 0 0
40 853.33 853.33 711 125 0.0 1 89 0.0 1 23 0.0 0 1
50 x 853.33 3600 701 0.0 3 71 0.0 1 26 2.6 0 1
60 x 853.33 3600 2649 0.0 3 75 0.0 1 15 4.7 1 2
70 x 853.33 f 3600 3600 0.0 4 84 0.0 2 21 12.8 1 2
80 x 853.33 f 3600 3600 0.0 4 126 0.0 2 74 13.4 1 2
90 x 853.33 f 3600 3600 0.2 5 252 4.3 2 83 16.5 1 2
100 x 853.33 f 3600 3600 1.1 5 93 6.8 2 99 16.8 1 2
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Table 3. Optimization results (fairness coefficient Ψ 80%)

DRA
FST

T = 10000 T = 5000 T = 1000
Result Time [s] Gap Time [s] Gap Time [s] Gap Time [s]

Size V CPL GRB CPL GRB [%] CPL GRB [%] CPL GRB [%] CPL GRB

10 731.43 731.43 0 0 0.0 0 37 0.0 0 9 0.0 0 0
20 404.21 404.21 3 3 0.0 1 81 0.0 0 10 0.0 0 0
30 264.83 264.83 78 29 0.0 1 70 0.0 1 10 0.0 0 1
40 196.92 196.92 711 270 0.0 2 88 0.0 1 20 0.0 0 1
50 x 156.73 3600 1209 0.0 4 71 100 1 24 100 0 1
60 x 130.17 3600 2649 100 5 75 100 2 16 100 1 2
70 x 111.30 f 3600 3600 100 6 85 100 2 23 100 1 2
80 x 97.21 f 3600 3600 100 6 128 100 3 73 100 1 2
90 x 86.29 f 3600 3600 100 8 254 100 3 85 100 1 2
100 x 77.57 f 3600 3600 100 10 97 100 4 98 100 1 2

Fig. 1. Results for 30 node scenario with fairness constraints: required upload ratio Ψ
(left) and restricted upload ratio in relation to overall maximized throughput Ψ (right)

the relaxation with fractional spanning trees (even with 10000 random trees)
cannot assign any positive data rate with regard to satisfy fairness given by Ψ ,
thus the relative gaps to optimum provided by DRA equal to 100%.

Next, Fig. 1 presents optimal results in the case when fairness is incorporated
into the system. An influence of fairness coefficients Ψ and Ψ on overlay mul-
ticast throughput is shown for the scenario with V = 30 nodes. The left-hand
side shows fairness which obliges every node to upload at least Ψ fraction of
it downloads, and right-hand side shows fairness where nodes are ensured not
to upload more than Ψ of maximum throughput in the system. For Ψ ≤ 0.45
results of the DRA model are not deteriorated in relation to results of uncon-
strained problem and degradation of the objective values starts from Ψ ≥ 0.5.
Considering the FST based model, an instance with T = 10000 provides equiv-
alent results to the DRA. But in case of that the smaller number of predefined
trees is available, the worse solution is obtained. An interesting result appears
starting from Ψ ≥ 0.65, for which values are equal for problems defined also by
DRA and FTS with different number of trees. Thereby, if the fairness Ψ exceeds
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a given value it is sufficient to use FST with limited number of predefined tree
candidates in order to obtain optimum as fast as possible. In turn, if Ψ version of
fairness is applied, by allowing nodes to upload relatively more throughput than
r (or

∑
t xt), leads to increased data rate in the whole overlay network. It can

be easily noticed that, if the FST based model is used, it might be difficult to
provide a non-zero feasible solution for small values of Ψ . Since then, the efficient
generating of spanning trees dedicated to throughput maximization might be a
new challenge for such kinds of problems.

5 Conclusion

This paper presents the problem of throughput maximization in overlay multi-
cast systems with fairness constraints. Two various interpretation of fairness are
discussed. The first, required upload ratio obliges users to participate in upload-
ing the content in relation to the value of its downloads. The second, restricted
upload ratio limits a possible node’s upload in order to avoid its resources are
drained by misbehaving nodes. To model the problem, two linear programs are
formulated. The more generic - data rate allocation formulation - employs con-
ceptual flows, and its relaxed version - fractional spanning tree packing - relies
on a set of predefined multicast tree candidates. Both of them are characterized
with various advantages and might find their application in different situations.
The FST-based program is solved explicitly faster than the DRA’s one, while
the result of DRA formulation might provide better throughputs allocation. By
applying fairness constraints, the time required for solving the problems remains
almost the same for DRA models and increases in case FST is used. However, the
gap between results of DRA and FST is reduced if fairness conditions constraints
the network, which leads the FST formulation to be much more applicable in
practical systems. The models not only allow us to analytically study the in-
terplay between features of fairness in overlay networks, but with the provided
results also offer us generic guidelines in designing or implementation of the
practical systems.
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Abstract. IPTV service, especially Video on Demand (VoD) service like fam-
ous sport games, popular movies will be a technology winner in the near future. 
Multicast transmission will be used in mobile IPTV over wireless access net-
work like WiMax. In this paper, we will look multi-channel multicast algorithm 
to allocate content packets into several channels over WiMax. Proposed algo-
rithm utilizes hybrid mechanism which combines multi-channel multicasting 
and unicast scheme to enhance not only service blocking probability but also 
reduce overall bandwidth consumption of the IPTV networks. In order to eva-
luate the performance, we compare proposed algorithm against traditional un-
icast and Multicast schemes. 

Keywords: IPTV, multicast, unicast, Video on-demand. 

1   Introduction 

The Video-on-demand (VoD) service over IP based network is increasingly provided 
with dedicated unicast stream.  In the VoD server’s point of view, this unicast trans-
mission is simple and makes no problem when there is enough capacity or the service 
request arrival rate is moderately low. However, in the real world, the video request 
popularity is highly skewed, so there are often concentrated requests for one particular 
content and burst requests in case of special events. Those cases are critical for the 
unicast transmission servers because the server’s capacity is limited from its initial 
design so it results in high service blocking probability. By transmitting highly re-
quested videos through multi-session multicasting and normal videos with unicast, we 
have achieved improvement on service blocking probability. 

2   Categories of Video Services 

The proposed Multi-channel Multicasting scheme was originally motivated from the 
Fast Broadcasting (FB) [1], which is implemented over cable TV environment as a 
Near-VoD service. Unlike TV broadcasting, IPTV stream cannot broadcast into all 
over the internet, therefore we modified to multi-channel concept for serving the high-
ly request contents to provide an efficient way to transmit diverse multimedia stream 
to multiple users.  
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Fig. 1. Network architecture for MBS over multi-BSs 

The decision of which contents are going to be transmitted by the multi-channel 
multicasting is decided by proposed adaptive resource allocation method that results 
in the lowest blocking probability. WiMAX supports both single-BS (Base station) 
mode and multi-BS MBS mode. The multi-BS mode uses Single Frequency Network 
(SFN) operation. The multi-BS MBS does not require the mobile station (MS) to be 
registered to any base station. MBS can be accessed when MSS is in the idle mode to 
allow low MSS power consumption [3]. The network architecture of video broadcast 
over multi-BS is shown in Fig. 1. The flexibility of Mobile WiMAX to support inte-
grated MBS and unicast services enables a broader range of applications. 

3   PTV VoD Service  Scenarios 

According to ITU-T IPTV service scenarios [2], VoD service is defined that “VoD is 
a video service which allows the end-users to select and watch video content at any 
point of time. The end-user has full control over choosing which program or clips to 
watch and when starting to watch.” A proposed service scenario for on-demand IPTV 
is shown in Figs.1 and Fig. 2: 

1) Video content with its metadata and Content Protection data that are produced 
and managed by the content provider are delivered to the service provider. 

2) The service provider prepares the content as per the agreement between the con-
tent provider and the service provider. 

3) As shown in Fig.2, when an end-user selects a VoD content, the request(s) is 
sent to the service provider and checks that the requested content already send-
ing by multicasting or not. If there already exist multicast stream for theV , then 
the server let the client know the video’s multicast group address and then the 
client can join the multicast stream. This procedure may include service negotia-
tion (e.g., QoS, price, packaging option, etc.). 
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4) On the other hand, if there is no multicast stream for the video, the service pro-
vider interacts with the network provider checks within some threshold—by 
newly updated arrival rate from IPTV VoD service control function—to decide 
this content is highly requested content or not. In this time, if it is not highly re-
quested contents, it delivered by unicast manner. However, if it is highly re-
quested contents, MBS controller starts multi-channel multicast algorithm for 
content then to possibly negotiate the conditions of forwarding the content to the 
end-user. This procedure may include the network resource reservation to guar-
antee the contracted service level. 

5) Upon completion of the above step 4, the service provider supplies the content 
access information (e.g., the multichannel multicast address that will be used to 
forward the content) and the end-user can then receive the video. 

 

Fig. 2. Proposed service procedures for mobile IPTV VoD 

4   The Proposed Algorithm 

The overall network architecture of mobile IPTV VoD service over multi-BS is 
shown in Fig.1, The WiMax standard defines two types of MBS: single-BS access 
and multi-BS access.  In general, multiple BS composes an MBS zone in mobile Wi-
MAX [4]. The BS can send multicast data synchronously through the same connec-
tion identifier (CID) and security association (SA) carrying MBS data in the same 
MBS zone. Note that when all BS are in the same MBS zone, they have the same 
Multicast CID (MCID) for the same MBS multimedia stream transmission. Therefore, 
the multi-BS MBS does not require the MS to be registered to any BS. Moreover, 
multi-BS access allows all MS to use the same multicast connection ID during  
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handover within a single MBS zone, such that the MS can receive the MBS packets 
while moving within the MBS zone. Session Management/Transmission: An MBS 
session refers to a logical connection, established between an MS and the MBS con-
troller, on which an MBS program is delivered to the users. The MBS controller 
creates and maintains session information. It also transmits the packets from the con-
tent chopper.  Content chopping—In order to deliver the multicast VoD contents as if 
it is unicast transmission and satisfy the start up delay requirement, the content is 
needed to be chopped. According to ITU-T recommendation G.1010 [7], the start-up 
delay for VoD is less than 10 seconds.  Therefore the maximum start-up delay in our 
proposed VoD system is less than 10 seconds. Suppose there is a i    movie with 
length  L  . In multi-channel multicast, the number of channel,  n , required for 
the i    video, with length  L  that meets the requirement for the VoD start-up delay, 
st 10 sec by following equation: 

   1      Where   : video length                          (1) 

 

Fig. 3. Contents allocation for multi-channel multicasting 

This equation was originally from the Fast Broadcasting (FB) and modified to 
adopt minimum start-up delay requirement. After calculate the number of channels, 
chopper divide the content equally into N segments. ∑ 2 2 1     whwe  : number of channel                       (2) 
Then session management allocates the segments to proper channels and segments are 
streamed continuously and periodically to its channel by geometrical series of 1, 2, 
4… N. The example of allocation is shown in the Fig.3. 

5   System Model and Numerical Analysis  

In order to analyze the proposed mechanism [6], we consider a group of K videos  , …   each of length L with arrival rates λ , . . . , λ  respectively that are being 
transmitted using C channels.   
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In addition, we assumed that λ λ  for 1   , i.e., popularity of these 
videos increases gradually with the index so that   and   be the least and the most 
popular content respectively. The content’s popularity (request frequency) ranking is 
calculated and given by the service provider based on their statistical data and their 
own service policy. For the numerical analysis, we assumed that request arrival for 
each video follow Zipf distribution [5]. Based on the assumptions and video request 
model, we calculate the blocking probability by Erlang’s loss formula with the state 
space S and M/M/C/C model. |0                                                                  (3) 

 
Fig.4 indicates the state transition diagram for the proposed scheme. The detailed 

notations used in this diagram are shown in Table I.  First of all, based on this model, 
we will develop the formulas for steady state probability and blocking probability. 

 

Fig. 4. Transition diagram for the proposed algorithm 

Table 1. Notation for numerical analysis 

Notation Explanation 
C System capacity (the maximum number of concurrent system) 
K Total number of contents 
m Total number of multicast contents 
M Total number of reserved channel for multicast system 
x Number of connections in the coverage    Length of content i 

 Request rate of content i 
 Service  rate of stream i(= residual life of  ) 
 Average service rate of unicast stream 

P_  Probability that the unicast video   is being served 
 
Let  denote the steady-state probability that there are unicast streams, we can  

obtain ∏ ∑( ) . !  ,        0
. ! ,                    0           .                                          

       (4) 
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Since the steady state probability is not dependent on the service time distribution, but 
dependent on the mean service time, we calculate average service rate as follows: ∑ .       ,                           (5) 

From the normalization equation, we also obtain    

∑ ∑ !                                               (6) 

As a result, we can obtain the formulas for service blocking probability as follows: 

( )!∑ !  , where 
∑ ( . )∑ (µ   . )                          (7) 

Since the proposed on-demand system divides contents into two subgroups—
popular contents and others—such that the former subgroup is assigned M channels 
for multi-channel multicasting and the latter subgroup is assigned the remaining C–M 
channels for unicast. Equation (8) shows minimum blocking probability of mobile 
wireless system and optimal multicast resource allocation can be determined by this 
formula.  This formula tries to adaptively search the optimal number of channel as-
signed to the video by the newly updated arrival rate so as to minimize the bandwidth 
requirement. 

( , ) 0 ( )! · 1∑ !                                (8) 

Next, we introduce the service provider’s reward/penalty cost model to expect 
IPTV service providers’ revenue. We assumed that when the base station successfully 
serves the IPTV VoD without blocking, the service provider receives a reward value 
of R. On the other hand, if a user is rejected, we assume that the service provider loses 
a value of L immediately. In prior art under the resource allocation policy, for exam-
ple,  if the system on average services N clients per unit time and rejects M clients per 
unit time, then the system revenue is ∑ · ∑ ·                                                         (9) 

Finally, we define the total system revenue as follow: 

Revenue =∑ !∑ ! !∑ !                         (10) 
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6   Performance Analysis 

Based on the calculation result of the best number of videos to be multicasted,  
we show the required number of sessions for the popular videos compared with  
conventional unicast scheme where request arrival ratio λ = 6/min and the video 
length is fixed as 50 minutes in Fig. 5  show clearly that to serving the highly popular 
videos, using multi-session multicast takes much less number of video streaming ses-
sions so that enables better performance for overall VoD services in blocking proba-
bility point of view, under the same condition.  

 

Fig. 5. Comparing the number of sessions required for highly requested Video with fixed video 
length (1- unicast, 2- multicast) 

 

Fig. 6. Contents allocation for multi-channel multicasting  (1- Average request rate 12/60, 2- 
average request rate 10/60, 3- average request ate 8/60) 



548 B. Goldstein and G. Mansour 

For the performance evaluation, we assumed some parameters with specific values. 
The MBS server can serve 300 concurrent channels, and there are 100 contents that 
their lengths are average 90 minutes (5400 seconds). The request arrival ratio λ varies 
from 5/60 to 20/60, and  λ is calculated by Zipf distribution with skew factor 0.271 
[5]. We applied our adaptive resource allocation method to find the best resource al-
location that minimizes service blocking probability. Fig.6 depicts the blocking prob-
ability with different request rates where the number of multicast contents varies from 
1 to 25 that mean the total number of multi-channel multicast contents (m) in previous 
analysis model is changed 1 to 25. Under our environment, the results show that when 
we serve top 8 popular videos with multi-session multicasting, then we can have the 
best performance. This result shows how many contents need to be delivered by mul-
ti-channel multicast to achieve the best performance.  

Based on the previous contents allocation, we show the performance of blocking 
probability of proposed mechanism compared with the existing mechanisms. As we 
can see from Fig.7, the VoD service blocking probability increases as the total service 
request rate increases. It is observed that when service request rate is lower than 
3/min, customers cannot recognize the difference. However, as service request rate 
increases, their blocking probabilities become different. In such case, our proposed 
algorithm can offer the low blocking probability.  

 

Fig. 7.  Blocking probability of VoD services (1- Proposed algorithm, 2- unicast only, 3- multi-
channel multicast only) 

Now we evaluate the revenue of each scheme in the aspect of IPTV service provid-
er. Fig.8 shows the results obtained by service providers’ reward/penalty cost model. 
We assumed that if the base station successfully serves the IPTV VoD without block-
ing, the system receives a reward value of R (=$10). On the other hand, if a user is 
rejected, we assume that the service provider loses a value of L (=$5) immediately. 
This figure shows that as the traffic load increases, the revenue of each algorithm is 
slightly decreasing because of its blocking probability of services. As we mentioned 
before, this is the case that contents are highly requested, for example, the famous 
sports game or the popular movies. In such case, our proposed algorithm can offer the 
higher revenue. 
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Fig. 8. Revenue analysis of IPTV service provider services (1- Proposed algorithm, 2- unicast 
only, 3- multi-channel multicast only) 

7   Conclusion 

In this paper, we have addressed a new algorithm that can efficiently provide mobile 
IPTV service over broadband wireless access network. Proposed algorithm combined 
unicast and multi-channel multicast mechanism that enhances not only service block-
ing probability but also reduces overall bandwidth consumption of the system. In or-
der to analyze the performance of proposed algorithm, we use the one-dimensional 
Markov chain model. From the numerical analysis, we compared proposed algorithm 
against traditional unicast and multicast schemes. As a result, proposed scheme is able 
to improve IPTV service blocking probability over broadband wireless access net-
work. In addition, by reducing the blocking probability, we can also achieve the high-
er revenue of IPTV service providers.  
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Abstract. Context awareness is one of the key issues at the development of a 
content management system for meeting recording and teleconference support. 
An analysis of participant behavior including position in the meeting room, 
speech activity, face direction, usage of a projector or whiteboard allows the 
content management system to select actual multimedia streams for recording. 
The system operation diagram explaining meaningful events for context 
prediction and equipment actions during the meeting are considered. 
Experimental results have shown that the graphical content was selected 
correctly in 97% of whole meeting time. 

Keywords: Smart space, context awareness, action recognition, speaker 
detection, content management. 

1   Introduction 

In a smart meeting environment, context-aware systems analyze user’ behavior based 
on multimodal sensor data and provide proactive services for meeting support, 
including active control PTZ (pan, tilt and zoom) cameras, microphone arrays, 
context dependent automatic archiving and web-transmission of meeting data at the 
interaction. However, there is a lack of universal approaches to the problem of context 
prediction, especially for acting on predicted context [1]. Two ways to act on 
predicted context can be marked: (1) rule-based engines containing action rules for 
every particular prediction result; (2) machine learning techniques based on neural 
networks, dynamical Bayesian networks, Markov models, etc. 

Problems of context representation, sensor uncertainty and unreliability are 
considered in the recently developed theory of context spaces [2]. However, there is no 
any accepted opinion on types and number of context spaces and their attributes. For 
example, user’s location, environment, identity and time were analyzed at the context 
definition by Ryan et al. [3]. In [4], Dey described context as the user’s emotional state, 
focus of attention, location and orientation, date and time, objects and people in a user’s 
environment. Also W3C standard includes the delivery context representation, but 
selection of meaningful parameters influenced on context description is open issue and 
it is disscussed yet [5]. Three different categories of contexts were proposed in [6]: 
(1) real-time (location, orientation, temperature, noise level, phone profile, battery level, 
proximity, etc.); (2) historical (for instance, previous location, and previous humidity 
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and device settings); (3) reasoned (movement, destination, weather, time, user activity, 
content format, relationship, etc.). 

In [7], the context information used for service personalization and designing of 
multimedia applications for heterogeneous mobile devices were divided into the five 
categories: spatio-temporal (place, time), environment, personal, task, social. A 
personalization service based on user profile retrieves user context and context history 
information from context management services. It helps the user to get relevant 
content and services in the current situation. 

Three types of contexts are proposed to use at fusion of multimodal 
information [8]: (1) a context of a subject domain, which contains some a priori 
knowledge, user’s preferences, situation models, descriptions of objects and subjects, 
their possible activities and their locations relatively to each other; (2) a 
conversational context describing possible dialogues with the system and current e 
conditions; (3) a visual context including an analysis of gaze direction, gestures, 
actions of the user in the course of the observable situation. 

The human beings, the physical and informational environments were considered 
by Dai et al. in the framework of two types of contexts [9]: interaction context 
representing interactive situations among people and environment context describing 
meeting room settings. They use propositions that the interaction context of a meeting 
has a hierarchical structure and expresses the context as a tree. User’s standing-sitting 
states, changing user’s location, face orientation, head gestures, hand actions, speaker 
turns and other events are analyzed for the context prediction. A Finite State Machine 
framework was introduced in order to classify these meaningful participants’ actions. 
However, before the classification an event should be detected, so particular issues of 
signal capturing and feature extraction are appeared. The appropriate audio and video 
processing techniques are used for tracking participants in the smart environment.  

Automatic analysis of audio and video data recorded during a meeting is not a 
trivial task, since it is necessary to track a lot of participants, who randomly change 
positions of their bodies, heads and gazes. Audio-visual tracking has been thoroughly 
investigated in the framework of CHIL and AMI/AMIDA projects [10]. 

Use of panoramic and personal cameras is suitable for recording a small-sized 
meeting, where all the participants are located at one table. In a medium size meeting 
room (~50 people), a larger space should be processed that affects on the cost of 
recording technical equipment too [11]. Distributed systems of microphone arrays, 
intelligent cameras and other sensors were employed for detecting participant’s 
location and selection of a current speaker in the medium meeting room. 

The developed smart room is intended for holding small and medium events with 
up to forty-two participants. Two groups of devices are used for tracking participants 
and recording speakers: (1) personal web-cameras serve for observation of 
participants located at the conference table; (2) four microphone arrays with different 
configurations and five video cameras of three types are used for audio source 
localization and video capturing of participants, who sit in rows of chairs in another 
part of the room.  

In our research, three major types of proactive services are studied: (1) an active 
controlling PTZ camera to point on active speakers; (2) an automatic archiving of 
meeting data, including photos of participants’ faces, video records of speakers, 
presentation slides and whiteboard sketches based on online context analysis; 
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(3) selection and web-transmission of the most actual multimedia content during the 
meeting in the smart room. The meeting web-transmission system, which deals with 
the latter service and uses some results of other services, is considered in the paper. 

The rest of the paper is organized as follows. Section 2 describes the components 
of the meeting web-transmission system and their communications during online 
meeting. An example of the system functioning diagram explaining the analysis of 
meaningful events for context prediction and facilities actions is presented in 
Section 3. Experimental results are considered in Section 4. Conclusions and plans for 
future work are outlined in Section 5. 

2   The Architecture of the Meeting Web-Transmission System 

The developed meeting web-transmission system (MWTS) consists of five main 
software complexes and one control server. Figure 1 presents all six modules, which 
are marked by digits. The first complex is Multimedia Device Control System 
(MDCS), which joins modules that control all multimedia hard-software. This 
multimedia hard-software records behavior of participants and displays some 
presentation data. Second complex is Multichannel Personal Web Camera Processing 
System (PWPS), which captures and processes both audio and video streams from the 
personal web-cameras. The third complex stores the recorded audio and video data of 
the meeting in the smart room. The fourth complex is a database, which includes 
information about the meeting. Number six in Figure 1 is Meeting Control Server 
(MCS), which receives and analyses data from all other modules and gives 
information about received data to displaying web-system (DWS), which is showed 
as number five in Figure 1. DWS joins modules, which transmit multimedia content 
to remote participants. Content Management System (CMS) consists of third, fifth 
and sixth complexes. 

The complex MDCS is responsible for multimedia devises work. Sketch Board 
System (SBS) allows subjects to use the plasma panel with the touch screen for 
drawing and writing notes. Presentation Control is responsible for loading, displaying 
and switching presentation slides. Multichannel Sound Localization System (MSLS) 
gives information about audio activity in the smart room. Multichannel Video 
Processing System (MVPS) is responsible for processing and recording of video 
streams incoming from the cameras, which are focused on the auditorium, presenter 
and sitting participants in the zone of chairs. 

MPVPS consists of client modules, such as PWC, which supports work of personal 
cameras located on the conference table, as well as PWPS, which processes data from 
the PWCS modules. Audio files in the wav format and video files in the avi format, 
which were received from the personal cameras and processed by the MCS (change of 
the format, resolution and file name) images from MVPS, PCS, SB and PWC are 
added to the file storage. 

The meeting database is realized by MySQL server and includes two tables: 
(1) basic information on all scheduled meetings and; (2) information about the current 
meeting, which includes some data for the meeting display system. DWS works as a 
web-page with several forms [12]. The data about form content are processed based 
on the AJAX technology. The transmitting of audio data to the client-computer is 
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based on the RTMP stream server and the Abobe Flash technology. MCS receives 
and analyses data from all the modules, as well as chooses of audio and video content 
for DWS. This analysis is based on the logical-time model [12]. 

 

Fig. 1. Architecture of the meeting web-transmission system 

Software modules of MWTS were installed on several personal computers joined 
in one local network, connection between them is based on transmitting messages in a 
string format by UDP packets. The first symbol in message is module identification 
number, then an identification number of message type follows. The list of main 
messages with parameters is described in Table 1. 

Let us consider in detail the purpose of each module and its main functions at the 
teleconference. The module of Sketch Board System is used to extend capabilities of 
a lector in providing materials of presentation. Handwritten diagrams, formulas, 
graphs, made by SB, allow the speaker to bring to the participants the matter better. A 
graphic menu allows a user to choose paint brushes with varying thickness and color, 
to clear the screen and to switch between sheets of sketches. The application interface 
is optimized for use with touch screen devices. The image is saved each time when a 
user completes the movement of the hand on the touch screen or releases the mouse 
button. When the image is updated, this module sends a message to MCS, which 
copies the new image to a temporary folder, formats it if necessary, changes the 
format and/or resolution, and then updates the image in the file repository. 

When the image is updated, this module sends a message to MCS, which copies 
the new image to a temporary folder, formats it if necessary, changes the format 
and/or resolution, and then updates the image in the file repository. 
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Table 1. List of messages for connection between modules 
Sy

st
em

/ 
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an
sm

it
ti

ng
 

m
od
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e 

Message System/ 
receiving 
module 

Message description

M
D

C
S

/ 
M

S
L

S 

A1={int i} 

MCS 

Audio activity is detected in the smart room. i is a 
number of current speaker position (list of numbers: 
0-31 – chairs in the right part of the room, 32-41 – 
chairs at the conference table and 42 – main speaker). 

M
D

C
S

/ M
V

PS
 V1={int i1, int i2, 

bool b1, bool b2} 

MCS 

If there is a participant in the room. i1 is the number 
of last recorded frame of view on the auditorium; i2 
is the number of last recorded frame from the camera 
focused on presenter if there is such, or -1 in the 
other case; b1 is a flag about presence of a main 
speaker in the presentation zone; b2 is a flag about 
detection of presenter’s face in a frame. 

M
D

C
S

/ P
C

S 

P1={int i} 

MCS 

Presentation is stared. i is the total amount of slides 
in the current presentation. 

P2={int i1, int i2} Slide is switched. i1 is the total amount of slides in 
current presentation; i2 is the number of current slide. 

P3 Presentation is ended. 

M
D

C
S

/ S
B

S S1 

MCS 

SB module is turned on.  

S2={int i1, int i2, 
string s1} 

New note was written on SB, i1 is the number of 
current image; s1 – is its path. 

S3 SB module is turned off. 

M
P

V
P

S
/ P

W
C

C
 

W1={int i} 

MPVPS / 
PWCPS 

A connected client controls the camera i. 

W2={int i1, int i15, 
bool b1, bool b2} 

Data from personal cameras received. i1..11 is a set of 
audio signal energies; i12 is a message order number; 
i13 is the number of current frame from camera; i14 is 
the number of audio file; i15 is a message time; b1 is 
information about presence of a participant en face in 
the current frame; b2 is information about presence 
of a participant half face in the current frame. 

M
P

V
P

S
/ P

W
C

P
S 

С1={bool b} MPVPS
/ PWCC 

Control recording data from personal web-cameras. 
b is a flag for start/end of the recording. 

С2={int i1, int i2, 
int j1_1, int j1_2, 
bool b1_1, 
bool b1_2, int j1i_1, 
int ji1_12, 
bool bi1_11, 
bool bi1_12} 

MCS 

Data about sitting participants at the conference table. 
i1 is the total amount of participants; i2 is a number of 
active participant client; j1_1 is a number of participant 
client; j1_2 is the number of frame from the j1_1 client; 
bi1_11 is information about presence of en face in the 
current frame; bi1_12 is information about presence of 
half face in current frame. 



 Event-Driven Content Management System for Smart Meeting Room 555 

The module of the Presentation Control System (PCS) controls by presentation 
with formats PPT/PPTX using the automation technology of Microsoft Office Power 
Point. The presentation starts by selecting a file. Once it starts, it alerts to MCS. 
Switching slides is made with the mouse, Bluetooth remote control, a voice command 
or via the web interface. Voice operated presentation, in particular switching slides, 
was implemented using a speech recognition system. When starting or switching 
slides, slide image is saved to a file and the MCS command is sent, containing the 
number of the current slide and total amount of slides. MCS copies this image, 
processes it and updates the image in the file repository. On the completion of a 
presentation the application notifies MCS about it. 

MSLS captures audio streams by four arrays of microphones, calculates 
coordinates of the sound source in the room and assesses the boundaries of verbal 
communication. In the presence of a source, it starts the process of detection 
boundaries of speech. The recorded audio data are transferred to the MCS module for 
further recognition. Data on sound source position are averaged over all the arrays of 
microphones, and on the basis of the coordinates of the sound source the module 
calculates the identification number of the closest chair to the source. Then, numbers 
of chairs with speakers or a number assigned to the keynote speaker are sent to MCS. 

PWC modules are responsible for receiving audio-visual data from the personal 
web-cameras mounted on the conference table and directed to sitting participants. 
Each module records audio signal in wav format, video data in avi format and frames 
from the camera in bmp format. After connecting to the server, PWCPS module sends 
its serial number. After registration, it expects the command from the server to start 
recording. When this command has been received, it starts recording both audio and 
video data. At specified intervals, the client sends to PWCPS a command that 
contains averaged energy, the number of command, time of sending the command and 
the file number, the data on the presence of the participant in front of the camera and 
the data on finding faces in the frame. 

PWPS server processes data from PWC modules and selects the active speaker that 
is made using the algorithm of multi-channel voice activity detection [13]. For 
simultaneous start of the recording with all the modules, PWCC server expects the 
command from all the modules connected to it and synchronizes data coming from 
clients. Data are analyzed, and a message about the data from the cameras is sent to 
MVC. After receiving the command, server MVC processes images from the cameras 
with the participants, and stores them in the file storage. 

DWS is implemented with a web-page. The web-page is divided into several forms 
that display the image coming from the source image data (web-cameras, IP-cameras, 
slides from projector, SB). The choice of graphical content, which appears in these 
forms, is obtained by using the AJAX technology of database events. Every 500 ms a 
request is made to update data on the web-page. If there is a necessity to update 
images, they are downloaded from the file storage and displayed in the selected form. 
Transferring audio data from the event is implemented on the basis of Adobe Flash 
modules and RTMP server based on open source server Red5. For data transfer 
module FSC is used, which is connected to the microphones of the personal  
web-cameras and microphones arrays and transmits audio data from them to the 
server. Selecting an audio stream to listen can be made automatically or manually by 
the user. 
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3   Work Diagram of the Content Management System 

The work of the meeting web-transmission system and its components depends on the 
situation in the room. Figure 2 shows an example of component status switching and 
synchronization of audio and video content that depend on the incoming events from 
the modules for audio localization, video monitoring, multimedia devices control. 
CMS manages by the multimedia content output, which is accessible for remote 
meeting participant. 

The events, which are generated by MCS, influence on the meeting web-
transmission system work. Such events are showed on the right part in Figure 2 on the 
time axis. The presented events can be divided into four types by the following 
criteria: (1) by time; (2) by activity of the main speaker; (3) by activity of sitting 
participants; (4) by use of the presentation devices. 

The first event showed in the diagram is “20 minutes before meeting”. When the 
time of such event (event E1) comes, the meeting web-transmission system changes 
its mode to preparation and starts MSLS, MVPS and PWPS modules. Also the system 
sends messages to scroll down screen and to turn on lights in the smart room. A 
meeting logotype is displayed on the web-page. When an audio activity in the room 
was detected (event E2), then the sound activity detection (SAD) algorithm of the 
MSLS starts.  

When appearance of a participant in the room was detected (event E3), MVPS 
changes its mode to “participant tracking” (PT) and the view on the auditorium is 
displayed on the web-page, as well as audio stream from the microphone, which 
analyses the whole room space for creating an acoustical map, is transmitted to web-
page too. The projector and the plasma panel with the touch screen are turned on and 
SBS, PCS modules are started, when time before the meeting is about ten minutes 
(event E4).  

If there is a participant in the zone of chairs (event E5), MVPS starts work in the 
mode “participant’s registration”. If there is a sitting participant at the conference 
table (event E6), then the PWC modules start. If MVPS detects a main speaker 
(event E7), and MSLS detects his/her audio activity (event E9, event E12), then 
frames from the camera focused on him/her are displayed on the web-page. The 
system starts recording audio stream from the microphone, which analyses the 
presentation zone. When the presentation is completely uploaded (event E8), its first 
slide is displayed on the web-page. If an audio activity was detected at the conference 
table (event E10), the system receives audio stream from the web-camera in front of 
the sitting participant. 

When a slide was changed (event E11) the image of the new slide is transmitted to 
the web-page. If a participant uses the smart board (event E13), then the displayed 
presentation slide on the web-page is changed with the image from SBS. If audio 
activity was detected in the zone of chairs (event E14), then PTZ camera focuses on 
speaking participant and MVPS records his/her talk. At the same time image on the 
web-page changes with frames from PTZ camera and the audio steam is received 
from the microphone, which analyses this zone. When main speaker leaves the 
presentation zone (event E15), the view on the auditorium is displayed for remote 
participants.  
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When all meeting participants leave the room (event E16), then all the modules and 
devices are turned off. After ending of the meeting, the SPIIRAS logotype is 
displayed on the web-page, and no sound is transmitted. Such state of the web-page 
will be changed 20 minutes before the next meeting. 

4   Experimental Results 

Experimental results were obtained with a natural scenario, where several people 
discussed a problem in the SPIIRAS meeting room of 8.85x7.15x4.80m. One of the 
participants stayed in the presentation area and used the smart desk and the 
multimedia projector. Other participants were located at the conference table. The 
main speaker started his talk, when all the participants came together in the meeting 
room. Every participant could ask any questions after finish of the presentation. 

The sound source localization system and the multichannel speech activity 
detection system were used for selection of a source of audio stream transmitted to 
remote participants [12]. Speech of the presenter was recorded by the microphone 
located above the presentation area. The built-in microphone of the web-camera 
assigned with the active participant sitting at the conference table was used for 
recording his/her speech. 

The statistics of events, which effect on changing situation in the meeting room 
and selection of graphical components is presented in Table 2. During the registration 
stage all the graphical components have own layout, so incorrect web-page content 
could be compiled during presentation only. Changing states of the smart desk and the 
projector was correctly detected. Most part of the errors arose at detection of speech 
activity of the participants sitting at the conference table. This type of errors leads to 
selection of the camera, which captures another participant, as the result image of the 
active participant is not displayed on the web-page. However, his speech captured by 
currently selected camera is transmitted with some attenuation of the sound signal. 

Table 2. List of the informational events occurred during the meeting 

Event description/parameter Amount of the event
Determined 
manually

Determined 
automatically 

Participants 
5 Num FA MS 

5 0 0 
Participants sitting at the conference table 4 4 0 0 
Slide changes 22 22 0 0 
Smart desk usages 1 1 0 0 
Speech activities of main speaker 10 15 5 0 
Speech activities of sitting participants 9 32 24 1 
Temporal inactivities in the auditorium 2 2 0 0 
Turns from main speaker to sitting participants 8 13 6 1 
Turns from sitting participants to main speaker 7 13 6 0 
Turns from sitting participants to other sitting 
participants 1 18 17 0 

Turns in total 16 44 29 1 
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Experiment’s results show that the most of errors (false alarm FA and miss 
rate MS) were made by the algorithm for detection of the active speaker, such errors 
occur when a participant at the conference table asks a question, but an image of other 
participant, which sits nearly, was displayed in the presenter dialog window. Such 
errors occur because there are mistakes made by SSL, because the smart room has a 
high-level of reverberation. In addition, distance between sitting participants at the 
conference table increases number of errors, because inaccuracy in SSL for the room 
is 0.5m. But the accuracy of switching between the active participant and the 
presenter is higher, because the distance is more than between participants at the 
conference table. 

Also, miss of a speech activity of the main speaker leads to selection of the camera 
with view to the audience or other participant, whose speech was incorrectly detected. 
In total, about 37% graphical content were correctly selected at the analysis of the 
current situation in the meeting room, but time of false active participant displaying 
was about 3% of whole meeting time. At this moment, the developed web-page layout 
model was tested with the task of support of passive remote participants. To enhance 
his potentials a toolbar allowing a participant located outside the meeting room to ask 
a question to the presenter and to share the current discussion will be developed. 

5   Conclusion 

Context modeling, context reasoning, knowledge sharing are the most important 
challenges of the ambient intelligence design. Development of the context-aware 
meeting processing systems gives appreciable benefits for automation of recording, 
archiving and translation of the meeting stream. The multichannel audio-visual signal 
processing system based on the AdaBoost classifier for face detection and GCC-
PHAT (General Cross-Correlation) method for sound source localization was 
developed for tracking participants in the medium-sized smart room. The analysis of 
participants’ behavior and presentation equipment statuses is used for the context 
prediction and selection of audio and video sources, which transmit the most actual 
multimedia content for perception of the meeting. The system operation diagram 
explaining meaningful events for context prediction and equipment actions during the 
meeting was considered. Experimental results have shown that the graphical content 
was selected correctly in 97% of whole meeting time. The developed meeting web-
transmission system allows remote participants to perceive whole events in the 
meeting room via personal computers or smartphones. Further work will be focused 
on enhancement of abilities of remote participation during events in the intelligent 
meeting room. 
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Abstract. The road toward ubiquity, heterogeneity and virtualization of network
services and resources urges for a formal and systematic approach to network
management tasks. In particular, the semantic characterization and modeling of
services provided to users assume an essential role in fostering autonomic service
management, service negotiation and auditing.

This paper is centered on the definition of an ontology for multiservice IP net-
works which intends to address multiple service management goals, namely: (i)
to foster client and service provider interoperability; (ii) to manage network ser-
vice contracts, facilitating the dynamic negotiation between clients and ISPs; (iii)
to access and query SLA/SLSs data on an individual or aggregated basis to assist
service provisioning in the network; and (iv) to sustain service monitoring and au-
diting. In order to take full advantage of the proposed semantic model, a service
model API is provided to allow service management platforms to access the on-
tological contents. This ontological development also takes advantage of SWRL
to discover new knowledge, enriching the possibilities of systems described using
this support.

Keywords: Ontology, Network Service Management, SLA/SLS, Semantics,
Multiservice IP Networks.

1 Introduction

The evolution of the Internet as a convergent communication infrastructure supporting
a wide variety of applications and services poses new challenges and needs to network
management, which has to be more focused on managing services instead of network
equipment. This approach requires the capability of viewing the network as a large
distributed system, offering an encompassing set of services to users.

Commonly, the type of service, its Quality of Service (QoS) requirements and other
technical and administrative issues are settled between customers and Internet Service
Providers (ISPs) through the establishment of Service Level Agreements (SLA). The
technological component of this agreement is defined through Service Level Specifi-
cations (SLS). SLSs provide a valuable guidance to service deployment of network
infrastructures and monitoring of contracts’ compliance. Attending to the ever growing
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number of home and business customers, contracted services and network heterogene-
ity, the implementation and management of network services are very demanding tasks
for ISPs. Besides the inherent complexity, this process may lead to inefficient policy
implementation and poor resource management.

In fact, under the current variety of available services, e.g. IP telephony, 3-play or 4-
play solutions, the interaction between service providers and end customers is rigid and
rather limitative regarding service negotiation and auditing tasks. For instance, from
a user point-of-view, the possibility of a short-term upgrade on access bandwidth to
the Internet or a tight quality control of the subscribed service would be of undeniable
relevance. From a service provider perspective, providing this sort of facilities, would
clearly improve the level of service being offered, increasing competitiveness and re-
source management efficiency. These aspects are impelling ISPs to pursue autonomic
solutions for service negotiation, configuration and management.

Although several proposals exist in the literature toward achieving dynamic service
negotiation and management [1,2,3,4], the lack of a strong formal ground in address-
ing these tasks is evident and overcoming it is essential [5]. A formal specification of
network services management semantics is required as the building blocks to create
reasoning mechanisms to allow developing self-managed ISPs. By using a knowledge-
based formal framework and an inference engine capable of reasoning over concepts,
relations and changes of state, it is possible to create a more flexible and robust ground
for specifying and implementing autonomic and adaptive management tasks.

As a contribution in this context, this work proposes an ontology specification in the
domain of multiservice networks, which formally specifies the contractual and techni-
cal contents of SLAs, the network service management processes and their orchestra-
tion, promoting service autonomic management and configuration. This model provides
support for a Service Management Platform that facilitates client and service provider
interoperability, and service contracts management, including service data querying by
the provider and, at some levels, by the client. This is enabled through a developed
ServiceModel API, which allows the applicational use of the proposed ontology. The
multiservice network semantic model is developed in Web Ontology Language (OWL),
assisted by the Protégé-OWL tool. The use of Semantic Web technologies enhances
service management modeling expansiveness and reusability.

This paper is structured as follows: research work on ontologies related to service
definition and QoS is debated in Section 2; the developed model and its main modules
are presented in Section 3; the way semantics is applied based on the developed API is
discussed in Section 4; examples of practical use of the proposed model are provided in
Section 5; the conclusions and future work are included in Section 6.

2 Related Work

Several research studies focusing on ontologies for network services support and QoS
are found within the research community. While part of the ontologies focuses on Web
Services (WS) QoS requirements, other concentrate on SLA/SLSs support.

QoSOnt [6] is an OWL ontology that centers on comparative QoS metrics and re-
quirements definition. Although this ontology supplies the correct semantics for match-
making, this was never demonstrated due to datatype limitations in OWL. To overcome
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this limitation, a pure XML based solution was used, losing all of the virtues of OWL
[7]. The DAML-QoS [8] is a QoS metrics ontology for WS developed in DAML+O.
The ontology is divided in three layers: QoSProfile Layer, QoS Property Definition
Layer and QoS Metrics Layer. In [9] a new Service Level Objective (SLO) concept,
metrics’ monitoring and statistical calculation semantics are presented. MOQ [10] is
another proposal of a QoS semantics model for WS, but it is not exactly an ontology.
It only specifies axioms and does not present a taxonomy structure or a dictionary of
concepts. MonONTO [11] ontology aims at creating a knowledge base to support a
client recommendation system. The ontology serves as a support to a decision recom-
mendation tool by providing high-level information to the user about the compliance
of the network facing the service level demands. In [12], an ontology aiming at the au-
tomation of network services management and mapping of services requirements into
the network is proposed. The ontology is viewed in three perspectives: (i) the network
service classification; (ii) the service level specification; and (iii) the deployment of
network services. A group of generic ontologies to provide a framework for building
SLAs is presented in [13]. In this context, the Unit Ontology contains all the compa-
rable elements of an SLA, with the intention of supporting the creation of any type
of measurable unit. It also allows the definition of unit supported comparators and the
creation of comparison operations. The other examples of available ontologies are: the
Temporal Ontology for temporal occurrences such as events and intervals; The Net-
work Units Ontology for units related to telecommunications networks; and the SLA
Ontology for basic SLA specification. Therefore, rather than a QoS ontology, a set of
reusable ontologies is proposed for providing support for other QoS semantic model
implementations. The OWL-based ontology NetQoSOnt [14] intends to be the support
of a reasoning tool for service requirements matchmaking. It promotes the definition
of SLSs containing quality parameters belonging to the following levels: the Quality of
Experience, the Quality in the Application Level, the Quality in the Network Level and
the Quality in the Link Level.

In the proposals discussed above, the lack of an unified and encompassing approach
for semantic modeling of services and corresponding contracts in a multiservice envi-
ronment is clear. In fact, most of the proposals are more focused on specification of
network services metrics than on integrated service management. In the present work, a
holistic model for modeling multiservice networks is provided paying special attention
to the characterization and auditing of services quality. This ontology focuses on ser-
vice contracts to assist network services’ implementation by specifying how the defined
contract elements are deployed in the network infrastructure, a feature not considered
in the reviewed works. Although the proposed model is still evolving, its modular struc-
ture and the usage of Semantic Web technologies leaves room to model expansion and
integration with other proposals.

3 Multiservice Network Ontology

The proposed model is divided in two main modules: the service management module
and the network module. As illustrated in Figure 1, these modules are organized as a lay-
ered structure where the upper layer has a dependency relation with the lower layer. This
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Fig. 1. Service model diagram

structure mimics real scenarios where the management component is, indeed, above the
physical network. This formal representation of a network is expressed in formal terms
using the support of OWL, following the principles from Methontology [15].

The network module, as stated above, acts as the base layer. It includes concepts of
network node, network interface and network equipment configuration elements related
to the implementation of contracted services in the network. The management module
covers the domain network service management related to service contracts, including
service monitoring rules. This module uses several elements of the network module.
Services are categorized by relating them to a type of SLS [16,17]. According to recom-
mendations from [18], ITU Y.1541 and 3GPP standards, current service types include:
real-time services, multimedia services, data services, and default traffic service.

Another important component of the proposed service model regards to multiservice
monitoring (see Figure 1). This implies the definition of the main monitoring issues to
include in the multiservice ontology to assist auditing of Internet services both from an
ISP and customer perspective. To service providers, it will also allow a tight control of
services, network resources and related configuration procedures.

On top of the Multiservice Ontology, a complete ServiceModel API offers to a Ser-
vice Management Platform the access to the ontological contents. Without detailing the
construction of the ontology at this point, it is relevant to highlight the identification of
competence questions. These are the first and the last step in this methodology and ful-
fill the need to establish the requirements and the outcomes of the ontology itself, i.e.,
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which questions the ontology will be able to answer. In the present case, the definition
of an ontology for multiservice IP networks intends to address multiple service-oriented
goals. Possible competence questions include:

(i) from a customer perspective: Which type of service packs are available for sub-
scription? Which service parameters are customizable? Which is the available band-
width at a specific access point, for a particular service? Is the contracted service being
delivery within the negotiated QoS?

(ii) from an ISP perspective: At an aggregate level, which is the allocated bandwidth
for a particular service type? Which are the negotiated parameters per SLS? Which are
the configuration parameters on each interface of an edge network node and the avail-
able bandwidth per interface? Which services are supported between specific ingress
and egress interfaces? Are the QoE/QoS requirements of a particular service being ac-
complished? On which network points are occurring QoS violations?

In the description of modules provided in the sections below, a top-down approach will
be followed to allow a broad view of the multiservice ontology.

3.1 Management Module

The management module is where service contracts or SLAs are defined and managed.
The first concept is the Client which identifies the customer part of the contract and
stores all client information. A client is related to at least one SLA which represents a
service contract. An SLA can have more than one SLS. The SLS structure, illustrated
in Figure 2, follows the recommendations in [16,17], and is briefly described below.

– SLS Identification: This field identifies the SLS for management purposes, being
used by both provider and customer. It is composed of a unique SLS id parameter
and a Service id parameter, allowing to identify multiple SLSs within the same
service.

– Scope: The scope specifies the domain boundaries over which the service will be
provided and managed, and where policies specified in a service contract are ap-
plied. Normally, SLSs are associated with unidirectional flows between at least one
network entry point and at least one exit point. To cover bidirectionality, more than
one SLS is associated with a service. The entry points and the exit points are ex-
pressed through ingress and egress interfaces, respectively (see Section 3.2). At
least two Interfaces (ingress and egress) instances must be specified. The in-
terface identification must be unique and is not restricted to the IP address (the
identification can be defined at other protocol layer).

– Traffic Classifier: The Traffic Classifier specifies how the negotiated ser-
vice flows are identified for differentiated service treatment. Following Diffserv
terminology, multifield (MF) classification and behavior aggregate (BA) classifica-
tion are supported (see Section 3.2). Usually, BA classification takes place over
previously marked traffic, e.g. in network core nodes or, in the case of SLSs,
between ISPs. Two traffic classifiers can be specified, an ingress traffic classifier
and optionally an egress one. The ingress/egress classifier is then applied to each
ingress/egress interface within the scope of the SLS.
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Fig. 2. SLS class diagram

– Traffic Conditioner: This field specifies the policies and mechanisms applied to
traffic flows in order to guarantee traffic conformance with the traffic profiles pre-
viously specified. Traffic conditioning occurs after traffic classification, so there is
always a relation between the traffic classifier and the traffic conditioner specified
within a SLS.

An unlimited number of TrafficConditioner instances can be specified.
As in the traffic classifier property, the conditioners are divided into ingress and
egress depending on their role. The ingress/egress conditioner is articulated with
the ingress/egress classifier on each interface defined in the SLS scope as an ingress
/egress QoS policy. This property is not mandatory.

– Performance Guarantees: The Performance Guarantee fields specify the guarantees
of service quality and performance provided by the ISP. Four quality metrics are
considered: delay, jitter, bandwidth and packet loss, expressed through instances of
the Bandwidth, Delay, Jitter and PacketLoss Metric subclasses. The
definition of at least one instance of these Metric subclasses is mandatory, except
on the Default Service type of SLS. Whenever there is a performance guarantee
specification, a traffic conditioning action must also be specified. Delay and jitter
are usually specified by their maximum allowed value or by a pair consisting of
a maximum upper bound and a quantile. Packet loss (edge-to-edge) is represented
by the ratio between the packet loss detected at the egress node and the number
of packets sent at ingress node. Instead of quantitative, quality and performance
parameters can also be specified in a qualitative manner.

– Reliability: The Reliability is usually specified by the mean downtime (MDT) and
by the maximum allowed time to repair (TTR). The no compliance of the negotiated
parameters may result in a penalty for the ISP.

– Service Schedule: The Service Schedule defines the time period of service avail-
ability associated with an SLS. While a start date is always specified, an end date is
only specified in case of a reservation, ReservedServiceSchedule, in which
the client requests the service during a specific period of time. In the default case,
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StandardServiceSchedule, only the service start date is specified, i.e., the
contract must be explicitly terminated by the client.

– Monitoring: Monitoring refers to SLS’ performance parameters monitoring and
reporting. For that purpose, a measurement period, a reporting date and a threshold
notification are specified. Other parameters such as the maximum outage time, total
number of outage occurrences, reporting rules and reporting destination may be
specified.

– Type of Service: The type of service is described by the Service class. This class
allows the definition of services offered by the ISP to customers from a business-
oriented perspective. Offered services are described through a set of qualitative
metrics. The mapping from a qualitative service description to a quantitative ser-
vice specification is assured by the ISP. The Service class allows to relate the
SLS with a specific instance of service offering. It also helps establishing SLS tem-
plates on an application level. Services can be offered as a package (e.g. triple or
quadruple play services) through the ServicePack class.

3.2 Network Module

At present, an ISP is represented as a cloud network, where only edge (ingress and
egress) nodes are visible. The abstract representation of domain internal nodes and in-
herent internal service configuration mechanisms are left for future work. Therefore,
instead of representing configuration elements at per-hop level, the model is focused on
a per-domain level. In this module (see Figure 3) there are three key elements:

– Node: The Node class represents a network node (on the current model, corre-
sponds to a domain border node). It is related to a set of Interface class in-
stances.

– Interface: The Interface class represents ingress and egress points of the ISP
domain. Specifically it allows the mapping of external network interfaces or en-
try/exit points of ISP border nodes. The interface supports a two-way traffic flow. It

-id : string
-name : string
-includesTotalBandwidthCapacity : float
-includesReservedIngressBandwidthCapacity : float
-includesReservedEgressBandwidthCapacity : float
-includesLayer2Address : string
-includesLayer3Address : string
-isActive : bool

Interface

-id : string
-name : string

Node

-id : string
Policy

-id : string
TrafficClassifier

-id : string
TrafficConditioner

-includesInterface0..*
-includedInterfaceBy1

-includesIngressPolicies

0..*

1
-includesEgressPolicies

0..*

1

Network

-includesNode

0..*1

-includesC
lassifier 0..*

1

-includesC
onditioner 0..*

*

Fig. 3. Interface class diagram
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is possible to attach layer 2 and layer 3 addresses to the interface concept in order
to relate it to a real network interface in the ISP domain. Each interface has a total
bandwidth capacity and a reserved bandwidth capacity specified dynamically for
ingress traffic and egress traffic. For QoS purposes, it is possible to specify a set
of QoS policies. In this case, a QoS policy is a relation between a traffic classifier
instance and a set of traffic conditioner instances applied to traffic classified by the
former. A QoS policy can be an ingress policy or an egress policy.

The Interface class, as illustrated in Figure 3, is defined by an identifier, link
and network layer addresses and total bandwidth capacity both downstream and
upstream. It includes two counters for ingress and egress reserved bandwidth of all
contracted services applied to this interface. Each instance can be related to a set
of QoS policies applied on incoming and outgoing traffic. A boolean value is also
defined for interface state indication.

– Traffic Classifier: The TrafficClassifier class has two subclasses: MF and
BA. The BA class instances, applied to previously marked traffic, only have one
field, a relation with a Mark class instance. The Mark class contemplates all forms
of aggregated traffic marking (such as DSCP, IPv6 FlowLabel, MPLS Exp, etc.).
The MF class allows the definition of traffic classification rules with multiple fields.
There are no constraints on the number of allowed fields and these are divided
into: link, network and transport header fields. This means that several types of
fields can be used: IPv4 and IPv6 addresses, IPv6 Flow Label, ATM VPI/VCI and
MPLS Labels. The fields used in the classification rule are combined through a
logic operator represented through the LogicOperator class instances AND and
OR. For a more complex classifying rule definition, other TrafficClassifier
class instances can be stated as fields, working as nested classification rules.

– Traffic Conditioner: The traffic conditioner is designed to measure traffic
flows against a predetermined traffic profile and, depending on the type of con-
ditioner, take a predefined action based on that measurement. Traffic condition-
ing is important to ensure that traffic flows enter the ISP network in conformance
with the established service profile. It is also an important policy for handling
packets according to their conformity level facing a certain traffic profile with
the purpose of differentiating them in the network. According to their features,
there are three TrafficConditioner subclasses: the Marker, Policer and
Shaper classes. The policer usually takes an immediate action on packets ac-
cording to their compliance against predefined traffic profile. A Policer class
instance must have a set of traffic measurement parameters and at least two levels
of actions defined. Three different policers are defined in the current model. The
TokenBucketPolicer represents a single rate policer with two level actions
(for in profile and out of profile traffic). The SingleRateThreeColorMarker
and TwoRateThreeColorMarker are examples of policers with three levels of
conformance actions. The Shaper is the only conditioner subclass where no im-
mediate action is taken on traffic flows. Instead, all packets are buffered until traffic
profile compliance is verified. The Marker class is a special type of conditioner
which performs traffic marking and may be combined with other traffic conditioner
elements.
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3.3 Multiservice Monitoring Module

As illustrated in Figure 1, the aim of the monitoring system to develop is twofold:
(i) to monitor and control SLSs parameters in order to ensure that measured values

are in conformance with the negotiated service quality levels. This auditing purpose
involves a prior characterization of each service requirements, monitoring parameters
and corresponding metrics, and the definition of appropriate measurement methodolo-
gies and tools to report multilevel QoS and performance metrics to users and system
administrators;

(ii) to measure and control the usage of network resources. This includes the iden-
tification of network configuration aspects impacting on services performance, namely
scheduling and queuing strategies on network nodes. In fact, monitoring network re-
sources and triggering traffic control mechanisms accordingly will allow to maintain
consistent quality levels for the supported services and the fulfillment of the negotiated
SLSs.

Another main concern of this task is to congregate users and ISPs perspectives re-
garding the description and control of services quality. This means that the perceived
service quality for users (Quality of Experience - QoE), commonly expressed through
subjective parameters, has to be identified and mapped into objective and quantifi-
able QoS parameters, able to be effectively controlled by network service providers.
Therefore, the articulation of QoE and QoS, and the identification of appropriate mea-
surement methodologies for evaluating and controlling service quality levels in both
perspectives (users and ISPs) is a main concern to cover in the present module.

In this context, multiservice monitoring is expected to provide a clear identification
and layering of all monitoring issues to include in the multiservice ontology to assist
auditing and control of negotiated service levels through the proposed Service Manage-
ment Platform.

3.4 The VoIP Service as Example

As mentioned before, a service provider may describe each provided service through a
set of qualitative metric values, which are then mapped to quantitative values to assist,
for instance, configuration and service control. For example, a VoIP type of service can
be described as:

VoIP Service
Bandwidth: Low_Bandwidth = at least 1 Mbps
Delay: VeryLow_Delay = at most 100 ms
Jitter: VeryLow_Jitter = at most 50 ms
Packet Loss: VeryLow_Loss = at most 0.001 % of lost packets

This type of service description is used for SLS classification in accordance with the
specified metrics. In other way, SLSs can be built based on the type of service descrip-
tion when required. An example of an SLS instance for the VoIP service is shown in
Figure 4.

When the SLS instance is set, the TrafficClassifer and Traffic
Conditioner specified lead to QoS policy instances. A relation is then established
between each QoS policy and network interfaces instances specified in the scope of the
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id : string = SLS1
SLS1 : SLS

id : string = N1I1
name : string = eth0
includesTotalBandwidthCapacity : float = 1000000
includesReservedIngressBandwidthCapacity : float = 1024
includesReservedEgressBandwidthCapacity : float = 0
includesLayer2Address : string = 00:00:00:00:00:01
includesLayer3Address : string = 10.0.0.1
isActive : bool = true

N1I1 : Network Module::Interface
id : string = N2I1
name : string = eth0
includesTotalBandwidthCapacity : float = 1000000
includesReservedIngressBandwidthCapacity : float = 0
includesReservedEgressBandwidthCapacity : float = 1024
includesLayer2Address : string = 00:00:00:00:00:02
includesLayer3Address : string = 10.1.0.1
isActive : bool = true

N2I1 : Network Module::Interface

id : string = Cl1
includesLayer2AddressSpec : string
includesLayer3AddressSpec : string = 10.0.0.51
includesLayer4AddressSpec : string = 12345
includesProtocolID : string

Cl1 : Network Module::MF

id : string = Tk1
includesSR : float = 1024
includesBS : float = 1500

Tk1 : Network Module::TokenBucketPolicer

metricValue : float = 1024
unit : string = bps
unitConversion : float = 1
baseUnit : string = bps

Bd1 : Bandwidth
metricValue : float = 100
unit : string = ms
unitConversion : float = 1
baseUnit : string = ms

Dl1 : Delay
metricValue : float = 50
unit : string = ms
unitConversion : float = 1
baseUnit : string = ms

Jt1 : Jitter
metricValue : float = 0.001
unit : string = %
unitConversion : float = 1
baseUnit : string = %

PL1 : Loss

metricValue : float = 99
unit : string = %
unitConversion : float = 1
baseUnit : string = %

Rl1 : Reliability

startDate = 01/01/10
Schd1 : StandardServiceSchedule

includesIngressInterface includesEgressInterface
includesIngressClassifier

includesIngressConditioner
includesPerformanceGuarantees

includesServiceSchedule

includesReliability

Tk1A1 : Network Module::MARK DROP : Network Module::DROP

includesInProfileAction includesOutProfileAction

EF : Network Module::DSCP

includesResultingMark

id : string = SLS1P
SLS1P : Network Module::Policy

includesClassifier
includesConditioner

includesIngressPolicy

Fig. 4. SLS example diagram for VoIP service

SLS (Figure 4). This policy information is useful for automating the deployment of QoS
mechanisms in the ISP network infrastructure.

By establishing relations among all these entities, a change in one of them affects all
other related entities. For example, a change in an SLS parameter is spread through all
the corresponding SLS configurations in the network infrastructure.

4 Applying Semantics

This section discusses how the presented model is converted into an ontological support.
Thus, the characterization of the multiservice domain can be used in further software so-
lutions ranging from web contents to complex software agents responsible for decision
making. This ontology was developed according to the basis proposed by Methontol-
ogy [15]. In this way, it is guaranteed its conformance with a set of methodological rules
and the final product can be traced to its origin and reused in a simple and cost-effective
manner.

The proposed ontology provides the main concepts and properties required to de-
scribe multiple services levels and corresponding quality in a network domain. For its
implementation, according to the terminology proposed in Methontology, it was used
Protégé to generate the OWL representation. This representation uses not only classes
and properties, but it also includes restrictions on the values of the previous ones. There-
fore, it is ensured the conformance of current contents and future pieces of information
to the established parameters of the system.

Besides per-class restrictions, a set of general rules are defined for establishing new
rule-based relations between individuals. These rules are expressed using SWRL and
they are applied to check information in order to discover new possible instances and
properties within the system. So far, there are defined rules for (i) validation of inter-
faces capacity included in a contract scope; (ii) compliance verification of monitored
metrics in relation to service contract specifications; (iii) changing interfaces network
status; (iv) qualitative classification of performance metrics; and (v) classification of
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SLSs according to the type of service. For example, the following rule states that if
all SLS performance metrics have qualitative values matching a definition of a type of
service then the SLS specifies a service of that type.

SLS(?sls) ∧ Service(?service)
∧ includesBandwidth(?sls, ?bandwidth)
∧ includesBandwidthQualV alue(?service, ?qualiBandwidth)
∧ includesDelay(?sls, ?delay)
∧ includesDelayQualV alue(?service, ?qualiDelay)
∧ includesJitter(?sls, ?jitter)
∧ includesJitterQualV alue(?service, ?qualiJitter)
∧ includesLossQualV alue(?service, ?qualiLoss)
∧ includesPacketLoss(?sls, ?loss)
∧ includesQualitativeV alue(?bandwidth, ?qualiBandwidth)
∧ includesQualitativeV alue(?delay, ?qualiDelay)
∧ includesQualitativeV alue(?jitter, ?qualiJitter)
∧ includesQualitativeV alue(?loss, ?qualiLoss)
→ definesSLS(?service, ?sls)

Additional rules are defined for the above mentioned issues. Nevertheless, for other
purposes, it is suggested to define rules at application level due to the complexity and
limitations of SWRL [19] at using knowledge from different sources and involving
advanced logical checks.

On the top of the provided ontology, it is developed a complete software API. This
API, referred as the ServiceModel API, is implemented following the diagram pre-
sented in Figure 5.

The Jena Framework [20] plays a major role in the developed software. It provides
support for working with RDF and OWL based archives. The handling of OWL entities
(classes, individuals and restrictions) is provided by the Jena Ontology API. Recall that
the ontological content can be accessed from the local computer or from a remote server.
The Pellet [21] engine is the reasoner used due to its SWRL [22] support.

Working on top of the Jena framework, the Jena beans API binds RDF resources (in
this case, OWL classes) to Java beans simplifying the process of Java-to-RDF conver-
sion. This feature enables users to work with individuals as Java objects.

The persistence of the knowledge is guaranteed by the TDB [23] technology, which
is clearly simpler and more efficient than the SDB solution (uses SQL databases for

PelletJena Framework

JenaBeans

TDB

ServiceModel API

Fig. 5. ServiceModel API structure diagram
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storing RDF datasets). However, the API integration of an SDB solution is not totally
abandoned.

The ServiceModel APl intents to assist future projects in several goals: (i) to foster
client and service provider interoperability; (ii) to manage network service contracts,
facilitating the dynamic negotiation between clients and ISPs; (iii) to access and query
SLA/SLSs data on a individual or aggregated basis to assist service provisioning in the
network; and (iv) to assist service monitoring and auditing. Therefore, this API, aimed
to sustain further developments, supports in a straightforward manner for software de-
velopers the following features: (i) the insertion and removal of information on the
Knowledge Base (creating/destroying individuals); (ii) the validation of the Knowledge
Base information (classification and realization); (iii) establishment of more complex
rules based relations (not possible through SWRL); (iv) Knowledge Base querying, im-
plemented through SPARQL [24] and the ARQL Jena API; and (v) Knowledge Base
persistence.

5 Practical Application

Once the semantic model for fully describing SLAs/SLSs is set, services can be pro-
vided on top of it. Semantics is not, in general, an end by itself. On the contrary, its use
is motivated by achieving further goals. In the case of this proposal, it is generated a
framework to boost interoperability and advanced data mining features. Bearing that in
mind, services were derived as proof-of-concept. Firstly, it is suggested a RDFa support
to introduce annotations on xhtml descriptions about SLAs and SLSs. Afterwards, it
is suggested the use of a semantic engine to recover information from a repository of
information regarding the formers.

RDFa [25] is a semantic technology that empowers users to include semantic anno-
tations on XML (or xhtml) contents. These annotations are invisible for human user but
easily recovered for software agents using GRDDL [26]. It is important to keep in mind
that both technologies are official recommendations from W3C.

Taking as a basis the provided OWL model for describing the system, annotations
can be included in xhtml describing SLAs and SLSs. For the sake of clarity, it is in-
cluded the following example:

<p xmlns:sla="http://owl.det.uvigo.es/sls/">
The provided connection under the interface
<span property="sls:id">Service1</span>,
provides a total BW of
<span property="sls:includesTotalBandwithCapacity">
20 MBps</span>.

</p>

As shown in this xhtml snippet, a network interface and some of its properties are
described. This definition of capacities of the Network Module can be directly recovered
using GRDDL. The use case expected for this functionality is related to the web pages
of ISPs. Service providers, when offering their services, can include this information
into their web pages. Users will be able to recover this information through software
agents on their behalf, and include it into a data repository for further decisions.
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Once these pieces of information are included in a Semantic Database, regardless
of its origin, either from GRDDL extraction or from other sources, it is possible to
get added-value services. Using SPARQL Queries [24], for example, it is possible to
locate SLAs/SLSs fulfilling specific properties the user is interested in. The only re-
quirement is to identify the graph matching the desired properties and implement the
corresponding SPARQL query. Authors successfully tested this feature by means of the
API provided. It is actually rather simple to deploy a software tool that looks for, for
instance, the cheapest SLA in the market or the one offering the fastest network access,
among other features.

6 Conclusions and Future Work

This paper has presented an innovative approach to the development of a semantic
model in the domain of multiservice networks. This model formally specifies concepts
related to service and SLS definition, network service management, configuration and
auditing, creating the reasoning mechanisms to ground the development self-managed
ISPs. Although being conceptually aligned with the differentiated service model, the
solution is generic without being tied to a specific QoS paradigm.

The usefulness of the present semantic service modeling has been pointed out for
multiple applications in the context of multiservice management. In particular, aspects
such as dynamic service negotiation between service provides and end customers, and
auditing of Internet services being provided may be strongly improved as consequence
of using the proposed ontology.

Possibilities and features from this ontology are also presented to software develop-
ers by means of a ServiceModel API. The functionality within this library can be used
for the above mentioned goals. Due to the modular schema for this software compo-
nent, its inclusion on future projects constitutes a simple task that will provide a useful
support in further developments.
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Abstract. 3G- and WLAN-capable mobile devices supporting 3GPP
Release 8 can perform seamless handover between 3G and WLAN. IP
address of the device then stays constant, whereas the physical network
interface changes. Behavior of common network applications (downloads,
buffered video, streaming audio, VoIP) in such situation is tested using a
Nokia N900 device. Network delay estimates and TCP RTT graphs are
obtained. Common measures to mitigate problems induced by handover
are briefly discussed.

Keywords: application testing, seamless handover, Nokia N900, 3G,
WLAN.

1 Introduction

Offloading 3G traffic through WLAN to deal with increasing traffic volumes is a
compelling solution for service providers. Public WLANs are almost ubiquitous
and support for 3G/WLAN handover is available in a number of popular User
Equipment (UEs), including Nokia N900. For traffic offloading to be effective,
handover must be seamless: ideally, applications should not notice it.

Seamless 3G/WLAN handover using DSMIP or PMIPv6 mobility protocol
was first specified in 3GPP Release 8 (specifically, in [1]). PMIPv6 protocol [4]
is most promising: it was shown to cause small handover delay and have little
signalling overhead [3,6,7]. Some of its modifications eliminate packet loss during
handover [2], or significantly reduce both packet loss and handover latency [5].

In this paper, we present results of testing seamless handover from the UE
perspective, i.e., testing application behavior on the device during handover. For
testing, we used a vastly simplified PMIPv6-like handover procedure.

– Standalone server with static IP acted both as mobile access gateway (the
host providing Internet connectivity to the device) and local mobility anchor
(the host routing data to and from the UE).

– Physical network interface and routing table of the device and gateway was
changed, while its IP address was preserved.
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Various network applications experiencing periodic 3G↔WLAN handovers were
tested. We assessed their ability to “survive” handover (work well after handover)
and estimated the network delay incurred by handover.

3GPP specification [1] provides several options for handover. We assumed a
Trusted WLAN, as this is a simpler case (no authentication, authorization and
accounting; no encryption). Furthermore, no access point was used (just ad-hoc
WLAN).

2 Handover Testbed

To test real-life application behavior during periodically performed 3G/WLAN
handovers, we developed a simple testbed. The testbed contained of a Mobile
Node MN 1 connecting to Internet server(s) through either 3G or WLAN. In-
ternet access was available through the gateway GW, which also simulated the
mobile operator’s network gateway.

The main requirement for the testbed was that the applications had to use
the same IP address regardless of the current access network (3G or WLAN).

Testbed architecture, hardware and software configurations are described in
detail in the following sections.

2.1 Architecture

WLAN interfaces wlan0 were configured to run in Ad-Hoc mode with static IPs
on both MN and GW.

Because MN had a dynamic IP on the 3G interface gprs0, we created a tun-
nel between MN and GW. Tunnel interfaces tun0 on both MN and GW were
assigned the same static IPs as the WLAN interfaces.

Creating tunnel was possible, because GW had a public static IPv4 address.
(If this scheme is implemented by the mobile operator, creating tunnel is not
necessary.)

Fig. 1. 3G↔WLAN Handovers in a Testbed

1 The term “Mobile Node” means the same as User Equipment (UE).
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Fig. 2. Architecture of the testbed

Table 1. Interface States (Up/Down)

Active MN GW
Network wlan0 tun0 gprs0 eth0 tun0 wlan0

3G ↓ ↑ ↑ ↑ ↑ ↓
WLAN ↑ ↓ ↓ ↑ ↓ ↑

Two interfaces (wlan0 and tun0 ) with the same IP address could not be
simultaneously active, so handover (Fig. 1) was performed by switching them on
and off.

The layout of testbed followed Fig. 2. Switching interfaces was done according
to Table 1:

– During WLAN connectivity (wlan0 up on both MN and GW) were up, traffic
travelled along the path of MN.wlan0 ↔ GW.wlan0 ↔ GW.eth0 ↔ Remote
Server.some iface.

– During 3G connectivity (gprs0 and tun0 up on MN, tun0 up on GW), traffic
travelled along the path MN.tun0 ↔ MN.gprs0 ↔ GW.tun0 ↔ GW.eth0
↔ Remote Server.some iface.

2.2 Hardware Configuration

We used Nokia N900 as the MN, and HP Pavilion dv6700 notebook as the GW.
Relevant hardware configuration of the devices is summarized in Table 2.

MN was connected to MegaFon2 3.5G (HSDPA) network using unlimited
data plan with throttling (max. DL 7.2 Mbit/s; 64 Kbit/s after 10Gb of traffic).
GW was connected to the Internet through NNZ-Home3 local provider with
guaranteed 25 Mbit/s (UL/DL).

2 http://szf.megafon.ru
3 http://nnz-home.ru
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Table 2. Testbed: Hardware Configuration

Parameter Mobile Node Gateway

Device Name Nokia N900 HP Pavilion dv6700
Product RX-51 KU121EA#ACB (dv6840er)
Hardware Revision hw-build 2101 sys. board 30D2
Processor ARM Cortex-A8 @700Mhz Intel Core2 Duo T5850 @2Ghz
RAM 256 Mb 2 Gb
Network Adapters WLAN: 10/2 Mbit/s (UL/DL) WLAN: 11 Mbit/s (UL/DL)

WCDMA: 384 Kbit/s (UL/DL) Ethernet: 100 Mbit/s (UL/DL)

2.3 Software Configuration

Both MN and GW were Linux-based (Maemo 5 and Ubuntu 10.04, respectively).
Detailed software configuration of the testbed is given in Table 3.

Cron. To perform repeated handovers from 3G to WLAN and back at prede-
fined intervals on both MN and GW, we used cron to run handover scripts.

OpenVPN. We used OpenVPN to implement tunnel. It was secured using
AES-256 in CBC mode with static key. VPN connection was configured with
default keepalive setting 10,60 (ping every 10s, reconnect if no answer in 60s).

OpenSSH. We used OpenSSH to connect to the MN and start handover and
configuration scripts, gather handover logs and perform troubleshooting. During
testing, GW and MN were physically connected with USB cable. SSH over USB
interfaces (usb0 ) was used to maintain MN shell on the GW.

OpenNTPd. To ensure that cron works with best precision, clocks on MN and
GW were periodically synchronized by ntpd. On Ubuntu-based GW ntpd was
preinstalled and already configured; for Maemo 5-based MN manual installation
following instructions at4 was performed.

3 Testing

3.1 Pre-test Actions

Before running all the tests, OpenVPN tunnel and ad-hoc WLAN configuration
on both MN and GW was performed by Preparation scripts. Scripts did the
following.

1. Started OpenVPN using appropriate configuration file with settings corre-
sponding to Table 3.

2. Configured the iptables firewall to allow NAT.
3. Enabled IP forwarding using net.ipv4.ip forward sysctl option.
4. Set essid to sw3g test, and the mode of WLAN cell to ad-hoc using

iwconfig utility.
4 http://talk.maemo.org/showpost.php?p=518010&postcount=14
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Table 3. Testbed: Software Configuration

Parameter Mobile Node Gateway

Installed Software

Operating System Maemo 5 (Fremantle) Ubuntu 10.04
Linux 2.6.28-omap1 Linux 2.6.32-30-686

Firmware / BIOS Versions PR1.3 Global , nolo 1.4.14 PhoenixBIOS F.58

Additional Packages openssh 1:5.1p1-6.maemo51 openssh 5.8p14

openvpn 5:2.1~rc20-3maemo31 openvpn 2.1.44

cron 4.12, wget 1.10.2-2osso31

wireless-tools 30~pre7-1.3maemo+0m53

openntpd 3.9p1-4-maemo81

IPv4 Configuration

Network Interfaces To 3G Operator gprs0 To Local ISP eth0
Dynamic IP 188.65.67.236
Ad-Hoc WLAN wlan0 Ad-Hoc WLAN wlan0
192.168.5.2 192.168.5.1
Tunnel for 3G tun0 Tunnel for 3G tun0
192.168.5.2 192.168.5.1

MN USB 5 usb0 GW USB 5 usb0
192.168.2.15 192.168.2.14

Custom Rules none Allow NAT, Forwarding

OpenVPN Configuration (tunnels)

Role Client Server@188.65.67.236:5000

Gateway IP 192.168.5.1 192.168.5.2
Tunnel Type IP (tun)
Encryption AES-256-CBC; Static Key
Keepalive ping every 10s, reconnect if no answer in 60s
Other Options Run as Daemon; Persist Tunnel Device; Persist Key

1 From extras (http://repository.maemo.org/extras fremantle/free) repo.
2 From daylessday.org (http://maemo.daylessday.org/repo chinook/user) repo.
3 From Nokia Maemo (https://downloads.maemo.nokia.com/Packages) repo.
4 From standard Ubuntu 10.04 repos.
5 USB interfaces were used to control MN over SSH during the experiment.

3.2 Test Sequence (see Fig. 3)

crond and tcpdump. At the beginning of the test, crond was started on the GW
and MN. Then, packet capture using tcpdump was initiated on the GW. Packet

tcpdump 3G→WLAN End 

1st Handover Period 

WLAN→3G 

1.5 min  1.5 min  

3G→WLAN 

1-2 min  1.5 min  

2nd Handover Period 

WLAN→3G … 

… 

crond Payload Start  
… 

Fig. 3. Test Sequence
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Table 4. Download Sources for FTP and HTTP Scenarios

URL Size

FTP ftp://ftp.kernel.org/pub/linux/kernel/v2.6/linux-2.6.37.2.tar.gz 88.2M
ftp://largedownloads.ea.com/pub/demos/battlefield2standalonedemoserver.exe 35.0M
ftp://largedownloads.ea.com/pub/demos/MOHH/MEDALOFHONORHEROES.zip 26.2M

HTTP http://www.kernel.org/pub/linux/kernel/v2.6/linux-2.6.37.2.tar.gz 88.2M
http://ardownload.adobe.com/pub/adobe/reader/unix/9.x/9.4.0/enu/- 60.4M
AdbeRdr9.4-1 i386linux enu.deb

trace included only packets sent from or to 192.168.5.0/24 network (from/to
GW or MN). Trace had absolute timestamps (-tttt option of tcpdump.)

Payload. After tcpdump, the payload (actual application tested) was started
on the MN.

Handovers. On every 3rd minute, cron launched handover scripts on both GW
and MN. Scripts did the following:

1. Handover from 3G to WLAN (by switching the interfaces). On the MN, the
route to 0.0.0.0/0 through gateway 192.168.5.1, using interface wlan0,
was added.

2. Sleep for 1.5 min.
3. Handover from WLAN to 3G (by switching the interfaces). On the MN, the

route to 0.0.0.0/0 through 192.168.5.1was changed to use tun0 interface,
and route to 188.65.67.236 using gprs0 interface was added.

Logging of handover start and end times was also done, both on the GW and
MN. This helped us identify handover intervals in the PCAP traces captured.

Ending the Tests. To end the test, cron, scenario payload, and tcpdump (in
that order) were terminated on both GW and MN. Normal ending conditions
for the scenarios are given in the “Testing Scenarios” section. Abnormal stop
was declared when the application failed to “survive” handover (e.g. terminated
VoIP call, did not resume playing media or downloading files).

3.3 Testing Scenarios

FTP and HTTP Downloads. wget utility was used to sequentially down-
load a number of files totalling ≈150 Mb (Table 4) using FTP and HTTP. The
scenario ended when all the files were successfully downloaded.

Buffered Video. Flash videos from YouTube.com and vkontakte.ru (Table 5)
were played in the MicroB browser. The scenario ended when 9 handovers were
reached (≈27 minutes have passed from the start).

Internet Radio. Two Internet radios were used: 16bit.fm and Wish FM (Table
6). For 16bit.fm we tested 2 bitrates (32 and 128 kbps) and formats (MP3 and
AAC+). The scenario ended when 9 handovers were reached (≈27 minutes).
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Table 5. Videos Used for Testing

URL Resolution Duration

YouTube http://youtu.be/--QTzeFCwtg 640 × 360 1:04:53
vkontakte http://vkontakte.ru/video7085560 138716447 512 × 288 1:39:25

Table 6. Internet Radio Stations Used for Testing

URL Bitrate Format

16bit.FM (RU) http://16bit.fm/16bit.fm 32.m3u 32 kbps AAC+
http://16bit.fm/16bit.fm 128.m3u 128kbps MP3

Wish FM (UK) http://stream1.radiomonitor.com/Wish.m3u 64 kbps MP3

Skype. Skype call from nick.amelichev to krinkin.m.u was initiated. To sim-
ulate voice, music was played through external speakers of the GW, and mi-
crophone of the MN was placed near the speakers. The scenario ended when 9
handovers were reached.

3.4 Network Delay Estimation

After testing, we analyzed the network traces using Wireshark to estimate im-
mediate delay in TCP transmission incurred by the each 3G→WLAN handover
(Delay incurred by WLAN→3G handover was observed to be significantly lower
during testing, so it was not considered in the estimation.)

1. Frames were filtered by protocol type (e.g. http for HTTP Downloads).
2. Filtered frames were sorted by timestamp offset Δt from the previous dis-

played frame, descending.
3. For each 3G→WLAN handover time THandover, the first frame meeting all

of the following conditions was chosen:
– source and destination addresses used by the application tested;
– the minimum absolute timestamp T which is > Δt + THandover

4. If no such frame could be found, the handover period was marked as having
no negative consequences (“—”). “—” periods were excluded from calcula-
tion of mean and standard deviation of Δt.

4 Discussion of Results

We observed that 3G↔WLAN handover highly impacts FTP RTT (retransmis-
sion time), causing peaks with RTT = tens of seconds, whereas the WLAN↔3G
handover does not.

Most of the applications using buffering and/or timeouts (FTP and HTTP
Downloads, Buffered Video) performed well: without failures and perceived de-
lays.

Internet Radio, which also used buffering, performed well using 32kbps AAC+,
but showed periodic delays when playing streaming 64- and 128kbps MP3 media.
This might be caused by the insufficient buffer sizes, and less effectiveness of MP3
coding compared to AAC+.
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Skype was the worst app in terms of handover survival: it repeatedly dropped
calls at a random time after handover. Skype’s network usage pattern is complex,
and its protocols are not well-known, so it’s not immediately apparent what could
have caused its bad performance.

4.1 FTP and HTTP Downloads

wget successfully “survived” handover. Maximum network delays Δt are given
in Tables 7 and 8. Fig. 4 and 5 show high number of peaks in RTT caused
primarily by 3G↔WLAN handovers.

Fig. 4. TCP RTT for FTP Downloads Fig. 5. TCP RTT for HTTP Downloads

Table 7. Network Delays for FTP Down-
loads

# THandover Delay Δt (s)

1 22:42:01 9.2840
2 22:45:01 14.2880
3 22:48:01 10.4280
4 22:51:01 14.5760
5 22:54:01 9.7960
6 22:57:01 9.3720
7 23:00:01 15.8000
8 23:03:01 11.492
9 23:06:01 10.256

10 23:09:01 14.02
11 23:12:01 9.596

Mean: 11.7189
St. Dev.: 2.4538

Min: 9.2840
Max: 15.8000

Table 8. Network Delays for HTTP
Downloads

# THandover Delay Δt (s)

1 22:33:01 17.0320
2 22:36:01 12.7800
3 22:39:01 12.5400
4 22:42:01 10.1440
5 22:45:01 21.0200
6 22:48:01 13.0040
7 22:51:01 10.4400

Mean: 13.8514
St. Dev.: 3.8832

Min: 10.1440
Max: 21.0200
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Fig. 6. TCP RTT for YouTube Video. Fig. 7. TCP RTT for vkontakte Video.

Table 9. Network Delays for YouTube
Video Playing

# THandover Delay Δt (s)

1 01:48:01 12.3920
2 01:51:01 15.2560
3 01:54:01 14.9520
4 01:57:01 69.8000
5 02:00:01 10.1040
6 02:03:01 9.4960
7 02:06:01 10.3920
8 02:09:01 11.4120
9 02:12:01 10.6720

Mean: 18.2751
St. Dev.: 19.4309

Min: 9.4960
Max: 69.8000

Table 10. Network Delays for vkontakte
Video Playing

# THandover Delay Δt (s)

1 02:36:01 11.0360
2 02:39:01 12.7600
3 02:42:01 16.6880
4 02:45:01 12.7720
5 02:48:01 12.1160
6 02:51:01 16.7920
7 02:54:01 16.3960
8 02:57:01 10.1640
9 03:00:01 —

Mean: 13.5905
St. Dev.: 2.6596

Min: 10.1640
Max: 16.7920

4.2 Buffered Video

Both YouTube and vkontakte Flash video used HTTP protocol under the hood.
Because of aggressive buffering (the buffering didn’t stop until all the media was
buffered; buffering readily resumed after handover), large network delays (see
Tables 9 and 10) didn’t affect the viewing experience at all. 9 (YouTube) and
8 (vkontakte) 3G↔WLAN handovers can be readily seen on the RTT Graphs
(Fig. 6 and 7).

4.3 Internet Radio

Network delays estimated for 16bit.fm in 32kbps AAC and 128kbps MP3 formats
are given in Tables 11 and 12. The RTT graphs for 32 and 128kbps are given in
Fig. 8 and 9. We could not obtain a reliable trace for Wish FM radio (64kbps
MP3), because it repeatedly stopped playing after first 3G↔WLAN handover
occurred.
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Fig. 8. TCP RTT for AAC+ 32kbps Fig. 9. TCP RTT for MP3 128kbps

Table 11. Network Delays for 16bit.fm
(32 Kbps) Internet Radio

# THandover Delay Δt (s)

1 01:12:01 9.0000
2 01:15:01 14.3840
3 01:18:01 9.5240
4 01:21:01 10.4280
5 01:24:01 14.5080
6 01:27:02 39.8240
7 01:30:01 —
8 01:33:01 —
9 01:33:01 —

Mean: 16.2780
St. Dev.: 9.0000

Min: 9.0000
Max: 39.8240

Table 12. Network Delays for 16bit.fm
(128 Kbit/s) Internet Radio

# THandover Delay Δt (s)

1 01:42:01 10.5600
2 01:45:01 11.8560
3 01:48:01 10.3520
4 01:51:01 12.9760
5 01:54:01 12.5160
6 01:57:01 12.4000
7 02:00:01 13.5280
8 02:03:01 11.9960
9 02:06:01 13.0520

Mean: 12.1373
St. Dev.: 1.0875

Min: 10.3520
Max: 13.5280

Table 13. Network Delays for Skype VoIP

# 1 2 3 4 5 6

THandover 00:12:01 00:15:01 00:18:01 00:21:01 00:31:32 00:34:31
Δt (s) 8.8200 8.6200 9.2680 8.8440 8.8440 8.4480

Mean: 8.8073 St. Dev.: 0.2754 Min: 8.4480 Max: 9.2680

16bit.fm played without interruptions for 32kbps, and with minor interrup-
tions for 128kbps. It seems that the buffer size used by the Nokia N900 media
player was set too small when the network delay was small and almost uniform
(128kbps stream), and grew too big when sudden large delay occurred (32kbps
stream, after 6th handover).
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4.4 Skype

Skype did not “survive” handover: the best we got is only 6 handovers, not 9
(Table 13). During testing, Skype sometimes terminated calls after handover and
set status to “disconnected”, only to reconnect to the network a moment later.

5 Conclusion

Network delay incurred by 3G↔WLAN seamless handover is large (tens of sec-
onds). We observed different techniques used to deal with handover.

1. Aggressive buffering (buffering + timeouts). The app fills buffer with data
until everything is buffered. Serving data from the buffer starts when a large
part has already been downloaded. When network is unavailable, retrying
is performed, typically with an exponential backoff timer. The method is
commonly employed by applications using Flash video and is very effective
in practice (see “Buffered Video”).

2. Using timeouts only (if connection is gone, just wait for it). This is suitable if
the data does not need to be served to the user immediately, e.g. downloading
files. Test results for FTP and HTTP downloads using wget (see “FTP and
HTTP Downloads”) confirm that downloads survive handover well.

3. Buffering with the buffer size dependent on the last network delay time(s)
experienced. As test results for streaming audio (see “Internet Radio”) show,
it is less effective than aggressive buffering, especially when the buffer size
(in seconds) is ≈ network delay time.

4. Other techniques. It is not known what Skype uses, but it could not survive
the handover (see “Skype”).

To deal with delay incurred by the handover, applications should use aggres-
sive buffering (if information is needed at the time it was requested) or timeouts.
To partially minimize loss of packets and handover latency, buffering on the MN
and GW [2] or a robust handover prediction scheme [5] might be implemented.

6 Future Work

MN OS could be modified to better mitigate handover consequences.
One solution is to make send(), sendto() and recv() socket calls block when

called during handover. These calls will return only after handover is completed
and the corresponding operation (sending or receiving) is carried out on the new
access network.

Another solution would be for the MAC layer to notify TCP implementation
when handover begins and ends. During handover, TCP retransmission timer
would be “frozen” and the RTT values would stay constant. This way, the re-
transmission will start much sooner.

These topics will be uncovered in the upcoming publications.
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Abstract. The availability and quality of information extracted from
Wireless Sensor Networks (WSNs) revolutionised a wide range of appli-
cation areas. The success of any WSN application is, nonetheless, deter-
mined by the ability to retrieve information with the required level of
accuracy, within specified time constraints, and with minimum resource
utilisation. This paper presents a new approach to localised information
extraction that utilises the Watershed segmentation algorithm to dynam-
ically group nodes into segments, which can be used as programming
abstractions upon which different query operations can be performed.
Watershed results in a set of well delimited areas, such that the number
of necessary operations (communication and computation) to answer a
query are minimised. This paper presents a fully asynchronous Water-
shed implementation, where nodes can compute their local data in par-
allel and independently from one another. The preliminary experimental
results demonstrate that the proposed approach is able to significantly
reduce the query processing cost and time without involving any loss of
efficiency.

1 Introduction

Wireless Sensor Networks (WSNs) are currently being employed in a variety of
applications ranging from home to industry, and from health to military. These
applications have a number of elements in common: (1) The request for informa-
tion; (2) The answer to this request is usually present in a set of unstructured
data streams; (3) WSNs generate large amount of data that is ‘imperfect’ in na-
ture and contains considerable redundancy. Resource constraints on nodes in the
network coupled with the characteristics of returned data means that applica-
tions have to be developed with the primary design goal of minimising resource
utilisation. Distributed information extraction has been advocated to solve this
kind of problems. Information extraction is the sub-discipline of artificial intel-
ligence that selectively structures, filters, and merges data generated by one or
more sensor nodes. It adds meaning to unstructured raw data; therefore, the
data become structured or quasi-structured making it more suitable for infor-
mation processing tasks. This definition is concise and covers exactly in what
sense the term information extraction will be used throughout this paper.

S. Balandin et al. (Eds.): NEW2AN/ruSMART 2011, LNCS 6869, pp. 587–597, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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This paper presents an in-network information extraction system that finds
and links relevant information while ignoring irrelevant and extraneous infor-
mation. The final output of the extraction process varies based on user queries;
however, it commonly involves the extraction of fragments of information from
various nodes within the same segment and linking of these fragments into a
coherent answer. We propose the utilisation of Watershed segmentation algo-
rithm [20] that result in a set of well delimited segments of homogenous sensed
regions based on nodes location and their corresponding sensor readings. Wa-
tershed algorithm is suitable for dynamically changing environments because it
uses no thresholding, instead the best option is chosen at each decision stage. We
also propose a parallel asynchronous Watershed algorithm implementation that
complies with sensor node constraints, i.e. real-time computing, and low power
consumption. This in-network information extraction does not return the entire
collected data, but it extracts sense data units from one or more network seg-
ments, typically simple or multi-modal information of spatio-temporal nature.
The goal of node segmentation is to provide a high-level programming model for
sensor networks that abstracts away the details of individual sensor nodes. In
this paper we examine query-based systems that utilise in-network processing
for query response. However, the produced abstractions can be utilised in by
other information extraction systems, i.e. event based and time-driven.

Query-based information extraction is a request-response interaction between
the sensor nodes and end-user or application component. The end user issues
a query in an appropriate language, and then the query is disseminated to the
network to retrieve the desired data from the sensors based on the description in
the query. Most query-based systems provide a high level interface to the sensor
network while hiding the network topology as well as radio communication. The
end user does not need to know how the data is collected or processed.

User controlled, query-based, information extraction is usually applied in sit-
uations where it is known in advance what type of semantic information is to be
extracted from the network. For example, it might be necessary to identify what
type of events are happening in a certain part of the monitored environment
and at what time these events took place. Depending on the information needs,
different queries can be constructed to differentiate various types of events at
different levels of semantic granularity. In some applications, for instance, it will
be adequate to specify that a part of a query is a temporal expression, while in
others it might be necessary to differentiate between different temporal classes,
for example between expressions indicating past, present and future. In other
applications, not only the semantic nature of the target information is prede-
fined, but also the unit and scope of the event to be extracted. The unit of
extraction refers to the granularity of individual information portions that are
lifted out of the sensor node. The scope of extraction refers to the granularity of
the extraction space for every individual information request. In order to decide
which portion of information is supposed to contribute in the answer of a query,
an information extraction application uses a set of extraction conditions. These
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conditions state what formal properties a particular portion of information must
possess to belong to a particular semantic class.

The Watershed transformation is a popular image segmentation algorithm
for grey scale images [20,12,7,3,2,5,17,14,19,21]. Its basic concept comes from
the field of topography, referring to the partitioning of a landscape to a number
of basins or water catchment areas. The authors in [12] use the following anal-
ogy to explain how the Watershed algorithm works: The USA can be divided
into two main segments, one associated with the Atlantic Ocean and another
associated with the Pacific Ocean. All the rain falling on the east segment will
flow into the Atlantic Ocean, while the rain falling on the west segment will flow
into the other ocean. The water will reach the ocean given that it is not trapped
in a local minimum along the way. Both segments are usually named catchment
basins, and each one has an associated minimum (the ocean). The boundary line
that separates both basins is called the watershed line, corresponding to the con-
tinental divide in the example. Therefore, the image is viewed as a topographic
surface where each pixel is a point situated at some altitude as a function of its
grey level. The grey levels correspond to the altitude associated to the image
between 0 and 255.

After the original Watershed algorithm was published, several modifications
and variations of this algorithm was published to suit various applications. Wa-
tershed algorithms can be classified into two conceptually distinct techniques:
immersion and raining.

1. Immersion simulates progressively immersing the entire topographic surface
in a water container.

2. Raining simulates the rain fall over a topographic surface. The raining can
be considered as a local method because each droplet follows on its own way
not considering neighbouring droplets.

On flat areas of the surface, the motion of the water droplet is directed towards
the nearest brim of a downward slope and it stops when it reaches a regional
minimum. An important aspect of designing a parallel asynchronous algorithm
is the exploitation of the data locality for minimisation of the communication
overhead. Aiming at the goal, we propose here a reformulation of the raining
watershed segmentation due to its suitability for parallel implementation. The
presented implementation is capable of computing the Watershed transform ac-
cording to local conditions. The approach proposed in this paper generates the
same result using only one point of synchronisation, thus decreasing the running
time without degradation in the effectiveness of the segmentation. Both asser-
tions are demonstrated throughout this paper and supported by experimental
results.

The paper is organised as follows: Section 2 describes the Watershed algo-
rithm. Section 3 illustrates the suitability of this algorithm for WSNs. Section 5
presents the parallel asynchronous implementation of the Watershed algorithm.
The performance of the proposed implementation is evaluated in Section 6. Sec-
tion 7 concludes the work.
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2 Description of the Watershed Algorithm

This section presents Meyer’s formalism [9] that is based on local conditions
(rain simulation). The Watershed proposed by Meyer is the base for our par-
allel asynchronous implementation. Roedink et al. [15] summarised approaches
for parallel implementations of the Watershed algorithm on powerful (memory
and computation) devices. Before our synchronous and parallel implementation
details are given, some preliminary definitions are introduced as described by
Meyer [9].

Let f(p) be a function of of grey levels, signifying a continous digital image
with the domain Ω ∈ Z

2. Every pixel p ∈ Ω has a grey level f(p) and a set of
neighbouring pixels p′ ∈ N(p) with a distance function d(p, p′) to each neighbour;
in most published algorithms a 4− to 8−neighbours.

(Regional minimum) Is a point or a set of connected points with the same
grey level, where none of them have a neighbour with a lower grey level [3]. In
keeping with the rain simulation analogy, a regional minimum is the area of the
surface where the rain water would get trapped without flowing to lower leveles.
(Lower slope) If p exists, the lower slope (LS)defines the maximum steepness
from a pixel to its lower neighbours.

(LS) = max
∀p′∈N(p)

(
f(p)−f(p′)
dist(p,p′) |f(p′)≤f(p)

)
(Steepest decending path) ∀p ∈ Ω, SDP (p) is the set of points p′ ∈ N (p)

defined as follows:{
p′ ∈ N (p)

∣∣∣∣f (p) − f (p′)
dist (p, p′)

= LS (p) , f (p′) < f (p)
}

i.e. the SDP is a series of connected points where each point presents a grey level
strictly lower than the previous one. There may exist multiple decending paths
from a given point, the choice between them depends on the implementation. A
descending path is said to be a steepest path if each point in the path is connected
to the neighbour with the lowest grey level. According to rain simulation analogy,
the SDP is the path a drop of water would follow when travelling down to a
regional minimum.
(Cost function based on lower slope) The cost, cost (pi−1, pi), for walking on the
topographic surface from point pi−1to pi ∈ N(pi−1) is:⎧⎪⎨⎪⎩

LS (pi−1) .dist (pi−1, pi) f (pi−1) > f (pi)
LS (pi) .dist (pp−1, pi) f (pi−1) < f(pi)
1
2 (LS (pi−1) + LS (pi)) .dist(pi−1, pi) f (pi−1) = f (pi)

(Topographic distance) The topographic distance between two points p and q on
a surface is the minimal π−topographical distance among all paths πbetween p
and qon the suraface:

TDf (p, q) = infTDπ
f (p, q)
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where TDf (p, q) =
∑n

i=2 cost(pi−1, pi) is the topograpical distance of a path π =
(p = p1, p2,..., pn = q), such that ∀i, pi ∈ N(pi−1) and pi ∈ Ω
(Catchment basin based on topographic distance) CBTD (mi) of a local mini-
mum mi is the set of points p ∈ Ω where the topographical distance is closer
to mi than to any other regional minimum mj , based on the topographical dis-
tance and the grey level of the minima:

CBTD (mi) = {p |f (mi) + TDf (p, mi) + TDf (p, mj)∀j �= i}
In other words, the CB is formed by a regional minimum and all the points
whose steepest decsending path ends in that minimum [2]. According to the rain
simulation analogy, a CB is an area of a topographic surface, such that when a
droplet of rain fall in any point in that area, it would poure in to its minimum
following the steepest descending path of that point.

3 Modified Watershed Segmentation

1- Neighbourhood definition using Shepard method. In most published
Watershed algorithm variations, a 4− to 8−pixel neighbours are used. Because
the distance from a node to its neighbours can vary, we advocate the use Shepard
method [16] to select nearby nodes. Shepard defined two criteria:
(a) Arbitrary distance criterion: All data points within radius r of the
point p are included in computation.
(b) Arbitrary number criterion: Only the closest n data points are consid-
ered in the computation of any interpolated value.

Shepard has chosen a mix of the two criteria which combined their advantages.
An initial radius r is defined depending on the overall density of data points such
that seven data points are included on average in a circle of radius r. r is written
as follows:

πr2 =
7A

N

were A is the area of the largest polygon enclosed by the data points. The
suitability of this method for WSN is presented in [6].

2- Inclusion of the number of hops in the calculation of the steepest
path. In Section 2, the SDP (Definition 3) was defined as a series of connected
points where each point presents a grey level strictly lower than the previous
one. There may exist multiple descending paths from a given point, the choice
between them depends on the Watershed algorithm implementation. For WSNs
applications, the most energy efficient descending path should be chosen. Accord-
ing to [13], communication is the most power hungry operation. Communication
cost can be computed from transmission distance, hop count, delay, link quality,
and other factors. Hop count is widely used factor to measure energy require-
ment of a routing task and for grouping nodes in energy efficient clusters. The
power consumed in data transmission is directly proportional to the square of
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the transmission distance between the sending and receiving nodes. The power
consumption does not only depend on the transmission distance, but also on the
scale of the network [18]. Therefore, the lower distances must be computed as a
function of the number of hops as well as the inter-sensor Euclidean distances.
The new distance function is the sum of the individual inter-node Euclidean
distances multiplied by the hop count.

Dist(p, p′) =
∑

dist(pi, pj)
hc

where i, j < hc − 1 and hc is the hope count.

4 Abstractions for Local Interactions

In this section, we give a brief description of how Watershed segmentation al-
gorithm can be used for defining abstractions for local interactions and place
our work in the context of other existing work in the area. To demonstrate the
usefulness of the proposed abstractions we consider events that are caused by
multiple elements targets, e.g. a herd of animals in a habitat monitoring ap-
plication or toxic gas diffusion. Elements triggering these events often exhibit
idiosyncratic behaviour, such as splitting into several groups or merging into a
single group. This type of events involves several neighbouring sensor nodes to
collaborate to acquire aggregate features of the target such as shape, location,
coverage, moving direction, speed, etc. Events involving this kind of targets are
submitted by [8] as ‘region-like’ targets. In this paper, Watershed segmentation
is proposed to build a cooperative node structure over every network segment
covered by the events to collect and aggregate related information.

Watershed groups nodes sharing some common group state into segments.
A segment is described as a collection of spatially distributed nodes with an
example being the set of nodes in a geographic area with sensor readings in a
specific range. Therefore, Watershed segmentation combines the advantages of
data-centric (e.g. [4] and topologically (e.g. [22]) defined group abstractions. This
makes the generated segments capable of expressing a number of local behaviours
powerfully, which allows network programmers to write programs that express
higher level behaviour beyond that of the usual query-based methods. In fact,
the programmer is concerned not only with the application logic, but also with
identifying the network portions to be involved in extracting a particular piece
of information and how to reach them. Dealing with this new requirement neces-
sitates new programming abstractions to localise complexity without scarifying
efficiency. The logical segments of nodes generated by the Watershed algorithm
replace the tight physical neighbourhood provided by wireless broadcast with
a higher level, application defined abstractions. Segments are created such that
the span of a logical neighbourhood is specified dynamically and declaratively
based on the attributes of nodes, along with requirements about communication
costs (specifically the diameter of the segment). A network segment formed with
a logical notion of proximity determined by applicative information is, therefore,
capable to return specified information with high confidence.
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Segments generated by Watershed algorithm are automatically labelled with
a marker, which is an integer identifier. All nodes within the segment satisfy
the logical constraints encoded in the Watershed algorithm. This logical and
intuitive Watershed template serves as the membership function that dynami-
cally determines and updates which nodes belong to the segment. Programmers
manipulate segments instead of nodes within communication range. The pro-
grammers can still reason in terms of nodes and broadcast messages, but now
they can specify declaratively which portions of the network to consider and
therefore control the span of communication to save energy.

Macroprogramming [22] has been put forward in the literature as an effi-
cient approach to information extraction that provides a more general-purpose
approach to distributed computation. Many macroprogramming approaches aim
at programming the network as a whole rather than programming the individual
nodes that compose the network. Global behaviour can be specified, programmed
and then translated to node level code transparently from low level details like
network topology, radio communication or power capacity. A significance class
of macroprogramming systems are the application-defined, in-network abstrac-
tions that are used in data processing. The Regiment [22] and Hood systems
are examples of neighbourhood-based abstractions that handle many nodes col-
lectively and a set of operations on it to enable the programmer to extract
information about the state of the group. EnviroTrack [1] is a programming ab-
straction specifically for target-tracking applications, where a group is defined
as the set of sensors that detected the same event. In SPIDEY [10], a node is
represented as a logical node that has multiple exported attributes (static and
dynamic). However, utilising the network topology as an abstraction can require
some rigidity in the programming model. It can also be inefficient for systems
with mobile nodes due to the cost and complexity of maintaining the mapping
between the physical topology and the logical topology. The parallel Watershed-
based abstractions are different from these approaches in one important aspect;
segmentation runtime loosely synchronises state across nodes, attaining grater
robustness and higher efficiency.

5 Parallel Asynchronous Watershed Implementation

Each node, (x, y, z), is depicted as a pixel on the image and the colour of the pixel
located at (x, y) is obtained as the node sensed modality (z). The resolution of
the image is the total number of nodes in the network per area unit. In parallel
operation, rain falling simulation Watershed uses less communication between
nodes, compared to immersion which has a highly global nature. The new seg-
mentation algorithm can be viewed as an asynchronous relaxation of the ‘Hill
Climbing’ algorithm [9]. All processing is local to each node, which runs a sim-
ple finite state machine associated with a single sensed modality. Non-blocking
communications allow each node to run independently. Since synchronisation is
limited to N(u) and non-blocking communications are used, each node operates
independently and the algorithm needs no global scheduling.
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The role of the Watershed process is to label each non-minimum node by walk-
ing downward on a steepest slope path towards the minimum. Initially, all nodes
in the network are considered as non-minima and will be flooded from different
sub-domains. At this stage of the segmentation process, nodes are assigned tem-
porary labels because the segmentation results depends on neighbouring nodes
readings. When a node detects a steepest neighbour, it changes it status to a
non-minimum node and gets labelled from the steepest neighbour or from its
predecessor that has the shortest distance among its neighbouring nodes. When
the minimum is reached, its label is assigned to all the nodes upward along the
path. If no non-minimum were detected, the steepest distances must be calcu-
lated based on the entire set of lower borders. Process termination is locally
detected on each node. This reduces the amount of communication and the idle
time in nodes.

The algorithm builds several paths with different origins and destinations
from data communications between nodes. This does not introduce additional
cost due to the broadcast nature of wireless communications. Typically, any
changes in one node readings may affect all nodes on the steepest slope line
between that node and the minimum. Therefore, nodes must keep monitoring
and updating their membership. A flag, called reset, is maintained by each node
to record whether changes occurred or not since the last communication. One
advantage of this implementation is that no relabeling and no synchronisation
between nodes are needed frequently.

One disadvantage of this parallel asynchronous implementation is that the
middle nodes on plateaus cannot locally decide whether they are on a minimum
or non-minimum plateau, (NP ), and necessitate global synchronisation points
to identify and label the minimum plateaus. To avoid global synchronisation, all
middle nodes are labelled as minimum or Plateau, (MP ), to allow them makes
local decisions. After that, the propagation of data over a non-minimum plateau
allows the middle nodes of that plateau flooded by a neighbour to switch to
non-minimum.

Algorithm 1 presents the pseudocode of the segmentation process in each
node.

6 Evaluation

Suppose that a WSN has been deployed to monitor temperature of environmen-
tally sensitive areas. An event of interest is predefined if temperature readings
with enough numbers go above a certain threshold in a specific geographic area.
In our simulation, an event is triggered at random times in random locations
followed by issuing a query to locate the hottest spots. Query resolution is im-
plemented using three methods: Watershed-based, nodes are logically grouped
into segments that are used to assist query processing; in-network processing
via aggregation of messages up a spanning tree of the network; and centralised,
were all data is sent directly to the sink for analysis. All simulations were car-
ried out using Dingo [11], which is a scalable python-based package to allow rapid
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Algorithm 1. The segmentation process of nodes in each state.
Input node current state of node (u) S(u); f(v) states of neighbours
Output segment membership
case (S (u) =′ initial)

The node u broadcasts its data d (u) and label l (u) to its neighbours N(u),
waits for data from each neigbhour v ∈ N(u), compute the following:

N (u)= all neighbouring readings equal to (u)
N (u)� all neighbouring readings greater than (u)
N (u)Ln = vi a singleton set such that LSmax(vi) and vi ∈ N (u)
if N (u)Ln = 


l (u) ← minv∈N(u)= (l (v)); S (u) ←′ MP ′

else
S (u) ←′ NP ′

case (S (u) =′ MP ′)
The node u waits to receive new data, d′(v), from any neighbour
if d′(v) < d(u)

N (u)ln ← v; S (u) ←′ NP ′

else
l (u) ← min (l (u) , l (v)); S (u) ←′ MP ′

case (S (u) =′ NP ′)
The node (u)waits for data from N (u)Ln; S (u) ←′ NP ′

In all states, the node (u) sends its data f (u) to all nodes in N (u)≥ whenever
a new reading is recorded

(a) (b) (c)

Fig. 1. (a) Original thermal map (b) Watershed segmentation results (c) Extend seg-
mentation

prototyping of WSNs algorithms. In all experiments, we make use of a thermal
map, Figure 1(a), adopted from goinfrared.com. Figure 1(b) shows the result
of segmentation in which nodes in each segment collaborate to solve a query.
It is easy to extend the segmentation to the whole monitored terrain by using
generalised Voronoi, i.e., each location where there is no sensor node is assigned
to its nearest segment, Figure 1(c).

The cost of the query resolution was measured in terms of the number of
messages exchanged to answer the query. Multiple runs with different topologies
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(a) (b)
Fig. 2. Communication overhead and the number of nodes involved in resolving the
query

and different number of nodes were carried out for the three query resolution
methods. These results are presented in Figure 2(a). The energy cost, response
time, and accuracy are affected by which and how many nodes are involved
in answering a query. Excluding nodes irrelevant to a certain query not only
improve answer accuracy but also saves energy and reduce the time required for
data analysis. Figure 2(b) shows the number of nodes involved in resolving the
same query at different network densities.

The results obtained in the above experiments indicate that segments can be
used to support in-network query resolution. The results shows that the communi-
cation overhead associated with segment-based query processing is almost 2 folds
less than in-network processing and 10 folds less than the centralised query resolu-
tion. These results are clearly explained by the analysis presented in Figure 2.

7 Conclusion

The preliminary work in this paper indicates that segment-based in-network
query processing produces considerable energy savings over aggregation and
centralised approaches. Watershed logically organises nodes into energy efficient
segments that reduce unecessary data transmissions and improve response ac-
curacy. Compared to standard Watershed segmentation algorithms, the major
improvement of our algorithm is that labelling and climbing along the steepest
paths are concurrently and locally executed based on the node state, during the
entire segmentation process. There are a number of limitations in the work so far
that need to be addressed in the future, for example the cost of segmentation.
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Abstract. This paper is dedicated to the complexity comparison of
adaptive binary arithmetic coding integer software implementations.
Firstly, for binary memoryless sources with known probability distribu-
tion, we prove that encoding time for arithmetic encoder is a linear func-
tion of a number of input binary symbols and source entropy. Secondly,
we show that the byte-oriented renormalization allows to decrease en-
coding time up to 40% in comparison with bit-oriented renormalization.
Finally, we study influence of probability estimation algorithm for encod-
ing time and show that probability estimation algorithm using “Virtual
Sliding Window“ has less computation complexity than state machine
based probability estimation algorithm from H.264/AVC standard.

Keywords: binary arithmetic coder, range coder, probability estima-
tion, complexity analysis.

Introduction

Adaptive binary arithmetic coding is included in well known image and video
compression standards and state of the art codecs like JPEG [1], JPEG2000 [2],
H.264/AVC [3], Dirac [4] etc. Arithmetic coders implemented in these codecs
are based on Q-coder [5] which is multiplication free adaptive binary arithmetic
coder with bit renormalization and look-up tables used for probability estima-
tion. Q-coder was introduced in 1988 and since that time the relative computa-
tional complexity of different arithmetical operations changed significantly. For
example, table look-up operation takes more CPU clock cycles than a multipli-
cation [7]. Thus, these changes should be considered for designing of a new video
compression standards (especially for High Efficiency Video Coding (HEVC) [8])
or state of the art codecs.

In this paper we compare adaptive binary range coder introduced in [6]
with arithmetic coder from H.264/AVC standard. At first, we show that the
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byte-oriented renormalization allows to decrease encoding time up to 40% in
comparison with bit-oriented renormalization. Then we investigate the influence
of probability estimation algorithm for encoding time and show that using look-
up table free “Virtual Sliding Window“ (VSW) algorithm [14] allows to decrease
the encoding time up to 10% in comparison with probability estimation algo-
rithm from H.264/AVC standard.

Other actual topic for arithmetic encoding is complexity or power consump-
tion modeling which is needed for power-rate-distortion analysis. Previous works
[9,10] use assumption that entropy encoder complexity is approximately propor-
tional to the output bit rate. In this paper we prove that in case of binary
memoryless sources with known probability distribution encoding time for bi-
nary arithmetic encoder is a linear function of a number of input binary symbols
and source entropy. If probability is not known, then encoding time is a linear
function of a number of input binary symbols and output bit rate.

The rest of this paper is organized as follows. Section 1 describes the main
idea of arithmetic encoding and its two integer implementations with different
renormalizations. Section 2 is dedicated to integer implementations of probabil-
ity estimation based on sliding window approximations. Section 3 introduces the
linear model for complexity of binary arithmetic encoder and show the compara-
tive results for described adaptive binary arithmetic coding software implemen-
tations.

1 Integer Implementations of Binary Arithmetic Encoder

Let us consider stationary discrete memoryless binary source with ones probabili-
ties p. In binary arithmetic encoding codeword for sequence xN = {x1, x2, ..., xN},
xi ∈ {0, 1} is represented as �− log2 p(xN ) + 1� bits of number

σ(xN ) = q(xN) + p(xN )/2, (1)

where p(xN ) and q(xN ) are probability and cumulative probability of sequence
xN accordingly which can be calculated by using following recurrence formulas.
If xi = 0, then {

q(xi) ← q(xi−1)
p(xi) ← p(xi−1) · (1 − p).

(2)

If xi = 1, then {
q(xi) ← q(xi−1) + p(xi−1) · (1 − p)
p(xi) ← p(xi−1) · p.

(3)

In practice, integer implementation of arithmetic encoder is based on two v-
size registers: low and range (see Algorithm 1). Register low corresponds to
q(xN ), register range corresponds to p(xN ). The precision required to represent
registers low and range grows with the increase of N . For decreasing coding
latency and avoiding registers underflowing the renormalization procedure is
used for each output symbol (see lines 8–26 in Algorithm 1).
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As an alternative to arithmetic coders, range coders use bytes as output bit
stream element and do byte renormalization at a time [16,17,18] (see lines 8–
15 in Algorithm 2). In this paper the binary range coder with Subbotin’s [19]
renormalization is analyzed.

Algorithm 1. Binary symbol xi encoding procedure in binary arithmetic coder
Input: xi, low, range, counter

1: len := range·p
2: len := max{1,len}
3: range := range − len
4: if xi =1 then
5: low := low+range
6: range := len
7: end if
8: while range < QUARTER do
9: if low ≥ HALF then

10: PUTBIT(1)
11: for i=1,...,counter do
12: PUTBIT(0)
13: end for
14: low := low − HALF
15: else if low < QUARTER then
16: PUTBIT(0)
17: for i=1,...,counter do
18: PUTBIT(1)
19: end for
20: else
21: counter := counter + 1
22: low := low − QUARTER
23: end if
24: low := low/2
25: range := range/2
26: end while

2 Integer Implementations of Probability Estimation

2.1 Sliding Window and Its Approximations

Algorithms of adaptive data encoding based on sliding window are widely known.
The probability of source symbol is estimated by analysis of special buffer con-
tents [11]. It keeps W previous encoded symbols, where W is the length of the
buffer. After encoding of each symbol the buffer’s content is shifted by one po-
sition, new symbol is written to the free cell and the earliest symbol in buffer is
erased. This buffer is called sliding window after the method of buffer content
manipulation.
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Algorithm 2. Binary symbol xi encoding procedure in binary range coder
Input: xi, low, range

1: len := range·p
2: len := max{1,len}
3: range := range − len
4: if xi =1 then
5: low := low+range
6: range := len
7: end if
8: while (low ⊕ (low+range))<TOP ∨ (range<BOTTOM) do
9: if range<BOTTOM ∧ ((low ⊕ (low+range)))≥TOP then

10: range:= −low ∧ BOTTOM−1
11: end if
12: PUTBYTE(low·2−24)
13: range:=range·2−8

14: low:=low·2−8

15: end while

For binary sources probability of ones is estimated by Krichevsky-Trofimov [12]
formula

p̂t+1 =
St + 0.5
W + 1

, (4)

where St is the number of ones in the window before encoding symbol with the
number t.

The advantage of using the sliding window is the opportunity of precise evalu-
ation of source statistics and fast adaptation to changing statistics. However, the
window has to be stored in the encoder and decoder memory, which is a serious
disadvantage of this algorithm. To avoid it the Imaginary Sliding Window tech-
nique (ISW) proposed for a binary source [13] and for non-binary source [11].
The ISW technique does not require window content storage and estimates count
of symbols from source alphabet stored in the window.

Let us consider the ISW method for a binary source. Define xt ∈ {0, 1} as
source input symbol with number t, yt ∈ {0, 1} as symbol deleted from the
window after addition of xt. Suppose at every time instant a symbol in a random
position is erased from the window instead of the last one. Then the number
of ones in the window is recalculated by the following recurrent randomized
procedure.

Step 1. Delete a random symbol from the window

St+1 = St − yt, (5)

where yt is a random value generated with probabilities⎧⎪⎨⎪⎩
Pr{yt = 1} =

St

W
,

Pr{yt = 0} = 1 − St

W
.

(6)
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Step 2. Add a new symbol from the source

St+1 = St+1 + xt. (7)

For implementation of ISW algorithm a random variable must be generated.
This random variable should take the same values at the corresponding steps
of encoder and decoder. However, there is a way to avoid generating a random
variable [14]. At step 1 of the algorithm let us replace random value yt with
its probabilistic average. Then the rule for recalculating number of ones after
encoding of each symbol xt can be presented in two steps.

Step 1. Delete an average number of ones from the window

St+1 = St − St

W
. (8)

Step 2. Add a new symbol from the source

St+1 = St+1 + xt. (9)

By combining (8) and (9), the final rule for recalculating number of ones can
be given as follows:

St+1 =
(

1 − 1
W

)
· St + xt. (10)

2.2 Probability Estimation Based on State Machine

One way for implementation of probability estimation can be based on the state
machine approach. Each state of this machine corresponds to some probabil-
ity value. Transition from state to state is defined by the value of the input
symbol. This approach does not require multiplications or divisions for proba-
bility calculation. In addition, the fixed set of states allows to implement the
multiplication-free arithmetic encoding [5].

For example, let us consider state machine based probability estimation in
H.264/AVC standard [15]. Input symbols are divided into two types: Most Prob-
able Symbols (MPS) and Least Probable Symbols (LPS). State machine con-
tains 64 states and is based on equation (10). Each state defines probability
estimation for Least Probable Symbol. Set of probability values {p̂0, p̂1, ..., p̂63}
is defined as: ⎧⎨⎩

p̂i = (1 − γ)p̂i−1, where i = 1, ..., 63, p̂0 = 0.5,

γ = 1 −
(

p̂min

0.5

) 1
63

, p̂min = 0.01875.
(11)

Probability estimation for symbol xt+1 is calculated as

p̂t+1 =
{

(1 − γ)p̂t + γ, if xt =LPS,
max{(1 − γ)p̂t, p̂62}, if xt =MPS.

(12)
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2.3 Probability Estimation Based on Virtual Sliding Window

Probability estimation using “Virtual Sliding Window“ [14] is also based on
equation (10), but it does not use state machine for probability calculation. For
this algorithm probability estimation that xi+1 is equal to one is defined as

p̂i+1 =
si

22w
, (13)

where 22w is a window length and si is a virtual sliding window state which is
recalculated by the following rule:

si+1 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
si +

⌊
22w − st + 2w−1

2w

⌋
, if xi = 1

si −
⌊

si + 2w−1

2w

⌋
, if xi = 0.

(14)

For stationary memoryless sources window length expansion increases the
probability estimation precision and improves compression rate. For arbitrary
source window length expansion may reduce estimation precision. Therefore, op-
timal window length selection is a complex problem because statistical properties
of a binary source are unknown. In [14] the following simple heuristic algorithm
of window length selection is proposed. Let us define L = {22w1, 22w2 , ..., 22wl}
as a set of window lengths. The output of the binary source is encoded and then
window length is selected from the set L. During encoding probability estima-
tions p̂i(w1), p̂i(w2), ..., p̂i(wl) are calculated. After encoding, bit stream length
estimation is calculated by equation: R̂(wk) =

∑
i r̂i(wk), where

r̂i(wk) =
{− log2 p̂i(wk), if xi = 1,
− log2 (1 − p̂i(wk)), if xi = 0,

(15)

and window length w∗ is assigned by equation

w∗ = arg min
k

R̂(wk). (16)

Thus, compression gain is reached by assigning specific window length selected by
statistical properties of corresponding source. Therefore, Virtual Sliding Window
provides better compression efficiency [14] in comparison to adaptation mecha-
nism in H.264/AVC standard [15].

3 Computation Complexity Analysis

From Algorithm 1 follows, that lines 1–8 are used for each input binary symbol.
On the other hand, amount of using of lines 9–25 is in direct proportion to
number of bits in the output bit stream. Let use define N as a number of the
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input binary symbols, R as a size of the output bit stream. Therefore encoding
time for binary arithmetic coder Tarith includes two main parts:

Tarith = αarith · N + βarith · R, (17)

where αarith is the computation complexity of lines 1–8 per one input binary
symbol, βarith is the computation complexity of lines 9–25 per one output binary
symbol.

Using the reasoning described above, encoding time for binary range coder
(see Algorithm 2) can be written as:

Trange = αrange · N + βrange · 1
8
· R, (18)

where αrange is the computation complexity of lines 1–8 per one input binary
symbol, βrange is the computation complexity of lines 9–14 per one output byte.

It is known [20], that redundancy of integer implementation of arithmetic
encoder depends on the number of bits for probabilities representation τ and bit
size v of registers low and range. Therefore, the size of the output bit stream

R ≈ N ·
(
h(p) + 2 · (τ + log e) · 2−(v−2)

)
, (19)

where h(p) is entropy of binary memoryless source with ones probabilities p,
v ≥ τ + 2.

Equations (17), (18) and (19) show, that if probability of ones is known, then
for given arithmetic coder implementation encoding time is the linear function
of a number of input binary symbols and source entropy h(p).

Values αarith, βarith, αrange and βrange depend on processor architecture. For
simplification let us assume that αarith ≈ βarith ≈ αrange ≈ βrange and v � τ ,
then from (17), (18) and (19) follows that

Tarith − Trange

Tarith
≈

7
8
· h(p)

1 + h(p)
∈ [0, ..., 0.4375] . (20)

Figure 1 shows the encoding time for 108 input binary symbols using Processor
Intel Core 2 DUO, 3GHz. These results show that byte-oriented renormalization
allows to decrease encoding time up to 40% in comparison with bit-oriented
renormalization. In addition this figure shows that proposed linear model is fits
for encoding time representation for Algorithms 1-2.

In real applications the probability of ones is not known. In this case for input
binary symbol xi the probability estimation of ones p̂i is calculated and used in
line 1 of Algorithms 1-2 instead p. In this case, the size of output bit stream can
be calculated as

R ≈
N−1∑
i=0

ri, (21)

where

ri =
{− log2 p̂i, if xi = 1,
− log2 (1 − p̂i), if xi = 0,

(22)
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Equations (17), (18) and (21) show, that the encoding time for adaptive binary
arithmetic coder is the linear function of a number of input binary symbols and
the output bit rate which depends on precision of the probability estimation p̂i.

Figure 2 shows the encoding time for Algorithm 1 in case of binary arith-
metic encoder with probability estimation using state machine (as in H.264/AVC
standard) and “Virtual Sliding Window“ with parameters w = 4 and w = 8.
This figure shows that both probability estimation algorithms require additional
computation complexity. At the same time, “Virtual Sliding Window“ allows to
decrease the encoding time up to 10% (for w = 8) in comparison to probability
estimation algorithm from H.264/AVC standard.

4 Conclusion

In this paper we have proved that in case of binary memoryless sources with
known probability distribution encoding time for binary arithmetic encoder is a
linear function of a number of input binary symbols and source entropy. We have
shown that the adaptive binary arithmetic encoder implementation based on
byte-oriented renormalization and probability estimation using “Virtual Sliding
Window“ has significantly less computational complexity than binary arithmetic
encoder from H.264/AVC standard. Therefore, it is more preferable as an entropy
encoding method for future video compression standards or state of the art
codecs.
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Abstract. A framework for an Autonomic Future Internet which sup-
ports 2 services classes, the Essentially-Perfect QoS (QoS) class and the
Best-Effort (BE) class, is proposed. All provisioned traffic flows in the
QoS class can achieve 100% throughput and essentially-perfect QoS guar-
antees. Bandwidth is provisioned for the QoS class periodically using
measured and projected traffic demand matrices. Each router uses an effi-
cient stochastic matrix decomposition scheduling algorithm to to achieve
essentially-perfect QoS guarantees, for every competing QoS traffic flow,
i.e., all admitted competing QoS traffic flows never experience conges-
tion. (This QoS scheduling problem is a long-standing unsolved theoret-
ical problem.) The multicasting of aggregated self-similar video streams
over the proposed network is explored. It is shown that thousands of
bursty self-similar video streams can be multicast across the proposed
network with essentially-perfect throughput and QoS guarantees. The
technology can be incorporated into Internet routers with minimal hard-
ware cost, it is compatible with the existing IETF DiffServ and MPLS
service models, it can achieve link efficiencies as high as 100%, and it
can reduce Internet router buffer requirements and power requirements
significantly.

Keywords: Quality of Service, QoS, Future Internet, autonomic,
scheduling, low-jitter, buffer sizes, self-similar, video.

1 Introduction

The Internet network is an ubiquitous platform for the delivery of new services
such as digital video. However, it suffers from many technical challenges including
a reliance on significant over-provisioning, poor link efficiencies, poor resource-
utilization, poor Quality of Service (QoS) guarantees and high power consump-
tion. The inefficiency of the Internet is estimated to cost hundreds of millions of
dollars in excessive energy costs per year and to contribute a noticeable amount
of world green-house gasses. To address these problems, the International re-
search community is exploring the ’Future Internet Network’ [1,2,3,4,5], and it
is open to both evolutionary and revolutionary approaches.
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(a) (b)

Fig. 1. (a) Internet backbone topologies (b) Internet end-to-end delay distribution [10]

Digital video represents a rapidly growing segment of the total Internet traffic
[1]. The distribution of broadcast television over the Future Internet may require
the distribution of 100s or 1,000s of aggregated high-definition video channels
over IP multicast trees. The existing Best-Effort Internet network relies upon sig-
nificant over-provisioning of bandwidth to reduce congestion [6]. However, this
approach is unsustainable; the original designers of the Internet have recently
argued that ”the Internet has been grossly overprovisioned. Network operators
have deployed mountains of optical communication systems that can handle traf-
fic spikes, but on average these run much below their full capacity..... So although
users may not perceive the extent of the problem, things are already dire for many
Internet service providers and network operators. Keeping up with bandwidth de-
mand has required huge outlays of cash to build an infrastructure that remains
underutilized” [6]. In summary, new theories for the design of an efficient Future
Internet network are needed.

Several challenges and important questions exist in the design and deployment
of a Future Internet network [3,7]: Q1: Should new service classes be introduced?
Q2: Will the deployment of a new service class cause incompatibilities or disrup-
tion with the existing Internet? Q3: Who will pay for the new service classes, and
how will billing be implemented? In this paper, the framework for an Autonomic
Future Internet which supports 2 service classes, the existing ’Best-Effort’ (BE)
service classes along with a new ’Essentially-Perfect QoS’ (QoS) service class is
proposed, building upon a theoretical foundation established in [8,9,10]. Router
designs to realize the new QoS class are presented. These designs require only
incremental hardware changes to existing router designs, and may solve many
outstanding problems of the Internet network.

Fig. 1b illustrates the end-to-end delay distribution for the existing Best-Effort
Internet network. The current BE Internet can experience end-to-end delays
ranging from 10s to 1,000s of milliseconds. This delay distribution applies to
the current Internet, IntServ, DiffServ, MPLS and ATM networks, which all use
heuristic Best-Effort scheduling algorithms. Heuristic BE scheduling algorithms
are used, since the core theoretical perfect-QoS scheduling problem has remained
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unsolved for several decades, i.e., see [8-12]. Fig. 1b also illustrates the end-to-
end delay for the proposed QoS service class in the proposed Future Internet. All
admissible competing traffic flows in the proposed QoS class never experience
congestion (see theorems in [8,9,10]), and receive a small and negligible end-to-
end queueing delay in the network routers.

To demonstrate the technology, the multicasting of aggregated H.264 video
streams is explored. Three internet topologies from a database of real and pro-
posed networks are shown in Fig. 1a [13]. These 3 topologies are from various EU
research projects. A typical IP multicast tree is shown in each topology. It is well-
known that digital video traces exhibit significant self-similarity with long-range
dependence, which will complicate the dimensioning of buffers/queues in a net-
work [14]. The multicasting of aggregated video in each topology is extensively
studied with simulations.

Section 2 presents the proposed Autonomic Future Internet network. Section
3 presents the video traffic models and analysis. Section 4 concludes the paper.

2 Framework for an Autonomic Future Internet

A basic Internet router using an Input-Queued (IQ) switch is shown in Fig. 2a.
A router of size M × M consists of M input and output ports IP (1..M) and
OP (1...M). Each input port has M Virtual Output Queues (VOQs). Each input
port has a input-controller to filter and classify incoming packets, a demultiplexer
to forward packets to the appropriate VOQ, a server to select a VOQ for service,
and a Best-Effort (BE) scheduler to control the server.

All current Internet routers (and ATM/MPLS switches) use heuristic Best-
Effort schedulers as shown in Fig. 2a, which cannot achieve rigorous and mathe-
matically provable QoS guarantees. Heuristic BE schedulers can typically achieve
≤ 80% efficiencies through a switch, and require very large packet buffers per
input port. Current Internet routers typically use the classic ’Delay-Bandwidth-
Product-Rule’ to determine buffer sizes. A router with link speeds of 40 Gbps
and a round-trip-time of 250 milliseconds typically requires buffers of ≈ 10 Gbits
per input port, or ≈ 1 million IP packets [15]. To provide low delays per router
given such large buffers, existing BE Internet routers carrying real-time traffic
are typically over-provisioned and operate at a small fraction (i.e., 25-33%) of
peak capacity and link utilization.

Let the time-axis be divided into ’Scheduling Frames’ consisting of F time-
slots each. A time-slot is sufficient to transmit a maximum-size packet (i.e., 1500
bytes) over a link of capacity C. The traffic rates on network links can be ex-
pressed as a percentage of link capacity C, or as a number of packet transmissions
≤ F within a scheduling frame with F time-slots.

The theory for a Future Internet network which can achieve essentially-perfect
throughput, link-efficiencies and QoS guarantees for all ’smooth’ and ’admissible’
traffic flows within the capacity region of the network, has already been estab-
lished in [8,9,10]. A ’smooth’ traffic flow is defined as one which exhibits a low
burstiness or jitter; an ’admissible’ traffic flow is defined as one which does not
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(a) (b)

Fig. 2. (a) IQ router design. (b) Input Port design with QoS and BE service models.

violate any link and router capacity constraints, and ’essentially-perfect service’
is defined as service which deviates from perfect-service by at most K packets
(see ahead for a formal definition). In the proposed Autonomic Future Inter-
net network with 2 service classes, the majority of buffering for the QoS traffic
class is moved external to the network, and the end-to-end router queuing de-
lays for the QoS traffic class is negligible, as shown in Fig. 1b. Each source node
has a Traffic Shaper Queue (TSQ) to shape bursty QoS traffic into a low-jitter
stream before transmission. Each destination node has a Traffic Playback Queue
(TPQ) to regenerate the original bursty streams. The Future Internet routers use
minimal buffering, and offer essentially-perfect service to QoS traffic flows with
near-minimal end-to-end delays, resource-utilization and energy requirements.

The problem of scheduling of multiple competing traffic flows within a single
IQ switch, to achieve perfect throughput and QoS guarantees, is a long-standing
unsolved theoretical problem [8,9,10,11,12]. This unsolved theoretical problem
applies to the current Internet, IntServ, DiffServ, ATM and MPLS networks.
Researchers at Bell Labs. have shown that scheduling multiple competing traffic
flows within a single IQ switch to minimize jitter is NP-HARD [12] Recently,
the QoS scheduling problem has been mathematically formulated using traffic
rate matrices, and a fast polynomial time solution has been presented [8,9,10].

The proposed Autonomic Future Internet supports two service classes, the
new ’QoS’ and the existing ’BE’ service classes. The new QoS service class
contains low-jitter traffic flows which are explicitly provisioned for end-to-end
QoS. An input-port design supporting the two service classes, the QoS and BE
service classes, is shown in Fig. 2b. The existing VOQs in a router are logically
partitioned into the QoS and BE service classes. No new buffers are required, as
existing Internet routers already have very large buffers. Incoming packets are
filtered by the input controller; BE traffic is forwarded to the BE-VOQs, and
QoS traffic is forwarded to the QoS-VOQs .

QoS and BE traffic flows can be identified by their packet headers or their traf-
fic profile; QoS traffic flows have a sufficiently small jitter and service lead/lag.
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BE traffic flows, including TCP traffic, typically have very large jitters and ser-
vice lead/lags. However, BE traffic flows with a sufficiently small jitter can also
be promoted up to the QoS service class, if there is sufficient bandwidth capac-
ity provisioned for QoS traffic. The Autonomic-Controller (AC - to be described
ahead) will attempt to ensure this condition when it computes its projected
QoS traffic demand matrices for provisioning, and the AC can be invoked to
dynamically provision more bandwidth when necessary.

Default traffic is treated as BE traffic by the traffic controllers in Fig. 2b,
and is assigned to the BE-VOQs. Several servers are shown in Fig. 2b, the flow-
server, the VOQ-server, and the IP-server. Each server can be controlled by
pre-computed schedule, which is stored in software-loadable Scheduler Lookup
Table (SLT). The SLT can have the length of a scheduling frame, i.e., F=1,024
packet-time-slots, and can have an entry for each time-slot t . The scheduling
of multiple competing traffic flows to achieve essentially-perfect QoS guarantees
within a single IQ switch requires 2 schedules, which are defined next.

Definition: A ’VOQ-transmission-schedule (VTS) for one router is a se-
quence of F partial or full permutation matrices P ∈ RM×M which define the
crossbar switch configurations for the F time-slots within a scheduling frame,
i.e., P ≡ {P (t)}, 1 ≤ t ≤ F , where Pj,k(t) = 1 if VOQ(j,k) has a scheduled
service opportunity in time-slot t. Each permutation matrix identifies up to M
conflict-free VOQs for service per time-slot.

Definition: A Flow-transmission-schedule (FTS) for one router is a
sequence of F matrices Z ∈ RM×M which define the flow (or sub-class) to
be serviced in each VOQ for the F time-slots within a scheduling frame, given
a VOQ-transmission-schedule which identifies the VOQs to be serviced, i.e.,
Z ≡ {Z(t)}, 1 ≤ t ≤ F , where Zjk(t) = f if flow f within VOQ(j,k) has a
scheduled service opportunity in time-slot t.

In Fig. 2b, the SLT entries can be easily computed in software periodically
using the scheduling algorithms in [8] in a network processor. The new hardware
required in the input port of Fig. 2b can easily fit on a small FPGA. The change
in router design can allow for essentially-perfect QoS service class, which can
co-exist with regular BE traffic.

2.1 End-to-End QoS Guarantees

Let a backbone topology be denoted by a graph model G(V, E), where V is a
set of nodes (routers) with labels 1, ..., N , and E is a set of directed edges, each
with capacity C (bits/sec). According to [16], a Best-Effort Internet backbone
managed by Global Crossings uses MPLS with Traffic Engineering (MPLS-TE)
to create a mesh of Label Switched Paths (LSPs) between all core routers in the
backbone. Each pair of source-destination routers has a bandwidth requirement,
and each source router routes its LSPs using a constraint-based shortest path
routing algorithm. RSVP with Traffic Engineering (RSVP-TE) is used to provi-
sion each LSP across the Best-Effort MPLS-TE network, indicating a bandwidth
requirement on each link in the LSP. The MPLS-TE network can offer only Best-
Effort service, since all existing Internet routers and MPLS switches use heuristic
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Best-Effort scheduling algorithms. Reasonable QoS can be achieved if the net-
work is over-provisioned and if the links are operated at sufficiently light loads.
We will use this Best-Effort MPLS-TE network as a starting point for our pro-
posed Autonomic Future Internet. The proposed Future Internet can also use the
DiffServ or ’DiffServ over MPLS’ service models. The following two definitions
will be necessary.

Definition: The Ideal Inter-Departure Time (IIDT) of cells in a GR flow f
with quantized guaranteed traffic rate of Θ(f) packet transmissions per schedul-
ing frame is given by IIDT(f) = F/Θ(f) time-slots of duration (C/L) sec.

Definition: The Normalized Service Lead/Lag of a traffic flow f at time-
slot t, denoted NSLL(t), with a guaranteed rate of Θ(f) packet transmission
opportunities per scheduling frame is given by S(t) − t/IIDT (f), where S(t) is
the received service measured in actual packet transmissions at time-slot t.

Assume any Future Internet backbone topology (i.e., as in Fig. 1a), with pack-
ets of size 1500 bytes. Consider any admissible routing of LSPs in the topology.
An admissible routing for a traffic flow (or LSP) does not violate any link ca-
pacity constraints [10]. A traffic flow f is said to conform to T (λ, β, δ), denoted
∼ T (λ, β, δ), if the average packet arrival rate is λ packets/sec, the burst arrival
rate is ≤ β packets/sec, and the maximum NSLL is δ packets [10]. Let Af and
Df denote the arriving and departing traffic flows observed at a queue, and let
Q(t) denote the number of packets in the queue at time t.

Four theorems which characterize the end-to-end performance over any net-
work topology are briefly summarized for completeness [10]. Theorem 1 states
that given a QoS flow f traversing VOQ(j,k), with arrivals Af ∼ T (θ(f), β, K)
and service Sf ∼ T (θ(f), β, K), and Q(0) ≤ 2K initially, then Q(t) ≤ O(K)
for all t. In other words, every competing QoS traffic flow buffers at most 2K
packets per router, where K is the NSLL bound. Theorem 2 states that the
steady-state end-to-end queueing delay of a QoS traffic flow traversing H routers
is O(KH) IIDT time-slots. In other words, all competing admissible QoS traffic
flows never experience congestion. This property is illustrated in Fig. 1b. Theo-
rem 3 states that in the steady-state, the departures of a QoS traffic flow at any
router in an end-to-end path of H routers will exhibit a maximum NSLL of K,
i.e., Sf ∼ T (θ(f), β, K). In other words, the NSLL of a flow is not cumulative
when traversing multiple routers, so that arbitrarily large networks can be con-
sidered. Theorem 4 states that a QoS traffic flow which traverses an end-to-end
path with H IQ routers can be delivered with essentially-zero network-introduced
delay jitter, when a small playback buffer of size 4K packets is used.

The above 4 theorems establish that the proposed Future Internet network can
deliver smooth traffic flows with essentially-perfect end-to-end QoS. However,
real video traffic is often self-similar and extremely bursty [17]. In order to deliver
self-similar video traffic with QoS guarantees, the video stream can be shaped
at the source node by a Video Shaper Queue (VSQ) to have a bounded NSLL,
and the bursty video stream can be recovered at the destination(s) using a
Video Playback Queue (VPQ). These queues are external to the proposed Future
Internet network, and they will be examined in section 3.
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2.2 The Autonomic Controller

The performance of the proposed Future Internet network is characterized by
several types of traffic rate matrices. Let T QoS and T BE ∈ RNxN be global traffic
demand matrices. Let the symbol ∗ denote either QoS or BE traffic. Element
T ∗(i, j) denotes the bandwidth requirement for QoS or BE traffic between the
pair of source-destination routers (i, j). Let LQoS and LBE ∈ RNxN be link load
matrices, where element L∗(i, j) denotes the bandwidth requirement for QoS or
BE traffic over link (or edge) (i, j). Let DQoS

k and DBE
k ∈ RMxM be router traffic

rate matrices, where element D∗
k(i, j) (for 1 ≤ k ≤ N) denotes the bandwidth

requirement for QoS or BE traffic over VOQ(i,j) in router/switch (k).
Given the global traffic demand matrices, the link load matrices are deter-

mined by a routing algorithm R:

LQoS = R
(
T QoS

)
; LBE = R

(
T BE

)
(1)

The routing algorithm R can be centralized or distributed; it can use single-path
or multi-path routing. In the Global Crossing MPLS-TE network, the routing is
performed by the source routers using a constraint-based routing algorithm. The
proposed Future Internet can use the same routing methodology. When an LSP
is routed, RSVP-TE can be used to dynamically provision bandwidth for each
LSP. The ’DiffServ over MPLS’ technology can also used, so that bandwidth
for DiffServ traffic classes can be dynamically provisioned using RSVP-TE and
MPLS-TE.

In the MPLS-TE model, LSP connections are provisioned using RSVP-TE,
and each switch k can automatically update its own link load matrices DQoS

k

(and optionally DBE
k ) in response to the RSVP-TE provisioning messages. Given

a link load matrix, each switch can schedule its own QoS traffic in software using
the scheduling algorithms in [8,10]. Each switch can schedule its own BE traffic
using the same heuristic BE schedulers that it currently uses (or it can also use
the algorithms in [8,10]).

The global traffic demand matrices T QoS and T BE evolve over time. Let
an ’Autonomic-Controller’ (AC) be distributed controller realized in a software
overlay layer, which maintains the recent history of these matrices on a periodic
basis, i.e., every 15 minutes. For example, T QoS

(h,d,y) and LQoS
(h,d,y) represent the

global traffic demand and link traffic rate matrices for QoS traffic in the interval
h of day d in year y, and similarly for BE traffic. (To maintain estimates every 15
minutes, 1 ≤ h ≤ 24∗4). In an MPLS-TE system these matrices can be updated
automatically in response to RSVP-TE provisioning messages. However, it is
desirable for an AC to record the history of these matrices, to optimize system
performance. Given the history of these matrices, the AC can compute projected
traffic demands, and perform optimized constraint-based routing algorithms to
realize the projected traffic demand in advance.

The AC may compute projected values for these global traffic demand matri-
ces, based upon a function of past history, i.e.,

T QoS
(h+1,d,y) = f

(
T QoS

(−,−,y), T
QoS
(−,−,y−1)

)
; T BE

(h+1,d,y) = f
(
T BE

(−,−,y), T
BE
(−,−,y−1)

)
(2)
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Table 1. Statistics for Aggregated H.264/AVC Video Streams (based on real KAET
Talk Show video)

Channels MIn. Bit-Rat Min. X(m) E[X(m)] Max. X(m) SCV CV Hurst Val.

1 1.464 Mbps 0.469 Kb 50 Kb 781 Kb 3.4 1.84 0.770

10 14.64 Mbps 66.2 Kb 500 Kb 2028 Kb 0.413 0.642 0.975

100 146.4 Mbps 2637 Kb 4996 Kb 8278 Kb 0.0315 0.178 1.03

1000 1.463 Gbps 39.16 Mb 48.79 Mb 58.9 Mb 0.0044 0.066 1.02

where − denotes any admissible h or d. For example, the AC may use the
current values of the QoS traffic rate matrices and partial derivatives over the
hour, week and year to compute the projected QoS global traffic demand matrix,
and similarly for BE traffic:

T QoS
(h+1,d,y) = f

(
T QoS

(h,d,y), T
QoS
(h,d−7,y), T

QoS
(h,d,y−1),

∂T QoS
(h,d,y)

∂h
,
∂T QoS

(h,d,y)

∂d
,
∂T QoS

(h,d,y)

∂y

)
(3)

When the switch traffic rate matrices DQoS
k are updated using RSVP-TE, the

algorithms in [8,10] can be used to schedule the packet transmissions through
each switch, to meet QoS guarantees. We assume these matrices are updated pe-
riodically, i.e., every 10-15 minutes in a core-network, and perhaps every minute
in an edge network. The memory requirements for recording the history of these
matrices is relatively small. Each matrix entry requires 2 bytes to provide a
reasonable resolution on the bandwidth requirement. The history of one 50x50
matrix over 1 year at 15 minute intervals requires only 175 Mbytes (without
compression), which is negligible compared to the memory in an iPod music
player.

For any backbone topology, the buffer requirements per router can be reduced
by factors of 100 - 10,000 if all traffic uses the QoS-enabled service model. Each
QoS-enabled traffic flow requires ≤ 2 packet buffers per router on average [8,9,10].
To achieve resource-efficiency and power-efficiency, service providers can offer
the essentially-perfect QoS class for free to all users, rather than charging for it
[3,7], representing a fundamental paradigm-shift. The QoS-enabled service can
be offered for free to all video traffic sources which use a VSQ with a sufficiently
small NSLL at the sources. The VSQ and VPQ functions can be incorporated
into software modifications of streaming video servers and players.

3 Video Traffic Models

In this section, the multicasting of aggregated video over the proposed Future
Internet is explored. The H.264 video frames sizes for the KAET Talk Show
video available at the University of Arizona web-site [17] are used. The Talk
Show trace is a 30 minute HD 1920x1080 video trace in the H.264/AVC format,
with a mean bit-rate of 1.464 Mbps and a compression ratio of ≈ 150. The ratio
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of peak to minimum frame size is 1,667, indicating a very large burstiness. To
aggregate multiple vide streams, copies of this video stream are circularly rotated
by a random amount and added together (as in [17]).

A discrete-time stochastic process representing one H.264 ”video stream” is a
sequence of video frame sizes of length L denoted X = {X1, · · ·XL}. Each ’Group
of Pictures’ (GOP) is a sequence of G video frames consisting of one I-frame, and
several dependent P and B-frames. The Talk-Show stream uses a GOP of length
G = 12 with the format {I,B,B,P,B,B,P,B,B,P,B,B}. Therefore, each GOPi rep-
resents a sequence of consecutive video frame sizes {X(i−1)·G+1, · · · , Xi·G}.

Let X denote a stochastic process with a mean value μ = E[Xt], with a
finite variance σ2 = E[(Xt − μ)2], and with an autocorrelation function r(k) =
E[(Xt − μ)(Xt+k − μ)]/E[(Xt − μ)2] , (k = 01, 1, 2, ...) that depends only on
the lag k. For each m = 1, 2, 3, ..., let X(m) denote a new time-series (process)
obtained from a series X by averaging X over independent blocks of size m [14]:

X
(m)
(k) = (1/m)(X(km−m+1) + ... + X(km)), k = 1, 2, 3, .... (4)

Let r(m) denote the autocorrelation function of X(m). The process X is second-
oder self-similar with Hurst parameter H = 1 − β/2 if the processes X(m) have
the same autocorrelation function [14], i.e.,

r(m)(k) = r(k), ∀m = 1, 2, 3, ..., (k = 1, 2, 3, ....) (5)

Equivalently, the aggregated processes X(m) have the same second-order prop-
erties.

The statistics for several aggregated video streams are shown in Table 1. The
Coefficient of Variation (CV) should be a good indicator for the amount of excess
bandwidth needed to accommodate bursts of traffic. According to Table 1, a single
video stream should need an excess bandwidth of ≈ 84% to accomodate bursts,
while the aggregation of 1,000 video streams should need an excess bandwidth
of ≈ 6.6% to accomodate bursts. The Hurst parameter was computed for all
aggregated flows and it is well above 0.5, indicating that the aggregated flows
are highly self-similar. An exact analysis for the sizes of the VSQ and VPQ as a
function of the excess bandwidth is presented.

The VSQ can be modelled as a discrete-time discrete-state Dx/Dy/1 queue-
ing system, with a deterministic inter-arrival and inter-departure times D [10].
Batches of video frames arrive and depart from the VSQ at deterministic times
(i.e., D=1/30 sec. per batch) with batch size distributions x and y respectively.
The arriving batch-size distribution x is determined from the statistics of the
arriving video streams, as shown in Table 1. The service batch-size distribution
y is determined from the provisioned guaranteed service-rate of the VSQ, and
the bound on the NSLL of the VSQ.

Let QSQ(t) be a random variable denoting the size of the VSQ for an aggre-
gated traffic flow at discrete-time t. The size of the shaper queue (in bytes) for
an aggregated traffic flow consisting of A H.264 video channels (each denoted by
vector X) is given by :
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(a) (b)

Fig. 3. (a) VSQ delay vs. excess bandwidth. (b) VPQ delay vs. excess bandwidth.

Table 2. End-to-End Delay Bounds for Aggregated H.264/AVC Video Streams

Channels EXBW Hops RQ Delay SQ Delay PBQ Delay

(millisec) (millisec) (millisec)

1 100% 20 156 8.9 sec 4.9 sec

10 50% 20 21 168 128

100 15% 20 2.7 25 37

1,000 5% 20 0.3 5.7 33

10,000 2% 20 ≤ 0.1 1.5 33

QSQ(t + 1) = max(0, QSQ(t) +
A∑

f=1

X(t, f) − R ∗ Δt + NSLL(t)) (6)

where NSLL(t) is a random VSQ NSLL, and where R is the provisioned rate.
As summarized in theorems 1-4, competing admissible QoS traffic flows never
experience congestion, so that each end-to-end QoS traffic flow can be analysed
in isolation from other competing QoS traffic flows, using Eq. (6).

The VSQ was simulated for 50 hours of video traffic, for various choices of
excess bandwidth provisioned in the multicast trees. The VPQ was also simulated
to recover the aggregated video stream for each level of aggregation. Fig. 3
illustrates the maximum VSQ and VPQ delays for aggregated streams containing
1...1M video streams. The 95% confidence intervals are shown. The VSQ and
VPQ delays drop rapidly as the excess bandwidth increases. Additional details
on the video simulations and analyses are presented in [9,10].

3.1 End-to-End Delays in the Future Internet

Table 2 illustrates the queueing delays for aggregated video streams traversing
20 routers in an end-to-end path, using the proposed QoS technology. The ag-
gregation of 1,000 video streams each requiring 1.464 Mbits per second (Mbps)
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will require an aggregate bandwidth of 1.464 Gbps. To achieve a small delay,
let an excess bandwidth of 5% be provisioned in the multicast tree, so the
guaranteed-rate is 1.05x1.464=1.611 Gbps. The mean time between IP pack-
ets in a perfectly-scheduled transmission is 1500 bytes/1.611 Gbps ≤ 7.44 μsec,
which equals the IIDT of this aggregated flow. The mean queueing delay for any
flow in any router is ≤ min(2 IIDT,d(F )), where d(F ) is the scheduling frame
duration [8]. This bound applies for all link loads ≤ 100%. Letting d(F )= 1
millisec, then the mean queueing delay along an end-to-end path of 20 routers
is ≤ 20*2*7.44 μsec ≤ 298 μsec. Given the aggregation of 103 video streams, a
provisioning of 5% excess bandwidth will result in a VSQ delay of 5.7 millisec,
a VPQ delay of 33 millisec, and a small cumulative queueing delay within the
Internet routers of ≤ 1 millisec. An aggregation of 104 or more video streams
can achieve total end-to-end queueing delays ≤ 35 millisec with 2% excess band-
width, and a link-efficiency of ≥ 98%. The same concepts can be applied to local
area networks to achieve QoS guarantees.

4 Conclusions

A framework for an Autonomic Future Internet network which supports 2 service
classes, the essentially-perfect QoS class and the Best-Effort class, is proposed.
Bandwidth is provisioned for QoS traffic using measured and projected traffic
demand matrices. The routers use a mathematical packet scheduling algorithm
to achieve essentially-perfect throughput and QoS guarantees for all competing
admissible QoS traffic flows. We also explore a new paradigm for Internet QoS:
To offer access to the essentially-perfect QoS class for free, in addition to the
traditional Best-Effort class. Content providers such as Google’s YouTube have
a strong incentive to use the new QoS service class, to realize a potentially
significant reduction in monthly bandwidth costs (as less excess bandwidth is
provisioned in the multicast trees), and to offer essentially-perfect QoS to its
users for free. Internet users have a strong incentive to use the new QoS service
class, to achieve better QoS and lower delays for free (depending upon their local
area networks). Internet service providers have a strong incentive to support the
new QoS service class, to realize a potentially significant capacity increase in their
infrastructure. Current IP routers and links carrying real-time traffic operate at
typically 25-50% of peak capacity, as they are significantly over-provisioned to
provide relatively poor QoS guarantees. Using the new QoS service class, IP links
can operate at loads as high as 50 or 100% of capacity. A capacity increase of
2-4 times can represent a potential capital cost savings of several billion dollars
for a national backbone network. Finally, internet router manufacturers have
a strong incentive to support the new QoS service class, as the router buffer
sizes required for QoS traffic can be less than 1% of the buffer sizes required for
current Best-Effort traffic [8,9,10]. It is estimated that router buffers represent
a significant fraction of the cost, size and power dissipation of existing Internet
routers. Routers can be made smaller, faster, less-expensive, requiring less power
and simultaneously offering a new essentially-perfect QoS service class.
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Abstract. This paper presents stream splitting and merging (SSM) mechanisms 
to effectively exploit network bandwidth in SVC-streaming networks. The mul-
ti-layer characteristics of SVC (Scalable Video Coding) are fully utilized to 
split and merge concurrent video streams. In stream splitting, adequate SVC 
layers for splitting are calculated from periodical measurement of network 
bandwidth. In stream merging, a certain number of enhancement layers of one 
stream are merged to the top of base layer of another stream. The novelties in 
stream merging are in two aspects: (i) if the stream to be merged is slower than 
the one to contribute, all the arriving packets of the faster stream are buffered; 
(ii) if the stream to be merged is faster than the one to contribute, the packets of 
the faster stream are delayed. For the purpose of validation, the proposed SSM 
algorithms are implemented on Linux platform. In the experiments of a wired 
and wireless heterogeneous network, buffering delay and queuing length are 
analyzed, respectively, to demonstrate the effectiveness of the proposed SSM. 

Keywords: SVC, splitting, merging, bandwidth exploitation, Linux. 

1     Introduction 

To adapt to variable network bandwidths and different resolutions of terminals, SVC 
(Scalable Video Coding) compression techniques [1] were introduced recently for 
multimedia delivery over networks. An SVC-encoded film possesses multiple-layer 
characteristics, i.e., one base layer and many enhancement layers. In SVC, only base 
layer can be independently decoded at a receiver. Decoding an enhancement layer 
will rely on the base layer and other lower enhancement layers. One of the benefits 
offered by SVC is that it can provide extreme flexibility in changing bit rates of a film 
dynamically. In other words, if different numbers of enhancement layers are grabbed 
by a receiver, decoding bit rates (DBR) are varied to match available network band-
width. Another benefit offered by SVC is that DBR can be adaptively adjusted so that 
different resolutions of terminals can be satisfied; the more enhancement layers a de-
coder can receive, the higher resolution a terminal can achieve. 

Previous works in adjusting the streaming bit rates for SVC-based multimedia 
networks include two different aspects: (i) based on priority, and (ii) by intermediate 
nodes. In the first aspect, L. N. Zhang, et al. [2] proposed a priority-based layer 
switching (PLS) scheme. In PLS, according to the receiver reports of RTCP (RTP 
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Control Protocols), partial of enhancement layers are discarded to adapt to available 
bandwidth. Similarly, J. C. Chiang, et al. [3] introduced a method to discard en-
hancement layers of low-priority users when the burden of BS in a WiMAX network 
exceeds a threshold. L. N. Zhang, et al. [4] improved PSNR by embedding FEC 
(Forward Error Correction) codes to the packets of different SVC layers in a 
GPRS/EDGE network. I. Kofler et al. [5] proposed a proxy server which divides traf-
fic into two priorities, high for video and low for best effort. By preempting the best 
effort traffic, the quality of an SVC stream can be improved.  

In the second aspect, streaming bit rates are adjusted by intermediate nodes. Y. 
Zhao, et al. [6], C. Griwodz, et al. [7], and H. Jin, et al. [8] proposed different  
algorithms to effectively save network bandwidth by merging SVC streams on an in-
termediate node. H. Wu, et al. [9] proposed a feedback mechanism, where an inter-
mediate node can measure and report bandwidth usage so that the sender can pick up 
an adequate path to transmit video streams. To solve bottleneck problems, S. Mao, et 
al. [10] proposed a stream-splitting method with which every sub-stream may take 
different paths for transmissions. According to the RTCP reports, E. Kurutepe, et al. 
[11] proposed a method to dynamically pull out different numbers of enhancement 
layers from an intermediate node. Finally, C. M. Lin, et al. [12] suggested an ap-
proach in choosing a media relay node (MRN). In their approach, MRN is used for 
dynamically adjusting the number of enhancement layers along with the available 
bandwidth.  

Unlike the previous works focusing on pure research, in this paper, the proposed 
stream splitting and merging (SSM) algorithms are implemented on an SVC stream-
ing gateway (SSG). In stream splitting, SSG periodically estimates available band-
width to determine the adequate number of enhancement layers (ELs) to split from an 
existing stream. In stream merging, SSG merges a number of ELs from one stream to 
another stream with fewer layers, when it detects the available bandwidth is increas-
ing. The novelty in stream merging is that the SSG can operate smoothly even when 
two streams arrive at SSG in two different times. Specifically, when a stream to be 
merged arrives at SSG a little bit late than the one to contribute, SSG will copy all the 
arriving packets of the faster stream into the buffer, referred to as copy-to-merge 
(CM) buffer. On the other hand, when a stream to be merged arrives at SSG earlier 
than the one to contribute, the SSG simply delays the packets of the faster stream in a 
buffer, referred to as delay-to-merge (DM) buffer. Experiments are conducted on a 
wired and wireless heterogeneous network to demonstrate the effectiveness of the 
proposed SSM. Buffering delay and queuing length are analyzed for the CM and DM 
buffers, respectively, to study different characteristics incurred. 

The remainder of this paper is organized as follows. In Section 2, the proposed 
SSM algorithms are presented. Section 3 illustrates the differences between CM and 
DM buffering. In Section 4, implementations of the SSM algorithms on a Linux plat-
form along with the experiments conducted on a heterogeneous network are de-
scribed. Finally, Section 5 gives the concluding remarks. 

2   The SSM Algorithms 

To fully exploit bandwidth of wireless networks, such as WiMAX and WLAN, in this 
paper, we design the stream splitting and merging (SSM) algorithms and implement 
the algorithms on an SVC Streaming Gateway (SSG). The operations of SSM are 
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illustrated by an example. As shown in Figure 1, in the beginning, client 1 requests a 
video stream with four SVC layers, one Base Layer (BL) and three Enhancement 
Layers (EL-1, EL-2, and EL-3), from an IPTV server. An SSG is installed between 
two networks, a WiMAX and a WLAN ad-hoc network. Since clients 2 and 3 request 
only three layers (one BL plus two ELs) of the same stream from the server, SSG 
simply splits the lower three layers (BL, EL-1, and EL-2) from the stream 
downloaded by client 1. This stream manipulation technique is referred to as stream 
splitting in this paper. On the other hand, since client 4 requests four layers of the 
same stream, to effectively exlpoit wireless bandwidth, the upper-most layer (EL-3) 
from client 1 is now merged direclty with the lower three layers (BL, EL-1, and EL-2) 
by client 3, which finally forwards the four layers to client 4. This stream 
manipulation technique is referred to as stream merging in this paper. 

2.1   Stream Splitting 

Prior to introducing the techniques of stream splitting, Figure 2 illustrates the 
handshaking procedure among a client, the proposed SSG, and a video server. Once 
TCP 3-way handshaking was completed, Client 1 uses a modified RTSP (Real-Time 
Streaming Protocol), i.e., RTSP-lite  with RR=1, BRM=0, DM=0, and MV_id=3, to 
set up a connection with the server. As shown in Figure 3, the header structure of 
RTSP-lite is designed on the top of TCP. In the 2-byte header, RR (1 bit) denotes 
request/reply, BRM (1 bit) denotes bit-rate map, DM (1 bit) denotes decoder’s 
messages, LN (3 bits) denotes the number of SVC layers requested, and MV_id (8 
bits) denotes movie ID.  

 

Fig. 1. Stream splitting and merging 
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Fig. 2. Handshaking of stream splitting 

In the scenario, we assume Client 2 issues a request for the same movie 
(MV_id=3) right after Client 1 receives the stream. The same movie ID in the request 
message was intercepted by SSG. After SSG modifies DM bit from 0 to 1, the server 
is triggered to send out decoder’s messages. When SSG intercepts decoder’s messag-
es, it begins to split a certain number of SVC layers based on the available bandwidth. 

 

Fig. 3. Header design for RTSP-lite 

Figure 4 shows the detail operations of stream splitting. When SSG intercepts the 
request from Client 2 (TCP Port No = 50100 && RR = 1), it will examine whether 
the movie ID is the same as that of any currently transmitted video streams; if yes, 
SSG sets DM = 1 to notify the server that decoder’s message is required for transmis-
sion rather than the bit rate map (BRM). Stream splitting is invoked once decoder’s 
message arrives at SSG. Next, SSG will determine how many SVC layers can be split 
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to Client 2. To accomplish this, available bandwidth (AB) for Client 2 is calculated as 
from Eq. (1). 

AB = BW – BG – SBR1                                                        (1) 

For simplicity, the stream requested by client 1 is referred to as stream 1 (S1), and that 
by Client 2 as stream 2 (S2). In Eq. (1), BW (Bandwidth) denotes the maximum band-
width of a link and BG (Background traffic) denotes the background bit rates by ex-
cluding the bit rate of stream 1 (SBR1). By consulting with BRM, SSG can determine 
the number of SVC layers, denoted as n, to split based on Eq. (2).  

)()( 1+<≤ nn LayerBRABLayerBR                                   (2) 

where ( )
n

BR Layer and 
1

( )
n

BR Layer + denote the bit rates required up to n-layer and 

(n+1)-layer, respectively. When AB increases, the SVC layers split to Client 2 are in-
creased accordingly.  

 

)()( 1+<≤ nn LayerBRABLayerBR

 

Fig. 4. Procedure of stream splitting 
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2.2   Stream Merging 

The main goal of stream merging is to merge a certain number of SVC layers from 
one stream to the top of another stream of the same movie. To calculate the number of 
SVC layers to merge, Eq. (1) and Eq. (2) are respectively modified to become Eq. (3) 
and Eq. (4).  

AB = BW – BG – SBR1 – SBR2                                             (3) 

)()( 1 mnmn LayerBRABLayerBR −+− <≤
                             (4) 

where SBR1 and SBR2 denote the bit rates of S1 and S2, respectively, m denotes the 
original SVC layers of S2, and n denotes the number of SVC layers to merge from S1 
to S2. Due to different delays that two streams may encounter in a network, two sce-
narios are investigated. The first scenario assumes the stream to be merged arrives at 
SSG slightly late than the stream that will contribute the SVC layers, while the second 
scenario assumes the opposite behavior. To deal with different scenarios, we design 
two buffer mechanisms, CM (copy-to-merge) and DM (delay-to-merge) buffers at 
SSG, respectively.  

3   The CM and DM Buffering 

3.1   CM Buffering 

Figure 5 shows the operation of CM buffering. Here, we assume stream 2 (S2), the 
one to be merged, arrives at SSG slightly late than stream 1 (S1), the one to contri-
bute. It is also asumed that S1 has four layers (BL, EL-1, EL-2, and EL-3), and S2 has 
two layers (BL and EL-1). Concurrently with packet frowarding, arriving packets of 
every layer (from BL to EL-3) in S1 are stored into the CM buffer. This is because 
there is no way to know how many SVC layers to merge before S2 really arrives. 
When S2 arrives at SSG, the number of SVC layers to merge can be computed from 
Eq. (4), say two for example. Hence, two layers (EL-2 and EL-3) of packets are 
merged to S2. This merging process is repeatedly operated on a frame-by-frame basis 
by SSG; a frame will not be forwarded until it is completely constructed (video frame 
4 of S2 in the figure). It is noticed that two streams are not synchronized after this CM 
buffering.  

3.2   DM Buffering 

Figure 6 shows the operation of DM buffering. Here, we asume S2, the one to be 
merged, arrives at SSG earlier than S1, the one to contribute. Other similar assump-
tions in the CM buffering are applied here. However, different from the CM buffer-
ing, inside the DM buffer, we observe that SSG does not have to buffer every arriving 
packet of S1. Instead, SSG stores every arriving packet of S2 into the buffer. Thus, 
buffer size requirement for the DM is relatively smaller than that for the CM because 
S2 has less SVC layers than S1. If the number of SVC layers to merge, computed 
from Eq. (4), is two for example, SSG will copy EL-2 and EL-3 packets of S1  
and merge them to S2. Similarly, this merging process is repeatedly operated on a 
frame-by-frame basis by SSG; a frame will not be forwarded until it is completely 
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constructed. As it can be observed from Figure 6, video frames 4, 5, and 6 of S2 are 
constructed and forwarded in a sequence. It is interesting to notice that two streams 
are automatically synchronized after the DM buffering process.  

 

 

 

 

 

 

 

Fig. 5. CM buffering at SSG 

Finally, Figure 7 shows the operation procedure of stream merging at SSG. After 
intercepting client requests and bit rate maps (BRM), SSG begins to initiate two 
processes concurrently; one process to determine which stream is faster and the other 
process to monitor and compute the available bandwidth (AB). When S2, the one to 
be merged, is slower than S1, the one to contribute, CM buffering is applied; other-
wise DM buffering is applied.  

 

   

 

 

 

   

 

 
Fig. 6. DM buffering at SSG 
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Fig. 7. Procedure of stream merging 

4      Experiments and Analyses 

4.1   Experiments of Stream Splitting 

Figure 8 shows the heterogeneous topology for stream splitting. Here, we assume 
client 1 requests an SVC film with four layers (BL, EL-1, EL-2, and EL-3) from an 
IPTV server through intermediate nodes, including an Ethernet switch, two hubs, 
SSG, two subscriber stations (SS), and a WiMAX basestation (BS). When SSG dis-
covers that client 2 requests the same film, it invokes the stream splitting process. 
Hence, two SVC layers (BL and EL-1) are split from stream 1 to stream 2. Iperf traf-
fic generator is used to inject different background traffic from a hub on Ethernets. 
Figure 9 shows the comparison of bandwidth variations on WiMAX with and without 
stream splitting. In this experiment, we assume client 1 requests an SVC stream with 
four layers at time=0. At time=100, client 2 requests the same movie stream. As it is 
observed from Figure 9(a), since stream splitting is not applied, the utilized band-
width has reached the maximum capacity of WiMAX (8 Mbps). On the other hand, in 
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Figure 9(b), since stream splitting is applied, the utilized bandwidth remains un-
changed (about 604,014 bytes/sec or 5 Mbps). 

 

Fig. 8. Stream splitting over heterogeneous networks 

Next, by increasing the background traffic from 24 Mbps to 26 Mbps, we observe 
the degradation of video quality in stream 2. As shown in Figures 10(a) and 10(b), 
video quality of (a) is much better than that of (b), since in the former four SVC lay-
ers (BL to EL-3) can be split from stream 1 to stream 2, while in the latter only one 
layer (BL) can be split.  

  

(a) Without stream splitting                            (b) With stream splitting  

Fig. 9. Bandwidth saving on WiMAX 

 

(a) Background traffic=24 Mbps            (b) Background traffic=26Mbps 

Fig. 10. Quality degradation in stream 2 
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4.2   Experiments of Stream Merging 

As shown in Figure 11, in the experiment of stream merging, we set up two IPTV 
servers on the WiMAX network for two clients (clients 1 and 2) to request their 
streams, respectively. The scenario is purposely designed such that client 1 can re-
ceive six layers (BL to EL-5) from server-1 while client 2 receives only one layer 
(BL) from server 2. 

Figure 12 shows the difference of incurred delay between merging one layer and 
merging five layers for the CM buffering. In the beginning, two curves have slight 
difference. However, they begin to separate gradually and finally the delay difference 
reaches about 500 ms. This is because the queuing delay (processing time plus wait-
ing time) increases more quickly in the case of merging five layers than that of merg-
ing only one layer. Figure 13 shows the variations of queue length in the CM buffer-
ing. Figure 13 can validate the results of Figure 12. In the experiment, queue length is 
measured at SSG for every minute. It can be observed that the number of packets 
queued in the CM buffer for the case of merging five layers is about 6 to 7 times big-
ger than the case of merging just one layer. 

 

Fig. 11. Stream merging over heterogeneous networks 

Figure 14 shows the DM buffering delay for the situation when the stream (i.e., S2) 
to be merged arrives at SSG earlier than the stream (i.e., S1) to contribute. By com-
paring the DM buffering delay to the CM buffering delay, we observe a significant 
difference; delay in the former (about 10.5 sec) is relatively smaller than the delay in 
the latter (about 11.5 sec). This is because in the CM buffering, all the six-layer pack-
ets of S1 are required for buffering, which naturally increases the queuing delay. The 
results shown in Figure 15 can validate the above logical explanation. In the case of 
merging five layers, we observe that the number of packets queued in the DM buffer 
is around 300 to 500 packets only, which is significantly smaller than the packets 
queued in the CM buffer (around 6,000 to 8,000 packets), as shown in Figure 13.  
Additionally, as we observe from Figure 15, the number of queued packets of merg-
ing five layers exhibits only a slight difference than that of merging one layer. This is 
because in the DM buffering scheme, S2 packets are required for queuing, not S1 
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packets. Since S2 has only one layer (BL) in this experiment, no matter how many 
layers of S1 are merged to S2, the number of packets stored in the DM buffer remains 
nearly no change.  

  

                   Fig. 12. CM buffering delay                   Fig. 13. Queue length in CM buffering 

  

               Fig. 14. DM buffering delay                   Fig. 15. Queue length in DM buffering 

5      Conclusion 

In this paper, we have presented an SSM algorithm by fully utilizing multi-layer cha-
racteristics of SVC. The proposed SSM aims at effectively exploiting network band-
width using two stream manipulation techniques. In stream splitting, adequate SVC 
layers for splitting can be determined from periodical measurement of network band-
width. In stream merging, a certain number of enhancement layers of one stream can 
be merged to the top of base layer of another stream. When two streams arrive at SSG 
at different speeds, the CM and DM buffering schemes were designed respectively to 
merge the packets of the same video frame of two different streams. For the purpose 
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of performance evaluation, the proposed SSM mechanisms were implemented on Li-
nux platform. In the experiments set up on a wired and wireless heterogeneous net-
work, buffering delay and queuing length were analyzed. By comparing the queuing 
delay between the CM and the DM buffers, we observed that the former is about one 
second larger than the latter. The difference in queuing delay was validated by the 
measurement of queuing lengths. The results revealed that the number of packets 
queued in the CM buffer is about 20 times bigger than the number of packets queued 
in the DM buffer. 
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