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Preface

The First International Conference on Advances in Computing and Communi-
cations (ACC 2011) was held in Kochi during July 22-24, 2011. ACC 2011 was
organized by Rajagiri School of Engineering & Technology (RSET) in associa-
tion with the Association of Computing Machinery (ACM)- SIGWEB, Machine
Intelligence Research Labs (MIR Labs), International Society for Computers
and Their Applications, Inc. (ISCA), All India Council for Technical Educa-
tion (AICTE), Indira Gandhi National Open University (IGNOU), Kerala State
Council for Science, Technology and Environment (KSCSTE), Computer Soci-
ety of India (CSI)- Div IV and Cochin Chapter, The Institution of Electronics
and Telecommunication Engineers (IETE), The Institution of Engineers (India)
and Project Management Institute (PMI), Trivandrum, Kerala Chapter. Estab-
lished in 2001, RSET is a premier professional institution striving for holistic
excellence in education to mould young, vibrant engineers.

ACC 2011 was a three-day conference which provided an opportunity to
bring together students, researchers and practitioners from both academia and
industry. ACC 2011 was focused on advances in computing and communications
and it attracted many local and international delegates, presenting a balanced
mixture of intellects from the East and from the West. ACC 2011 received 592 re-
search papers from 38 countries including Albania, Algeria, Bangladesh, Brazil,
Canada, Colombia, Cyprus, Czech Republic, Denmark, Ecuador, Egypt, France,
Germany, India, Indonesia, Iran, Ireland, Italy, Korea, Kuwait, Malaysia, Mo-
rocco, New Zealand, P.R. China, Pakistan, Rwanda, Saudi Arabia, Singapore,
South Africa, Spain, Sri Lanka, Sweden, Taiwan, The Netherlands, Tunisia, UK,
and USA. This clearly reflects the truly international stature of ACC 2011. All
papers were rigorously reviewed internationally by an expert technical review
committee comprising more than 300 members. The conference had a peer-
reviewed program of technical sessions, workshops, tutorials, and demonstration
sessions.

There were several people that deserve appreciation and gratitude for helping
in the realization of this conference. We would like to thank the Program Com-
mittee members and additional reviewers for their hard work in reviewing papers
carefully and rigorously. After careful discussions, the Program Committee se-
lected 234 papers (acceptance rate: 39.53%) for presentation at the conference.
We would also like to thank the authors for having revised their papers to address
the comments and suggestions by the referees.

The conference program was enriched by the outstanding invited talks by
Ajith Abraham, Subir Saha, Narayan C. Debnath, Abhijit Mitra, K. Chandra
Sekaran, K. Subramanian, Sudip Misra, K.R. Srivathsan, Jaydip Sen, Joyati
Debnath and Junichi Suzuki. We believe that ACC 2011 delivered a high-quality,
stimulating and enlightening technical program. The tutorials covered topics of
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great interest to the cyber forensics and cloud computing communities. The tu-
torial by Avinash Srinivasan provided an overview of the forensically important
artifacts left behind on a MAC computer. In his tutorial on “Network Foren-
sics,” Bhadran provided an introduction to network forensics, packet capture
and analysis techniques, and a discussion on various RNA tools. The tutorial on
Next-Generation Cloud Computing by Pethuru Raj focused on enabling tech-
nologies in cloud computing.

The ACC 2011 conference program also included five workshops: Interna-
tional Workshop on Multimedia Streaming (MultiStreams 2011), Second Inter-
national Workshop on Trust Management in P2P Systems (IWTMP2PS 2011),
International Workshop on Cloud Computing: Architecture, Algorithms and
Applications (CloudComp 2011), International Workshop on Identity: Security,
Management and Applications (ID2011) and International Workshop on Appli-
cations of Signal Processing (I-WASP 2011). We thank all the workshop organiz-
ers as well as the Workshop Chair, El-Sayed El-Alfy, for their accomplishment
to bring out prosperous workshops. We would like to express our gratitude to
the Tutorial Chairs Patrick Seeling, Jaydeep Sen, K.S. Mathew, and Roksana
Boreli and Demo Chairs Amitava Mukherjee, Bhadran V.K., and Janardhanan
P.S. for their timely expertise in reviewing the proposals. Moreover, we thank
Publication Chairs Pruet Boonma, Sajid Hussain and Hiroshi Wada for their
kind help in editing the proceedings. The large participation in ACC2011 would
not have been possible without the Publicity Co-chairs Victor Govindaswamy,
Arun Saha and Biju Paul.

The proceedings of ACC 2011 are organized into four volumes. We hope
that you will find these proceedings to be a valuable resource in your profes-
sional, research, and educational activities whether you are a student, academic,
researcher, or a practicing professional.

July 2011 Ajith Abraham
Jaime Lloret Mauri
John F. Buford

Junichi Suzuki
Sabu M. Thampi
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Chaotic Integrity Check Value

Prathuri Jhansi Rani and S. Durga Bhavani

Department of Computer & Information Sciences,
University of Hyderabad, Hyderabad, India

Abstract. Chaotic cryptography is slowly emerging as a subfield of
cryptography. Many encryption algorithms, secure hash functions and
random number generators have been proposed in the literature which
are based on well-known chaotic functions. Chaotic keyed hash functions
are proposed in the literature but have not been analysed for integrity
check value purpose in the literature. We propose a keyed chaotic hash
function based on parametrized family of logistic and tent maps and
develop a message authentication code (MAC) which outputs a 128 bit
message digest(MD).The keyed hash function is designed such that it
is resistant to preimage and second preimage attacks. The chaotic hash
functions proposed in the literature use a multitude of chaotic maps and
we show in this paper that using two chaotic maps judiciously achieves
a secure keyed hash function. The proposed keyed hash function is anal-
ysed for its sensitivity to the two secret keys that of initial value as well
as the parameter value of the family of functions. Experiments in which
as the secret keys are infinitesimally changed, the hash value obtained
is shown to have nearly 50% of the bits different from the original MD.
Further similar experiments are repeated with MD truncated to the first
96 bits, which is the default length for authentication data field in IPSec
authentication header and encapsulating security payload. Once again
the confusion is shown to be very close to 50%.

1 Introduction

A keyed hash function or message authentication code(MAC) is a family hy, : k €
K of hash functions, where K is a key space of h [I]. A hash function is a function
that takes a variable-length input string and converts it to a fixed-length(smaller)
output string called hash value or message digest. h : (0,1)* — (0,1)™ is such
that h satisfies the three security properties: collision resistance, preimage
and second preimage resistance [2]. Integrity check value(ICV) is an au-
thentication field in IPSec Authentication Header and Encapsulating security
payload. The ICV is a truncated version of message authentication code(MAC)
produced by MAC algorithm HMAC-MD5-95 or HMAC-SHA1-96 [3]. The term
ICV is referred as Keyed Hash function or Message Authentication Code. The
full HMAC value is calculated and first 96 bits are considered, which is the de-
fault length for the authentication data field in IPSec Authentication Header
and Encapsulating security payload. Recent investigations reveal that several
well-known methods such as MD5, SHA1 and RIPEMD too are not immune to

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 1 2011.
© Springer-Verlag Berlin Heidelberg 2011
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collisions [45]. Hence ICV algorithm needs to be reinvestigated in the light of
new algorithms emerging out of chaotic cryptography.

Richard Taylor proposed an integrity check value algorithm for stream
ciphers[7]. It is well-known that keyed hash functions are directly useful to be
used as MAC. Chaotic keyed hash functions have been proposed in the litera-
ture by Zhang et al. based on nth-order chaotic system [I0]. A novel approach
to keyed hash function construction that uses a chaotic neural network has been
proposed by Xiao et al. [I2]. These algorithms then can be theoretically used as
integrity check value algorithms. There is no explicit evaluation of hash function
algorithms to be used as integrity check value algorithms in the literature. The
chaotic hash functions proposed in the literature use a multitude of chaotic maps
and we show in this paper that using two chaotic maps judiciously achieves keyed
hash function with less computational complexity. We propose a chaotic hash
function and conduct a systematic analysis of its incorporation into integrity
check value algorithm. We assess how the truncation of a MD of length 128 to
say 96 bits influences its performance and report our results.

2 Proposed Hash Function

We propose a one-way hash function based on seminal paper of Baptista’s sym-
metric encryption algorithm [§]. Baptista’s encryption algorithm maps each char-
acter a of the message to the number of iterations n that the logistic map takes
to reach e-intervals I,. We modify Baptista’s encryption algorithm to build a
hashing function. Divide the input bit sequence into 8 blocks, By, B1,...,Br
each block having k bytes, k € N. Choose secret value 0 < zp < 1, A € (3.8,4.0)
the control parameter of the logistic equation fy(z) = Az(l1 — z) and choose
intervals of I, contained in(0,1) for each m. Initialise x(0) = xo.

Algorithm 1.

1: for B; =0 to 7 do

2:  for byte m =0 to k — 1 of the message of block B; do

3 Iterate the logistic map until f*™ (z(m)) € In,.

4: Re-Set z(m + 1) = f"™ (z(m))

5 end for

6 Assign h; = n, for the block B; /*Thus the block gets compressed by 16 bits.*/
7: end for

8: h(P) = (hohih2hshshshech7) /* The final hash value is obtained by concatenating

hi’s*/

Note that in the algorithm, hash value h; that emerges for each block B; is
ni where

S S (20))) € T

nk—1 is the integer number of iterations that corresponds to the (k — 1)-th byte.
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It can be seen that this scheme is not secure from preimage attack. For a
given hash value y, one can produce an input (preimage)  such that h(z) =y as
follows. Suppose y = n say, find a character a such that f"(xq) € I,. So trivially
a one character preimage exists for the given y. Assume that the minimum length
of the message is greater than 1. First note that

fnk—l(, ,,fnz(fnl (fno(xo)))) — fn0+n1+mnk71(x0).

Choose any sequence of integers that ends in n, such as ngnj ...ngx_1n. We can
construct the preimage of y as follows: Find character py where f0(zg) € I,,.
Now reset zg as f™(zo). Then find p; such that f"0*t"1(z) € I, and so on.
Finally we get px_1 such that

f’n0+’n1+"'nk71 (x()) € Ink*1 ’

Then the required preimage for y = n is pop1...pr—1. Following the above
scheme, second preimages can be found. Since a collision resistant hash function
is second preimage resistant, the hash function will be automatically prone to
collisions.[d] Hash function needs to be strengthened by choosing a large n as
well as with perturbation of initial value.

3 Strengthening the Proposed Hash Function

In this section we rectify the vulnerability of the hash function using two schemes
Perturb;c and Voteprnag.

3.1 Scheme A

- Perturbrc : Perturbro requires perturbing xg using character of the message
at each step. This scheme is clearly depicted in Figure [0l with the following
notation. Let byte; = a; then A; = ASCII(a;) and I; = I,,.

3.2 Scheme B

- Voteprne : It was also found in the experiments the small integers that get
generated as hash values in the above Algorithm [l lead to collisions. We take a
vote by a pseudo-random number generator (PRNG), a one-dimensional chaotic
tent map PRNGren: to decide n which is depicted in the Figure [II
Tent Map )
2z f0<z<
f(m):{z»cw ifl<r<i

The tent map is iterated and the PRNG algorithm outputs the iteration num-
ber at which the value falls within a prefixed e-interval. Since the tent map is
almost a linear map, the computations are inexpensive as compared to other
non-linear chaotic maps. Good results are obtained when the PRNG is tested
for randomness using NIST(National institute of standards and technology) test
suite.
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Perturbing x, and evolving a Scheme to find large n

compression
[ bvte, | byte, [ — [ byte,| | Findn3f“(x)€|m|

Generate random number X—F(x)
t using PRNG |

A

| L ' Y

X% Xp—f(xg) = Pxge(x,)
3 f(x,) € 3f(x,) € 3f(x,) €
| | |

] 1 k-1

Fig. 1. Perturbing z¢ and evolving a compression function and Scheme to find large n

4 Results and Analysis

4.1 Checking for Collisions in the Whole Space

A large number of different input messages say Pi, Pa, Ps,--- Py of length 800
bits are chosen randomly to test for collisions. Hash values are computed for 3
lakh messages which is roughly 22! for this test. Results of the experiments show
that no two input messages are compressed to an identical message digest. Then
to test for applicability to integrity check value, we truncate the MD to its first
96-bits and repeat the collision experiment. It is found that after truncation too
no two hash values are identical to each other. The hash values obtained for a
sample of five input messages is shown in the Table [Il

4.2 Sensitivity of Proposed Keyed Hash Function with Respect to
Input Message

Let P be the input message and P’ denote the message in which sth bit is toggled.
Then dg(h(P),h(P’)) denotes the number of bits changed in output with a 1
bit change in the input. The minimum hamming distance,

dmin = mini<i<ydp (h(P), h(P"))
and maximum hamming distance ,
dmaw = maxlgiSNdH(h(P), h(Pl))

are computed. Further, the average ds.y and the standard deviation dgq of
the distribution of Hamming distances over N trials are computed to get a
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Table 1. MD generated for the input messages Pi, P2, P3, -+ Ps

Input Message Digest

P1  010111110010111000111011010011010001111011110100
100001010111000011000111100010111011010001001101

P2 111110101001000111111010001100001011010011000010
111110000101010110110101100011111010010001001001

P3  000111001101110111011011010001111110111000010001
000001001001111000001010100100111110100101101011

P4 101010000010000010101100010100000001011100100011
100010011011110010000111111000011100001011011110

P5 100001111010101111110100000110001111110101110010
110110100011101111111110110101011100011101010110

Table 2. Collision resistance analysis for the proposed keyed hash function

N 256 512 1024 2048 4096 8192 10000
dmin 49 47 44 44 44 43 43
dmaz 75 76 80 80 83 84 &4
davg 63.05 63.03 63.10 63.03 63.21 63.06 63.03
dsta 4.92 4.92 4.93 4.92 494 4.93 4.92

Table 3. Statistical comparison of changed bit number

This Paper Ref.[11] Ref.[12] Ref.[13] MD5
davg 63.03 64.01 63.85 63.91 64.03
dsta 4.92 4.47 4.52 4.36 4.42

better idea of the distribution. The messages obtained by changing one bit in
the original message exhibit hash values that have, on average, nearly 50% of
the bits different from the original Message Digest.

The Figure [2 shows that the proposed algorithm exhibits desirable security
with the number of changed bits due to a 1-bit toggle in plain text being 63 in the
128 bit message digest which is very close to the ideal value of 50% probability.
Further all the results achieved are comparable to those of the recent work as
shown in the Table[Bl The space in which the tests are conducted is large enough
to indicate that the values obtained by d4.4 etc lie close to the true values of
the distribution.

Comparision with MD5: Another experiment in which the number of iden-
tical bytes that occur in the same positions is calculated. Figure [3] shows the
distribution of the number of ASCII characters with the same value at the same
location of the proposed function and that of MD5 by toggling a bit in a sample
of 10 input messages. This shows that the proposed function is on par with MD5.
This is only a sample experiment and in the Figure[fl the results are shown when
run on a large number of input messages.
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Fig. 3. Distribution of the number of ASCII characters with the same value at the
same location of proposed function and MD5

4.3 Sensitivity of Control Parameter

Let h(P) be the hash value obtained by taking the control parameter as 3.87
and h(P’) be the hash value obtained by changing the control parameter A from
3.87 to 3.87 + 10~7. Then dy (h(P), h(P')) denotes the number of bits changed
in output with a change in the control parameter. The dg.4 over 2048 trials is
63.32. When the first 96-bits are considered dy.4 is 47.52 which is very close to
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Fig. 4. Hamming distance of first 96-bits of the hash value and 128-bit hash value to
evaluate collision resistance as the control parameter A is varied
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Fig. 5. Hamming distance of first 96-bits of the hash value and 128-bit hash value to
evaluate collision resistance as the initial value z¢ is varied

the ideal value of 50% probability. Figure [d] shows the hamming distance of first
96-bits of the hash value and 128-bit hash value. The space in which the tests
are conducted is large enough to indicate that the values obtained by dq.4 etc
lie close to the true values of the distribution.

4.4 Sensitivity of Initial Value

Let h(P) be the hash value obtained by taking the initial value xgas 0.232323 and
h(P’) be the hash value obtained by changing the initial value zg from 0.232323
to 0.232323 4+ 10~7. Then dg (h(P), h(P’)) denotes the number of bits changed
in output with a change in zg. The dg,g over 2048 trials is 63.13. When the first
96-bits of 128-bit hash value is considered dq.4 is 47.84 which is very close to
the ideal value of 50% probability. Figure [Blshows the hamming distance of first
96-bits of the hash value and 128-bit hash value. The space in which the tests
are conducted is large enough to indicate that the values obtained by dg.4 etc
lie close to the true values of the distribution.
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Table 4. Absolute difference of two hash values
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Fig. 6. Distribution of the number of ASCII characters with the same value at the
same location in the of first 96-bits of the hash value and 128-bit hash value

4.5 Collision Analysis

ASCII character of the original and the new hash value are compared on the
collision test performed for 10,000 times. The distribution of the number of
ASCII characters with the same value at the same location in the hash value is
shown in Fig[6l The maximum, mean, and minimum values are listed in Table[4l

The Figure[6l confirms that the proposed function is performing well with the

maximum number of equal characters in hash values obtained being only 3 and
the collision probability being quite low.
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Conclusions

In this paper we show that using two chaotic maps judiciously achieves a keyed
hash function which gives an output of 128-bits, in which the first 96-bits of hash
value can be used as an ICV. The function is analysed and shown to possess
collision, preimage and second preimage resistance. The keyed hash function is
tested by varying the two secret keys infinitesimally and shown to achieve 50%
variation in the output message digest and hence is strong against any collisions.
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Abstract. Malware came into existence ever since the inception of the
computers itself and its spread has been gaining momentum as a result of
persistent success and evolution of the Internet. Cyber world has been noticing
a shift in the goals of malware writers, which would only become more
insidious with time. Currently the matter of great concern for Internet users is
that of online stealth. In this paper we discuss in detail about the epitome of
online stealth, the keyloggers; present an analysis of few well known anti-
keyloggers; list a set of counter-measures for the users based on our analysis;
and also present our approach for client side authentication to reduce the attack
surface available to the hackers.

Keywords: keylogger, password stealing, rootkits, malware.

1 Introduction

Impelled by the proliferation of high speed connections and the global coverage,
Internet has become a powerful means for knowledge sharing as well as
commercialization. The escalating dependence on the Internet, however, also makes it
an obvious target for the miscreants to spread computer viruses and other types of
malware.

Evidently, the world of cyber-crime has seen a tremendous rise in the number of
money-oriented malware such as keyloggers which are made with the intention of
stealing wealth by obtaining the victims’ bank credentials, compromising their
privacy and also for industrial espionage.

As the name suggests, keyloggers are used to record keystrokes on the target
system, which could be then sent remotely to someone other than the computer’s user.
Keystroke loggers may steal data such as PIN codes and account numbers for e-
payment systems, passwords to online gaming accounts, email addresses, user names,
email passwords etc.

In this paper we discuss software keyloggers in detail in order to understand their
severity. Hardware keyloggers have not been addressed in this paper since they
require physical installation on the user’s machine and hence cannot spread through
Internet.

A. Abraham et al. (Eds.): ACC 2011, Part IIL, CCIS 192, pp. 10[19]2011.
© Springer-Verlag Berlin Heidelberg 2011
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The remainder of this paper is organised as follows. In Section 2 we list some
advanced keylogger characteristics. In Section 3, we discuss the methodology behind
keyloggers specifically addressing their stealth characteristic which lets them remain
undetected on the victim’s machine. In Section 4, we call the attention of the readers
to the alarming escalation of keylogger-oriented malware by presenting some
statistics. In Section 5, we present the anti-keylogger analysis. Here we also present
two of our proof of concept keyloggers. The two samples have been built using two
different approaches, user mode hooks and kernel mode hooks respectively. We tested
these keyloggers against a battery of anti-keyloggers. In Section 6, we discuss the
mitigation techniques for users. In Section 7, we discuss the multi-factor
authentication techniques and their effectiveness in combating password stealing
malware. In Section 8, we present our client side authentication solution for
countering the same. Finally, Section 9 concludes.

2 Advanced Keylogger Characteristics

Although the main purpose of keyloggers is to monitor a user’s keyboard actions,
they now have capabilities that extend beyond that function. They can track virtually
anything running on a computer. Here is only a partial list of some of the information
keyloggers sense, record, and transmit:

Keystrokes

Site Monitoring

Chat Monitoring

Application / Program Tracking

Printing Activity Recording

Invisible Mode

System Logon/Logoff

Clipboard Monitoring

File/folder Monitoring Screenshots Recording

E-mail Reporting and Alerting

‘Find Keyword’ monitoring

Hot Key and Password Protection

Some keyloggers, known as “screen scrapers,” enable the visual surveillance of a
target computer by taking periodic snapshots of the screen. The captured images
can then be used to gather valuable information about the user.

3 Keylogger Methodology: Stealth and Persistence

Keyloggers are marked by two important characteristics. One is to log the keystrokes
and the other to remain hidden in the target system in order to persistently and
undetectably steal sensitive information of the victim. Monitoring methods for
software keyloggers are operating system specific. Windows operating systems
(WOS) contain an event mechanism. When a user presses a key in the WOS, the
keyboard driver of the operating system translates a keystroke into a Windows
message called WM_KEYDOWN. This message is pushed into the system message
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queue. The WOS in turn puts this message into the message queue of the thread of the
application related to the active window on the screen. The thread polling this queue
sends the message to the window procedure of the active window. This kind of
messaging mechanism works for other events like mouse messages [1]. There are
three main methods for developing keylogger systems:

1. The Keyboard State Table method
2. The Windows Keyboard Hook method
3. The Kernel-Based Keyboard Filter Driver method

(1
Keyboard State Table Attach Threadinput

GetKeyboardState

Window
Procedure

Top Window

(1]

Fig. 1. Keyboard State Table method

Global Hook J J Local Hook

= < J

Thread

(1

Fig. 2. Windows Keyboard Hook method

Kemnal-Based
Keyb tar

- """" |

Fig. 3. Kernel-Based Keyboard Filter Driver method

(11
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Stealth

More challenging for the keyloggers, is the goal of remaining hidden. Most of the
advanced keyloggers use the rootkit technology to accomplish this task. Rootkits can
be difficult to detect, especially when they operate in the kernel. This is because a
kernel rootkit can alter functions used by all software, including those needed by
security software. A rootkit can prevent detection or anti-malware software from
running or working properly by hiding files and concealing running processes from
the computer's operating system [2]. Different keyloggers achieve different levels of
stealth depending upon the rootkit mechanism they use.

4 Keylogger Malware Statistics

Keystroke logging, phishing and social engineering are currently the main techniques
employed to carry out cyber fraud. We performed a simple search of a virus
encyclopaedia [3] for keylogger malware examples. It displayed an overwhelming
67406 examples in the category! Let us now take a look at two famous keylogger
malware examples and the damage they have caused hitherto.

1. Zeus

Also known as Zbot, PRG, Wsnpoem, Gorhax and Kneber, it is a Trojan horse that
steals banking information by keystroke logging. Zeus is spread mainly through
drive-by downloads and phishing schemes. Zeus' infection rate is higher than that of
any other financial Trojan. In 2010, Zeus was the culprit behind one of the largest e-
crime busts in UK history, causing a loss of $31Million to the bank customers. [4]

2. Backdoor: W32/Haxdoor

This is a family of malicious remote administration programs (RAT) that are
commonly used by attackers to steal sensitive information - passwords, account
details, etc - from infected systems by their keylogging capability. Later variants in
the Haxdoor family also engage in attacks against online payment systems and
banking portals. Some Haxdoor variants also include rootkit capabilities and are able
to hide their presence and actions on the computer system.

A theft of over $1million from client accounts at the major Scandinavian bank
Nordea in August 2006 was a consequence of Haxdoor infection on client systems [5].

5 Anti-keylogger Analysis

We built two proof of concept keyloggers. One is a simple keylogger implemented by
hooking into the Windows API function, SetWindowsHookEx, and monitoring the
event WH_KEYBOARD_LL. We will refer to it as Sample A. This keylogger spreads
through infected flashdrive and sends the recorded keystrokes to the remote attacker
via e-mail. However it is visible in the task manager. Although, there exist several
ways to hide a program from the task manager/process explorer as well as registry
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entries, we chose to keep it simple. Generally an average internet user does not
identify such suspicious files and processes if they are given names resembling
system processes.

Another keylogger was implemented as a kernel mode rootkit (a device driver)
which remains hidden from the task manager and all such other applications e.g.
Process Explorer. We will refer to this as Sample B. We implemented this sample by
hooking the keyboard interrupt.

We submitted both our keylogger samples to www.virustotal.com [6]. There, our
samples were scanned against a total of 43 well known anti-viruses/anti-malware
products and we got the following results:

e Only 9 could detect Sample A as malicious.
e Only 10 could detect Sample B as malicious.

In general, there exist two types of anti-keyloggers. One category detects
keyloggers and the other merely prevents them from logging keystrokes. We saw that
anti-keyloggers that fall in the detection category cannot be relied upon completely as
many could not detect our proof of concept keylogger samples. However we tested
few anti-keyloggers that prevent the keyloggers from logging keystrokes and found
them to be very effective. We tested the following products in this category:

1.  Keyscrambler Pro
2. Anti-Keylogger Shield
3. Guarded ID

We tested these anti-keyloggers against the following keylogging software:

1. Refog Personal Monitor
2. Allin One Keylogger
3. PC Pandora
4. Keyboard Spectator
5. Quick keylogger
6. Blazing Tools PKFree
7. Our Proof of concept Keylogger
Table 1. Anti-keylogger Analysis
Refog AllinOne | PC Keyboard | Quick Blazing | Our Our
Personal Keylogger | Pandora Spectator Keylogger | Tools Sample Sample
Monitor PKFree | A B
KeyScramblerPro v v v v v v v v
Anti-Keylogger v v v v v v v v
Shield
Guarded ID v v v v v 7 v 7

We found that all these anti-keyloggers effectively prevented the keystrokes from
being logged by the above mentioned keyloggers. However, it is important to note
that most of these keyloggers log many other things than just keystrokes such as
screenshots, clipboard activity, websites visited and so on. These activities cannot be
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prevented by the above mentioned anti-keyloggers. Yet these applications certainly
mitigate the risk of text based information stealing which is far more critical that other
sort of information.

6 Mitigation Techniques Users

From our discussion in the previous sections, it can be inferred that it is very easy to
fool the average computer users into stealing their sensitive information in no time.
And now that there exist very sophisticated, undetectable, rootkit based keyloggers,
the situation needs immediate attention in order to contain and control the huge losses
being incurred due to them. The following are some techniques, which would lower
this risk to a great extent.

1. Use anti-keylogger software, especially those that prevent keylogging activity.
Following are the few examples we tested.

a. KeyScramber Pro

KeyScrambler Personal is a free plug-in for Web browser that protects everything you
type from keyloggers[7]. It defeats keyloggers by encrypting the keystrokes at the
keyboard driver level, deep within the operating system. When the encrypted
keystrokes reach the browser, KeyScrambler decrypts them so you see exactly the
keys you've typed. Keyloggers end up logging only the encrypted keys, which are
completely indecipherable. Unlike anti-virus and anti-spyware programs that depend
on recognition to remove keyloggers that they know about, KeyScrambler protects
from both known and unknown keyloggers.

b. Anti-Keylogger Shield

Anti Keylogger Shield is a powerful, easy to use anti-spy software tool that prohibits
operation of any keylogger, either know or unknown, professional or custom made|[8].
Once installed, Anti Keylogger Shield silently runs in the System Tray, blocks the
system mechanisms that are exploited by keyloggers, and protects user privacy
immediately and constantly.

c. GuardedID

GuardedID also takes a proactive approach to stopping malicious keylogging
programs by encrypting every keystroke at the point of typing the keys, and rerouting
those encrypted keystrokes directly to the Internet Explorer browser through its own
unique path [9]. GuardedID bypasses the typical places keyloggers normally reside,
thereby helping to eliminate the vulnerability to keylogging attacks.

2. A good anti-malware and a firewall in place would further strengthen the
protection. The following is a list of decently effective anti-Malware/ Anti-
spyware software:



16 K. Vishnani, A. Roshan Pais, and R. Mohandas

Malwarebytes’ Anti-malware
Spyware Terminator

Microsoft Security Essentials

Panda Cloud Anti-virus free Edition
Spybot Search and Destroy

3. Virtual Keyboard should be used in order to fill out sensitive information such as
PIN, passwords, etc. Most of the online banks provide virtual keyboards on their
websites. There are also many free virtual keyboard software available.

4. No sensitive information must be given out while surfing through a cyber cafe. It
should be done through one’s personal computer only.

5. In order to protect against the malicious password stealing add-ons and toolbars,
browsing should be done in safe mode. This mode disables all the add-ons and
toolbars.

7 Multifactor Authentication to Thwart Password Stealing [10]

We saw that anti-keyloggers in the prevention category show 100 percent containment
results in our analysis. However, continuous and rapid evolution of malware prompts
us to take the anti-keylogger defences to a higher level. Multifactor authentication
schemes provide very strong protection to a user even when his credentials have been
compromised by a keystroke logger. Multi Factor Authentication is based on two or
more factors. These methods often provide greater security. However, they may also
impose different levels of inconvenience to the end user.

The success of these methods depends upon the degree of their acceptance by the
users. Here we discuss some of these methods which could contain the password
stealing attacks to a great extent.

7.1 Scratch List

Scratch or grid cards contain randomly generated numbers and letters arranged in a
row and column format. They are cheap, durable and easy to carry and thus very
popular. This type of authentication requires no training and, if the card is lost,
replacement is relatively easy and inexpensive.

Used in a multi factor authentication process, the user first enters his or her user
name and password in the established manner. Assuming the information is entered
correctly, the user will then be asked to input, as a second authentication factor, the
characters contained in a randomly chosen cell in the grid. The user will respond by
typing in the data contained in the grid cell element that corresponds to the challenge
coordinates.

7.2 Time Based
Timebased password systems, such as the RSA SecurID, are another type of onetime

passwords. In such a system, the password changes every minute or so, by an
algorithm known to the system and the user's authentication device. The algorithm to
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create the password is based on a function of a key and the current time. The key is
preset at the fabrication of the device. Further, the token has an internal clock. A timer
creates a new password in a predefined time range (usually every 60 seconds), using
the current time and the key as its input. The function itself is usually proprietary, but
is basically a form of the following:

password = encrypt(TIME with KEY)

One challenge of this system is the synchronization of the time.

7.3 Challenge Response Based

In comparison to the time based system, here the time is replaced by a challenge, and
the SmartCard/Token is optionally protected by a PIN. Instead of using the time as
input for creating the password, a server generated challenge is used:

password = encrypt(CHALLENGE with KEY)

The above mentioned techniques would be highly effective against the password
stealing attacks. However, we observed that they come with few significant
disadvantages. They are discussed as follows.

1) They require a well planned infrastructure requiring enormous investments on the
part of the web application developers.

2) It raises the customers’ expenses in terms of purchasing and maintaining the
smart card devices/ tokens etc.

3) Such schemes generally face high resistance from the users as they are more used
to typing a username and a password.

4) The adoption of these schemes is limited to financial organisations such as banks
for the purpose of online banking. For most other web applications facilitating
email services, social networking, for instance, the expense of the schemes
exceeds the value of the assets, rendering them useless.

However it is important to note that these schemes are worth all the investment in
case of financial organisations such as banks since security is the topmost priority in
their case!

8 Our Solution

Our solution is a more cost effective version of Challenge Response method discussed
above. As per this technique, the user at the time of creating his user account with the
website would be given a set of symbols/images for his personal identification. At the
time of authentication, the user will not only be asked to enter his user-id and
password, but also be presented with a large set of symbols on the screen.

Now the user will be asked if he could find any of those symbols on the screen that
were allotted to him. If yes then he would have to type in their relative positions on
the screen. And if no, then he will simply have to type in a zero. This process could be
repeated again with different set of symbols displayed on the screen to further
strengthen the security. We built a prototype website implementing this solution. The
following steps demonstrate the scheme in more detail.



18

8.1
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4)

8.2
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Our server initiates a download activity for the client (on a secure channel) once
he registers with our website.

The client receives a total of 4-6 images in a zipped folder that were fetched
randomly from our database. This set of images is now stored along with the
user’s credentials in a database on the server side.

At the time of login, the user is first asked to enter his user-id and password.
Once the correct user-id, password combination is entered, he is presented with
20 random images.

These displayed images may or may not contain the images possessed by the
user. We are randomly fetching these images from a database. However, a well
planned algorithm would better suit the needs of scalability i.e. when we have a
large number of images in our database.

In case one or more user’s images are present in the displayed list, he enters their
relative positions. Else he enters a zero.

This procedure is repeated once again irrespective of whether the correct
positions were entered or not in the previous iteration. This is done to minimize
the possibility of guessing the images by an attacker.

Only after the correct position of images is entered both the times, the user is
authenticated.

Advantages

The method can successfully thwart keylogger malware attacks because even
though a keylogger may record the user’s passwords, it would not be able to
guess the symbols. Moreover the mechanism would become more reliable if the
user is periodically asked to change his password along with the set of symbols.
Implementation overhead is considerably low.

The method is not complicated due to which it will hardly face any resistance
from the users, if at all.

Most of the anti-keyloggers fail to detect rootkit based malware. With this
mechanism in place even a rootkit based keylogger could be effectively
countered.

Disadvantage

The scheme could fail if the keylogger malware on the victim’s machine has screen
capture facility. However, since all the symbols that the user was allotted need not be
displayed at a time in the challenge, the attacker may be able to obtain only a partial list
of symbols at a time. So if the user is periodically made to change his set of symbols,
say in a period of 3 months, the failure rate of this technique would be minimal.

9 Conclusion

At present, keyloggers — together with phishing and social engineering methods —
are the most commonly used techniques employed to carry out cyber fraud.
Statistics prove that there has been a tremendous rise in the number of malicious
programs that have keylogging functionality.
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Malware sophistication is constantly evolving. There has been an increase in the
use of rootkit technology in keylogging software, empowering them to evade
detection and persistently gather sensitive information.

Dedicated protection by using a combination of tools can mitigate the risk posed
by this category of malware.

Our approach aims at countering the password stealing attacks by imposing a
kind of site key challenge, such that even if a keylogger records the password of
the user, the attacker s still incapable of hacking into the user’s account.
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Abstract. We present a simple scheme with three main features: (1) it
induces revocability in biometrics based user authentication systems,
(2) protects the biometric information, and (3) improves the verification
performance. The user’s biometric feature vector is shuffled with a user
specific shuffling key to transform into a revocable template. Comparison
between different templates is carried out in the transformed domain.
If the template is compromised, it can be replaced with another tem-
plate obtained by changing the shuffling key. This scheme makes cross-
matching between databases impossible by issuing different templates
for different applications. The performance evaluation of the system
is carried out on two modalities: iris and face using publicly available
databases. This scheme significantly improves the verification perfor-
mance of the underlying biometric system, e.g., it reduces the Equal
Error Rate (EER) from 1.67% to 0.23% on the NIST-ICE iris database.
The EER on the NIST-FRGCv2 face database reduces from 8.10% to

zero.

Keywords: Revocability, Cancelable biometrics, Iris, Face, Security and
privacy.

1 Introduction

Biometrics is defined as automatic recognition of persons based on their physical
or behavioral characteristics (such as fingerprint, iris, face, etc.). Since the bio-
metric characteristics are implicitly associated with a user, they provide a strong
proof of his identity. In the existing biometric systems that we denote as ‘clas-
sical biometric systems’ (shown in Fig. [I]), the information needed for further
comparisons, denoted as biometric reference or template, is stored in a database.
However, because of the permanent association of biometric characteristics with
the user, these templates remains substantially similar across databases if the
modality and the biometric algorithm are the same, e.g., for minutiae based fin-
gerprint systems, minutiae sets extracted from the same fingerprint in different
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Fig. 1. Basic idea of a biometric based person recognition system. In verification mode,
the result of the comparison is either success or failure. In identification mode, the result
of comparison is the User ID.

systems are similar. If such template is compromised, it is not possible to re-
place it with a new one because the biometric characteristics (from which this
information is extracted) are permanently associated with their owners. In other
words, it is not possible to revoke or cancel a template. This phenomenon is
called as lack of revocability.

The permanent association of biometric data with the user leads to another
problem. Since the templates in all the systems based on the same biometric
characteristic and using same biometric algorithms are similar, a compromised
template from one biometric database can be used to access information from
another system. This can be referred to as cross-matching between databases and
is a threat to privacy. Moreover, in some cases, the stored information can be
used to create a dummy representation of the biometric trait which can be used
to access the system [2l[625/[7]. For example, a dummy finger can be constructed
from a fingerprint image.

Because of these reasons, the property of cancelability or revocability is be-
coming a necessity. In order to induce revocability into biometric systems, cryp-
tographic techniques are a good candidate. Many systems that induce these
characteristics are proposed in literature. A summary of such systems is pre-
sented in Section[2l In this paper, we present a simple shuffling scheme to create
cancelable templates from biometric data. This system was first proposed in our
earlier paper on crypto-biometric key regeneration [I2]. This scheme involves
two factors: biometrics and a shuffling key. Because of this additional parame-
ter, the proposed scheme significantly improves the verification performance of
the baseline biometric system.

In general, an authentication system should possess following characteristics:

1. Identity verification and non-repudiation: The system should be able
to confirm the identity of the user with high degree of confidence. It also
indicates that the system should resist repudiation attempts carried out by
the users. Involvement of biometrics helps achieve this property.
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2. Revocability: If the stored user template is compromised, it should be
possible to cancel that template and reissue a new one. Additionally, the
newly issued template should not match with the previously compromised
template. Thus revocability does not mean just to cancel the old template
and issue a new one; it also means that, the authentication rights of the old
authenticator are revoked. The system should be able to reject a person if
he provides the authenticator linked with the old template. Note that, bio-
metrics alone cannot provide this property because biometric characteristics
cannot be changed while systems using passwords and tokens have excellent
revocability.

3. Template diversity: It should be possible to issue different templates for
different applications related to the same user. These templates should not
match with each other and should make cross-matching impossible. Password
and token based systems are good at that, though practically, password
diversity can be argued. Biometrics, by itself, cannot have template diversity.

4. Privacy protection: These systems should protect the privacy of biomet-
ric data, privacy of information protected by the system, and user identity
privacy.

The system presented in this paper satisfies all these desired characteristics.
In this scheme, the biometric features are combined with a user specific random
key to obtain a revocable template. The scheme improves the biometric system
performance in an ideal case when the user specific keys are kept secrete. If
the keys for all the users are stolen, the system is as secure as the underlying
biometric system.

The reminder of the paper is organized as follows: recent developments in
the field of revocable biometrics based authentication are given in section 2l
In section [3, the algorithm to obtain revocable iris template is described. The
experimental setup for the performance evaluation, including baseline biometric
systems, databases and experimental protocols are explained in section @ and re-
sults are reported in section [l along with experimental security analysis. Finally,
the conclusions and perspectives are given in section [6l

2 Cancelable Biometrics: Related Work

There are many solutions found in literature which aim at inducing cance-
lability /revocability in biometric systems. These systems apply some sort of
(one-way) transformation on the biometric data. Some of these transformation
methods include, Cartesian, polar and functional transformations of Ratha et
al. [23/[24], BioHashing of Jin et al. [I0], cancelable filters of Savvides et al. [26],
improved BioHashing of Lumini and Nanni [I7], Revocable biotokens of Boult
et al. [4], and transformations proposed by Maiorana et al. [18§].

The drawback of many of these cancelable biometric systems is that their
performance degrades compared to the baseline biometric system. In some cases,
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the performance improves, however, the improvement is because of the addi-
tional parameter (such as password, PIN, key, token, etc.). Such systems should
be analyzed for their verification performance in the stolen key (also called as
stolen token) scenario. Such analysis is not reported in most of these works. For
BioHashing based systems, the performance in the stolen key scenario degrades
compared to the baseline biometric system.

Biometric-based cryptographic key (re)generation systems [111127,[0128]5]19,
T2lT4[T3] can provide cancelable templates based on biometrics, but their main
aim is to obtain a cryptographic key. Hence we will not discuss these schemes
here.

Our previous work on cryptographic key regeneration [12] incorporates the
shuffling scheme, presented in this paper, to have better separation between
genuine and impostor users. But in that work, we do not analysis the scheme
from a revocable biometrics point of view which we present in this paper. The
biometric data shuffling scheme is described in the following section.

3 A Biometric Data Shuffling Scheme to Create
Cancelable Biometric Templates

The shuffling scheme described in this section can work with any biometric
modality provided the biometric features are represented as an ordered set. In
this scheme, a randomly generated shuffling key is used to shuffle the biometric
data. The shuffled biometric data represents the cancelable template. It is not
feasible to recover the original biometric data from this cancelable template. This
scheme can be considered analogous to classical symmetric encryption technique
because, as in encryption, a key is used to protect the biometric data. But
contrary to classical encryption, the user discrimination properties of biometric
data are retained by the transformed data, and hence, comparison between two
such transformed biometric data can be carried out in the transformed domain.
The shuffling technique is explained in details in the next subsection.

3.1 The Shuffling Technique

The shuffling scheme that we introduce requires a binary shuffling key K, of
length L. Since this key is a long bit-string, it is stored on a secure token or it
can be obtained using a password. The biometric feature vector is divided into
Lgp, blocks each of which has the same length. To start the shuffling, these Ly,
blocks of the feature vector are aligned with the L, bits of the shuffling key Kgp,.
In the next step, two distinct parts containing biometric features are created:
the first part comprises all the blocks corresponding to the positions where the
shuffling key bit value is one. All the remaining blocks are taken into the second
part. These two parts are concatenated to form the shuffled biometric feature
vector which is treated as a revocable template. Figure 2] shows a schematic
diagram of this shuffling scheme.

The original and shuffled feature vectors have one-to-one correspondence. A
block from the original vector is placed at a different position in the shuffled
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Fig. 2. The shuffling scheme

vector. Thus, only the alignment of the feature blocks is changed by the scheme
with no change in the actual values of the features. The length of the biometric
feature vector does not change because of the shuffling. Hence, the matching
algorithms used for calculating the similarity (or dis-similarity) score between
two biometric feature vectors are still applicable for the shuffled data.

Note that the effectiveness of this scheme is because it changes the alignment
of the feature vectors. If the feature vectors do not require any particular order
(e.g., fingerprint minutiae sets), this system is ineffective. This system can work
only if the biometric data is in form of an ordered set.

3.2 Advantages of Using the Proposed Shuffling Scheme

The proposed shuffling scheme has the following advantages:

1. Revocability: The shuffled feature vector, which is treated as a cancelable
template, is a result of combination of an intrinsic identifier (i.e., a biometric
characteristic) and an assigned identifier (the shuffling key). Therefore, in
case of compromise, it can be canceled and a new template can be generated
by changing the shuffling key K, (the assigned credential).

2. Performance improvement: Another advantage of using the shuffling
scheme is that it improves the verification performance. The shuffling process
changes the alignment of the feature vector blocks according to the shuffling
key. When two biometric feature vectors are shuffled using the same shuf-
fling key, the absolute positions of the feature vector blocks change but this
change occurs in the same way for both of the biometric feature vectors.
Hence, the Hamming distance (in case of binary vectors) between them does
not change. On the other hand, if they are shuffled using two different keys,
the result is randomization of the feature vectors and the Hamming distance
increases. In fact, the shuffling process acts like a randomizer and moves the
average Hamming distance for such cases close to 0.5.

A unique shuffling key is assigned to each subject during enrollment and
he has to provide that same key during every subsequent verification. This
means, in ideal case, that the genuine users always provide the correct shuf-
fling key and hence, the Hamming distance for genuine comparisons remain
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unchanged. On the contrary, in case of random impostor attempts where an
impostor tries to get verified with his own credentials, he provides his bio-
metric data along with his shuffling key (or a random shuffling key) to match
against other users. The feature vectors for such impostor comparisons are
shuffied with two different shuffling keys and the result is that the Hamming
distances increase. This effect can be seen in Fig. 8l The separation between
the genuine and impostor Hamming distance distributions shows the ability
of the system to distinguish genuine users from impostors. As can be seen
from Fig. 3 shuffling increases the separation between the two distributions.
In this way, the shuffling scheme improves the verification performance of
the system.

3. Template diversity: With the help of the shuffling technique, different
templates can be issued for different applications by using different shuffling
keys with the same biometric data. This particularly helps to avoid cross-
database matching. In order to make the template-diversity effective, it is
suggested that the shuffling key should be generated randomly and protected
by a password.

4. Protection against stolen biometric data: If a feature vector is shuffled
using two different shuffling keys, the resulting shuffled vectors appear to
be originating from two different subjects. They can be seen as comparing
two random sequences and hence they do not match. Therefore, if a stolen
biometric data of a legitimate person is used by an impostor to get verified,
the system can still resist such attack due to the use of shuffling key.

5. Biometric data protection: It is not computationally feasible to recover
the original biometric feature vector from the shuffled data without the
proper shuffling key. However, as in classical encryption, the security de-
pends on the secrecy of the shuffling key.

These effects can be better understood from the experimental results and
analysis presented in the next section.

4 Experimental Setup

The cancelable biometric system is based upon an underlying baseline biometric
system. Therefore, for fair comparison, first the biometric verification perfor-
mance of the baseline biometric system is reported followed by the performance
of the proposed cancelable system.

The proposed cancelable biometric system is evaluated on two biometric
modalities: iris and face. For iris, the Open Source Iris Recognition System
(OSIRIS) described in [22] and available online at [I] is used to extract binary
iris code features from the iris images. The CBS database [22] (BiosecureV1 OKI
device subset) is used for development in order to find out the optimum length of
the shuffling key. The system is then evaluated on the NIST-ICE database [21].
As described in the ICE evaluation, we carried out two experiments: ICE-Expl
involving comparisons between right-eye images whereas ICE-Exp2 involving
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left-eye images. In total, 12,214 genuine and 1,002,386 impostor comparisons are
carried out in ICE-Expl, whereas in ICE-exp2, 14,653 genuine, and 1,151,975
impostor comparisons are performed.

For face, a Gabor filter based approach is applied to extract features from
the face image [16]. The face image is first geometrically normalized using the
CSU Face Recognition System [3], and then processed using log-Gabor filters
having four scales and eight orientations using the MATLAB source code avail-
able at [I5]. Magnitude of the filtered output is calculated, downsampled, and
concatenated to form a 3,200-element feature vector. The values in this vector
are then binarized to obtain a 3,200-bit string called face code. The binarization
process used is fairly simple. The median of the values in a feature vector is
taken as a threshold. The elements having higher value than the threshold are
made one while the remaining are made zeros.

The development and evaluation data sets for face experiments are from a
subset of the NIST-FRGCv2 database [20]. This subset is composed of 250 sub-
jects each of which has 12 images. Data from the first 125 subjects are used for
development and the remaining 125 subjects are used for evaluation. For each
subject, there are eight images captured in controlled lighting conditions while
four images in uncontrolled conditions.

Two separate experiments are carried out during development as well as eval-
uation: FRGC-Exp1* — where the enrollment as well as test images are captured
under controlled conditions, and FRGC-Exp4* — in which the enrollment im-
ages are from controlled conditions while the test images are from uncontrolled
conditions. For the FRGC-Exp1*, 3,500 genuine and 496,000 impostor compar-
isons are carried out while for FRGC-exp4*, 4,000 genuine and 496,000 impostor
comparisons are performed.

5 Experimental Results and Security Analysis

5.1 Results and Security Analysis on Iris Modality

Results on Iris Modality. The genuine and impostor Hamming distance dis-
tributions for the CBS-BiosecureV1 data set before and after shuffling are shown
in Fig.[3l As described in SectionB.2] the shuffling process increases the impostor
Hamming distances while the genuine Hamming distances remain unchanged.
This can be seen from the Fig. Bl In this figure, the mean of the impostor
Hamming distance distribution of the baseline system shifts from 0.44 to 0.47
when the shuffling scheme is applied. Note that, the genuine Hamming distance
remains unchanged. This reduces the overlap between the genuine and impos-
tor distribution curves which improves the user discrimination capacity of the
system thereby increasing the verification accuracy.

The better separation between genuine and impostor Hamming distance dis-
tribution curves improves the verification performance of the system. The ver-
ification performance in terms of Equal Error Rate (EER) on the development
database (CBS database) is reported in Table Il
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Table 1. Verification results of the baseline biometric system (which is based on the
OSIRISv1) and the proposed cancelable system on iris modality; in terms of EER in
%. Values in bracket indicate the error margins for 90% confidence intervals.

Experiment CBS-BiosecureV1 ICE-Expl ICE-Exp2
Baseline 2.63[£0.34]  L.71[+0.11] 1.80[£0.10]
Proposed cancelable 0.93[+0.20] 0.23[40.04] 0.37[£0.05]
OSIRISv1 [22] 2.83[+£0.35]  1.52[+0.12] 1.71[£0.12]
Stolen biometric scenario 1.50[£0.26] 0.27[£0.08] 0.44[£0.09]
Stolen key scenario 2.63[+0.34] 1.71{#0.11] 1.80[£0.10]

The system is then evaluated on the evaluation (NIST-ICE) database. These
results are also reported in Table Il As noted before, we carried out separate
experiments according to the common protocol for ICE evaluation for right
(ICE-Expl) and left (ICE-Exp2) iris comparisons. A clear improvement in per-
formance can be seen by comparing the EER of the baseline system with the
proposed cancelable system. For example, in case of ICE-Expl, the EER for the
baseline system is 1.71% which reduces to 0.23% when the cancelable scheme
is applied. Similarly, for the ICE-Exp2, the EER reduces from 1.80% to 0.37%
because of the shuffling scheme. For the sake of comparison, the EER values
reported in the documentation of the OSIRISv1 on these two data sets are also
reported in this table[]

Security Analysis on Iris Modality. The cancelable biometric system pro-
posed in this chapter has two factors: biometrics and a shuffling key. In order to
test the robustness of the system, we carried out the performance evaluation in two
extreme hypothetical impostor scenarios: (i) stolen biometric and (ii) stolen key.

! The baseline iris system is based on OSIRISv1; the difference is that the matching
module is re-implemented to cope with the iris rotations.
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In the stolen biometric scenario, we consider a hypothetical extreme situation
when the biometric information for all the users is stolen. Here, an impostor will
try to provide the stolen biometric data along with a wrong shuffling key. In this
situation, the EER increases compared to that of the cancelable system with
both factors secret. But, it is still less than the EER of the baseline biometric
system. For example, as shown in Table [ for the ICE-Expl, the EER of the
cancelable system is 0.23% when both the factors are secret. Considering that
the iris image is stolen for all the users, the EER increases to 0.27% which is still
less than the EER for baseline system (1.71%). Thus, use of the shuffling scheme
prevents the impostors from being successfully verified using stolen biometric
data.

In the stolen key scenario, we consider another extreme situation when the
shuffling keys of all the users are compromised. As in the stolen biometric sce-
nario, the EER increases compared to that of the cancelable system having both
parameters secret. But, the EER is equal to the EER of the baseline biometric
system meaning that the system in this stolen key scenario is still as good as the
baseline biometric system (see Table[d]). In fact, the proposed shuffling scheme
is such that, it increases the Hamming distance between two iris codes if and
only if they are shuffled with different keys. If the same key is used to shuffle two
codes, the Hamming distance remains intact. Thus in the stolen key scenario,
the Hamming distance distribution is exactly the same as that for the baseline
system, and hence, yields the same result as that of the baseline biometric sys-
tem. This is a distinct advantage of our system over other cancelable systems
found in literature. For most of the cancelable systems found in literature, the
performance degrades if the keys (or the cancelable parameters used) are com-
promised. Only the Farooq et al. [§] system is shown to have the performance
equal to the baseline biometric system in the stolen key scenario.

Detection Error Tradeoff (DET) curves for the proposed cancelable system
along with the security threats are shown in Fig. [l for the iris modality. These
curves show the performance on the evaluation database — the NIST-ICE
database — for the ICE-Expl experiment. The DET curves for the baseline sys-
tem and that for the stolen key scenario overlap with each other which indicates
that the performance of the system in stolen key scenario is same as the baseline
system.

The stolen biometric scenario also proves the template diversity property. It
shows that, if the biometric feature vector is shuffled with two different keys,
the two shuffled codes appear to be random and do not match. In order to
prove our point, we carried out an additional test. We shuffled one iris code
with 100,001 randomly generated shuffling keys. The first shuffled iris code is
compared with the remaining 100,000 shuffled iris codes. The distribution of
Hamming distances obtained from these comparisons is shown in Fig. Bl This
distribution is also close to the random impostor distribution which validates
our claim of template diversity.

In case of compromise, the cancelable template can be revoked. In order to
revoke the template, the user is asked to re-enroll into the system. The fresh
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Fig.4. DET curves for the proposed system performance along with the possible se-
curity threats for iris modality on the NIST-ICE database(evaluation data set) [21];
ICE-Expl

biometric data is shuffled with a newly generated random shuffling key. Since
this shuffling key is different than the one used earlier in enrollment, the old
template and the newly issued template cannot match with each other. If an
attacker obtains an iris code of the user from previously compromised template
or from another biometric system, that iris code cannot be used by the impostor
to get verified because the new shuffling key resists such attacks.

5.2 Results and Security Analysis on Face Modality

Results on Face Modality. The Hamming distance distribution curves for
genuine and impostor comparisons before and after shuffling on the development
data sets are shown in Fig. [0l The curves for both, FRGC-Expl1* and FRGC-
Exp4*, experiments are shown.

As was observed in case of iris, the impostor Hamming distances increase
because of the shuffling process. Note that the genuine Hamming distances re-
main unchanged. A clear separation between genuine and impostor Hamming
distance distributions is observed for both the experiments. This complete sep-
aration results in zero EER. The results of the proposed cancelable system for
the FRGC-Expl* and FRGC-Exp4™* on the development data sets are reported
in Table 2
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Fig. 5. Impostor Hamming distance distributions for the proposed system along with
the Hamming distance distributions for the template diversity test on iris modality on
the NIST-ICE database [2I] (ICE-Expl)

Table 2. Verification results of the proposed cancelable system on face modality along
with the security analysis in terms of EER in %. Values in bracket indicate the error
margins for 90% confidence intervals.

Tost Development set Evaluation set
FRGC-Expl* FRGC-Exp4* FRGC-Expl1* FRGC-Exp4*
Baseline 8.10[£0.41] 35.90[£0.68] 7.65[%0.40] 35.00[%0.68]
Proposed cancelable 0 0 0 0
Stolen biometric 0 0 0 0
Stolen key 8.10[£0.41] 35.90[£0.68] 7.65[10.40] 35.00[%0.68]

Note that, the improvement in performance is because of the increase in im-
postor Hamming distances. The shuffling scheme works as a randomization pro-
cess which shifts the mean of the impostor Hamming distance distribution close
to 0.5. Therefore, if the mean of the original (un-shuffled) impostor Hamming
distance distribution is small, the improvement in performance will be more
prominent. This can be visualized by comparing the improvements for iris and
face modalities. For example, on the development data set CBS-BiosecureV1
for iris, as shown in Fig. [l the average impostor Hamming distance for iris is
0.44, which after shuffling, increases to 0.47. Similarly, for face, on the develop-
ment data set Expl (Fig. [f]), the average impostor Hamming distance is 0.23,
which moves to 0.49 after shuffling. Thus, the increase in the separation between
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Fig. 6. Normalized Hamming distance distributions for genuine and impostor compar-
isons on the NIST-FRGCv2 development data set for FRGC-Exp1* and FRGC-Exp4*

genuine and impostor Hamming distance curves is more in case of face than for
iris. Therefore, the improvement in performance is higher in case of face than in
case of iris.

The proposed cancelable system is then evaluated on the evaluation data
sets. As it is seen for the experiments on development sets, a clear separation
is obtained on the evaluation sets also. The outcome of this separation is zero
EER as reported in Table

Security Analysis on Face Modality. The experimental security analysis of
the proposed system carried out for the iris modality is also performed for the
face modality. The two scenarios: (i) stolen biometric scenario and (ii) stolen
key scenario, are followed. During these tests, it is observed that the proposed
cancelable system behaves in a similar way as it did on iris. The performance in
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case of the stolen biometric case remains unchanged. In the stolen key scenario,
the performance is exactly the same as that of the baseline biometric system.
The results for these tests in terms of EER are reported in Table

6 Conclusions and Perspectives

Classical biometric systems lack the important properties of revocability and
template diversity because the biometric traits are permanently associated with
the user. Cancelable biometric systems overcome these drawbacks of classical
biometric systems. The shuffling scheme proposed in this paper employs a ran-
domly generated shuffling key to randomize the biometric feature codes. The
shuffled feature vectors act as cancelable templates. The system can issue differ-
ent templates for different applications using the same biometric which preserves
privacy. If the stored template is compromised, it can be canceled and a new
template can be issued by changing the shuffling key. Such use of shuffling key
prevents an attacker from getting verified by providing the compromised tem-
plate or stolen biometric data. One distinct advantage of this system is that the
performance of the baseline system increases by more than 80% due to shuffling.
And even if one of the two secret factors, the biometric data and the shuffling
key, is compromised, the EER of the system in such scenario still remains less
than or equal to that of the baseline biometric system.

The drawback of this shuffling scheme is that it is not noninvertible. Practi-
cally, it works as a classical symmetric encryption where data can be encrypted
by a key and the encrypted data can be decrypted by providing the same key. If
an attacker succeeds to obtain the shuffling key, he can de-shuffle the cancelable
template to obtain the reference biometric data. However, when such compro-
mise is detected, the system can revoke the old template and issue a new one
and the earlier attack becomes irrelevant.

A limitation of this shuffling scheme in its current form is that it can only be
applied to biometric systems when the templates are in form of an ordered set.
It cannot be applied to unordered sets such as a set of fingerprint minutiae.

The proposed shuffling scheme is very effective and therefore can be used as
a means to induce revocability in other key regeneration systems.
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Abstract. Computer security or network security has become one of the biggest
issues now-a-days. Intrusion Detection process detects malicious attacks which
generally includes theft of information or data. Traditional IDS (Intrusion
Detection System) detects only those attacks which are known to them. But
they rarely detect unknown intrusions. Clustering based method may be helpful
in detecting unknown attack patterns. In this paper an attempt has been made to
propose a new intrusion detection method based on clustering. The algorithm is
experimented with KDD99 dataset and is found to produce satisfactory results.

Keywords: Security, Network, Intrusion Detection, Clustering, IDS, Training
Data Set, Knowledge Base.

1 Introduction

1.1 Intrusion

Intrusion [1] is defined as “the act of wrongfully entering upon, seizing, or taking
possession of the property of another”. They are serious threats in a network
environment. They attempt to destabilize the network and attempt to gain
unauthorized access to the network.

1.2 Intrusion Detection and Its Importance

Intrusion Detection is the process of detecting the malicious attacks or threats to any
computer or network. The basic task of Intrusion Detection is to audit the log data of a
computer which includes network as well as host based data.

Intrusion detection process helps to make the network more secure for data
transmission. An Intrusion Detection System (IDS) helps to determine the attackers
and ensures secure transmission of data. It also facilitates to stabilize and increase the
lifetime of the network.

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 35 2011.
© Springer-Verlag Berlin Heidelberg 2011



36 S. Borah et al.

2 Clustering

2.1 Introduction

The process of grouping a set of physical or abstract objects into classes of similar
objects is called clustering [2]. A cluster comprises of objects that are similar to
objects within the same cluster and are different from those present in other clusters.
By clustering, one can identify crowded and sparse regions in a data set and therefore
recognize patterns and interesting co-relations among data attributes. So, it can be
used in applications involving pattern matching and data analysis [7]. These
techniques are always found helpful in detecting unknown patterns.

2.2 Clustering in Intrusion Detection

Clustering is used to group data instances of the training set together into clusters
using a simple distance-based metric. Once the data is clustered, certain techniques
can be used to classify these clusters either as anomaly or normal instances [3][4][6].
After the clustering process is over and the clusters have been labeled accordingly, the
system is ready to accept the network data instances and compare them with the
already formed clusters and thus classify them as possible threats or safe to pass
instances, thus detecting possible intrusions.

3 Advanced Clustering Based Intrusion Detection (A CID)
Algorithm

3.1 Introduction

ACID is not a signature based algorithm but rather uses Misuse Detection [4][9] and
Anomaly Detection modules [4][9]. During the clustering and classification of
training data, the classification process is supervised using the labeled KDD data set
[51[8][9] and during Misuse Detection, the algorithm efficiently classifies the
different attack types without being supervised. Thus, it can possibly identify
unknown attack types at later stages.

3.2 Analysis of the Problem

Connection packets in a communication network comprise of various fields which
give these packets their unique signatures. The signatures of intrusion data are
different from those of normal data; thus, they can be distinguished by comparing
their signatures.

3.3 Solution Strategy

The problem can be solved in three phases:

i.  Perform clustering of the training data set so that data of similar types fall
within same clusters.
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ii. Classify clusters based on their population and the knowledge base available
(10% labeled KDD data set).

iii. Perform clustering operation on the test data set (from the network) and

classify their types according to the classification of the clusters (from the
above step) they fall into.

3.4 Various Modules or Functions Used

In ACID Algorithm, seven major modules are used, which are as follows:
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Fig. 1. System Design of ACID

Normalization of Training Data: It is found that the various connections in the
training data come from different arbitrary state spaces. Again, they vary in the values
of their features widely. Therefore, it is required to normalize [8] all these data
instances into one standard form, so that these can be used in the intrusion detection
process. It is performed by using the following equations:

N

Z avg_vector[j] = (Z instancei[j])/N) ()

i=1
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N 1/2

Z std_vector|[j] = (((Z instance;[j]) — avg_vector[j])z) J(N—-1) (ii)

i=1
new_instance[j] = (instance[j] — avg_vector[j])/(std_vector[j]) (iii)

where, N is the number of data instances in the training data set.

In this way an instance can be transformed from its own space to the standard
space, using the above mentioned formulae which are based on standard statistical
information derived from the training set.

At first, data instances are read from the training data set and the avg_vector,
std_vector and new_instance are calculated for the same using equations (i), (ii)
and (iii). Thus new_instance represents the normalised data instances.

Clustering of Training Data and Classification: The normalized training data
instances are grouped into clusters, using Y-means algorithm [5]. It aims at clustering
without sacrificing its simplicity. After the clustering phase, the clusters formed are
classified based on the population of the clusters and the knowledge base available
(KDD99). A cluster is marked as normal if the majority of instances in the cluster are
normal else the cluster is marked as an anomaly.

First, normalized training data obtained from stage A are taken into consideration.
Then, the number of clusters (C) is initialized between 1 and C. Cluster centroids are
randomly chosen from the training data set. Distance (D) between each of the
instances and all the existing centroids is calculated based on the Euclidean distance.
In a 2-dimensional plane, if p = (p1, p2) and q = (q41, q2) then the distance is
given by,

D(p.q) = ((P1— q1)* + (P2 — q2))/?

Now, each instance from the training data set is assigned to its closest cluster
centroid, in case the instance lies within the centroid’s confidence area i.e.

dis_mat[i][j] <= 2.32 * std_v[j]

where, i is the number of the cluster and j is the number of the instance and
dis_mat[i][j] stores the value of the distance of each instance from each cluster.

The assignment of a data instance to a cluster is represented in
ass_mat[no_of _clusters][no_of _instances], i.e. if instance j is assigned to cluster
i, then ass_mat[i][j] = 1 and O for all other values of i. After this, the features of the
ass_mat[][] are copied to another matrix and the cluster centroids are recalculated
by taking the mean of the newly assigned instances and already existing instances in
the cluster. If all the instances in the data set have not been assigned to some existing
cluster or the other, then the maximum distance of an instance from a cluster is
calculated and this instance is made the cluster centroid of a new cluster. The number
of existing clusters is updated accordingly and ass_mat[no_of_clusters][j] is
assigned the value of one where j is the instance number of the furthest instance. The
above process is iterated until all instances have been assigned to some cluster. This
marks the end of the clustering process. Next, the classification of these clusters is
done based on the majority of the instances inside a particular cluster i.e. if number of
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normal instances is in majority inside a cluster, then that cluster is marked as normal
otherwise it is marked as an anomalous cluster. These classifications will be used later
to aid in the classification of test data.

Normalization of Test Data: Normalization is also performed on the test data using
the same equations (i), (ii) and (iii). Data instances are taken from the test dataset and
avg_vector, std_vector & new_instance are calculated for the same. Thus
normalized test data instances are obtained.

Assignment of Test Data into classified clusters: The Distance(D) of each
normalized test instance from the classified cluster centroids is calculated using
Euclidean distance again. The instance is then assigned to the cluster it is closest to.

Anomaly Detection: The test instances assigned to classified clusters in the previous
stage are given the classification of the clusters they are assigned to, which is either
normal or anomalous. The normal data instances are treated as safe. The anomalous
instances are however passed on to misuse detection model.

Misuse Detection: In this stage, the anomalous instances received from Anomaly
Detection stage are classified with the different attack types and also the class of
attack is determined. A knowledge base contains the standard features of all the
different attack types and their classes. The features of the anomalous instances (from
the previous stage) are compared against these standard features of attacks .If a match
is found then this anomalous instance is classified as a genuine threat and is listed
with an attack type and class same as that of the standard feature. However, if a
proper match is not found then this instance rings a false positive alarm which can be
taken up by the network administrator for further investigation. These instances might
be normal or in some cases, hitherto unknown types of attacks whose signatures are
not available.

Performance Analyzer: The various performance measure parameters of the algorithm
are Detection Rate (DR), False Positive Rate (FP) and Accuracy [5][8][9]. The
equations are given below:

Number of detected attacks

Detection Rate (DR) = Number of attacks X 100% (iv)

False Positive Rate (FP)

Number of misclassifed connections v)
= - X 100%
Number of normal connections
Number of correct classified connections .
Accuracy = < - ) X 100% (vi)
Number of connections

4 Results and Discussion

The algorithm is implemented using C programming language in Windows
environment. The dataset used in experiment is 10% labeled KDD data set. In this
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experiment, the algorithm achieves a Detection Rate of about 95%, the False Positive
Rate is very low (less than 0.5%) and the Accuracy achieved is about 92.75%. It is
found that the accuracy is adversely affected when the training sample is not
substantial. Therefore, the training samples must be of considerable size to ensure the
accuracy of classification.

The number of clusters to be formed is not hard-coded but instead is decided
automatically depending on the number of training data instances present. The cluster
width is also not hard-coded but is adjusted to accommodate newly formed clusters.
An initial number of seed clusters are however provided to start the iteration. As the
iterations proceed, the number of clusters formed and the cluster width are
automatically adjusted.

100+
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Fig. 2. Number of Seed Clusters v/s Accuracy
Table 1. Number of Seed Clusters v/s Accuracy
Number of
Seed Clusters 2 3 4 3 6 / 8 i 10
Accuracy 91.75 9175 91.75 91.75 90 90 90 90 93

It is seen that the performance measure remains constant when the number of seed
clusters is between 2 and 5. There is a decrease in the Performance Measures for
number of seed clusters between the ranges of 6 to 9. Finally, there is an increase in
the performance measures when the number of seed clusters is 10, which is even more
than the cluster ranges between 2 to 5. So, the initial number of seed clusters is taken
to be 10.
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Table 2. Comparing Detection Rate of ACID algorithm with [8]

Number of Seed Clusters 2 3 4 5 6 7 8 9 10
Detection Rate ACID 925 925 925 925 90 90 90 90 95
Detection Rate [8] 285 513 472 533 509 657 - - -

It is evident that detection rate of ACID is superior to that of [8]. This is because in
ACID, the cluster width is not hard coded instead it keeps on changing as the
algorithm proceeds automatically towards creating the optimum number of clusters
whereas in [8], the cluster width is hard coded. ACID is consistent as the performance
measure remains constant for groups of adjacent values of seed clusters. It does not
deviate erratically with every change in number of seed clusters. This kind of
consistency is a desirable property.
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5 Conclusions

The proposed ACID Algorithm performs clustering in two phases: first on the training
data and then on the test data. During clustering of the training data new clusters or
formed based on the difference between the features of the data instances. The
number of clusters to be formed is decided automatically. Also the algorithm avoids
cluster degeneracy. The clustering of the test data is unsupervised; the data instances
are assigned to the already formed clusters during the training phase. The test data is
assigned to the cluster it is closest to.

The Algorithm consists of an anomaly detection model and a misuse detection
model. Thus it filters a large number of records, using the anomaly detection model,
and performs a second detection with the misuse detection model, when the data
instance is determined to be abnormal. Therefore, it efficiently detects intrusion, and
avoids the resource waste. Finally, it integrates the outputs of the anomaly detection
and misuse detection models with a decision making model. This determines the
presence of an intrusion, and classifies the type of attack. The output of the decision
making model can then be reported to an administrator for follow-up work.

The Algorithm has a major advantage of being able to perform better than most of
the existing signature based algorithms. This algorithm can detect new types of
attacks using the anomaly detection model. However, the exact classification of the
attack would not be possible due to the absence of its signature in the training data.
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Abstract. On May 5, 2010 the last step of the DNSSEC deployment on
the 13 root servers was completed. DNSSEC is a set of security extensions
on the traditional DNS protocol, that aim in preventing attacks based on
the authenticity and integrity of the messages. Although the transition
was completed without major faults, it is not clear whether problems
of smaller scale occurred. In this paper we try to quantify the effects of
that transition, using as many vantage points as possible. In order to
achieve that, we deployed a distributed DNS monitoring infrastructure
over the PlanetLab and gathered periodic DNS lookups, performed from
each of the roughly 300 nodes, during the DNSSEC deployment on the
last root name server. In addition, in order to broaden our view, we also
collected data using the Tor anonymity network. After analyzing all the
gathered data, we observed that around 4% of the monitored networks
had an interesting DNS query failure pattern, which, to the best of our
knowledge, was due to the transition.

1 Introduction

The Domain Name System is one of the core components of the Internet, used
by virtually all the network applications. It provides name to IP (network layer)
address translation in a form of a distributed database. Although DNS proved to
be robust and highly scalable through everyday use, later discovered vulnerabil-
ities [54] opened the doors to attacks. DNS Security Extensions (DNSSEC) [3]
9,2[T] were proposed in order to address these issues. These security extensions
incorporated cryptographic signatures along with each DNS message sent by the
servers. Replying with signed messages gives the ability to recipients to verify
the authenticity of the source and also, in most of the cases, to verify the in-
tegrity of the message itself. This, not only protects against current attacks, but
it could also prevent future ones.

Designing even an extension to such a vital and highly critical component of
the Internet infrastructure, is not an easy task. The first RFC document about
the security extensions was written in 1997, updated in 1999 and 2001 and took
its final form in 2005. Even worse, the deployment proved to be harder. Although
DNSSEC was first implemented in BINDY] in 1999, the deployment stalled until

! http://www.isc.org/software/bind
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2001, when a problem in the design of key handling was found. The operational
problems caused by that, rendered the deployment almost impossible at that
time. The first Top Level Domain to deploy the security extension was .SE
(Sweden) in 20052,

However, more recent studies during the deployment of DNSSEC [14,12] re-
vealed adaptation challenges that were not anticipated in the design. Middle
boxes — such as firewalls, NATSs, etc. — proved to be troublesome. The main
reason behind that is the increase of the DNS messages size [10], in order to
facilitate the security extensions’ data. In this paper, we specifically study these
availability problems, using data from as many vantage points as possible, dur-
ing the deployment of DNSSEC on the last of the root name servers. Our results
show that the rate of DNS query failures in about 4% of the monitored net-
works, follows an interesting pattern that we believe is most probably caused by
the problems described above. To the best of knowledge, this is the most global
study on the availability of DNSSEC.

2 Background

In this section, we firstly briefly describe how DNS works and then, we move
one step further to also describe how the Security Extensions (DNSSEC) work
in practice.

2.1 Domain Name System (DNS)

In summary, the Domain Name System (DNS) can be viewed as a large dis-
tributed database of host name to IP address pairs. Although that simplifica-
tion helps in order to understand the service provided to the end users/clients, it
does not give any insights about the internals of the system. DNS is comprised
mainly from two components: resolvers and name servers. Name servers store
information about their “zone”. This information includes name to IP address
pairs, as well as delegations — that is, pairs of subdomains and name servers,
lower in the hierarchy. Resolvers, on the other hand, are used to query the name
servers in order to find the IP address corresponding to a host name (and vice
versa).

For example, suppose that an application (web browser, e-mail client, etc.)
wants to find the IP address for a specific host name, e.g. www.example.com.
The first step for the application would be to send that query to a stub resolver
on its host. If the result is not previously cached locally, the stub resolver will
forward the query to a configured local resolver, usually located within the user’s
network (ISP, corporate network, etc.). Similarly, this resolver will also try its
local cache and if that fails, it will start a recursive search. Firstly, it will query
one of the root name servers in order to find the name server responsible for
the top level domain, com in our case. Then, it will repeat the same procedure

2 The source of the historical data on DNSSEC is:
http://www.nlnetlabs.nl/projects/dnssec/history.html
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recursively, querying the com name server for the example.com name and so
forth. If the resolver manages to find the corresponding pair, it will return that
to the local resolver and it will be then forwarded to the application. If there is
no such pair or an another error occurred, an appropriate error will be returned.
It should be mentioned here though, that even the above definition by example
is still abstract. In reality, there is more complexity added by replicas and caches
throughout the system, but the main functionality remains the same.

2.2 DNS Security Extensions (DNSSEC)

As mention before, the Domain Name System was found to be vulnerable to a
number of attacks (cache poisoning, etc.). In order to shield it against them and
maybe even prevent future attack techniques, DNS Security Extensions were
proposed. Basically, DNSSEC extends DNS through a hierarchal cryptographic
signing of the DNS messages. Cryptographic signatures provide both authenti-
cation and integrity for the transmitted message. When a node receives a signed
message, it can firstly establish the source and also verify the integrity of that
message.

DNSSEC implementation added four new resource record types, namely: re-
source record signature (RRSIG), DNS public key (DNSKEY), delegation signer
(DS) and next secure (NS). In order for a zone to enable the security extensions,
it needs to generate a public/private key pair. Then, the records of each response
should be signed using the private key and the RRSIG and DNSKEY records
should contain the signature and the public key respectively. When a resolver
receives a signed response from a DNSSEC capable server, it firstly verifies the
DNSKEY, starting from the root servers and continuing recursively using the
DNSKEY and DS records found in the messages. If the DNSKEY is trusted,
the resolver can proceed with verifying the message itself using both the DNSKEY
and RRSIG fields.

3 Methodology

The main burden of accurately examining the effect of the DNSSEC transition is
the fact that it needs to be done on the end networks. Thus, the more available
end points (in distinct networks), the more global the view will be and more
accurate the results. For the purposes of our study, we chose to use two dis-
tributed systems, in order to maximize the coverage. These were PlanetLab [6]
and Tor [8]. Although these systems have different goals — distributed testbed
versus anonymity — they have one thing in common. Both of them are comprised
by a (relatively large) set of distributed nodes. The size of these systems rely on
the voluntariness of users to deploy more nodes and as both of them are closely
related to academia, most of their nodes are hosted on academic institutions.
At this point we have to mention that we do understand that having most of
the end points in academia networks (and not so many in ISPs or corporate
networks) could pose a limitation to our methodology. But, we believe that the
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coverage we have is the best possible, taking into account the readily available
and freely usable distributed systems on the Internet. In sections [3.1] and
we describe in more details PlanetLab and Tor respectively and how we utilized
each system to gather data.

3.1 PlanetLab

PlanetLab is a distributed testbed for networking and distributed systems re-
search. It was established in 2003 by the Princeton University and as of May,
2010 it consists of 1,086 nodes at 506 sitedd. To run an experiment on PlanetLab,
initially, the user chooses a set of nodes and creates a “slice” containing them.
Then, she is given remote access to each of the nodes in the slice, isolated by
any other users.

For the purposes of our study, we created a slice consisting of 308 unique per
site and alive (functional) nodes. On each of them, we periodically executed dig,
which is a tool bundled with BIND to query DNS servers, for a list of host names,
every 15 minutes. The host names we used are the top 100 form the Alexa web
site(http://www.alexa.com/topsites), as of May, 4. In order to avoid some of
the caching effects on the DNS resolver, each time we were resolving a host name,
we additionally resolved another one, uniquely constructed. More precisely, we
were prepending the current timestamp in seconds from the Epoch time to each
host name. For example,

google.com -> 1273109411.google.com

Note that distinguishing between different kinds of resolve failures is possible.
More specifically, the status field of each response is set to NXDOMAIN, if the host
name does not exist and SERVFAIL if another error occurred during the resolving.

3.2 Tor

Tor is the second generation Onion Routing system. It provides low-latency
anonymous communication between two parties, by routing traffic though mul-
tiple nodes and applying multiple layers of encryption. As an example, suppose
that a user wants to anonymously browse a website using Tor. The steps she has
to follow in order to achieve that would be:

1. Create a circuit by choosing a number of nodes (3 by default) and exchange
session keys using Diffie-Hellman key exchange protocol — which provides
perfect forward secrecy. During the creation of the circuit, the client only
communicates with the first node in the circuit (entry node). The final node,
called exit node, is the one who will actually communicate with the target
web server.

2. Transmit data. After the circuit is set up and the connection between the
client and the web server is established, the user is able to browse the website
anonymously.

3 Source: http://www.planet-1lab.org/
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We have to mention here that not all nodes support acting as exit ones. There
are nodes that can be used only in the beginning or in the middle of circuits
and never connect to hosts outside the Tor network. This behavior is based on
the configuration of each node’s exit policy. Recall that for our purposes we are
only interested in utilizing hosts in as many end networks as possible. So, we
are only interested in nodes that have less restrictive exit policy and support
communicating with other target hosts, outside the Tor network.

Currently, the Tor network consists of 1536 nodes, of which 594 support acting
as exit nodedd. In order to take full advantage of the Tor’s exit nodes, we tried to
periodically send a HTTP request to each of the 100 hosts used in 3.1l using a
different exit node each time. This was repeated hourly and the result of whether
the connection succeeded or not was stored. In order to implement that, we used
the very convenient TorFlow software package (http://fscked.org/projects/
torflow). Note though that we did not use any uniquely constructed host names
in this case, as we would not be able to distinguish between failed resolves and
non existent domain names.

Although using the Tor network we broaden our view with more end points
in distinct networks, the level of useful information that we were able to collect
was significantly lower. The interface of Tor to the client applications is through
a SOCKS [I1] proxy, so, the only information that we could get is whether a
connection succeeded or not at the exit node.

4 Data Collection

In order to have sufficient data to examine the effects of the last step of the
DNSSEC transition we monitored the DNS behavior, using the above methods,
for roughly a 5 day period.

After that time period, each PlanetLab node had invoked dig for roughly
100,000 times. Thus, creating an equal number of files containing the output
of each DNS query. In total, there were about 30 million files occupying 60
giga bytes of storage when stored as plain text files and 8.1 giga bytes when
compressed using gzip.

On the other hand, the data collected using the Tor network were stored
to a single file. Unfortunately, due to a bug in the script we used to scan the
exit nodes, each iteration over them was immediately terminated after a single
circuit had failed. More precisely, the total number of circuits created during the
measuring period was 4,745 instead of about 9,600 — we roughly lost half of
the data. Although we did lose a big portion of valuable data due to this bug,
the rest of them was nonetheless important enough. Out of the 594 Tor nodes
that can be exit nodes only 184 of them had the flags Fxit, Fast, Stable, Running
and Valid set to true at the same time and these were the ones we were able to
effectively use.

4 Source: http://torstatus.kgprog. com/
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Table 1. TLD distribution for both Tor and PlanetLab nodes

Top Level Domains # of nodes Top Level Domains # of nodes

edu 98 uk ch 9
net 50 ca 8
de 49 tw se es 7
com 34 ru 6
NA 26 pt kr br 5
pl 15 sg nz il gr cn au 4
org jp it 14 nl hu hk fi cz be at 3
fr 12 tr ro no eu dk ar 2
ve uy to th su si re jo info eg cy cx 1

Table 2. Categorization of the nodes based on their failure patterns

Category Nodes Description

Zero 222  No failures

Few 108 A few failures

Interesting 15  Fair amount of failures, interesting patterns
Constant 7 A lot of failures, constant rate though

Table [l summarizes the distribution of the nodes’ Top Level Domains, both
for Tor and PlanetLab systems. As previously mentioned, most of the nodes are
deployed in academic networks, for example the .edu TLD.

5 Results

After we collected the datasets described in the previous section, we analyzed
them in order to extract useful insights related to the DNSSEC transition. In
this section, we will thoroughly discuss our main findings from the analysis.

5.1 Node Categorization

The question we tried to answer here was: “Do we see any DNS query failures
that could probably be due to the transition?” We first analyzed the failures in
the dig logs and gathered the timestamps in which each node experienced a
DNS lookup failure. Based on that information we divided the PlanetLab nodes
in the following four categories (summarized in Table 2]):

— Zero. The nodes that had no DNS query failures during the monitoring
period fall into this category. As expected, the majority of the nodes are in
this category.

— Few. Some of the nodes sporadically encountered a small number of failures.
These were most of the times less than 10, with just a few cases that had
up to almost a hundred. Still, we consider these failures not caused by the
DNSSEC transition since they were few in number and occurred randomly.
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— Interesting. This category contains the nodes that had a fair amount of
failures and most importantly, their failure rates were forming an interesting
pattern. In average, these nodes failed for a few hundreds of queries.

— Constant. Finally, there were some nodes that were constantly failing for a
number of queries. Clearly that could not be due to the DNSSEC transition
as this failure rate was constant during the whole monitoring period. Proba-
bly, that should be the result of a misconfiguration or blacklisting — the top
100 hostnames we used contained some adult oriented sites too.

5.2 Failure Patterns

In this section we examine a few specific failure patterns as observed on individ-
ual PlanetLab nodes. More precisely, we closely examine three failure patterns
of what we called Interesting in the previous section and one example of a Con-
stant failure pattern. Although, we are more concerned to the first ones, as the
failures in these cases were probably be caused by the transition, we include the
last example (constant failure rate) for completeness.

Figures[Il2] and B]show the failure patterns for three nodes that we categorized
as Interesting.

In the first case (Figure[Il) we see that the failures started on the 5th of May
in the afternoon. Same time as the transition of the last root server to DNSSEC
was performed. This is a strong evidence that that could be their cause. It is also
interesting that we see a similar failure pattern on the next day (6th of May)
that could be due to caching effects. One common Time-to-Live (TTL) value for
the host name to IP address pairs is 86,400 seconds, which equals to one day.
The same was observed on the third day too, but with lower magnitude. Finally,
the most interesting thing is that this node had no more failures for the next
two days, until 10th of May, when we stopped the monitoring. Our explanation
for that is that there could be indeed an error that was fixed by the network
administrators in the first couple of days.

The next one, Figure [, follows almost the same pattern as the previous one.
We see that the failures start on the day of the transition and they have a diurnal
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pattern. Most likely again due to the fact that the TTL set by the name servers is
one day. The interesting thing here though is that although the problem seemed
to have been fixed on the fourth day (9th of May), we do see more failures on
the fifth day. That is hard to explain by this figure alone, but, correlating more
diverse data from the same network could reveal more insights.

The third Interesting node we chose to discuss follows a different failure pat-
tern than the previous two (Figure B]). In this case, (i) the failures do not start
on the 5th of May and (ii) there is only a tiny diurnal pattern. This is again a
both interesting and hard to explain situation without having more details. We
speculate that it could have been indeed caused by the the DNSSEC transition
and the failures were reported later either due to a wrong configured clock on
the node or due to an uncommon caching policy on the local resolver.

We should mention here that out of the fifteen Interesting cases, most of them
follow the pattern of the first two. Which is what we believe was caused by the
transition. But, we decided to show this case too, because of its uniqueness.

Finally, Figuredlshows a case of a node that had a constant DNS query failure
rate (i.e., example of a Constant node). As shown in the figure, this particular
node fails to resolve about 32 host names per hour. Recall from Section [3.]]
that each node was periodically trying to resolve 100 host names every fifteen
minutes. In addition, each of these queries was followed by another query to a
uniquely constructed hostname, under the same domain. So, each domain name
was queried eight times per hour. Dividing the failure rate with the number of
queries for each individual domain per hour, results in the number four. This
constant failure rate of 32 queries per hour could mean that there were just four
domain names that always failed to resolve. After investigating the log files of
that specific case, we confirmed that that was the case. This node was always
failing to resolve four domains, of which one of them was an adult oriented site,
another was a webmail service and the other two, social networking websites. In
conclusion, this confirms our first intuition about the nodes that had constant
failure rate, which was blacklisting.
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As previously stated in Sections and [ the information we gathered from
the Tor network was not that comprehensive. In addition to that, we also lost
a big portion of the data due to a programming bug in our scripts. Being not
inclusive enough the dataset, we were not able to draw any conclusions from it
alone. But, we did use this data in order to help us verify some moot cases.

6 Related Work

To the best of our knowledge, the most relevant work to our is Osterweil’s et al.
study on the deployment of DNSSEC [14]. The authors gathered historical data
over 2 years — since the initial deployment of the security extensions. After ana-
lyzing their dataset, they derived three basic metrics to quantify the effectiveness
of the DNSSEC’s deployment, namely Availability, Verifiability and Validity. In
addition, their results exposed previously undocumented open issues during the
deployment, such as lack of Availability due to middle boxes (NATSs, firewalls,
etc.), poor Verifiability as a result of not having an external key authentica-
tion and finally they showed that cryptographic verification is not necessarily
equivalent to validation.

Although in terms of their work we only looked at Awvailability, our dataset was
gathered from hundreds of distinct networks whereas they used five locations.
We believe that using such a geographically diverse monitoring infrastructure
gave us a more global view of the problem. And most importantly, our results
do confirm what was anticipated by the authors about the Availability metric,
in a small scale though.

The implementation of the system used in the above study, namely SecSpider,
is described in detail in [I3]. Some early observations on the data gathered by
SecSpider are reported in [I2]. One of their observations, which was the need to
reduce signatures lifetime, is addressed in [15].

Finally, Curtmola et al. compared the performance of PK-DNSSEC versus
SK-DNSSEC, arguing that a hybrid approach would leverage the benefits from
both worlds [7].

7 Conclusion

DNSSEC’s goal is to shield the domain name system to any attacks based on the
authenticity and integrity of the messages. This is achieved by the incorporation
of cryptographic signatures along with each message sent by the name servers.
Although the deployment of the security extensions started after years of de-
signing and testing, studies showed that problems related to availability could
still be experienced in some networks.

Our study revealed that in a relative small number of the networks we mon-
itored, availability issues were evident. We consider these issues to have been
most probably caused by the DNSSEC deployment on the last root name server.
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Self-organizing MAC Protocol Switching for
Performance Adaptation in Wireless Sensor Networks
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Abstract. This paper presents a distributed MAC protocol switching mechanism
for maximizing network throughput in the presence of traffic and topology
heterogeneity. The key idea behind dynamic MAC switching is for each node to
use its local topology and traffic density information to decide the most suitable
MAC protocol that can maximize the MAC layer throughout in the
neighborhood. A formal MAC switching rule is developed using analytical
formulation of the MAC throughput available in the literature. NS2 based
simulation experiments demonstrate that with the proposed MAC switching
strategy, nodes in a mesh network are able to achieve maximum MAC
throughput by adaptively choosing the appropriate MAC protocol in the
presence of heterogeneity in terms of data rate and node population.

Keywords: MAC, Self Organization, Protocol Switching.

1 Introduction

1.1 Background

Wireless sensor networks are motivated by applications such as intrusion detection,
battle-field surveillance, and environment and health monitoring. Although there have
been significant recent innovations at different protocol layers , maximizing network
throughput at the MAC layer in a multi-mission network is still a key design
challenge. The traffic heterogeneity in a multi-mission network can manifest through:
a) spatial and temporal variance in data rates [1] across different parts of a network
supporting different applications, and b) temporal variance in number of active
transmitters at a given time and at a given part of the network. The problem we
address in this paper is how to develop a self organizing MAC layer that can
maximize network throughput in the presence of the above traffic and network
heterogeneity.

1.2 Related Work

The existing MAC layer self-organization can be divided into two broad categories,
namely, intra-MAC and inter-MAC approaches. The intra-MAC approaches include
contention-based [2-4] and schedule-based [5-7] protocols. The intra-MAC self-
organization is achieved by dynamically adjusting the state machine and parameters

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 54201 1.
© Springer-Verlag Berlin Heidelberg 2011
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of a specific MAC protocol. CSMA/CA [2] and TDMA [5-7] are two examples of
such intra-MAC approaches. CSMA/CA has the advantages of simplicity, flexibility
and robustness, and it does not need any infrastructure support or clock
synchronization. The most notable advantage of CSMA/CA is that a node can access
all available wireless bandwidth in its neighborhood in an as-needed manner.
However, the medium access collisions and the corresponding unbounded access
delay are a concern for CSMA/CA and all other protocols in that category, mainly
because of their underlying random access. TDMA protocols, on the other hand,
allocate fixed, collision-free, and guaranteed bandwidth for all nodes in the network.
While guaranteeing maximum delay bounds, the primary disadvantage of TDMA is
that it does not perform well under dynamic bandwidth requirements. In other words,
TDMA performs well under highly symmetrical load, but performs poorly under
asymmetric load. Under the latter situation, CSMA based protocols outperform
TDMA.

The authors in [8] propose an inter-MAC self-organization called Funneling-MAC.
This is designed to address the traffic funneling effect near sink nodes caused by
gradual aggregation of multipoint-to-point traffic. With Funneling-MAC, nodes near a
sink (i.e. those with heavy traffic) are said to belong within an intensity area and they
run a TDMA protocol which is managed by the sink node. Nodes outside the intensity
area (i.e. those with relatively lighter traffic) run CSMA without any coordination
from the sink. The Funneling-MAC [8] provides beacon based protocol syntaxes that
the sink uses for dynamically deciding the boundary of the intensity area. Through a
dynamic depth-tuning algorithm, the network throughput is maximized and the packet
loss rate is minimized at the sink point. Although it provides a novel way of
accomplishing inter-MAC (i.e. between CSMA and TDMA) self-organization, one
notable limitation of Funneling-MAC is that it is suitable only for multipoint-to-point
applications and not for peer-to-peer traffic, which is often required by sensor
applications with distributed data fusion requirements.

1.3 Proposed Dynamic MAC Protocol Switching

In the proposed approach in this paper the operating MAC protocol within a node is
dynamically switched between CSMA and TDMA based on the instantaneous traffic
and topological property of the neighborhood of the node. The mechanism is designed
to be general so that unlike Funneling-MAC [8], it can be applied for handling both
multipoint-to-point and peer-to-peer data traffic. Each node monitors its
neighborhood traffic and topology conditions, determines the appropriate individual
MAC protocol to run, and switches its protocol as needed.

The contributions of the paper are as follows. First, it proposes a self organizing
MAC protocol switching paradigm to address the problem of how to achieve the
maximum throughput in a network with traffic heterogeneity. Second, it introduces
syntax extensions to the protocols CSMA/CA and TDMA so that they can co-exist in
immediately neighboring nodes. Third, it develops dynamic protocol switching rules
based on an analytical model. Finally, a detailed simulation model is developed for
experimentally validating the concept of dynamic MAC protocol switching in
wireless networks.
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2 Protocol Adaptations

The key idea behind dynamic protocol switching is that depending on the specific
traffic pattern in its neighborhood, a node can choose to run one of multiple MAC
protocols. This capability in a network can lead to situations in which a node can have
multiple neighbors that are running different protocols. This will require the node in
question to be able to communicate using multiple different MAC protocols
simultaneously in order to maintain end-to-end network connectivity. This MAC
coexistence can be particularly challenging due to the fact that a sensor node needs to
accomplish this over as single wireless interface. In this paper, coexistence of two
MAC protocols, namely a random access CSMA/CA and a schedule based TDMA,
are studied. CSMA/CA and TDMA are chosen because they serve as good
representations of contention based and schedule based protocols respectively.

2.1 Adaptations of CSMA/CA for TDMA Coexistence

The objective here is to adapt the CSMA/CA protocol syntaxes such that a node
running CSMA/CA can also communicate with a node running TDMA. The basic
RTS-CTS-DATA cycle in CSMA/CA transmissions is maintained. The
Acknowledgement (ACK) is not utilized, (meaning there is no link layer), and the
regular exponential back-off are still applied. Adaptations of the CSMA/CA syntaxes
are made such that no access collisions are imposed on the TDMA nodes in a
CSMA/CA node’s neighborhood.

Adapted Send Logic: A CSMA/CA sender is able to estimate the duration of a
successful transmission in terms of RTS, CTS, the data message, and the various inter
frame spacing. If it knows the TDMA slots of all its neighbors, then the sender can
determine if the following data transmission will overlap with the neighbors’ TDMA
slots. If there is at least one anticipated overlapping, the sender simply defers its
transmission till the end of all its neighbors TDMA slots. Otherwise, the data
transmission could carry on as usual.

/* Adapted CSMA/CA Logic */

Sender Side:
Estimate the duration of a successful transmission;
if ( any overlapping with TDMA neighbors’ slots)
defer transmission till end of neighbors’ TDMA slot;
else // no overlapping within knowledge of sender side
start RTS transmission,
Receiver Side:
Upon receiving RTS, check the duration of the intended
message transmission;
if ( any overlapping with TDMA neighbors’ slots)
send NTS message back to the sender;
else // no overlapping within knowledge of receiver side
start CTS transmission;

Fig. 1. Pseudo code for adapted CSMA/CA logic
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Adapted Receive Logic: Upon receiving an RTS message, from its NAV field, the
intended receiver is able to know the expected duration of the following data
message. If that expected duration overlaps with the TDMA slots of the receiver’s
TDMA neighbors, the receiver will send a Not-to-Send (NTS) message, containing
the duration of the overlapping period, back to the sender. Upon receiving the NTS
message, the sender will then decide as to when to restart the current data
transmission in order to avoid the slots of all TDMA neighbors of the sender as well
as the receiver. The logic of this adapted CSMA/CA is presented in the pseudo code
in Fig. 1.

2.2 Adaptation of TDMA for CSMA/CA Coexistence

The same slot and frame structure as in regular TDMA is maintained. Meaning, each
TDMA node is allocated a slot in each frame, which is periodic. As an adaptation, an
RTS-CTS syntax is added within the TDMA slots so that before sending a data
message, a node needs to perform the RTS/CTS handshake with the receiver node.
This is done irrespective of whether the receiver is currently using CSMA/CA or
TDMA.

/* Adapted TDMA Logic */

Sender Side:
if ( in sender’s own TDMA slot)
start RTS transmission and wait for CTS;
Receiver Side:
if ( receiving RTS)
send CTS message and wait for data message,

Fig. 2. Pseudo code for adapted TDMA logic

The addition of this RTS-CTS within TDMA allows the node to send data to both
CSMA/CA and TDMA nodes. Note that a TDMA sender node does not need to sense
the channel before it sends the CTS since all nodes in its neighborhood (CSMA/CA or
TDMA) respect the TDMA slot allocation and the channel is guaranteed to be free
after the sender’s slot has started. The RTS-CTS mechanism, in fact, is used to make
sure that the receiver node is in a state to receive. The pseudo code for the adapted
TDMA logic is shown in Fig. 2.

3 MAC Protocol Switching Logic

3.1 Influencing Switching Parameters

Consider a network of n nodes and each node’s MAC layer is modeled as an M/M/1
queue. If Jand g represent the data rate and the MAC layer service rate at each
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node, the unsaturated network-wide throughput can be written asn-A, and the
saturated network-wide throughput can be expressed as j.u. The network-wide

throughput of a fully connected n-node TDMA network can be written as [9]:
Spoms = F(An,F), (D

where F is the TDMA frame duration which is fixed for a given network. Similar
throughput for a CSMA/CA network can be written as [10-15]:

Sesmasca = 8(AnW, . .m), 2)

min *

W ., is the minimum contention window size for CSMA/CA, and m is the

maximum back-off stage .

Therefore, the throughput of a network with n,,, . number of nodes

and negyca
running the protocols TDMA and CSMA/CA respectively is:

S = Spoun + Scsmarca = F Ay s F) + 8 (A ncgyn s cas Winin s) 3)

For a given network, the quantities F, m and Wmin are all constants. Thus, the
throughput is decided based only on load A and the node counts in Eqn. 3.

Implications of different data rates (A): The maximum MAC layer service rate of a
node running TDMA is bounded by the TDMA frame duration, and can be reported
as a fixed quantity y,,, . ... . Meaning, as long as the data rate 4 at a node is less than

or equal to g, ..., the MAC layer throughput is same as the load .

For a node running CSMA/CA, however, there is no such absolute bound for the
achievable throughput. The per-node throughput here depends on the amount of MAC
layer collisions contributed by other CSMA/CA nodes in the neighborhood. In other
words, the MAC throughput of a CSMA/CA node is less than or equal to the MAC
load A ; the exact value depends on the degree of collisions.

Implications of the number of active nodes (n): If S sin gle—TDMA TEPTESENLS the MAC

throughput of a single node running TDMA MAC, then the aggregated throughput of
a network cluster of n active nodes running TDMA can be expressed as
n-S For CSMA/CA, however, the aggregated throughput of the cluster is

less than 5. §

sin gle—TDMA *

n sle—csma s ca > SINCE with n nodes running CSMA/CA in a cluster reduces

the effective MAC throughput (due to contentions and collisions) of each node to be
less than § Such throughout reduction does not apply for TDMA because

sin gle—CSMA/CA *
of the lack of bandwidth contention and collisions.

The above analysis indicates that in order to maximize the aggregated MAC layer
throughput of a network, the MAC protocols for each node should be individually
chosen CSMA/CA or TDMA) based on its data load Aand the number of active
nodes n in its immediate neighborhood.
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/* MAC Protocol Switching Logic decisions with /. and n */

if (A <=tyax1pma)
run TDMA MAC;
else if ( A<=Ucsuaica AN U csiasca>Hmax-roma )
A >y x-roma
// and for moderate n, U -gyia /04> M piax-Toma
run CSMA/CA MAC;

else if ( 1 cspasca<= Mpsax-toma)
run TDMA MAC; // large n reduces g4 /04

Fig. 3. Logic for protocol switching decision with A and n

3.2 Switching Criteria

According to the analysis presented in Section 3.1, when for a node the
condition A < hysax _7ppa 1s true, the node should choose TDMA as the MAC

protocol for the best throughput. That is irrespective of the number of active
neighbors n. WhenA> g, ., the quantity n needs to be considered. If the

effective MAC service rate i ,,,, ., at the current n for the node is smaller than the
constant g, ..., then also TDMA should be chosen. Finally, if for the current n,
the quantity 4,418 larger than 4 . then CSMA/CA should be chosen for
maximizing the MAC throughput. The protocol switching criteria is summarized in
the pseudo code in Fig. 3.

In the above decision process, the rate A can be measured locally, and the quantity

Hyax_moma 18 dimensioned based on the preset frame duration. The only unknown

quantity is f.q,.,c, Which needs to be computed as a function of all system

parameters, especially considering the number of active neighbors n. It can be
computed from the following analysis [10-15] which involves solving a set of
equations as follows.

2pWIl-2p)"1d-p)+ p(L-2p)1-p") + 2-p,)W+]) + 1-p, m<m
R 2pWIl-2p)" 10— p)+ p(-2p)1-p") + 2-p)W+] + 1-p,
B 20-2p)1-p) 2 P,
A i W
2(1-p)
m _ amtl
=3, =P ()
i=0 l-p

p=1-(-0)"' (6)
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I/ILI=MKO'+Q+tL,L+p(N—1)(tX+l‘L,L) @)
1-2p 2 1-p 1-p

P :1_6_10- (8)

py=p=Alu ©

t =RTS+SIFS+CTS+SIFS+ Header+ DATA+ DIFS (10)

t, = RTS + DISF (11)

where m is the maximum number of retransmissions, m’ is the maximum number of
back-off stages, ¢ is the slot duration of CSMA/CA, W is the minimum congestion
window size, N is the number of contenders, A is the data rate and 4 is the MAC

service rate. The quantity ., -, can be obtained from Eqn. 9 after the above
system of equation (Eqns. 4 through 11) is solved [10-15].

4 Experimental Evaluation

The proposed protocol switching logic has been implemented in a 100-node mesh
network within the NS2 simulator [16]. A wireless data rate of 2 Mbps has been
chosen with fixed packet duration of 2 ms, which is also the TDMA slot duration.
Unless stated otherwise, we have fixed the TDMA frame size to 20 slots for all
experiments. The numbers of active nodes and data generation rate have been varied.
Before running protocol switching logic, we run a distributed TDMA protocol
ISOMAC [17] to assign TDMA slots to the network nodes. The other baseline
parameters for the simulation are shown in Table 1.

Table 1. Baseline experimental parameters in simulation

TDMA MAC Related
Frame Size (number of slots) 20
TDMA Slot Duration 2ms
CSMA/CA MAC Related
Minimum Congestion Window Size 32

Maximum Number of Back-off Stage 5
CSMA/CA Slot size 20us

Maximum Number of Retransmission | 7

SIFS Duration 10 us
DIFS Duration 30 us

Protocol Switching Related

Evaluation Time w=3

Percentage of Decision Count D=55%
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4.1 Switching in Response to Changes in Data Rate

As presented in Section 3.1, since the data rate 1is a key criterion for protocol
switching, its variation in a network neighborhood is expected to trigger such
switching for maintaining high network throughput. In practice, the data rate variation
in wireless sensor network can be caused by several factors including start or
termination of applications and changes in application data rates. In the simulated
100-node mesh network, at any given time each node sends packets to one of its 1-
hop neighbors at a given rate. Such rates are changed from 100 packets/second to 20
packets/second at time 21.0 second, and then changed back again at time 31.0 second.
The corresponding network dynamics in terms of MAC protocol switching and its
impacts on the network throughput are shown in Fig. 4.

In addition to the data rate graph (the solid line) for each node, Fig. 4 reports three
other lines representing network-wide throughout for three distinct operating
situations. The first one demonstrates the network throughput when all nodes run
CSMA/CA. The second one shows what happens when all nodes run TDMA. Finally,
the one marked switching, demonstrates the network throughput in the presence of
adaptive MAC protocol switching following the logic as described in Section 3.

3500 110
5 3000 *N\'\ T
e T70 2
£ 2500 - et g
an =
2 —— CSMA/CA T30 g
= —— Q
= 2000 - TbMA
—a— Switching T 30
—— Data Rate
1500 w w ‘ ‘ 10
0 10 20 30 40 50
Time (sec)

Fig. 4. Impacts of protocol switching with varying data rate

As can be seen in Fig. 4, initially when the data rate is high, the CSMA/CA mode
of operation provides better effective throughput than the TDMA mode since the
TDMA throughput is bounded by the frame size. Note, however, that the CSMA/CA
mode throughput is lower than the maximum possible throughput, indicating certain
amount of throughput loss due to the CSMA/CA contention and collisions. These
contention and collisions for CSMA/CA persist even when the data rate is lowered (at
time 20 sec.). At lower rates, however, TDMA can sustain the offered load since it is
able to provide completely collision free MAC access to the channel. As a result, as
evident from Fig. 4, the TDMA mode of operation provides better network-wide
throughput at lower loading conditions.
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Fig. 5. MAC protocol dynamics with varying data rate

The throughput line representing protocol switching in Fig. 4 demonstrates that via
exercising such MAC layer switching, the network is able to track the best possible
throughput (those of CSMA/CA at high load, and TDMA at low load) as a response
to the change in loading conditions. This partially validates the switching logic
presented in Section 3.

The dynamic behavior of MAC switching is also shown in Fig. 5. As the data rate
changes from high to low, the number of nodes running CSMA/CA reduces and the
number of nodes running TDMA rises. Note that there is a lag between when the data
rate changes and when the nodes actually switch their protocols. It was
experimentally observed that this delay is caused due to the rate measurement latency
at the MAC layer.

4.2 Switching in Response to Number of Active Nodes

As presented in Section 3.1, the number of active nodes in a neighborhood is the
second key parameter that influences the quantity g ,.,.,» thus affecting the

decisions for protocol switching. The variation of the number of active nodes in a
network neighborhood is expected to trigger protocol switching for maintaining high
network throughput.

An experiment was conducted to study the impacts of variable number of active
nodes on the performance of protocol switching. The throughput results in Fig. 6
correspond to an initial active node-count of 25 which is increased to 100 at time 21
second, and then changed back to 25 at time 31 second. When there are only 25 active
nodes, they are randomly selected out of all 100 network nodes. All active nodes send
data to all 1-hop neighbors at the rate of 35 packets/second.

Fig. 6 demonstrates that with lower number of active nodes (i.e. till time 21sec and
then after 31 second) CSMA/CA performs better because of its larger MAC service
rate in the absence of collisions as explained in Section 3.1. When the number of
contender nodes increases, the contention brings down the service rate of CSMA/CA
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Fig. 6. Protocol switching with varying active node count
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compared to that during the TDMA mode of operation. This explains why CSMA/CA
outperforms TDMA in low active node-count situations, but not when it is high (i.e.
between 21 sec to 31 sec).

The throughput line representing protocol switching in Fig. 6 demonstrates that by
exercising MAC layer protocol switching, the network is able to track the best
possible throughput (those of CSMA/CA at low active node-count, and TDMA at
high active node-count). This completes the validation of the switching logic
presented in Section 3.
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Fig. 7. Protocol dynamics with varying active node count

The dynamics of the number of nodes executing CSMA/CA and TDMA are
depicted in Fig. 7. As in Fig. 5, the latency in switching transient is caused due to the
rate measurement latency at the MAC layer.
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4.3 Switching with Spatially Clustered Traffic

All experimental results so far describe protocol switching in a network with
homogeneous traffic, thus causing all the active nodes to run the same protocol and to
switch at the same time. In this Section we describe experiments with spatial traffic
heterogeneity, which can cause different network nodes to run different MAC
protocols at the same time, and to not necessarily switch in a synchronous manner.

Profile-(1) Profile-(2)
High Traffic Density
Medium Traffic Density
Low Traffic Density

Fig. 8. Network with spatial traffic heterogeneity

Fig. 8 shows a rectangular sensor field equipped with a mesh network topology
consisting of 400 nodes. Two different heterogeneous traffic profiles, each consisting
of low, medium, and high density traffic regions, are used. In high density region,
each node sends to all its 1-hop neighbors with a data rate of 3 packets/second per
neighbor. Each node in the medium density region sends only to one of its 1-hop
neighbors at a data rate of 140 packets/second. A node in the low traffic density
region also sends only to one of its 1-hop neighbors at a rate of 12.5 packets/second.
During a 60sec long experiment, the network traffic profile has been changed once
from Profile-(1) to Profile-(2) at time approximately 31.0 second.

A node in the high traffic density region is expected to run TDMA to achieve
higher throughput, because the MAC service rate of CSMA/CA is less than that of
TDMA at high traffic level. CSMA/CA is expected in a medium traffic region, and
TDMA is expected again in a low density region.

Fig. 9 reports the impacts of time-varying traffic profile on the throughput
dynamics with and without MAC protocol switching. After the network is initiated at
around 12 sec, observe that in the all-TDMA scenario, the network throughput settles
down at around 18sec. Then it remains steady till 31sec which is when the traffic
profile switches from Profile-(1) to Profile-(2). As a result of this, the throughput goes
through a transient state before it settles back down roughly at the same value. Very
similar trends can be also observed for the all-CSMA/CA scenario, except that with
all-CSMA in this case the achievable network throughout happens to be higher than
that of the all-TDMA case.
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Fig. 10. Protocol dynamics with traffic heterogeneity

Observe that with protocol switching, the achieved throughput is higher than the
two without switching cases during both before and after the traffic profile changes.
Note that there is a significant transient drop for the with-switching case during the
profile change. This drop in performance is caused because certain packets experience
increased contention and collisions during the profile chnage. Such contentions and
collisions lead to MAC layer drops and subsequent loss of throughput. After the
transient situation is over, the protocol switching mechanism can track the new traffic
profile distribution and able to select appropriate MAC protocols at the network nodes
to bring the throughput back higher than the all-TDMA and all-CSMA/CA scenarios.

Two observations can be made from Fig. 10 which reports the number of nodes
running TDMA and CSMA/CA during the entire experiment. First, nodes change
their protocols in a period of few seconds after the traffic profile actually changes.
This is due to the traffic rate measurement latency at the MAC layer. Second, the
distribution of numbers of TDMA and CSMA/CA nodes during Profile-(1) and
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Profile-(2) are different. During when Profile-(1) is executed, the number of TDMA
nodes and the number of CSMA/CA nodes are equal. However, during when Profile-
(2) is executed, there are 328 nodes are running TDMA and only 72 nodes are
running CSMA/CA. It was experimentally found that this variation is a result of the
irregularity in network connectivity. Due to this topological irregularity, even nodes
in the same traffic density region experience different number of contender nodes #,
which impacts the protocol switching decision.

S Conclusions and Ongoing Work

In this paper we have presented a distributed MAC protocol switching mechanism for
maximizing MAC layer throughput in the presence of traffic and topology
heterogeneity. The key idea behind dynamic MAC switching is for each node to use
its local topology and traffic density information to decide the most suitable MAC
protocol that can maximize the MAC layer throughout in the neighborhood. A formal
MAC switching rule has been developed using analytical formulation of the MAC
throughput available in the literature. NS2 based simulation experiments demonstrate
that with the proposed MAC switching strategy, nodes in a mesh network are able to
achieve maximum MAC throughput by adaptively choosing the appropriate MAC
protocol in the presence of heterogeneity in terms of data rate and node population.
Ongoing work on this topic includes generalizing the proposed mechanisms for a
broader set of MAC protocols beyond CSMA/CA and TDMA.
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Abstract. This paper presents a distributed fault detection and node
management scheme with the help of cellular automata in wireless sen-
sor networks. The node failure is detected in distributed way and the
cellular automata are used for network management. The linear cellu-
lar automata run on every sensor nodes and each sensor node set own
state with the help of CA. The faulty are detected by neighbour node’s
temporal and spatial correlation of sensing information and heart beat
message passing by the cluster head. The proposed distributed fault de-
tection and node management scheme (DFDNM) can detects and man-
ages the faulty nodes in an energy efficient manner. The simulation result
shows how DFDNM perform well comparison to others faults detection
algorithms.

Keywords: Wireless sensor network (WSN), fault detection (FD), cel-
lular automata (CA), base station (BS).

1 Introduction

The wireless sensor network (WSN) is an ad-hoc network that encompasses of
small inexpensive low power device, deployed in large number at remote geo-
graphical region, office building or in industrial plants [1]. A WSN is used for
environment monitoring which includes air, soil and water, habitat monitoring,
military surveillance, inventory tracking, condition base maintenance etc [2].

Due to low cost, battery powered and possible deployment at harsh and hos-
tile environment, the sensors are prone to failure. Faulty sensor nodes may cause
wrong data sensing, erroneous data processing and incorrect data communica-
tions.

* This work is partially supported by the Pramoda Lodh Laboratory, PDSIT, BESU.
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Fig. 1. Classification sensor nodes with respect to fault

The main components of a sensor node are a microcontroller, transceiver cir-
cuits, memory, power source and one are more sensors. The microcontroller is
mainly responsible for data processing and managements of other components of
sensor nodes. The functionality of both transmitter and receiver are combined into
a single device known as transceivers. The most relevant kind of memory is on chip
memory of a microcontroller. The power is stored in batteries, both rechargeable
and non rechargeable, are main source of power supply for sensor nodes. The sen-
sor in a node is a hardware device that is responsible for measuring physical data
of the parapet to be monitored. The WSN node faults are due to failure of any one
of its hardware components’ as discussed above. The node status in WSN’S can
be divided into two types healthy and faulty (shows in Fig 1). A node is defined
as faulty if its battery power riches the threshold limit or if its microcontroller
does not work or if transmitter circuit of transceiver is not working properly. In
a node if the transmitter circuit is not healthy, even if all other hardware compo-
nents are in good shape, the node is declared as faulty node. The faulty node must
be replaced by new node; otherwise, its responsibility has to share by other avail-
able healthy node. The healthy node may again be categorized into three groups:
traffic node, normal node and end node. In a healthy node where transceiver is
operational but the sensor device is malfunctioning then we may use this nodes as
traffic node. A traffic node can act as a router in multi hop wireless data commu-
nication. The normal healthy node where all components of a sensor nodes are in
good shape, may used for any types of job in WSN. In the end node the receiver
circuit of transceiver is malfunctioning, hance it can sense the parameter of the
monitoring field and able to transmit to the base station vie other node. However,
an end node cannot able to receive the data from its neighbour node; therefore, it
cannot use as router in WSN.

The proposed techniques have different fault detection techniques. On the
basis of types of fault detected in the node, they are classified into different
category as discussed above. Then we have proposed cellular automata based
faulty network management scheme. The CAs is installed in all the nodes which
work on the basis of local information. The cluster head after gathering the fault
information take decision about its member node responsibility and sent them
instruction by passing the appropriate CA rules.
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Table 1. Truth table for rule 90, 70

Present State 111 110 101 100 011 010 001 000
70 0o 1.0 0 0O 1 1 O
90 0 1.0 1 1 0 1 O

This paper is organized as follows: Section 2 introduces an overview of cellu-
lar automata. Section 3 describes the mathematical model. Section 4 describes
fault detection and recovery technique and algorithms. Section 5 reports the
simulation results of our algorithm. Section 6 concludes the paper.

2 Cellular Automata

In this section we briefly describe the cellular automata theory relevant to the
work [3]. A cellular automata (CA) is a discrete time decentralized system. Cel-
lular automata consists of a number of cells, cell change their states according to
their neighbour cells information with respect to time. In 3-neighbour CA cells
change their states according to equation number 1.

SE = (S, SE ) .

The S!_,is the left neighbour cells information at time t, Sfis the own state
information of the cells at time t and S?, ; is the right neighbour cell information
at time t. f; defines the next state logic for the cell i. The table 1 represent truth
table of f; for two such rules 70 and 90.

An n-cell CA is represented by the rule vector R = < Ry, Ra, ..., R;, Rit1, ...,
R,, >, where R; is the rule selected for the i*" cell. The state of an n-cell CA at
time t is

S = (S{,Sé,Sf,,SZ) (2)

If all the cells of a CA obey the same rule, the CA is said to be a uniform CA,
otherwise it is a hybrid CA. If any CA is defined left most cell and right most
cell are 0 state then this CA is called Null Boundary CA. A CA is said to be a
Periodic Boundary CA if the extreme cells are adjacent to each other.

3 Mathematical Analysis

3.1 Energy Requirement for Wireless Communication

Communication energy consumption is happened because of transmission or
receiving data from other nodes. The energy loss by each node for single message
transmission is represented by the linear equation [4].

Ey = (¢ + par™)d; (3)
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cy(t)
(b)
Fig. 2. Ideal condition of data sensing by the sensors when all neighbouring nodes are

sensing same data. Fig.2 (b) and Fig. 2(c) shows the sensor circuit fault condition,
when e1(t)andes(t) are greater than the threshold value.

Where, ¢; is the energy loss per bit by the transmitter electronics circuit, and
¢q is the dissipated energy in the transmit op-amp. Transmission range is r".
The parameter n is power index for the channel path loss of the antenna. d;
message size which is transmitted by each sensor nodes.

Receiving energy loss of each node is represented by the following formula [4]

E, = ¢7dz (4)

Where, ¢,is energy per bit which is consumed by the receiver’s electronics
circuit. d;message size which is received by each sensor node.

3.2 Fault Detection

In sensor network sensor nodes are distributed in a particular area. The neigh-
bouring nodes are closely deployed in the sensing region. Therefore the sensed
information of the neighbouring node varies very small. In DFDNM sensor nodes
are sensing information at the same rate from monitoring environment. If the
neighbour node sensing information is x(t) and current node sensing information
is y(t). Then difference between two sensed information is very small because
they are closely deployed (Fig.2).

Theorem 1. If information sensing by the sensor node is y(t) and neighbour
node sensing information is x(t) , are two vector products for a given time
(t1,t2) and the cy(t) is x(t) along y(t) then information difference vector e(t), is
represented by

e(t) = x(t) —cy(t) t1<t<ty
10 otherwise

If different vector e (t) less than threshold value then the sensing information
by the sensor circuit is good. Otherwise sensor circuit of the node is faulty.

Proof: Let the component of x(t) along y(t) is cy(t). Geometrically the com-
ponent of x(t) along y(t) is the projection of x(t) on y(t), and is obtained by
drawing a perpendicular from the tip of x(t) on the vector y(t).

z(t) =cy(t) +e
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Where x (t) is represented in terms of y(t) plus another vector, called the infor-
mation different vector. If we approximate x(t) by cy(t)

a(t) = cy(t)

The difference in this approximation is the vector

e=z(t) —cy(t)

The parameter c is chosen to minimize the length of the different vector. For
convenience we define the dot product of two vectors x(t) and y(t) as

2(t)-y(t) = [x(@)]-ly(t)|cosd

Where 6 is the angle between vector x(t) and y(t). Using this definition, we can
express |y(t)|. The length of a vector y(t), is

Y = y(t)y(t)
Now, the length of the component of x(t) along y(t) is |z(t)|cosd, but it is also
cy(t). Therefore,
cy(t) = |x(t)|cosd Multiplying both side by |y(t)| yields
cly(®)? = [x(t)].ly(t)|cosd = x(t).y(t) and

e ) _ 1
€=y = wipt®) -y

When x(t) and y(t) are perpendicular, or orthogonal, then x(t) has a zero com-
ponent along y(t); consequently, ¢=0. Therefore defined x(t) and y(t) to be
orthogonal if the dot product of the two vectors is zero, that is , if

x(t).y(t) =0

The sensing information of nodes are equal then the difference vector e(t) is
zero. This is the ideal condition because in this case no environmental briars are
present i.e. each and every node collects same information.

4 Proposed DFDNM Approach

This section describes our proposed distributed fault detection and node man-
agement scheme, referred to as the DFDNM. In this section first we briefly
describe different fault detection techniques of nodes; second we are discussing
about the utilization of cellular automata for faulty network management in
DFDNM. After this we describe DFDNM algorithm.

The DFDNM technique detects five types of node’s hardware failures such as
battery failure, microcontroller failure, sensor failure, transmitter circuit failures
and receiver circuit failure (Table 2). According to the type of failure the sensor
nodes are used in different purpose such as normal node, traffic node and end
node The node itself can detect the battery/power failure by periodical check
up of its energy level. If the battery energy level of sensor node is less than
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Table 2. Node component and corresponding fault

Type of fault Detected by Method of detection
Battery Self When battery energy level
goes below threshold value
Microcontroller Cluster Head By diagnosing heart
beat message
Sensor Self By neighbours node
data comparison
Transmitter Cluster Head By diagnosing the heart
circuit beat message
Receiver circuit Self By diagnosis received data

Table 3. Node fault information

Bit Node Condition
representation Sensor Battery/Microcontroller/ Receiver
circuit Transmitter Circuit Circuit
111 Healthy Healthy Healthy
110 Healthy Healthy Faulty
101 Healthy Faulty Healthy
100 Healthy Faulty Faulty
011 Faulty Healthy Healthy
010 Faulty Healthy Faulty
001 Faulty Faulty Healthy
000 Faulty Faulty Faulty

threshold value then battery fault occurs. Therefore, it will announce itself as
faulty node by sending message to its neighbour. In DFDNM technique each
node periodically sends a heartbeat message to its neighbour. However, if this
heartbeat message is not received for certain period of time then the cluster head
can declare the corresponding node as faulty node because of its microcontroller
or transmitter circuit failure. In DFDNM each node is responsible for detecting
its sensor fault. The sensor failure is detected by each node with the help of
neighbour nodes data comparison. The node collects data from their nearest
neighbour nodes and compares it with own sensing data. In theorem 1 we have
calculated the data comparison results e(t), if that crosses the threshold value
then sensor circuit of sensor node is declared as faulty. If any node finds its sensor
fault it will declare itself as a traffic node In DFDNM each node can detect its
receiver circuit failure by simply diagnosing its received data. A node can declare
itself as end node if its receiver circuit is faulty.

In the DFDNM every sensor node, cluster heads and base station runs lin-
ear CA which stores the neighbour node failure information as shown in Fig.3.
The node failure information is represented by three bit that is stored in three
different linear CA in each node of WSN. The i*" bit of first CA represents sensor
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Fig. 3. CA structure in each node

Table 4. Classification of nodes depending on CA state

1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0

Normal End Faulty Faulty Traffic Faulty Faulty Faulty
Node Node Node Node Node Node Node Node

circuit condition, the i*" bit of middle CA represent the battery, microcontroller
and transmitter circuit condition and i** bit of last CA represents the receiver
circuit condition (Table 3).

The cluster head collects different failure information of its member nodes
which is then feed into its three linear CA. The cluster head is now determining
the condition of its member node by analysing the CA as per Table 4. Therefore
the nodes responsibility is determined depending on the bit status of the CA.

The three neighbours CA changes its state according to three neighbour’s
information as equation number 1. We have classified the three neighbours’ CA

rules into two groups according to their state change dependency (i) Partially
dependent CA rules (ii) Fully dependent CA rules (Table 5).

Definition 1. Partially dependent CA, the next state of a cell is determined
depending on its two neighbour cells state information only, not three neighbour
cells state information.
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Table 5. Classification of CA

CA Class CA rules
Partially dependent 12,15,48,51,192,204,240
Partially left CA
dependent CA partially dependent 17,118,136,153,232,187
right CA
Fully 8,50,59,49,60,62,61,64,128,
dependent CA 129,130,200...

Table 6. Next state of nodes depending upon the CA State

CA rule 111 110 101 100 011 010 001 000
192 1 1.0 0 O 0 0 O

136 1 0 0 0 1 0 0 O
200 11 0 0 1 0 0 O
128 1 0 0 0 O O O O
64 o 1 0 0 O 0 0 O

8 0o o 0 0 1 0 0 O

In CA, if left most cell content §7, information, middle cell content §; infor-
mation and right most cell content dr information then partially dependent CA
(PDCA) rules depends on any two information between 1, dpr and 0g.

Example 1. The CA following the rules R; < 12,15,17........ 192.... > in table
5 is partially dependent CA that changes its state depending on left most cell
information (d;) and middle cells information (dr). The right cells information
(6r) does not affect the state change of the CA cell.

Definition 2. Fully dependent CA, the next state of cell change depends on its
three neighbour cells state information.

Example 2. In fully dependent CA, the state change is depends on the three
neighbour’s information. The CA follows the rules R;,=< 128,64, 8......... >, the
next state change is depending on its three cell state information. In these types
of rules their no state change will occur depending only on its two cell’s in-
formation. Partially dependent CA can farther be classified into two groups (i)
Partially dependent left CA (ii) Partially dependent right CA.

Definition 3. Partially dependent left CA, the next state of the cell depends
on the left and middle cells state only.

In Partially dependent left CA, right neighbour cell state does not affect the
next state of the CA. In rules Rp=< 12,15,48,192.... > the next state of cell T’
is depending on the left most cells condition (§1,) and on middle cell condition
(dar)- In this rule right most cell state (dr) 0 or 1, does not affects the next state
T’ of the CA.



76 I. Banerjee et al.

Definition 4. Partially dependent right CA, the next state of the cell depends
on the right and middle cell state.

In Partially dependent right CA, left neighbour cell state information is not
affected the next state of the CA. In rules Rp=< 17,118....,136... > the next
state 'T" of CA depends on right (0r) and middle cells state information (dg). In
this rules left cell condition (6z) 0 or 1 does not affect the next T’ state of the
CA.

Theorem 2. The partially dependent CA rules are sub set of classical dependant
CA rules.

Proof: Let parent set of rule is R= < R, Rs...R, >. The child set of CA
rule is R;=< Ri, Ro........... > sub set of R. The classic CA rule vector R =<
R, Rs...R,, > and PDCA rule vector Ri =< R1,R2,R3........... Rn > is a sub
set of rule vector R. The fully dependent CA rule vector Ry=< Ry, Rs...R,, > is
also a subset of rule vector R. The fully dependent rule vector Ry = R— R;. The
partially dependent left CAs rule vector Rp= < Ry, Rs...R, > is a sub set of rule
vector Ri. The partially dependent right CAs rule vector Rp=< Ry, Ro...R,, >
is also a subset of rule vector R;. Therefore, rule vector R = R; U R and rule
vector R; = R;, U Rg.

DFDNM Algorithm

WHILE network is active DO
FOR each node DO
IF node is active THEN
Check microcontroller fault
Check battery fault
Check transmitter circuit fault
CALL neighbour information verification
Check receiver circuit
Decrement node energy by active value
ELSE
CALL Time Verification Procedure
END IF
END FOR
Sensor nodes run their own CA.
END WHILE

The DFDNM used partially dependant left CA rules for end sensor node or
normal node management, whereas the partially dependent right CA rules are
used for traffic nodes or normal nodes management. The fully dependent CA
is used for only normal node, traffic node, end nodes management, shown in
table 7. The cluster head in DFDNM collects all fault information from cluster
member nodes. According to fault information, cluster head will determine the
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responsibility of the member nodes. Then the cluster head will inform its member
node the status of the other member node by sending appropriate rule to each
other. For next few round until the fault status of the cluster member node is
unchanged, the individual nodes will understand the status of its neighbour form
the CA itself.

The detail for the implementation of proposed DFDNM algorithm is described
next.

Neighbour Information Verification

FOR each neighbour nodes DO
Send SINGLE message
END FOR
Calculate nodes information Difference from Theory 1
IF it is less the threshold THEN
Nodes is Active non faulty
ELSE
Nodes is faulty 0 state
END IF

Timer Verification Procedure

IF node energy is zero THEN
Declare the node is dead

ELSE
IF time is zero THEN
Consult CA to renew the state
Reset the timer
ELSE
Decrement the timer
END IF
END IF

5 Experimental Results

This section reports the simulation results received while running DFDNM
scheme. In order to evaluate the performance of our proposed scheme, described
in Section V, three traditional metrics have been considered:

1 Time elapsed: This is the average time taken to determine the fault in the
network.
2 Energy loss rate: The energy loss by the network with respect to time.
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Table 7. CA rule for different node function

CA Rule Class Function of Node
Normal node
Fully dependent CA End node
Traffic node

Partially dependent left CA  End/Normal node
Partially dependent right CA Traffic/Normal node

Table 8. Simulation parameters

Sensor Deployment Area 128128
Number of node 16384
Data Packet Size 800bit
Initial Energy 0.5J
¢+ energy loss by transmitter electronics circuit 50 nJ/bit
¢q dissipated energy by transmit op-amp 10 pJ/bit/ m?
14
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Fig. 4. Time Elapsed for Fault Detection

3 Number of healthy node: The number of healthy node signifies the total
number of nodes that are in working condition. The normal node, end node and
traffic node are considered to be as healthy node.

In this simulation we have considered total 16384 numbers of distributed sensor
nodes. The values adopted for simulation are shown in table 8.

In Fig.4 we have compared the time required for fault detection between
proposed DFDNM technique, crash faults identification (CFI) [5] and cluster
base approach to fault detection and recovery [6]. It can be observed that with
increase of network size the DFDNM can detect fault more quickly than other
two approaches.
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Fig. 6. Number of active nodes in WSN

The rate of energy loss in WSN is given in Fig. 5. The diagram depicts that
in DFDNM the rate of energy loss is better than other existing techniques. The
proper utilization of network energy in DFDNM technique have been increased
the network life time up to 75% compare to cellular algorithm [7] and 90%
comparison to Venkataraman algorithm [8].

The DFDNM technique improves the faulty node utilization compare to other
existing techniques. The Fig. 6 compares the number of active nodes in DFDNM,
cellular algorithm [7] and venkataman algorithm[8]. In DFDNM technique
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number of healthy nodes is very high compare to other fault detection techniques
because in this technique we have classified the node depending upon their failure
type. Therefore, the node utilization is better in proposed DFDNM scheme.

Fig. 7. Shows that networks coverage comparison result between DFDNM,
three phase algorithm, ECCA. The network coverage of the DFDNM technique
which is 67.5% better then three phase algorithm and 90.65% better then ECCA
algorithm.

6 Conclusions

In this paper we propose fault detection and cellular automata based faulty
node management scheme in wireless sensor networks. We have proposed dif-
ferent fault detection techniques for different hardware components failure of
the node. The nodes are classified into normal, traffic and end node depend-
ing on their hardware failure conditions and therefore, we have reused a faulty
node for WSN. The cluster head after collection of member nodes’ fault con-
dition manage the network with the help of cellular automata. The CA helps
us to manage the network with minimum data transmission and thereby we are
saving a considerable amount of energy of the nodes.

References

1. Venkataraman, G., Emmanuel, S., Thambipillai, S.: A cluster Base Approach to fault
Detection and Recovery in Wireless Sensor Networks. In: IEEE 2007 International
Conference, ISWCS (2007)

2. Asim, M., Mokhtar, H., Merabti, M.: A cellular approach to fault detection and
recovery in wireless sensor networks. In: IEEE 2009 Third International Conference
on Sensor Technologies and Application (2009)



DFDNM: A Distributed FD and Node Management Scheme for WSN 81

. Banerjee, 1., Das, S., Rahaman, H., Sikdar, B.K.: An Energy Efficient Monitoring of
Ad-Hoc Sensor Network with Cellular Automata. In: IEEE International Conference
on System Man and Cybernetics, Taiwan, October 8-11 (2006)

. Banerjee, 1., Chanak, P., Sikdar, B.K., Rahaman, H.: Energy Efficient Routin. In:
Wireless Sensor Network. In: IEEE International Conference, II'T, Kharagpur, India
(2011)

. Chessa, S., Santi, P.: Crash Faults Identification in Wireless Sensor Network. Com-
puter Comm. 25(14), 1273-1282 (2002)

. Venkataraman, G., Emmanuel, S., Thambipillai, S.: A Cluster-Based Approach to
fault Detection and Recovery in Wireless Sensor Networks. In: IEEE ISWCS (2007)
. Asim, M., Mokhtar, H., Merabti, M.: A cellular approach to fault detection and
recovery in wireless sensor networks. In: IEEE Third International Conference on
Sensor Technologies and Applications (2009)

. Banerjee, 1., Chanak, P., Sikdar, B.K., Rahaman, H.: EERIH: Energy Efficient Rout-
ing via Information Highway in Sensor Network. In: IEEE International Conference
on Emerging Trends in Electrical and Computer Technology, Kanyakumari, India,
March 23-24 (2011)

. Venkataraman, G., Emmanuel, S., Thambipillai, S.: Energy-efficient cluster-base
scheme for failure management in sensor networks. IET Commun. 2(4), 528-537
(2008)



An Optimized Reduced Energy Consumption (OREC)
Algorithm for Routing in Wireless Sensor Networks

Joydeep Banerjee', Swarup Kumar Mitra®,
Pradipta Ghosh!, and Mrinal Kanti Naskar'

' Advanced Digital and Embedded Systems Laboratory, Department of ETCE,
Jadavpur University, Kolkata
2 Department of ECE, M.C.K.V.LE, LiLuah, Howrah
jogs.1989@rediffmail.com,
{swarup.subha, iampradiptaghosh}@gmail.com,
mrinalnaskar@yahoo.co.in

Abstract. Wireless Sensor Network (WSN) is constrained by limited available
energy for data communication. Utilization of energy and enhancing network
lifetime is a challenging task for the next generation wireless sensor network. In
this paper we have designed an algorithm that performs the routing with low
energy consumption. We have experimentally optimized the number of clusters
that should be formed for escalating the lifetime of the network with provisions
made to include equal number of nodes in each cluster. Our analysis and
simulation results show that with realistic radio model we have achieved better
load balance than several existing protocols, like LBEERA, HDS, SHORT,
PEGASIS, LEACH and BINARY. A suitable node deployment strategy was
adopted for ensuring wireless connectivity between each node. Moreover we
have made simulations in NS-2 which supports our propositions to a greater
extend.

Keywords: Wireless Sensor Network, Network Lifetime, Realistic Radio
Model, node deployment, NS-2.

1 Introduction

Wireless sensor networks (WSNss) consist of sensor nodes that are randomly deployed
in a large area, collecting salient information from the sensor field. These sensor
nodes are equipped with limited energy resources and hence, the energy consuming
operations such as data collection, transmission and reception, must be kept at a
minimum [1]. Also, it is often infeasible to replace or recharge the sensors nodes
deployed in inaccessible terrains. The sensor networks are required to transmit
gathered data to a base station (BS) or sink, often distantly located from the sensor
field. Network lifetime thus becomes an important metric for efficiency of a sensor
network. In case of WSNs, the definition of network lifetime is application specific
[2]. It may be taken as the time from inception to the time when the network becomes
nonfunctional. A network may become non-functional when a single node dies or
when a particular percentage of nodes perishes depending on requirement. However,
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it is universally acknowledged that equal energy dissipation for equalizing the
residual energy of the nodes is one of the keys for prolonging the lifetime of the
network [2]. Node density is another performance parameter which is determined by
ratio of number of nodes by coverage area of the sensing field. Each sensor node is
provided with transmit power control and omni-directional antenna and therefore can
vary the area of its coverage [3]. It has been established in [4] that communication
requires significant amount of energy as compared to computations. In this paper, we
consider a wireless sensor network where the base station is fixed and located far off
from the sensed area. Furthermore all the nodes are static, homogeneous, energy
constrained and capable of communicating to the BS. The remainder of the paper is
organized as Section 2 describes the related work and the radio propagation path loss,
Section 3 deals with Proposed Method, Section 4 contributes about simulation results
and finally conclusion and future works in Section 5.

2 Related Work

Hierarchical or cluster-based routing, originally proposed in wire line networks, are
well-known techniques with special advantages related to scalability and efficient
communication. This means that creation of clusters and assigning special tasks to
cluster heads can greatly contribute to overall system scalability, lifetime, and
energy efficiency. Heinzelman et al. in [5] developed a cluster-based routing
scheme called Low-Energy Adaptive by connecting the last node on the chain to its
closest unvisited neighbor. PEGASIS [2] greatly reduces the total communication
distance and achieves a very good energy and lifetime performance for different
network sizes and topologies. CDMA capable and non- CDMA-capable sensor
nodes, the chain-based BINARY [4] and 3-Level Hierarchy schemes were proposed
respectively in [4] to achieve better “energy x delay” performance than PEGASIS.
In [6], a cluster-based Load Balance and Energy Efficient Routing Algorithm
(LBEERA) are presented. LBEERA divides the whole network into several equal
clusters and every cluster works as in an optimized PEGASIS routing. A tree-
structure routing scheme called Shortest HOP Routing Tree (SHORT) [3] offers a
great improvement in terms of “Energy x Delay” [4] with a good performance for
network lifetime. An amalgation of clustering and shortest hop pairing of the sensor
nodes is called hybrid data gathering scheme HDS [7]. We have included a realistic
power model [8] for a more realistic and efficient power consumptions. But the first
order radio model, in power calculation, is also used for the simulation of the
algorithm.

3 Proposed Method

The proposed method is segregated into three parts. We begin with describing the
adopted node distribution protocol, and then the realistic power consumption model
that is considered for energy calculations is elaborated and at the last Optimized
Reduced Energy Consumption (OREC) algorithm for routing is explained.
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3.1 The Node Deployment Protocol

For an efficient and economic approach and for ensuring the connectivity between
each node for data gathering one must optimize the deployment of sensors. This is the
part of deployment protocol. For achieving this we divide the field in n squares of
edge length ‘a/\Nn’ for the deployment of ‘n’ sensor motes in a square field of edge
length ‘a’. This is shown in Figure 1. The nodes are deployed within each such sub
squares on a randomly occupying any position in that. For explanation we deployed
two motes in one sub square and it can be seen that the sensing region of those nodes
are overlapping at the lowest possible power level [8]. Thus there is no need to place
two sensors within such close proximity or in more generalized way in same such
square block. But if it is so it would be more power saving to switch one of the
sensors off while the other does not get exhausted in terms of power. Now it can be
also seen in Figure 1 that by following this protocol each sensor has eight sensors
surrounding its sensing region. Now two particular sensors communicate at the lowest
power level settings and hence the message transmit cost will also be low and hence
enhances the lifetime of the network.
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Fig. 1. Representation of sensor deployment protocol to be adopted for enhancement of lifetime
in wireless sensor network

3.2 The Realistic Power Model

The realistic power model as described in [8] gives a realistic power consumption
scenario. According to this model a sensor node works in 32 identifiable power levels
with different power output for each level. This power level gets adjusted according
to the distance of the node to which it wants to communicate. The power levels of a
CC2420 [9] (we have used the data sheet of this chip for our calculations) trans-
receiver is shown in table 1.

Out of this 32 power levels [8] has justified that only power levels 3, 7, 11, 19, 23,
27 and 31 are used. The distance range in which a particular power level operates and
the energy consumed for sending data packets in that power level is shown in table 2.
We have used the data of table 2 for calculating the energy consumptions and this
gives a realistic power consumption model which can be used for simulation within
involving any hardware.
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Table 1. The table shows the various Power output for the discrete power levels available

Power Power Power Power Power Power

Level Output | Level Output | Level Output
0 -37.90 11 -10.00 22 -3.520
1 -33.00 12 -9.120 23 -3.000
2 -28.70 13 -8.330 24 -2.470
3 -25.00 14 -7.630 25 -1.950
4 -21.80 15 -7.000 26 -1.450
5 -19.20 16 -6.440 27 -1.000
6 -16.90 17 -5.940 28 -0.610
7 -15.00 18 -5.470 29 -0.310
8 -13.40 19 -5.000 30 -0.091
9 -12.10 20 -4.520 31 0
10 -11.00 21 -4.030 - -

Table 2. The table shows the various Power output for the discrete power levels available

Power Pout Distance Ix (mA)| Prx | Ew/bit
level (k) | [dBm] (in meters) (mW) | [pd]
3 -25.00 d<8.7m 17.04 | 15.15 | 0.0606
7 -15.00 | 8.7m<d<21.86 | 15.78 | 17.47 | 0.0699
11 -10.00 | 21.86<d<34.61 | 14.63 | 19.62 | 0.0785
19 -5.00 | 34.61<d<54.97 | 12.27 | 22.08 | 0.0883
23 -3.00 |54.97<d<62.22 | 10.91 | 26.33 | 0.1050
27 -1.00 |62.22<d<71.67| 9.71 | 28.40 | 0.1136
31 0 74.47<d<81 8.42 | 30.67 | 0.1227

3.3 Optimized Reduced Energy Consumption (OREC) Algorithm

For increasing the energy efficiency of any algorithm which employs cluster or chain
formation it is necessary that equal number of nodes is included in each cluster. For
this purpose we have divided the field in vertical sections with each section having
equal number of sensor nodes. This may lead to unequal area distribution of each
vertical section but ensures that clusters of equal size are formed. The figure 2 and 3
shows random distribution of 40 sensor nodes in a square field of length 40 meter.
The number of clusters formed is taken to be 5. So that indicates ideally each cluster
would include 8 nodes. But in figure 2 where the field was divided into 5 equal areas
the cluster size is very uneven with a minimum of 3 nodes to maximum of 18 nodes.
This reduces energy efficiency to a great extend. Though this is eradicated to a great
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extend when the node deployment protocol described above is used but for any other
distribution where node density is not uniform throughout the network this problem
entails. So we have divided the field as shown in figure 3 as given in the following
algorithm.

Input: n = number of nodes, x = array of length n containing x co-ordinate of
each node (data available to the Base Station), c= number of clusters to be
formed Output: z = two dimensional array of length c containing the node ids of
each node that is included in a particular cluster
1. sort the array x and store it in an array say b and set k and p=1
2. Foristarting from 1 to n

2.1. For j starting from 1 to n

2.1.1. If b(i) is equal to x(j)

2.1.1.1. z (k, p)=j;

2.1.1.2. increment p by 1

2.1.1.3. If p is equal to n/c

2.1.1.3.1. set p equal to 1 and increment k by 1
2.1.14. end If statement of 2.2.3

2.1.2. end If statement of 2.2

2.2, End For loop of 2.1

3. End For loop of 2
4. End program

By employing the above algorithm we can effectively form clusters of equal
number of nodes as shown in figure 3.

The number of clusters to be formed is also optimized. In figure 4, 5 and 6 we have
implemented OREC algorithm by varying the number of partitions or clusters formed
for 40 nodes with initial energy of 250 mJ in a square field of length 40 m with base
station at a co-ordinate of (20, 100). We see that for each case of number of round
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Fig. 2. The Clusters formed with equal division of the field area
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Fig. 3. Clusters formed with equal division of number of nodes
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Fig. 4. The plot of the number of rounds after which the first node dies with varying number of
partitions or clusters

when first node dies, 10% nodes die and 50% of the nodes die is greatest for number
of partitions when it is equal to 5. So it is justified that by setting the number of
clusters to be equal to 5 we get the greatest energy efficiency and hence it increases
the lifetime of the network.

After setting the number of partitions to be 5 and implementing equal node
distribution in the cluster or chain we discuss the cluster or chain formation, the leader
selection and super leader selection of OREC. The chain is formed by highly
optimizing the PEGASIS algorithm. For any cluster the chain starts with the farthest
node from the Base Station (BS). It then includes the node which is closest to it. The
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Fig. 6. The plot of the number of rounds after which the 50% of nodes die with varying number
of partitions or clusters

included node then again performs this algorithm but it also includes the node which
is second closest to it. This concept reduces the exclusion of certain nodes, which may
have been connected to a node with much lower distance, which is in turn connected
with a node at much greater distance than its closest node. The node in any cluster for
which its remaining energy per square of its distance from the base station is
maximum is selected as the leader of that cluster. Finally a super leader is selected
which has the maximum value of remaining energy per square of its distance from the
base station among the leaders. In any round the leaders gather the data from its own
cluster and sends it to the super leader where as the super leader performs the same
function but instead sends the total collected data to the BS. The chain formed by the
leaders follows the same algorithm as in the cluster or chain formation. The leader
selection is done after every 10 rounds for reducing the delay in the BS in calculations
regarding the leader and super leader selections. The OREC algorithm can be
described in the algorithmic form as given below.
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4 Simulation Results

We have made simulation of all the algorithms and noted the first node death and half
of the node death condition in the network employing both the realistic power model
and the first order radio model. We have implemented the results in NS 2.33 in Linux
(FEDORA 12 version). The number of nodes was initially taken to be 50 and spread
across a square field of side 50 meter. The initial energy of each node was set to be
500 mJ and the packet length of each communication was set to 2000 bits. The
location of the base station was set at (25,125) for all the cases, the co-ordinate were
calculated by treating one of the corner of the square field to be at origin with two of
its sides forming the perpendicular axes. In table 3 we have included the above
mentioned results for both the radio models. From there we see that OREC outplays
HDS by 18.32% and 3.34% in half of node dies criteria incorporating first order radio
model and discrete radio model respectively. The figure 7, 8, 9 and 10 represents the
first node dies condition by first order radio model, first node dies condition by
realistic radio model, half of the nodes dies condition by first order radio model and
half of node dies condition by first order radio model respectively for all condition
remaining same except the length of the field which has been altered for varying the
node density of the network against which all the above mentioned algorithms were
plotted for all the conditions as stated. From the figure we see that OREC always
exhibit a greater lifetime of the network for all condition. This justifies the suitability
of it in terms of network lifetime and load balancing. So it qualifies for better routing
in a network of wireless sensor.
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Fig. 7. Network lifetime (First Node Dies) verses Node Density for First order radio Model
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Table 3. The First node dies and half of node dies result for all the algorithms incorporating
both the radio models with the specification as detailed in Section 5

Data Gathering Scheme Network Lifetime (No of Rounds )
Radio Model for (50* 50) square field with 100sensors
OREC| HDS |SHORT | LBEERA | PEGASIS | BINARY

First Order FND 1730 1550 1410 1300 940 620
Radio Model

HND 4650 3930 3850 3350 2500 1600

Realistic FND 1050 845 900 855 600 320
Radio model

HND 3090 2990 2700 2350 1800 1245

5 Conclusion and Future Work

We can interpret from the results that our method is much efficient in terms of
lifetime of the network. The average lifetime of the sensor networks implemented
using our method is much more than the other existing algorithm. The effectiveness is
already presented in terms of simulation results. The result shows that the average
time after which the first node dies is highest for our method. So obviously the overall
lifetime of the network is highest among all the algorithms. So we can certainly
propose our method as one of the best alternatives in the field of routing in sensor
networks. Our further researches will be focused on improving this technique further.
Also we will try to incorporate our own routing technique in spite of using the existent

ones.
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Abstract. Underwater Acoustic Sensor Networks (UW-ASNs) have found a
wide range of applications from ocean monitoring to military surveillance. The
underwater environment is energy constrained and hence it is very important to
improve the life expectancy of sensor nodes. In this paper we propose a new
MAC protocol (RMAC-PC) which uses transmission power control to enhance
the energy efficiency. The protocol is developed as an extension to the RMAC
protocol which schedules the transmissions of control and data packets
depending on the latency calculations. Here, we utilize a cross-layer interaction
between the MAC and physical layers to compute the optimum transmit power
based on inter-nodal distance.

Keywords: Energy efficiency, Underwater sensor networks, MAC protocols,
Cross-layer design, Acoustic communication.

1 Introduction

Underwater Acoustic Sensor Network (UW-ASN) refers to a set of independent
sensor nodes (static and/or mobile) deployed over a given ocean area. The nodes
sample some parameters of the environment and relay the data wirelessly with each
other or to a central station for collaborative monitoring tasks. The radio waves used
in terrestrial sensor networks have very high attenuation in conductive sea water.
Therefore, the typical physical layer technology in underwater networks is acoustic
communication [1][2].

The sensor nodes are powered by batteries. Since solar energy cannot be exploited
underwater, it is difficult to recharge batteries in the nodes. Alternate methods such as
generating energy from ocean currents are yet to be exploited. Since recharging or
replacing the batteries is extremely difficult, it is very important to save energy
expended in every function executed by the nodes of UW-ASNs. Here we present an
extension to the existing RMAC protocol (RMAC-PC), for improving the energy
efficiency of UW-ASNs by making the data transmission between the nodes more
efficient.

The rest of the paper is organized as follows. In section 2 we discuss the energy
efficiency of the existing MAC protocols for UW-ASNs. Section 3 illustrates how

A. Abraham et al. (Eds.): ACC 2011, Part I1I, CCIS 192, pp. 93 2011.
© Springer-Verlag Berlin Heidelberg 2011
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transmission power control improves the energy efficiency and explains the proposed
protocol with transmission power control. Section 4 analyses the performance through
simulations, by comparing RMAC with and without power control. Section 5
concludes the paper and summarizes the results.

2 Related Work

Collisions of data transmissions are the major source of energy waste. It causes the
transmitted packet to be corrupted and to be discarded. Further, retransmissions
increase energy consumption. The contention free protocols such as TDMA, FDMA
and CDMA avoid collisions. But these protocols are not suitable for UW-ASNs for
various reasons as brought out in [1]. The Contention based protocols can be random
access methods, carrier sense access methods or collision avoidance with handshaking
access methods. The random access methods like ALOHA, which do not try to prevent
packet collision are not suitable for UW-ASNs because the number of retransmissions
increases due to collisions and thus increases the energy consumption of sensor nodes.
Carrier Sense Multiple Access (CSMA) [3] and its variations have been widely used in
terrestrial networks to prevent collisions between multiple nodes transmitting at the
same time. Since the propagation delay in underwater is high, CSMA protocols are not
very efficient and cannot be used in UW-ASNs.

Slotted FAMA [4] protocol for UW-ASN does not take care of the energy waste
due to idle listening and overhearing. It also suffers from control packet overhead.
This protocol also requires clock synchronization between nodes which is difficult to
achieve in UW-ASNSs. In Su-MAC (underwater S-MAC) and Tu-MAC (underwater T-
MAC) [5] which use sleep/wakeup cycles for energy efficiency, sender will not send
data immediately up on receiving CTS from the intended receiver, it waits until the
CTS propagates through the whole transmission range of the receiver. The resultant
high propagation delay leads to energy wastage in the overhearing and idle state.
UWAN-MAC [6] avoids energy wastage due to handshaking over heads and idle
listening by making use of sleep/wakeup schedules and does not require globally
synchronized schedules as in Su-MAC and Tu-MAC. In [7] Wu et al. describe a power
control mechanism to save energy as an enhancement over UWAN-MAC. RMAC [8] is
a reservation based protocol which utilizes sleep/wake up schedules for energy
efficiency. It schedules the transmissions of control and data packets to avoid data
packet collision.

3 Transmission Power Control to Enhance Energy Efficiency

The MAC protocols employing sleep/wakeup schedules are more energy efficient
than other protocols in the UW-ASN context. To further improve the energy
efficiency of these protocols, transmission power control techniques can be utilized,
particularly as the power consumed for transmission is much higher than reception
in UW-ASNs. We propose a new MAC protocol with transmission power control
technique on top of the basic RMAC protocol using MAC-PHY cross-layer
interaction.
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3.1 Overview of RMAC

RMAC [8] operates in three phases. (i) Latency detection (ii) Period announcement
(iii) Periodic operation. In latency detection phase each node calculates the latency to
its neighbors. In the second phase each node randomly selects its own listen/sleep
schedules and broadcasts. The first two phases are for synchronization of the nodes.
No centralized scheduling and synchronization are required in RMAC. The data
packets are transmitted in the third phase.

In RMAC, nodes communicate through the exchange of REV/ACK-REV/DATA/
ACK-DATA messages. When a node has data to send, it first sends a REV
(reservation message) to reserve a time slot at the receiver. The receiver notifies all its
neighbors by sending ACK-REV about the reserved time slot by ACK-REVs. The
nodes receiving ACK-REV other than the sender keep silent in their corresponding
time slots.

The first part of the listen window is reserved exclusively for ACK-REV packets.
This reserved part is called R-Window, which is the maximum possible duration of a
control packet. If a node receives an ACK-REV in its R-Window, then this node
knows the duration of the subsequent data transmission and keeps silent during that
period. If there is an ACK-REV collision, it will back off. All nodes have to schedule
the transmission of control and data packets. Only ACK-REV packet can propagate to
any node in its R-Window, all other control packets such as REV and ACK-DATA
are scheduled to arrive at the target in its listen window and data packets are
scheduled to arrive at the receiver in the reserved time slot.

3.2 RMAC with Power Control (RMAC-PC)

In RMAC, each node has knowledge of latencies to all its neighbors after the latency
detection phase. The basic idea is to utilize this information and use the optimum
power for transmission depending on inter-nodal distance. The inter-nodal distance
can be directly calculated from latency at the MAC layer and it is passed to the PHY
layer. This interaction between the MAC and PHY layer makes it possible to optimize
the transmission power based on inter-nodal distance rather than a uniform maximum
power for all transmissions.

Here, the traditional layered structure is preserved; while each layer is informed
about the conditions of other layers for possible optimizations at the adjacent layer
based on knowledge of this information. This direct communication between layers
is one of the cross layer design proposals and is reported in the survey by Srivastava
and Motani [11]. In this design we have used the protocol header HDR_RMAC to
allow flow of information between layers. This proposal is appealing where just a
few cross-layer information exchanges are to be implemented in systems that were
originally designed in conformance with layered architectures. In that case, one can
conceivably “punch” a few holes in the protocol stack while still keeping it
tractable [11].

The optimum power based on the inter-nodal distance from the MAC layer is
computed at the PHY layer. To compute the optimum power we have used the
following passive sonar equation [9].

DT >=SL-TL-NL+ DI @))
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Where DT is the Detection Threshold, SL is the source level, NL is the ambient
noise level and DI is the directivity index.

All the quantities in Equation (1) are in dB re u Pa, where the reference value of 1
uPa amounts to 0.67 x 107 Warts/cm® .

The source level, SL = 10 log2 )

Iy
I, = Intensity of source at standard range
I, =Reference Intensity

If the omni-directional power output is P watts, then the source intensity at 1 meter
is P/12.6 W/m’ and SL becomes

P/
SL =10 log <¢>

0.67 x 10-18

(3)
= 10logP+170.8dB

The Spreading loss is given by PL=k - 10 log I.

Where, k is the Spreading factor and 1 is the range. k=1 for cylindrical, and k=2 for
spherical spreading.

TL is the transmission loss which is the sum of spreading loss and absorption loss.

10log A(l, f)=k-10log | +1- 10 log a(f) )

a(f) is the attenuation coefficient in dB/km for a given frequency f and is given by
Thorp’s approximation:

2 2
0.11—— +44——+2.75.107*f2 +0.003,f> 0.4
1010ga(f) — 1+f 4100+f . (5)
0.002 + 0.11——+ 0.011f, f< 0.4

NL is the ambient noise level which is the sum of noise due to turbulence,
shipping, wind and thermal. The following empirical relations give the power spectral
density of the noise components in dB re 1 u Pa per Hz, where f is in KHz.

10 logN(f) =17 -30logf 6)
10 logN,(f) = 40 + 20(s - 0.5) + 26 log f — 60 log(f + 0.03)
10 logN,,(f) = 50 + 7.5w*? + 20 log f - 40 log(f + 0.4)
10 logNy(f) = -15 + 20 log f,

where N; is the noise due to turbulence, N; is the noise due to shipping, Ny, is the
noise due to wind, and Ny, represents the thermal noise. The variable s indicates
shipping activity having values in the range (0,1) and w is the wind speed in m/s.
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The overall noise power spectral density for a given frequency f is then:
N(f) = Ne(f) + Ny(f) + Nu(f) + Nea(f). )

For omni-directional antenna the Directivity Index (DI) is considered to be zero.
For directional antennas DI refers to antenna gain. DT is the detection threshold
which is the Minimum Discernable Signal at the receiver for a given probability of
detection and probability of false alarm.

For the given transmission frequency and range, the PHY layer first compute the
transmission loss TL using equation (4). If NL, DI and DT are known (these are fixed
for a given transmitter/receiver configuration and environment), SL can be directly
calculated from equation(1). To achieve this source level, the omni-directional power
output P is computed by equation (3). Then, the transmission power required to
produce this output power P is computed by taking the power amplifier efficiency and
projector efficiency into account.

4 Simulation and Results

Although the transmit power requirement based on the distance is straight forward, it
is important to study the effect of transmission power control on the specific MAC
protocol. To measure the energy consumption in the new protocol, we have used
Aqua-sim[12], an NS2[13] based simulator for underwater acoustic networks. It can
simulate the attenuation and propagation of acoustic signals. It can also simulate
packet collisions in underwater sensor networks. Aqua-Sim adopts the signal
attenuation model given in equation (4) with the absorption loss calculated using the
Thorp’s approximation by equation (5). The propagation speed of sound adopted in
Aqua-Sim is 1500m/s. The channel model used in Aqua-Sim takes care of fast-
varying multipath propagation.

Table 1. Simulation Parameters

Spreading factor 2 (spherical spreading)
Ambient noise 90 dB

Detection threshold 10 dB

Transmission frequency 25 KHz

Number of transmit power 5

Max transmit power 40 W

Receive power 0.08 W

Idle power 0.01'W

Power amplifier efficiency 30%, Class AB Type
Projector efficiency 50%

Data rate 10 kbps

Simulation time 1000 s
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The network scenario shown in Figure 1 is used in the simulation. The simulation
scenario consists of six ordinary nodes and one sink node. The ordinary nodes
transmit data to the sink node at 0.03 pkts/sec and the packet length is 480 bits.

Fig. 1. Simulation Scenario

The distance between the nodel and sink node is varied between 200m to 1000m.
Since the transmission power grows exponentially as the distance increases, using the
optimum power based on distance can significantly reduce the power consumption.

The performance of the network is computed in terms of energy per bit
consumption. The energy/bit consumption computed in dB is plotted (Figure 2) for
RMAC and RMAC-PC with five power levels between 1W and 40W.

The modem’s capability to handle more number of discrete power levels can further
improve the energy efficiency.
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Fig. 3. The energy/bit consumption of RMAC-PC for different power levels

The energy/bit consumption of the network measured with different number of
discrete power levels is depicted in Figure 3. It has been found that as the number of
power levels increases the energy/bit consumption decreases, but the modem design
will become complex.

The total energy consumption of the network over the simulation time (1000 Sec)
with varying traffic rate (0.02 pkts/sec to 0.1 pkts/sec with 60 bytes/pkt is plotted in

Figure 4.
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It is clear from the simulation results that RMAC-PC is much more energy efficient
than RMAC and at the same time, RMAC and RMAC-PC have the same delivery ratio
(number of packets received/ total number of packets sent) as given in (Figure 5).
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Fig. 5. Delivery Ratio vs. Offered Load

5 Conclusion

Energy efficiency is a critical design issue in underwater acoustic sensor networks. In
this paper, we have proposed an extension of the RMAC protocol with transmission
power control (RMAC-PC), to improve the energy efficiency of RMAC protocol
using MAC-PHY cross-layer optimization. Simulation results show that RMAC-PC
outperforms the existing protocol in energy efficiency, while preserving all the
advantages of RMAC.

The RMAC-PC is well suited for network with static nodes. As part of our future
work, we intend to integrate node mobility into the RMAC-PC protocol.
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Abstract. Intrusion detection in WSN has to be done with the trusted nodes in
order to secure the process. This paper deals with selection of a set of trusted
nodes and does the intrusion detection only with this set of nodes. If the
detection is carried out by other types of nodes, we propose a multi-detection
model in order to secure the process. Here we also analyze the probability of
intrusion detection with these set of nodes. Our proposed selection algorithm
also helps in energy efficiency as the information is routed only through these
set of nodes. This method is more secure as the detection process is carried out
by sensor nodes which are trusted. It is found that our analytical results validate
the simulation

Keywords: Intrusion detection, Trust, node density, sensing range, Wireless
Sensor Network (WSN).

1 Introduction

A wireless sensor network (WSN) consists of spatially distributed autonomous
sensors to cooperatively monitor physical or environmental conditions. For e.g. the
wireless sensor network is mainly used in military applications such as in borders for
finding out the infiltrations. It is also used in industrial process monitoring and
control, machine health monitoring, environment and habitat monitoring, healthcare
applications, home automation and traffic control [1].

The Sensor nodes are tiny and limited in power. Sensor types vary according to the
application of WSN. Whatever be the application, the resources such as power,
memory and band width are limited. Moreover, most of the sensors nodes are throw
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away in nature. Therefore it is vital to consider energy efficiency so as to maximize
the life time of the WSN. Great efforts have been devoted to minimizing the energy
consumption and extending the lifetime of the network. One common way is to put
some sensor nodes in sleep mode to save energy and wake them up under some
strategies.

Work towards maximizing the life time of WSN has been studied in many research
works. Some of them lead to the need of heterogeneous WSN deployment. Lee et al.
[2] analyze heterogeneous deployments both mathematically and through simulations
in different deployment environments and network operation models. In [3], Hu et al.
investigate some fundamental questions for hybrid deployment of sensor network, and
propose a cost model and integer linear programming problem formulation for
minimizing energy usage and maximizing lifetime in a hybrid sensor network.

Intrusion detection plays an important role in the area of computer security, in
particular network security, so an attempt to apply the idea in WSNs makes a lot of
sense. However, there are currently only a few studies in this area. Da Silva et al. [4]
and Onat and Miri [5] propose similar IDS systems, where certain monitor nodes in
the network are responsible for monitoring their neighbors, looking for intruders.
They listen to messages in their radio range and store in a buffer specific message
fields that might be useful to an IDS system running within a sensor node.

The rest of this paper is organized as follows. There are five sections. First section
includes the related works. The papers which we referred to start this work are
mentioned in this section. Following this contribution and network deployment
sections are there, which specifies our idea to intrusion detection. Network
deployment specifies the way we deployed the sensors. Intrusion detection in
homogeneous wsn includes the algorithm and probability analysis. The simulation
results are specified in simulation and verification section. Finally, the paper is
concluded in the last section.

2 Related Works

There exist several tools for security in networks and IDSs are important tools. Many
solutions have been proposed in traditional networks but it cannot be applied directly
to WSN because the resources of sensor nodes are restricted. Ad-hoc and WSNs
security has been studied in a number of proposals. Zhang and Lee [6] are among the
first to study the problem of intrusion detection in wireless Ad-hoc networks. They
proposed architecture for a distributed and cooperative intrusion detection system for
Ad-hoc networks; their scheme was based on statistical anomaly detection techniques.
But the scheme need much time, data and traffic to detect intrusion. In WSNs, the
nodes can not afford the cost.

Detecting a moving intruder is a crucial application in wireless sensor networks,
thus, attracting considerable research attention in the literature. Intrusion detection is
defined as the first contact time when the intruder hits the sensing range of a sensor
belonging to the large sensor cluster. Liu et al. [7] have explored the effects of sensor
mobility on sensing coverage and detection capability in a mobile WSN.

Wang et al. [8] have provided a unifying approach in relating the intrusion
detection probability with respect to the intrusion distance and the network parameters
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(i.e., node density, sensing range and transmission range), under single-sensing
detection and multiple-sensing detection models, in both homogeneous and
heterogeneous WSNs. A straight line or linear motion intrusion path is assumed for an
intruder. An intruder can attack the network following a curved path or even a random
walk in order to improve its attacking probability. Yun Wang, Yoon Kah Leow, and
Jun Yin [9] have provided an approach where the intruder takes a curved path. They
propose a novel Sine-curve mobility model to explore the effects of different intrusion
paths on the intrusion detection probability using single-sensing and K-sensing
detections in a given wireless sensor network.

Yang Xiao [10] have provided the performance of the randomized scheduling
algorithm via both analysis and simulation in terms of intrusion coverage intensity
when an intrusion object occupies an area. They also study the impact of the size of
intrusion object on the sensor network’s configuration. Xi Peng et al [11] proposed a
security management model for self organizing wireless sensor networks based on
intrusion detection. It can prevent most of attacks. Then an analysis of each layer of
networks in security model is discussed and the security management measures in the
data link layer and network layer are described in detail especially.

Typically a wireless sensor network uses cryptography to secure itself against
unauthorized external nodes gaining entry into the network. Brutch and Ko classify
intrusion detection systems (IDS) into two categories: host-based and network-based.
They further classify intrusion detection schemes into those that are signature based,
anomaly based, and specification based [12]. In GTMS [21] , the authors propose a
group based trust management scheme for WSN and it employs clustering. It reduces
the cost of trust calculation. In [13], the authors describe a trust management scheme
for Sensor network security and it also provides a secure routing based on PLUS.

3 Contributions

In this paper, we have developed an algorithm which helps for more secure intrusion
detection process in WSN. Also, we have analyzed the probability of intrusion
detection while applying this algorithm.

In short, our work does two things

1. Develops and applies an algorithm for secure and energy efficient Intrusion
detection.
2. Analyze the intrusion detection probability.

It finds out all the trusted nodes in the given network. And finds out a set of selected
trusted nodes which covers the entire area using our algorithm [14].And enable the
intrusion detection modules for these set of nodes. Here the sink node will
communicate only with the trusted nodes so that communication is set to minimum.
An untrusted node on finding out an intruder passes the information to the nearest
trusted node. The trusted node collects the information from all the sensors in that
area and finds the probability of detection if more than threshold (Three nodes in the
nearby area) passes the same information to the sink. This will help the detection
process more reliable.
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4 Network Deployment

The sensors are uniformly and independently deployed in a squared area. A sensor
can only sense the intruder within its sensing coverage area that is a disk with radius
rs centered at the sensor. Consider figure 1, here the intruder is coming from the
boundary and the distance moved by the intruder is D, the intruder is detected only
when there is any sensor in the area moved by the intruder. The intruder can move
through a straight line or through a curved path. The intruder follows the straight path
only when it knows the exact destination. Otherwise it follows curved path. In this
paper we are considering only straight path. Figure 1 show the case when the intruder
enters from the boundary. Here the area moved by the intruder

S=2+D¥*r+ [Ir,/2.

If the intruder is entering the WSN area from a random point, i.e, the intruder is
dropped from the air, then the area moved by the intruder is also shown in figure
1.This area is given by

S=2*D¥re+ [’
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Fig. 1. The area moved by the intruder

S Algorithm and Probability Analysis

This algorithm is executed at sink node and after finding out the nodes for intrusion
detection, the sink passes this information to the nodes by one message. The
algorithm first selects the trusted nodes from the WSN area. The trusted nodes can be
selected by using different methods. Here in this paper we are taking group based
trust management scheme for finding out the trusted nodes. After finding the trusted
nodes, a small set of nodes are selected by using the algorithm given below from the
set of trusted nodes. Here we are assuming that sink will communicate only with
trusted nodes for more security. This technique can be enhanced by selecting another
set of nodes after a predefined amount of time. This approach will select different set
of nodes each time which will result in energy efficiency.
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Algorithm

Step 1:.Find out trusted nodes in WSN.

Step 2: Select a set of trusted nodes which covers the entire deployment area based
on the algorithm shown below.

Step 3: The selected trusted node collects the information from all the neighboring
sensors in that area.

Step 4: The selected trusted node finds the probability of detection. And if it is more
than threshold, it passes the information to the sink

Step 5: sink node will communicate only with trusted nodes

Algorithm for selecting Nodes for intrusion detection:

Let U be the set of trusted nodes in WSN.
Let N (i) is the set of neighbors of node i.

repeat
If N(i)#0
Find i with min N(i)
Put i in Stack;
I={a/distance between a and i is<tr/2}
if N(i)>1
U=U-[i UI];
else
U=U-I;
Until U is Null

5.1 Single Sensing Detection Model

As we explained before, the intruder is detected only when it enters the sensing range
of sensor nodes. When the intruder enters the area through the boundary and the
boundary is covered by the sensors, then the intruder will be detected as soon as it
enters the WSN area. Otherwise it has to move a certain distance D before detected by
any of the sensors.

Theorem 1

The probability
by

P(D) of detecting an intruder in a homogeneous WSN can be given

. P(D=0)=1-¢™

b, P(D<=m=1-¢""

Where nl and n2 are the number of sensors participating in intrusion detection area
2
[Ir./2 and 27]rs + 1/ D7 respectively.

Proof: According to Poisson distribution
(Al)m e*Al
p(m7 A) — m!
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Where m is the number of sensors and A is the area. Here /ﬁiis the probability of
sensors which is doing the intrusion detection. In this paper only nl sensors are doing

intrusion detection at a time. So the A =nl/A. If there is no sensors in the area A,

~AL
then the probability will be equal to P (0, A) =€ . Based on complement of the
probability, the probability that there is at least one sensor in the area A and the

—nl
intruder is detected by any of these sensors 1-P(0,A)= 1—€e™  Hence the theorem
part (a) is proved. Similarly we can prove part b.

5.2 Multi Sensing Detection Model

Here multiple sensors have to detect an intruder at the same time. Three sensors are
considered. The intruder is within the sensing range of three sensors.

Theorem 2
Let Pm (D= 0) be the probability that an intruder is detected in a WSN with node
density and sensing range rs in multisensing detection model. Then probability is
given by
m—1
1-Xe™

Pm (D=0) = i=0 , where nl is the number of selected sensors within the area

A= mrs’/2.

Proof: This theorem can be proved just like above theorems. Here the area is only one
half circles with radius r, P (i,A) gives the probability of detecting the intruder with i
m—1

Sensors. E) P(i, A) Gives the sum of the probabilities of detecting the intruder with

less than m sensors. So the complement will give the multi sensing probability.

6 Simulation and Verification

In order to get the result we are varying the parameters such as sensing range,
transmission range, number of sensors and so on. The sensors are uniformly
distributed in a two dimensional space of 1000¥1000 meters. The sensing range is
varied from 0 to 50 meters and maximal allowable intrusion distance is 50 meters.
The graph shows the detection probability. It is found that the detection probability
remains same as in the case of analytical results thus proving the correctness of the
analytical model. The fig 2 show Single-Sensing detection. It is evident that the single
sensing detection probability is higher than that of multi sensing- detection
probability. This is because the multi-sensing detection imposes a stricter requirement
on detecting the intruder (e.g., at least 3 sensors are required).

Here the graph is obtained by changing the sensing range from 0 to 40. The each
point in the graph is a result of 100 simulations. i.e. to get each point we need to
execute our simulation and find out the probability from the result of this 100
executions. Here we can see that single sensing is possible at lower ranges also. But
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for multi sensing it will take a little time to get the result. Because it needs more than
one sensor (here, in this simulation 3 sensor information) information to detect the
intruder.

Probahility
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Fig. 2. Probability analysis

Fig. 3 demonstrates the average number of nodes selected by using this algorithm
specified above. The density of trusted nodes is varied to check how many nodes are
activating its IDS module. The sensing range and transmission range are set to 40.
The numbers of trusted nodes are varied in each execution and find out how it will
affect the selection process.
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Fig. 3. Selection of nodes
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Fig. 4. Energy efficiency analysis

The energy used by this algorithm is analyzed in the figure 4 given below. Here we
compared this approach with two cases. In the first case, was all sensors are
participating in intrusion detection [15] and in second case, we are selecting the
sensors without using trust node concept [14]. We assumed that the energy used by
one node for a unit time is one unit. The graph clearly shows the energy efficiency.

7 Conclusions

The information that an intruder is detected with untrusted nodes is risky as it may
cause unwanted traffic, energy lose and activation of preventive measures in the
WSN. Therefore we propose a solution which allows the trusted nodes to do the
intrusion detection and others, if detects the intruder, make sure that the information is
genuine. This will help the WSN to save energy, avoid unwanted traffic, and will
provide more security to the network. The correctness of the analytical model is
proved by simulation.
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Abstract. Security plays a vital role in Wireless Sensor Networks and attention
on key part is essential to encrypt the information processing among the
sensor nodes in the network. Due to sensor node constraint, Key Management
plays an important role. Existing Key Management Schemes (KMS) for
Cluster-based architecture either supports Group communication or Node-to-
Node communication. The proposed hybrid KMS concentrates on both Group
communication and Node-to-Node communication using LU matrix and to
enhance the strength of the security between cluster head and base station the
ElGamal Public key encryption techniques is used. The main feature of this
proposed protocol is 100% Node-to-Node connectivity and perfect resilience is
achieved when Sensor node/Cluster Head is compromised. The scheme and its
detailed performance analysis are discussed in this paper.

Keywords: LU matrix, Wireless Sensor Network, Group communication,
Node-to-Node connectivity.

1 Introduction

Sensor network is a collection of sensor nodes generally referred as motes and each
node has different capability in terms of memory, processing, and transmission range.
There are many applications based on wireless sensor network such as Health
monitoring, Industrial Automation, Military application, Area Monitoring etc., where
sensor network plays a very important role. Since sensor nodes are deployed in
unfriendly area, security becomes a major issue in WSN. Before any exchange of
data, encryption key must be known. Key Management plays a significant role in
Security. Many Key Management schemes are available, but due to sensor node
constraints they are not effective.

Various Keying mechanisms: Key Pre-distribution schemes, Self-enforced schemes
and arbitrated schemes. But Key Pre-distribution keying mechanism is accepted widely
because of motes constraints. For communication either Group keying for group
communication or Pair-wise keying for Node-to-Node communication are used.
Communication Patterns are selected based on the Architecture of Senor Network and
the types of applications.

A. Abraham et al. (Eds.): ACC 2011, Part ITI, CCIS 192, pp. 111 2011.
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In proposed three-tier architecture, in between base station and cluster head, public
key cryptography is used and between cluster head and sensor node, Symmetric key
cryptography is used. While designing Key Management protocol, the metrics to be
evaluated are:

Key Connectivity: Each node communicates with every other node in the clustered
region.

Resilience: When node gets compromised, how secure the remaining communication
links, i.e., resistance against node capture

Scalability: Capability to support when large number of nodes or cluster is added
to the network.

Efficiency: In terms of storage, communication and computation.

2 Related Works

KMS are mostly based on key pre-distribution schemes i.e., keys will be distributed to
Sensor nodes before deployment. A Key Pre-distribution scheme is widely classified
into two classes. 1. Random key Pre-distribution 2.Deterministic Approach.

Many Random Key Pre-distribution schemes are available. The E-G scheme [1] is
the basic scheme, in which large key pool (2*°) is generated P. From the key pool P,
randomly draw m keys and assign to Sensor nodes. Then each sensor node broadcasts
the Key ID’s of m key to find a common key and make use of that key as shared
secret key. If any pair of nodes does not share any key, it will communicate through
secure links. Q- Composite scheme [2] is the improvement of E-G scheme in which
instead of one shared key between nodes, q (>1) keys are needed for Communication.
Advantage of this scheme when compared to E-G scheme is, resilience will be more.

Matrix Based scheme is proposed by Blom [3], to establish a pairwise key between
any pair of nodes. Blom’s scheme have two matrices one public (A +1)*n matrix G
and another (A +1)*(A +1) symmetric matrix D. These two matrices are used to
calculate n*(A +1) matrix, A = (D.G)". Matrix A should be secret and in each sensor
node one row from matrix A will be stored. Since G matrix is based on Vandermonde
matrix, no need to broadcast the entire column, just by broadcasting the column id /
seed, the sensor node is capable to compute the matrix. Though it provides perfect
connectivity, scalability and resilience will be an issue. If A nodes get captured, the
entire network will get captured. To improve the Blom’s scheme, Du et al. [4]
proposed a pairwise key pre-distribution schemes. In that instead of one key space,
multiple key spaces are used.

To increase the resilience, Liu and Ling [S] proposed a Polynomial pool based key
pre-distribution scheme, which incorporated the idea of Blundo’s scheme [10] and
Random Key Pre-distribution [1]. In all the above schemes, when numbers of
compromising nodes reach to a certain threshold A, the entire network will get
capture.

Deterministic approaches use combinatorial designs i.e., grouping of certain
elements based on certain properties. For Group communication EBS (Exclusion
Basis System) scheme [11] has been used. SHELL [6] incorporated EBS. Though
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number of Re-keying message is less, collision of nodes (k<m) will reveal all the
administrative keys. Tree based approach is also used for group communication. If
one node gets compromised, the cluster key gets revealed. So in the case of group
communication, the cluster key should be changed periodically. For Key refreshing,
i.e., updating a new key periodically, energy consumption will be more. So network
lifetime will get reduced.

Achieving all metrics in a single key management protocol is difficult. For group
communication since changes takes place periodically, number of Re-keying message
and scalability can be evaluated. In Node-to-Node communication, metrics to be
evaluated are Resilience and Key connectivity. To increase the network lifetime,
node-to-node connectivity i.e., pair wise schemes can be used.

2.1 Our Contributions

In proposed scheme, LU matrix is introduced for Group communication and Node-to-
Node communication whereas PKI is used for communication between Cluster head
and Base Station. The important assumption in proposed scheme is that the base
station will never get compromised.

In Proposed scheme:

1.  Node-to-Node Communication within Cluster is achieved by using LU
matrix. Any pair exchanges their row with each other to get secret key.
ElGamal Public key encryption scheme is used for secure communication
between Cluster head and Base Station.

2. Divide the cluster into sensor groups for group communication.
Communication between group and cluster head can be established using LU
matrix.

3. Group Key Manager (GKM) node is introduced to reduce the overhead of
cluster head for refreshing the Group key.

4.  Perfect Resilience and Full network Connectivity is achieved.

5. Performs well in terms of Storage and Scalability.

2.2 Preliminaries

2.2.1 LU Matrix

Lower Triangular matrix is formed from randomly generated key pool. Upper
Triangular matrix can be constructed based on assumption that product of L and U
will yield symmetric matrix. For example consider 3*3 matrixes

121 122 u22 u23 k21 k22 k23

[lll 0 l [ull ul2 u13] [kll k12 k13l
131 132 133 u33 k31 k32 k33

From above the value of each K element can be calculated

Ly =k hiun=ky s Lyjus= k13; biuy =k s Ly = ks,
Lyt + Doy =k Lz + ln.rz = ka3 Liuin + Iy = k3
31113 + Dyp.upz+ I33.uz3 = k33



114 M. Doraipandian et al.

Since K is symmetric, Kj; will be equal to Kj;

kip=ky =111, = by = up=ru) /!y
kiz=ksy=111.u3 = Ly = wiz=ru) /iy
kyz= k=113 + Ip.ux

=l3pupn + bpuyp
= up=(lrup+bnun_brus)/lxn

By using these equations, randomly set the values for uy, uy, & u3; based on that
calculate the values for remaining unknown variables of U matrix so that their product
would be symmetric.

2.2.2 ElGamal Scheme

Between Cluster head and base station, ElGamal PKI scheme is used because
communication between cluster head and base station will have to be more secure
than sensor node communication. Communication between base station and cluster
heads are infrequent; but the level of secrecy is more and Communications between
cluster heads and nodes and among nodes is frequent but the level of secrecy is
normal than the former. In regular PKI scheme there is a possibility of Man-in-the-
Middle sAttack due to its broadcasting nature. In this proposed scheme ElGamal
Public key is not broadcasted, so there is no possibility of Man-in-the-Middle attack.

2.3 Notations Used

m : number of Cluster heads. Luci @ arow from nL; matrix assigned to cluster Head C;
n : number of sensor node in each Cluster. Unuci @ a column from nU; matrix assigned to cluster Head
nodeld : unique Id for each node in one Cluster. i
groupld : unique id for each group in Cluster. Lgici : arow from gl matrix assigned to Cluster Head C;
Nj: j'h node in i Cluster. Uguci  a column from gU; matrix assigned to cluster Head
nL;: lower triangular matrix for generating Symmetric C;
matrix for i Cluster. GKM,; j: jth key group manager of i Cluster
gL;: lower triangular matrix for generating Symmetric Kijx : key between N j and N; in Cluster i calculated by
Matrix. node k
nU; : upper triangular matrix for generating Symmetric Matrix Kj gkum : Key between GKM and node j
for i Cluster. Kgij: Key Between group j and cluster head C;
gU; : upper triangular matrix for generating Symmetric Matrix Pyci. Public key of cluster head C;
C, : Cluster head of i Cluster. P, . Public key of base station.
Ly ij. arowin gl; matrix in Cluster i for group j P Private key of Cluster head.
Ugu i j: a Column in gU; matrix for group j in cluster i P . Private key of base station.
Ly ij. arowin nL; matrix in Cluster i assign to sensor node j Puckmi j Public key ofj'h Group Key Manager of i Cluster.
Uyu i j: Column in nU; matrix in cluster i assign to sensor node j Pkmij  Private key of ™ Group Key Manager of i Cluster.

3 WSN Architecture

The proposed architecture comprises of Sensor nodes, Base Station, Cluster Head, and
Group Key Manager. Since the architecture is a cluster based, base station
communicates with all Cluster heads. Inside the Cluster there will be sensor groups
consisting of some number of nodes. Sensor groups are formed for group
communication, in which sending a single message encrypted with group key rather
than sending individual message to each and every node and mainly used for
commanding the nodes. Transfer of data from sensor nodes to Cluster head is through
shared secret key. For refreshing the group key, Group Key Manager is used which
updates the key. There will be more than one GKM in Cluster, like GKM, take care of
Group 1, 2, 3 and GKM, takes care of Group 4, 5, 6 likewise.
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Base Station: Base station is assumed to be highly secure with high processing
speed and memory. The entire nL;, nU;, gL; and gU; matrix (for i=1 to m) of all
the clusters, one public and one private key for communication between the
Cluster Head and Base Station and public key of all the Cluster Heads are saved in
the Base Station.

Cluster Head: 1t is assumed to have more resources than sensor node in terms of
transmission range, memory, and processing speed. Each cluster head saves one
public, and one private key for communication with Base Station. The public key
of base station and public keys of Group Key managers of its cluster are saved in
the cluster head which also saves one row from nL; and one column from nU;
matrix for node to node connectivity, another one row of gli and one column of
gUi matrix for Group communication between cluster Head and group members.
It is assumed that Cluster head is able to reach all the nodes within a cluster.
Group Key Manager: Group Key Manager is used for maintaining the group and
refreshing the key, so that security in-group communication is maintained. GKM
stores the information of which node belongs to which group and which nodes
come under its maintenance. There will be more than one GKM in a cluster. GKM
of cluster i stores one row of nL; and one column of nUi matrix so that it can
unicast message to the node for refreshing key. One public, one private key and
public key of cluster head are saved for communication with cluster Head. In the
proposed three-tier architecture, within a cluster there will be sensor group as
shown in the figure Fig 1.

Bazze Statien

Cluster Field

Clustsr hazd @ - Senzor Node D - GEM Nods to Noda

'@

-PEI Communication - Group communicztion Link]

Fig. 1. WSN Architecture
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Sensor Node: Each sensor node has limited memory, less processing speed, small
transmission range that can be vulnerable also. Each sensor node in Cluster i save
one row from nL; and one column from nU; matrix which is used for node to node
communication, and one row of gLi and one column of gU; matrix which is for
group communication. Each node in the group has same row of gli and column of
¢Ui matrix, so that they all can have the same key with the cluster Head.

4 Proposed Scheme
Phase I: Key Pre-distribution

Step 1: The base station first randomly generates a large pool of numbers (2*°) and
randomly picks number to construct nlL; matrix and gL; matrix for all m clusters.

Step 2: Calculate nU; upper triangular matrix for each nlL; lower triangular matrix
such that their product is symmetric matrix.

Step 3: A large number of public and private key pair is generated using Diffie-
Hellman Protocol. Since this is pre-deployed scheme, all keys will be stored in the
nodes before deployment, so possibility of Man-in-the-Middle attack is avoided

Step 4: For assigning sensor node in i cluster randomly select one row and column
from nL; and nU; matrix and store it in sensor nodes.

Step 5: For assigning sensor node to group j in cluster i store Ugy ; j and Ly j from
gU;and gl; respectively which is common to all the nodes in the group j.

Step 6: Cluster head C;, of i"™ cluster is assigned a row and column from nL; and nU;
respectively, for communicating with all the nodes within the cluster. For
communicating with the Base station, a pair of private key P,; , public key Py¢; is
selected randomly and saved in the cluster head. Public key P, of Base Station and
public Key of all the GKM are stored in the cluster head

Step 7: In Group Key Manager GKM, j one row and one column of nL;, nU; is
randomly selected , a pair of public key P,gkwmi_j and private P,k j from the pool is
randomly selected and both are saved. Public key of cluster head P,c; is also loaded.
Group key manager is also loaded with the table, which contains the nodeld and its
groupld to which it belongs.

Phase II: Pair wise Key Establishment

A. In-between sensor nodes

After key deployment each sensor node needs to establish pairwise key with its
neighbors and cluster head. To establish a pair wise key between N; ; and N;  of
cluster i, following steps are required:
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Step 1: Node N;_j sends its row Ly; j to node N;j

Step 2: Receiving Ly j from N ; N;  multiplies its column U,y;  and gets K; j
and replies with (L, F(K;_j)) and sends it to node N;_j ,where F(K| j) is the hash
value of key .

Step 3: Node N; j receives Ly  from N i , multiply it with its column U,y; j and
calculate K and computes the hash value of it and checks whether F(K; j)=
F(Ki )

Step 4: If hash value of both are same then node Nj j sends (ok, F (K ;)) to Nj
otherwise an error message (err,N; ) is broadcasted. The error message will
authenticate by the receiver using TESLA [12].

If the number of error message cross a threshold for N; , then messages from N;
is discarded by other member of cluster i

B In-Between Cluster Head and Base Station

Encrypt and decrypt the messages shared between Cluster head and Base Station
using pre-deployed public and private key.

Phase IIT: Group Key in the Cluster

Stepl: Cluster head C; sends an encrypted message P g(Group, groupld) to the
Base station

Step2: Base station decrypt the message by its private key P.g. Base station sends
the row (Pyci(Lgii j)) of group j to C; encrypted by public key P,¢; of cluster head

Step 3: Cluster head decrypt the message by its private key P,; and gets the row
Ly, jand it multiplies it with Uy, gets group Key K, ; and then broadcast group
message in format (GroupllgrouplIdIIL,; .illK, j(Message))

Step 4: Upon receiving the message every node checks whether the group id in the
message is same as its groupld then it multiplies received Cluster’s group row Lgy
with Ugy;_jand gets the key K,; jand use this key to decrypt the group message.

Step 5: If the groupld is not same as nodes groupld message is discarded.

Phase 1V: Key Refreshing by Group Key Manager

Step 1: Base Station sends a encrypted message P,ci(KeyRefllgroupIdIIL;/[Ugy:) to
the Cluster head C; for refreshing L, ; & Ugy; of Group members having Groupld.

Step 2: Cluster Head decrypts the message using P.¢; .
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Step 3: Cluster head encrypts the message with public key of Group key Manager
Puckwmi_j(KeyRefllgroupldlIlLy ilUgy)and sends it to the Group Key Manager.

Step 4: Group Key Manager Decrypt the message With P,gxu;_j and then it sends the
new group row an column received to all nodes having groupld using Unicast
message to all the node in the group.

It is the responsibility of the Group Key Manager not to send new row and column
to the compromised sensor node, so that new Group key is not revealed to the
compromised node. The Group Key manager maintains the detail of compromised
nodes that will be updated by the cluster Head.

5 Security Analysis

Assumption: Base station never get compromised and all information are stored on
the Base station ie., nL; nU;, gl; and gU; matrix for O< i < m. Security analysis
shows better result than existing methodology when Node, Cluster head and Group
Key Manager are compromised.

A.  When Sensor Node gets compromised

One row and one column of nl; nU; matrix will get revealed. This will not affect
the communication between the remaining nodes within a cluster, because each link
will use different key for Node-to-Node connectivity. In that case group key will get
revealed, which won’t affect the rest of the sensor groups, only the group in which
sensor node is present will get affected, that can also can be solved by GKM .GKM
will send new row and column to all the nodes in the group except the compromised
node, by unicasting the message using individual key Kj gkm between GKM and
node.

B.  When Cluster Head gets compromised

One row of nL; one column of nUj, public and private key of Cluster head C; will
get revealed when C; gets compromised, but it will not affect other communication
between the nodes in a cluster. Since Public Key infrastructure communication is used
between base station and cluster head, it won’t affect the remaining links between
base station and cluster head. When compared with scheme [9], since LU matrix is
used so there is a possibility of having same Keys between base station and Non-
compromised cluster head. This is the added advantage of the proposed scheme.

C. When Group Key Manager gets compromised
None of the communication links will get affected. But it can be able to change the

group key. But this also can be overcome by following the procedure to check
whether GKM has changed group key of nodes or not:
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1. Cluster head sends nonce encrypted by using previous group key and
broadcast the message

2. Sensor nodes within sensor groups will decrypt the message and again gets
encrypted by individual key thereby sends that message to Cluster head.

3. If the Cluster head receives the same message, just replace the GKM as it is
compromised; else replace the GKM and change Group row and column of each

group.
For the security purpose, the key should be changed periodically, which can be
done by refreshing the row and column of nodes using previous key.

6 Performance Analysis

A. Node-to-Node Connectivity

Compared with E-G scheme, proposed scheme has 100% node-to-node
connectivity, since each node shares its row elements to get shared secret key of any
other node. In E-G scheme, probability of sharing same key between two nodes,
having Key pool P, and no of keys stored in each node is m, is given by,

((P-m)!)
P(P—2m)!

Probability =1 —

In Fig.2 for P=1000, if m=90 the probability of key sharing will be 0.99, if m=40 it
will be 0.811 but in proposed scheme connectivity does not depend on the number of
keys stored in node and the probability of connectivity will be 1.
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Fig. 2. Key Connectivity

B. Scalability

When the number of nodes increases, proposed scheme provides good scalability
than other protocols without compromising the security. When nodes are added in the
scheme using LU matrix, either size of matrix should be changed or randomly pick
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row and column and assign to nodes. In the scheme given in [8] when new cluster is
introduced, size of the matrix should be changed so computation and communication
cost is increased. In proposed protocol, all the clusters are having different matrix for
node-to-node connectivity and group communication, and different private and public
key for communicating with the Base station. So we can introduce a new cluster with
new set of nLi, nUj;, gl;, gU; matrix, and public and private key, which reduce
computation and communication cost, without compromising the security.

C. Resilience

Perfect resiliency is achieved. In scheme [8] when number of cluster head
compromising increases, possibility of compromising communication links will be
increases. While randomly picking up keys, possibility of assigning same key will get
increases because there will be single LU matrix for cluster head and base station
communication. But in proposed scheme since PKI is incorporated, compromising
cluster head will not affect the remaining communication links between other cluster
head and base station as shown in the Fig.3.
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Fig. 3. Cluster Head Compromised

When a node is compromised it will not affect the communication between the
non-compromised nodes up to certain threshold.

Conclusion

An efficient and Hybrid KMS for WSN is discussed. LU matrix will play a major role
to achieve 100% Node-to-Node connectivity. In this architecture, secured ElGamal
Public Key Cryptosystem is used between Cluster Head and Base Station and also
between Cluster Head to GKM in order to improve the security. Re-keying is done
using GKM. It is also good in Resilience and Scalability. Security analysis and
Performance analysis show that this scheme is the most suitable one in real time
active Wireless Sensor Networks applications.
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Abstract. Energy is one of the most important resources in wireless sensor
networks (WSN). Due to unattended nature of WSNss, it should be used smartly
and efficiently to maximize lifetime. A map representing the residual energy of
sensor nodes in the sensor field can be constructed, which is called as energy
map. Depletion of energy in sensor nodes can be modeled as time-series. The
grey models are considered to be the best tool for time—series prediction. In this
paper, we propose a grey system theory-based prediction approach to construct
the energy map for WSN. Simulation results show that our proposed approach
outperforms various prediction based approaches for energy map construction.

Keywords: energy map, grey system theory, prediction, sensor nodes,
statistical approach, WSN.

1 Introduction

An emerging area of research in the field of wireless communication and networking
that attracted the attention of researches throughout the globe is wireless sensor
network (WSN). WSN consists of large number of low cost sensor nodes deployed
randomly in sensor field. The sensor nodes communicate wirelessly in ad-hoc manner
to form a sensor field. Such networks have gained attention in application areas like
industrial process monitoring and control [1, 2], machine health monitoring [3],
environment and habitat monitoring, healthcare applications, home automation, and
traffic control [1, 4]. A good survey of advances in WSNs and future research
directions has been presented in [5].

In WSNss, the sensor devices are very constrained in terms of battery power. Sensor
nodes in WSNs have non-rechargeable batteries. At the same time, it is not easy to
replace batteries because WSNs are deployed generally in inhospitable environments
like forests, sea and battlefields. The only way to make the WSN alive for longer time
is to use the battery power efficiently. Power optimization must be taken into account
at each layer of network model including physical and application layer. Since a large
fraction of the energy of a sensor node is consumed in data transmission, so most of
the energy efficient protocols are designed at network layer.

To optimize the energy consumption in sensor nodes, Y.J. Zhao et al. [6] have
designed a residual energy scan for whole sensor network to monitor the energy
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consumption in every part of the sensor network. R.A.F. Mini et al. extended their
work of energy scan construction and named it as energy map [7, 8].

An energy map is a scan of available remaining energy at sensor nodes in WSNs.
Energy maps can also be useful in increasing lifetime of sensor network by adaptive
clustering, energy centric routings, data aggregation, etc. With the help of energy
map, we can determine if any part of the sensor network is about to fail in near future
due to depleted energy. In [6], authors described the aggregation based approach for
energy map construction. In this approach a composite scan is created by combining
all local scans by sensor nodes. Another approach for Energy map construction used
in [7, 8] is based on prediction. In prediction based approach a sensor node can
predict its energy consumption based on its past history. Based on that prediction,
energy map can be constructed. In the mechanism proposed by Mini et al. [7, 8] every
sensor node has not to send energy information to the monitoring node, it can just
send its available energy and parameters of energy consumption model. In this way
authors minimized the cost of energy map construction. C. Song et al. [9] proposed an
energy map construction approach based on non-linear manifold learning algorithm.
We should devise some efficient methods for energy map construction so that utility
of the energy information compensate the amount of energy spent in this process.

Energy map is a very important phenomenon in the context of WSN because the
energy information is usually very crucial to develop a good sensor network protocol
stack such as clustering algorithms and routing protocols. In [10] authors presented a
clustering algorithm that takes clustering decision based on energy information in the
sensor network. The algorithm also dynamically selects the clusterheads based on
residual energy information. A routing algorithm named Energy Centric Routing
(ECR) has been proposed by N. Jamal et al. [11]. This algorithm takes routing
decision based on residual energy in the network. The protocol proposed in [12] is an
example of a routing protocol that could take advantage of the energy map. In this
work author described the trajectory based forwarding protocol that is a new
forwarding algorithm suitable for routing packets along a predefined curve. Many
other applications of energy map can be found in data gathering [13] and data
dissemination [14]. Some other possible applications are reconfiguration algorithms,
query processing and data fusion that could take advantage of the energy map. In fact,
we cannot think of an application or an algorithm that is not benefited with the use of
energy map.

In this paper, we propose a grey system theory-based energy map construction
algorithm for WSN. If a sensor node can predict its future energy consumption based
on past history, the clusterhead will be able to prolong the lifetime of sensor node by
distributing load. But the effectiveness of this concept depends on how accurate the
prediction is. Depletion of energy in sensor nodes can be modeled as time-series. The
grey models are considered to be one of the best tools for time—series prediction [15].
The strength of grey models over conventional statistical models is that it requires
only a limited amount of data to estimate the behavior of unknown systems [16].

Rest of the paper is organized as follows. Section 2 describes the related work.
Energy map and prediction based protocol to construct the energy map is described in
Section 3. Section 4 presents the fundamentals of grey system theory and grey system
theory based prediction algorithm. Simulation results are presented in Section 5.
Lastly the paper is concluded in Section 6.
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2 Related Work

In this section we describe the popular and recent approaches for energy map
construction such as aggregation based, prediction based, statistical based, contour
map based, etc. Residual energy scan has been computed by many authors with
different names as eScan [6], Energy map [7, 8, 9], Continuous Residual Energy
Monitoring (CREM) [17] and Iso-Map [18].

Zhao et al. [6] first tried to design a monitoring scheme for sensor networks in the
same manner as SCAN [19] that provides a multicast based continuous monitoring
infrastructure. This scheme is based on residual energy scan for monitoring sensor
network health. Any network failure due to energy depletion can be avoided. An
aggregation based approach is used for energy map construction.

First each node calculates its local scan with residual energy and its location.
Sensor node reports to the monitoring node only when its energy level drops
significantly since last time it reported its scan. All local scans are aggregated with the
help of aggregation tree.

The pioneering work of Zhao et al. [6] can be thought of as revolution in the field
of energy efficient WSNs, however some problem exists. Sometimes there may be so
much message exchange for energy scan construction that will not justify the energy
saved because there was no clear cut assumption of hierarchal structure. Moreover
there is no topology control mechanism. Nodes near to the base station will consume
more energy. To overcome these shortcomings and reduce the cost of collecting
residual energy scan of sensor network, the authors proposed a monitoring tool called
digest which is an aggregate of some network properties [20].

Another improvement in eScan approach has been proposed by H. Song et al. [17]
that follows a hierarchical approach for continuously collecting residual energy scans
to construct the final scan at base station. Continuous Residual Energy Monitoring
(CREM) divides whole sensor network into clusters, represented by clusterheads. A
backbone is constructed with the help of clusterhead nodes. One of the major
advantages of CREM over previous approaches is topology maintenance. Topology
maintenance is very much important because clusterhead nodes have to transmit and
receive continuously for energy scan construction and hence will deplete its energy
resource at a much higher rate.

Aggregation base approaches generally suffer from heavy transmission traffic and
sometimes a large computational overhead on each sensor node. M. Li et al. proposed
an energy efficient contour mapping scheme named Iso-Map [18]. Iso-Map constructs
a contour map that reduces the network traffic and computation overhead by selecting
some nodes intelligently to report energy data. These nodes are called as isoline
nodes.

A scheme that abstracts the energy concentration in the sensor field into prescribed
levels like a topographic map has been proposed by Al-Karaki et al. [11]. The scheme
provides an aggregated view of the residual energy levels of different regions in the
sensor field instead of detailed information of residual energy at individual sensor
nodes. The scheme is named as ECscale.

In [8], an approach to form energy map by predicting the energy consumption of
sensor node is proposed. It predicts the energy consumption based on past history of
sensor nodes. According to the model, if any sensor node efficiently predicts its
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energy consumption in future, then a significant amount of message flow to collect
the energy information will be reduced. At the same time, effectiveness of the
approach depends upon the accuracy of the prediction model.

To predict the energy dissipation, probabilistic model based on Marcov chain is
used. Sensor nodes with M operation modes are modeled as Marcov chain with M
states. In this model, there is a fixed probability of sensor nodes transiting from one
state to other in next time step. The n-step transition probability can be defined as

() _ Mo () (=) B i i
p = z 2y P for 0 < r < n, where i is the current state and j is the next

state. With the help of transition probability pl.(j") , each sensor node can find out the

expected amount of energy spent in next T times.
M T
E’(i>=2( pf;)jXEs
s=1 t=1
Using this ET (i) , each node can calculate the energy dissipation rate AE . Now,

each sensor node sends remaining energy and AFE to monitoring node. Monitoring
node collects energy information from all nodes and constructs a final energy map of
entire sensor network. Simulation results show that this approach saves a significant
amount of energy in energy map construction in comparison with naive approach.

A statistical model to forecast the available energy is defined in [7]. Energy map
can be constructed with forecasted values. The energy drop of a sensor node can be
represented as time series [21]. In this work, author uses the AREMA model [22] to
predict the future values of time series.

In another work of Mini et al. [23], an approach for energy map construction under
finite energy budget is discussed. Finite energy budget means that each node will
spend a fixed amount of energy for energy map construction. Authors assume number
of packets as metric for energy budget. This approach of energy map construction is
based on probability.

The grey models are very efficient tool for time series prediction for all
engineering applications. These can also be useful in various fields of the wireless
sensor network. One of such recent application is grey model based data aggregation
(GMDA) [25] for WSN. In this work authors designed a prediction based data
aggregation technique to reduce redundant data transmission. Authors have used
double queue mechanism to synchronize the predicted data series at the sensor node
and the sink node. In this way this prediction technique avoids commutative errors of
continuous predictions. In this approach sensor node energy is saved by avoiding the
unnecessary data transmission. The sensor node sends data to sink node only when
the prediction error is more than a pre-configured value.

3 Prediction Based Energy Map

The information about amount of available energy at every sensor in sensor network
can be very useful in designing better energy efficient protocols. A very basic
approach to collect the energy information from each sensor node is that every sensor
node periodically sends its energy information to the sink or any monitoring node.
But such approaches may require a lot of energy for energy map construction and the
energy information would not compensate the amount of energy spent in this process.
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In this paper, we propose a prediction based approach for energy map construction.
This approach is based on prediction based cooperation between the sensor node and
the sink node. Both sensor node and sink node will use the same prediction model and
same energy data for prediction. Sensor nodes need not to send the energy
information to the sink every time when there is an energy drop. Sink node can
predict the energy drop in each sensor and an energy map can be constructed based on
the predicted value of energy in each sensor node. Thus a significant amount of
energy can be saved if sensor node and sink node efficiently predict the amount of
energy sensor node will spend in future.

3.1 Energy Map

Just like a weather map or air traffic radar images, a scan of sensor network can
describe the geographical distribution of network resources or activity of a sensor
field. We can also draw an energy scan for a sensor network in which we group the
sensor nodes according to their residual energy. This energy scan is also known as
energy map. An energy map for a typical WSN is shown in Fig. 1. In other words, an
energy map is a scan of available remaining energy at sensor nodes in WSNs. Energy
map can help in detecting the network failure due to depleted energy in next rounds.
In this way, the energy map can be useful in deployment of additional nodes in the
regions where the energy of the sensors is likely to deplete soon.

100 %

Fig. 1. Energy Map for a typical Wireless Sensor Networks

A node is assigned to collect the scans from all parts of the sensor network. This
node is known as monitoring node. Selection of monitoring node depends upon the
application. Generally speaking the selection of monitoring node is done from the
region having comparatively more residual energy. Nodes near the monitoring node
probably spend more energy because they are used more frequently to relay packets to
the monitoring node. Energy map construction methods should be energy efficient so
that utility of the energy information compensates the amount of energy spent in this
process.
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3.2 The Protocol

Assumptions

(1) Sensor node can send energy information only once in a period.

(2) Both the sensor node and sink node will use the same prediction model.
(3) Sink node have sufficient computing power, energy and storage.

(4) There is reliable data transmission between sensor node and sink node.

The sink node broadcasts its maximum acceptable prediction error € , to all senor
nodes. Two data queues, prediction energy queue, PEQ at each sensor and

sensor i

corresponding PEQ . at sink node for each sensor i is constructed. The length of
the PEQ sensor ,i and PEQ sink ,
Initially PEQ , , , = PEQ

predicted values of energy of sensor node i at sink node and sensor node respectively.
Actual energy value (AEV) at any period ¢ is compared with pEQ [¢], the ™ item

[r]and AEV is

;are equal and specified by prediction algorithm.

, ie. both pEQ.  .and PEQ store the same

sensor ,i sink i sensor ,i

in sensor prediction queue. If the difference between the pEQ

sensor i

greater than £, the PEQ [¢]is replaced with AEV and the value of PEQ [f]

sensor i

is sent to the sink. Sink node will update the " item in its PEQ,,, ,queue. Now the

prediction model uses the updated energy information for further predictions.

4 Grey System Theory-Based Energy Map

Grey system theory is an interdisciplinary scientific area that was first introduced in
early 1980s by Deng [16]. Since then, the theory has become quite popular with its
ability to deal with the systems that have partially unknown parameters. White system
is the system in which the information is assured and the data is whole. Black system
is the system in which the information is not assured and the data is little. A system is
grey system in which some information is known and some is not. It has been used
well in social facets since the establishment of grey theory.

Grey models are powerful tools in predicting the future values of a time series
based only on a set of the most recent data depending on the window size of the
predictor. In general, GM(n,m) denotes a grey model, where n is the order of the
difference equation and m is the number of variables. GM(1,1) type of grey model is a
time series forecasting model that is most widely used in the literature, pronounced as
“Grey Model First Order One Variable”.

4.1 The GM(1, 1) Model

GM(1,1) is used to capture long-term trends from recent behavior of sensor node.
Before making prediction, few historical data values should be stored to construct the
initial data sequence for GM(1,1) model. It is denoted as X

X =01),x7(2),x(3),0nnn x7 (1)) for 124 M
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Where x ¥ (j).Jj=1,2,..., t represents energy information. Model GM(1,1) uses the

energy information of most recent ¢ periods. We apply the Accumulation Generation
Operator (AGO) to X'’ to obtain the following series X"/,

XU =xC1),x"2),x"A),...... xV (1) fort>4 2)
where x @ (k) = Zk: x (k) and k=1, 2,3...1.

i=1
The generated mean sequence Z”, of X' is defined as

zW ="1),272),2Y3)sees 2V (1) 3)
where ;@ (k) is the mean value of adjacent data, 1.€e.
2D (k) = %(x“)(k) +xV(k - 1))and k=2,3,...,t
Therefore GM(1,1) model can be established as follows:

dx®

0 +ax" =b “)
a and b are sequence of parameters and can be found as follows
[a,b] =(B"B)'B"A ()
92 -2 1
Ae x(3) and  p_ -'Q®) 1
<O _ 0 1
According to Eq. (4),
x P (k+1) = e”k(x(l)(l)—%J+% (6)

Therefore the predicted data x(p” (k + 1) of the data sequence X can be computed as

follows
Xk +1)=x(k+1) - x (k) (7
Now the prediction error can be computed as follows

AG+D =X @+ D —x @+ 1)1

IfA(t +1) < &€, the sensor node need not to transmit x'” (£ +1) to the sink node.

Otherwise it must send x'° (¢ +1) to sink node. The sink node will also execute the

same prediction algorithm for same energy data. It is very important to synchronize
PEQ,, ;and PEQ

sink i sensor i *
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5 Simulation Results

In this section we present the simulation results of naive approach and prediction
based approach for energy map construction that is based on grey system theory. For
this work we have assumed the sensor network to be static and homogeneous and
replacement of batteries is unfeasible and impossible. To analyze the performance of
proposed system, we have implemented a grey system theory based energy map
construction scheme on ns-2. Compared to other prediction based approaches, grey
system theory has been found light weight.

5.1 Optimal Sequence Length

Generally, if longer sequence of data is used for prediction, it may produce more
accurate prediction. But, at the same time it will consume more storage at sensor node
and computational complexity. As shown in Fig. 2, the optimal value of sequence
length is 3, at which prediction accuracy is maximum. We have chosen randomly five
sensor nodes, each having 30 continuous values of their energies. We performed
simulation for =0 to 9 for all five sensor nodes and plotted average value of
prediction accuracy at each value of 7.

0.35

0.30 4

0.25 4

0.20 4

0.15 4

0.10 4

0.05 4

Prediction Accurecy

Energy queue length for prediction

Fig. 2. Optimal queue length

5.2 Predicted Value and Correct Value of Energy

We simulated our approach for 100 sensor nodes having 1J of initial energy for
1000s. Fig. 3 shows that by using grey system theory based prediction we have to
send only three packets (167, 515, 789) when the prediction error is less than
maximum acceptable error, £, while naive approach will send eight packets (120,
173, 399, 502, 639, 781, 875, 985). This shows a significant reduction in number of
packets sent for energy map construction, hence saving in energy.
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Fig. 3. Energy packet transmission for energy map construction

6 Conclusion

Energy maps can be very useful in lifetime maximization of wireless sensor networks.
In this paper, we have proposed a prediction based approach of energy map
construction. The algorithm makes the prediction based on grey system theory. Grey
system theory is a widely used prediction method for various engineering streams. In
the proposed approach the sink node collects the energy information predicted by
sensor node if the prediction error is greater than the maximum acceptable prediction
error. Simulation results prove the effectiveness of the proposed approach. It reduces
up to 30% message exchange for energy map construction than naive approach.
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Abstract. In wireless sensor network, data fusion is considered an essential part
for preserving energy. Periodic data sampling leads to enormous collection of
raw facts, the transmission of which would rapidly deplete the sensor power. In
this paper, we have performed data aggregation on the basis of entropy of the
sources. The entropy is computed from the local and global probability models.
The models provide assistance in extracting high precision data from the sensor
nodes. Further, we have proposed an energy efficient method for clustering the
sensor nodes. Initially the sensors sensing same category of data are placed
within a distinct cluster. The remaining unclustered sensors estimate their
divergence with respect to the clustered neighbors and ultimately join the least-
divergent cluster. The performance of our proposed methods is evaluated using
ns-2 simulator in terms of entropy, aggregation cycles and energy utilization.
The simulation results confirm the validity and efficiency of our approach.

Keywords: Wireless sensor network, node clustering, Kullback-Leibler
directed divergence measure, Jeffrey’s symmetric divergence measure, data
aggregation, entropy, fuzzy-entropy, local and global probability measure.

1 Introduction

The energy consumption in wireless sensor network (WSN) has created enormous
awareness among the researchers for increasing the network lifetime. The sensor
network is considered to have prospective results in terms of dynamism and diversity
in everyday applications. A WSN is formed with small electronic devises possessing
self-configuring capability that are either randomly deployed or manually positioned
in huge bulk [1]. Moreover, the sensor network exhibits less mobility than the mobile
adhoc networks. The sensor network is basically designed to monitor hostile
environments, as a result of which it becomes extremely difficult to replace or
recharge the sensor batteries. Such constraints demand energy efficient resolutions to
enhance the performance of sensor network. The proliferation of sensor network has
created the urge of exploring novel ideas for data aggregation, thereby lessening the
transmission cost. However, the aggregation schemes would require efficient
clustering protocols to well-implement it’s functioning. Therefore, we have proposed
an aggregation and clustering protocol for the prolonged existence of sensor network.

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 132 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The remainder of this paper is organized as follows. A brief survey of previous
research carried out in the related field is included in section 2. Our proposed
clustering technique based on divergence measure is provided in section 3. In section 4
the proposed fuzzy-entropy based aggregation scheme has been elaborated. Section 5
shows the performance evaluation of our proposed method. Finally, the paper is
concluded in section 6 along with directions for further scope.

2 Related Work

Significant amount of research has been carried out in achieving the goal of
increasing the network lifespan through clustering and aggregation. Several methods
of data aggregation [2] depend on the topology of the sensor network. For instance, a
tree-based data aggregation protocol [3] constructs a simple topology based on a
parent and child association. However, large transmission delays and poor rate of
aggregation makes it unsuitable for the dynamic applications. Further, we have
centralized aggregation protocol [4], in which aggregation is done only at the sink
(data processing center). As a result, such protocols lead to heavy workload and
unnecessary packet drops. There are other clustering schemes based on static [5-7]
and dynamic cluster aggregation [8-10]. In case of static environment, the clusters are
formed in the initial stage and the aggregation is carried out by the cluster heads. The
clusters once formed remain unchanged throughout the network lifespan. This
procedure is suitable for area monitoring (recording earthquake, temperature,
humidity, etc.), but not supported over wide range of applications, like- forest fire
supervision, wildlife monitoring, target tracking, etc. Therefore most of the research
awareness can be found in dynamic cluster aggregation schemes, where clusters are
formed dynamically and updated on sensing environmental parameters followed by
aggregation at the cluster head. The clusters formed in this case, are also known as
adaptive clusters.

In this paper, we propose a dynamic cluster aggregation algorithm to perform
aggregation of data at two levels: sensor node and cluster head. With the use of
entropy and information theory, we attempt to reduce the transmission and processing
cost with increase in the relevance of aggregated data.

For the evaluation of the performance of our proposed strategy, we make a
comparative analysis with two well-known clustering protocols: Hybrid Energy-
Efficient Distributed Clustering (HEED) [19] and an inference clustering protocol
based of Belief Propagation (BP) [20]. HEED is a distributed clustering approach that
operates in energy efficient manner and helps in prolonging network lifetime. It is
scalable over large network sizes and performs load balancing within clusters.
However, frequent computation of communications cost and broadcasting among
neighbors degrades its performance. As a strong counterpart, BP clustering method
offers energy effective solutions based on belief calculations with potential functions.
Though BP performs better than HEED in terms of clustering the network and packet
delivery performance, but long-length messages induce larger overheads in message
passing. This makes transmission cost higher in case of BP. Previous simulations
have shown a marginal difference in network lifetimes contributed by these protocols.
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3 Proposed Divergence Measure Based Clustering Technique

Clustering is the process of assigning a set of sensor nodes, with similar attributes, to
a specified group or cluster. There is a wide hierarchy of clustering algorithms
available for different types of sensor network applications.

In our research, we have proposed a new energy efficient clustering algorithm that
operates in two phases: preliminary and final clustering phase. In preliminary phase,
sensor nodes sensing same category of data are placed in a distinct cluster. In final
phase, the remaining unclustered sensors estimate their divergence with respect to the
clustered neighbors and ultimately join the least-divergent cluster.

3.1 Preliminary Clustering Phase

The formation of preliminary clusters is purely distributed and is based on the sensed
data. The proposed clustering method is independent of predetermination of number
of clusters, geographic positioning and distance measures.

We have used a window function ¢() to normalize the sensed data so as to scale
the value within the range [0---1]. Let us assume, @ and b to be the minimum and
maximum value of the environmental parameter to be monitored and X g (t) be the

average of the set of data sensed for the time interval /. The window function can be
defined as follows:

1 (Xb%g)] e [0,0.2]
. (ng_g)j ¢ [0.2.0.4]
y (xbnvg_a ] e [0.6,0.8]
. X (1) e [0.8.1.0

[5=r) < o
0 otherwise

The sensors use the window function to map the data into one of the formats [11].
All the nodes that sense the same format in 1-hop distance groups together to form a
preliminary cluster.

In the initial phase, the node with maximum energy within the preliminary cluster
is appointed as the cluster head. It maintains a duration timer to keep track of the
period for which it remained cluster head. Once appointed the node functions as
cluster head till its duration timer expires. On the expiration of the timer, the role of
cluster head rotates to other probable nodes whose residual energy qualifies above a
minimum predefined energy threshold (Q E ) The head rotation performs load

balancing within the clusters. The cluster head assigns a unique cluster id to all the
cluster members and also keeps account of the cluster probability.
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Though the idea of preliminary stage of cluster formation is simple to implement
but due to some situations (boundary value or out-of-bound data sensing) few nodes
in the network might still remain unclustered. This problem is solved by our final
clustering phase.

3.2 Final Clustering Phase

The final clustering phase ensures that all the nodes in the sensor network get
clustered. The process begins with an unclustered node discovering one or more
clustered neighbour in its direct hop. The node then obtains the array of probabilities
of the sensed data from its neighbours that are distinctly clustered. However, if there
is no clustered neighbour in 1-hop vicinity, then the node will wait till it discovers
one. Since most of the nodes would be clustered in the first phase (in which spatial
property of the node is exploited, i.e. node sensing same category data are put
together in similar groups), fewer nodes would confront such isolation.

The sensor nodes maintain the following information in its database, in order to
calculate the divergence measure required for final clustering.

A, = {P‘Y =P\ P3Py )} 20, p) = 1} *
i=1
where pis is the probability of i data format from the sensor s and the probability

sequence is denoted by P* .

Derivation of divergence measure. We know that the entropy of the source can be
given by the Shannon’s entropy H(P):

=-> p;Inp, 3)
i=1

where p, e PS5 and P is Host Probability Model (LPM) of host sensor node.

Moreover, the inaccuracy in data is given by:
H(PIT) zp,lnz @)

where f; € T’ and T is Remote Probability Model (LPM) of remote sensor node. On

subtracting equation (4) from (3), we get Kullback-Leibler directed divergence
measure [12]:

D(PIT)=H(PIT)-H(P) ==Y p,Int,+Y p,Inp,
5
=2 g =2 pint =3 p, 1“(15') N

However, the directed divergence D(P Il T) is not symmetric divergence measure.
This means D(P I T)# D(T |l P) , which would lead to error prone results. Therefore,
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we consider the symmetric version of Kullback-Leibler, known as Jeffrey’s (J)
divergence measure [13], by deriving it from equation (5):

. t.
J(PIT)=D(PIT)+D(TIIP) =D pn % 0 ln(’j
JPIT)=Y p, m[”fj -3, m[”fj =S (p,-1, )h{”fj (©6)
t; t, t;
Application of divergence measure. Every unclustered sensor node makes use of the
J-divergence measure derived in equation (6) to calculate the divergence between
itself and every other clustered (neighboring) sensor nodes.

J(rnp)
:J(Tz I17) = min J (7 Il P*) %
J(r=unp)

where J (Ti Il PS) denote the J-divergence measure between the i” clustered node

h o
and s™ sensor node to be clustered. The unclustered sensor § will join the node x,
with which its divergence is the least as compared to other clustered nodes. This
process of clustering recursively continues till all nodes in the network are clustered.

4 Proposed Data Fusion Algorithm Using Fuzzy-Entropy

In the proposed work, we apply the data fusion approach for monitoring the variation
in the temperature. However, generalization can be done to other environmental
parameters, for instance- pressure, humidity, etc.

Fuzzification of input data. We consider five data formats for recognizing the range
of sensed data. The formats are represented by two well-known fuzzy membership
functions - Sigmoidal and Generalized-bell membership function [14-15]. The
Sigmoidal membership function is given by y = sigmf ( X, [a c])

1

f(xa.c)= [ﬁ} ®)
I+e

The Generalized-bell membership function is given by y = gbellmf (x,[a b c))

1

X—C

f(x;a,b,c)=
1+

2b

C))

a

We have selected Generalized-bell membership function to model the moderate
data formats: m1, (cold temperature) M, (normal temperature) M1, (hot temperature).
Moreover, Sigmoidal membership function has been chosen to model extreme data

formats: m, (very cold temperature) i (very hot temperature). These functions are
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known for best representing maximum variation and smoothness. The temperature is
continuous parameter which requires functions that can well represent its
characteristics. Therefore, both the membership functions are appropriate in this
regard. The simulation parameters of the membership functions are provided in table
1 and 2 respectively.

Table 1. GBELLMF parameters table Table 2. SIGMF parameters table
Data Formats a b c Data a c
m, 286 243 12.60 Formats
m -1.57 6.857
m, 410 3.86 2436 !
m +1.57 41.640
m, 286 243 35.60 2

Sampling process. We assume that the sensors sense data for a time period of ¢
seconds. Further, let M = {mi |i= 5}. After t seconds, a sequence 5(Z) of L messages

is generated:

5(t):mil’mi2’mi3""’miL (10)

The frequency f; of message m; is recorded.

Local probability measure. On the basis of the frequency of occurrence of each
message (1, ) with respect to sensor S, local probability is computed as:

- _fi
Pi z,,: . )

i=1

such that i p,(“) = 1. This probability function has been designed to capture the
i=1

maximum variation. Finally, the entropy is calculated locally at each sensor § as the

following:

5 n 5 1
MKMFZPM%{Fﬂ (12)
i=1 i

All the sensors send (sensor_id JH f“')(M )) to the cluster head. The cluster head then

computes an entropy threshold and sends an ack (acknowledgement) to selected
sensors that qualify the threshold. This results in sensor compression. On receiving
ack, sensors compute the mathematical expectation of the data value:

dily=> pa, (13)
i=1

Finally, the sensors send (sensor_ id,d((;p()) to the cluster head.
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Global probability measure. On receiving data and entropy from selected sources
the cluster head computes a global probability p, to capture the focused information

(rather than capturing the variation in the information). Finally, the cluster head
computes the expected value of the actual set of data received from the selected
Sensors:

101
dexpo = z pqdi (14)

g=1
The cluster head then sends (clustgr_id,d(expc)) to the data processing node (sink).

The performance of the aggregation further shows that our proposed approach is
relevant as well as energy-efficient.

Network timeline diagram. The network timeline diagram shows the working slots
for initial cycle of our proposed work (figure 1). The network initiates with the
gathering of data by individual nodes, also known as random sensing. The next stage
in the cycle is our proposed preliminary clustering phase (PCP), on the completion of
which data aggregation and final clustering phase (FCP) are executed in parallel
thereby performing better time utilization. The data aggregation or data fusion phase
(DFP) is further classified in local and global phases respectively. The local DFP is
carried out by individual nodes with the help of local probability measure and the
global DFP is performed by the cluster heads using the global probability measure.
Since, the aggregation process is involved only within the cluster, the FCP can
continue in parallel (outside the clusters) without collision. This efficient utilization of
time ultimately results in significant energy savings.

:< Initial Cycle (C) % :
|

i SN Z
:< RS }ié PCP 9;% DFP + FCP %i
|

Local Data Fusion Phase

[ : Random Sensing

* : Preliminary Clustering Phase Global Data Fusion Phase

-] : Final Clustering Phase

Fig. 1. Network timeline diagram for the initial cycle

5 Simulation and Performance Evaluations

The simulation of the proposed clustering and entropy-based aggregation is
performed using network simulator [16-18]. Moreover, on the basis of the tracing data
generated in ns-2 and other log files, the graphical evaluation is generated using
Matlab. In our simulation, the sensor nodes are randomly deployed over a network of
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dimension 1000 x 1000 square meters. The simulation parameters used for the
experimentation are specified in table 3. We have used Gaussian bell and Sigma
membership functions to monitor the fuzzy environmental parameter (temperature).
The trend of the membership function, over the range of temperature being
monitored, is highlighted in figure 2.

Our proposed clustering method uses divergence measure to discover clusters in
the network. The clustered nodes keep track of the frequency of data formats sensed
during the sampling period. The bar graph plotted in figure 3 displays the variation of
local probability of different data formats with respect to a randomly chosen cluster in
the sensor network.

Further, figure 4 represents the local entropy sent by the sensors to their cluster
head in a cluster. It is evident from the graph that node with id 5 gives highest entropy
owing to the least variation of the same node in figure 3. Therefore, the fact that, least
divergence is the implication of maximum entropy is verified

Table 3. Simulation parameters used for performance evaluation

Parameter Value
Network dimension 1000 x 1000 meters®
Number of nodes 50 nodes
Sensor radius 115 meters
Simulation Time 150 seconds
Routing protocol DSDV
Sampling time 5 seconds
Number of samples 16 samples
Number of data formats 5 formats
Initial energy 100 joules
Transmission power 2.500 watts
Reception power 2.119 watts
Data packet 24 bytes
Entropy packet 22 bytes
Ack packet 14 bytes
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In figure 5, network lifetime is highlighted in terms of the number of aggregation
cycles performed with a given amount of energy. The elevation in the trend
apparently shows that the increase in number of aggregated samples is achieved at the
minor cost of minimum packets transmission.

The graph presented in figure 6 shows the lifetime of the sensor network
contributed by our proposed Divergence Measure based Clustering (DMC) + Entropy
based Data Aggregation (EDA) along with HEED and BP [19-20]. The maximum
message size of BP is 74 bytes which are forwarded frequently in the network for the
purpose of updation of local belief by individual nodes. As a result of which we find
degradation in the performance of BP. Though BP performs lesser re-clustering than
HEED, but owing to the smaller size of the messages in HEED (29 bytes) it achieves
marginally better results. However, our proposed DMC+EDA protocol presents best
results comparatively. The packet size of our protocol is maximum 24 bytes
(minimum size being 14 bytes) which reduces the transmission cost to a greater
extent. Moreover, sending the entropy of nodes in the first phase of data aggregation
followed by actual data (expected value) in second phase actually reduces the bulk of
packets transfer, thereby increasing the network lifetime.
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6 Conclusion

In this research, we have demonstrated that our proposed clustering protocol in
wireless sensor network provides significant energy savings. The clustering process is
purely distributed and is based on the sensed data, regardless of geographic
positioning and distance measures. Furthermore, the simulations of our proposed
methods have shown outperforming results. The entropy measurement facilitates the
efficient selection of maximum information bearing nodes, which further makes more
accurate aggregation at the cluster head. The simulation results have also clarified that
our proposed data aggregation technique performs in energy efficient manner.
Therefore, it can be concluded that entropy based fusion is relevant in terms of
information, network lifetime as well as energy utilization.

Thus far, we have calculated the precision of sensor data on the basis of local
probability model. This approach can be further extended to a global probability
measure, to be performed at the cluster head. Furthermore, the working slots to
aggregate data can be explicitly defined for the intermediate cycles, once the whole
network is clustered. Moreover, the energy consumption in the network can also be
analyzed for several aggregation cycles.
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Abstract. Wireless Sensor Networks (WSNs) are wireless networks consisting
of a group of small, inexpensive nodes, which collect and disseminate
significant data. Nodes in a wireless Sensor Networks have various energy and
computational constraints due to their inexpensive, random method of
deployment. Wireless sensor networks are utilized in a wide range of
applications including battlefield surveillance, smart home environments,
habitat exploration of animals and vehicle tracking. Energy efficiency is one
critical issue for sensor networks because many sensors are equipped with
batteries that have limited life time. In this paper, comparison of energy
efficient routing protocols for Wireless Sensor Networks using spatial
correlation based collaborative medium access control is proposed. A model for
WSN is proposed using spatial correlation based collaborative medium access
control (CC-MAC) with AODV and DSR and DSDV. Simulation results have
been obtained by using Ns2. From the results, the performance of AODV is
better compared to the other two protocols such as DSR and DSDV.

Keywords: Wireless Sensor Network (WSN), Spatial Correlation, Medium
Access Control (MAC), Correlation based Collaborative Medium Access
Control (CC-MAC), Adhoc On Demand Distance Vector Routing (AODV),
Dynamic Source Routing (DSR), Destination Sequenced Distance Vector
(DSDV).

1 Introduction

An emblematic sensor node in WSN consists of a wireless communication unit and a
processing unit, a sensing unit, and a power supply unit. The energy source of a node
is generally considered non-rechargeable. Therefore energy conservation is a major
research challenge in WSN. For practical deployment, Wireless Sensor Networks
must be energy efficient. Using Energy as a vital resource in WSNs, Several MAC
protocols have already been proposed to get higher energy efficiency during long idle
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period of the sensors[3] . Each sensor node in a WSN has three basic units, The
sensing unit can sense various phenomena including light, temperature, sound and
motion around its location. Process unit packetizes the sensed data and the
transmission unit sends the packetized data to a base station, data receiving and data
sending process are carried out by communication unit. Sensing unit consumes less
energy than communication unit because most of the energy is consumed during data
receiving and data sending which are carried out in communication unit. In Wireless
Sensor Networks, an energy efficient medium access control protocol is required for
obtaining higher energy efficiency in very difficult operating conditions, where node
and link failures are common. The MAC protocol manages radio transmissions and
receptions on a shared wireless medium. Therefore MAC has a very high effect on
network performance and energy consumption.

2 Related Work

A brief literature survey is presented in the following section:

Due to the spatial correlation between the sensor nodes, it may not be necessary for
every sensor nodes to transmit its data to sink node [1]. A draw back of the work is
that only one type of phenomenon is sensed by the sensor nodes in a network [1]. A
Spatial Correlation Based Medium Access Control protocol is developed to filter out
redundant data. Therefore energy consumption of the network is reduced [2]. The
specific requirement of wireless sensor real time MAC protocol is developed and the
taxonomy for real-time MAC protocol in wireless sensor networks is proposed [3].
The concepts of MAC layer related sensor network properties and the reasons of
energy waste are discussed [4]. An energy aware management of sensor networks that
maximizes the lifetime of the sensors and reduces energy consumption by
dynamically assigning the routes and arbitrate medium access [5]. Under minimum
energy usage the spatio-temporal sampling rate of the network is determined [6].

3 Proposed Model

A wireless radio is the most energy consuming unit of a sensor node in WSN. It can
operate in four different states. They are transmit, receive and idle and sleep. When
the nodes are in active state, almost all the nodes consume the same energy. There are
several ways to reduce the energy consumption in WSN. One way of reducing the
energy consumption is, by using only a required set of nodes as active and thereby
reducing redundant network traffic, decreasing packet forwarding delay, to help in
avoiding packet collisions. The other way is to put few sensor nodes into sleep state
and use only necessary node to be in active mode for sensing and communication.

In proposed work, the routing protocols such as AODV, DSR and DSDV are
considered only to analyze the behavior of CC-MAC protocol also the proposed work
considers spatial correlation which is exploited on the medium access control layer. A
model for wireless sensor network has been designed and shown in Figure 1. Event
source is represented as S. Total number of nodes available in an event area is N,
Each node in the sensor field observes the noisy version of event information X; (n),
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Si (n) is spatially correlated to event source S. Each node has to encode its observation
for the purpose of reporting an event information to sink node. Sink is available at the
other end which is responsible for decoding the information to get an estimated value

of § [1]. Network Simulator (Ns2) has been used for simulation of comparison of
energy efficient routing protocols for wireless sensor network using Collaborative
based medium access control. Parameters such as network area, initial energy, and
transmitting power, receiving power, idle power, data rate and bandwidth values are
tabulated in table I which have been used in the proposed model.

Table 1. Simulation Parameters

S.No Parameters

Network Area
Number of Nodes
Packet Length
Initial Energy
Bandwidth

Data Rate
TransmittingPower
Receiving Power
Idle Power

Sleep Power

oSNk LD =

—_
e

Sizes

1500 X 1500

50

250 bytes
1000 joules
2 MHz

1 Mbps

1 mW

1 mW

1 mW
0.001 mW

N1 N4 N3 N4 Nn
—>|51 |—>|sz |—>|ss |—>|s4 |—>|Sn|

Lol Gl Ll |

L

Y1 Y2 Y3 Y4

Yn

Wireless Sensor Network

Fig. 1. Model for Wireless Sensor Networks — Encoder part

In Figure 1, The encoder part is labeled as E and the decoder part is labeled as D in
Figure 2. Spatial Correlation based MAC protocol is developed (CC-MAC) to prevent
redundant transmission from closely located neighbors and to regulate the medium
access. Spatial correlation MAC protocol achieves high performance in terms energy.
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| Wireless Sensor Network |

Fig. 2. Model for Wireless Sensor Networks — Decoder part

Total number of nodes available in an event area is N, where the event source is S.
Each node in the sensor field observes the noisy version of event information X;(n),
Si(n) is spatially correlated to event source S. Each node has to encode its observation
for the purpose of reporting an event information to sink node. Sink is available at the
other end which is responsible for decoding the information to get an estimated value

of § . At a time n, each observed sample is denoted as X;(n), equation is formed as,
X;[n]= S;[n]+ N;[n] D

where the symbol i denotes the spatial location of the node n; , i.e. (X;,y;), Si(n) is the
realization of the space-time process s(t,X,y) at time t=t, and (x,y)=( x;,y;) and Nj(n) is
the observation noise [1]. {Nj(n)} is a sequence of i.i.d Gaussian random variables of

. 2 .
zero mean and variance O, . We assume that the noise each sensor node encounters

is independent of each other, i.e., Nj(n)and Nj(n) are independent .Each observation
Xi (n) is then encoded into Yi(n) by the source-coding at the sensor node as,

Y,ln) = f;(X;[n]) @

The information is transferred to the sink through the network. The sink on the

other hand decodes the received data to reconstruct an estimation S of the source S.
S = g¥yln 1 YyIng 15 Yy Ing 1o Yy [ng 1) 3)

Based on the data received from N nodes in the event area over a time period t, the
time difference between t,; and t,, is expressed as,

Tty )

4 Spatial Correlation in Wireless Sensor Networks

Spatial correlation between the sensor nodes helps to prevent redundant data during
transmission. In wireless sensor network, when an event occurs in a sensor field, the
nodes which are very nearer to that event area detect the event information and it is
sensed by the neighborhood nodes. Every node transmits its own data to sink which is
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highly correlated that results in redundant transmission. It is not requisite for all the
nodes in the sensor field to send the data to the sink. Redundant transmission in a
network is reduced by decreasing the selecting the subset of sensor nodes. The subset
nodes efficiently transmits the data to sink. The filtration of redundant data and the
maximization of network lifetime is increased by designing the efficient MAC
protocol. The spatial correlation region is defined as the region in which all the sensor
nodes send the readings which are similar in nature and therefore it is enough to send
a single report to represent the correlation region [8].

Correlation Region

Fig. 3. Representation of Correlation Region

Fig.3. shows the representation of correlation region.
corr { si,ssj } = Pij= K, i) = E—[-S-.—S-,-]— (5)

6%
where d;; = pg — ps where p denotes the distance between nodes n; and n; located at
coordinates S; and S;, respectively, and k,,(-) is the correlation model or covariance

model. The covariance function is assumed to be non-negative and decrease
monotonically with the distance. Covariance model is categorized into four types,
they are,

1) Spherical Model

ii) Power Exponential Model
iii) Rational Quadratic Model
iv) Matern Model

In this paper Power exponential model has been considered [1] . The covariance

function is given by

(—d/61)62

kPEay=e . 6,>0.0,€(0.2] ©®

From the above equation (6), K, represents covariance function and PE represents

power exponential model. For 02 =1, the model becomes exponential, while for

02 =2 squared exponential. The parameter 0, is important because it controls the

relationship between the distance d ;;and p;;,
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4.1 Distortion Constraint

Distortion is one of the reliability constraint. The distortion increases when the sensor
nodes fail to report the event from within the defined correlation region. The
correlation region is changed dynamically according to the observed reliability. At
sink node, the distortion is given by,

D =E[d(S, S )] @)

where D is the Distortion value and S is the event and S is the estimated value of S.
Mean-squared error is used as the distortion metric

D(M) = EI(S - §(M)*] ®)

D(M) shows the distortion achieved at the sink as a function of number of nodes M
that send information to the sink and correlation coefficients p ;) and p; between
nodes ni and nj, and the event source S and node ni, respectively [1]. It is denoted as,

D(M)=0c? o (z% 1)+
’ M(O'? +°'12V) =17 (50
©))
06 M M

N
20X PG
MZ(O_SZ +O_12v )2 lzl J;‘;l (ls.])

4.2 Simulation Results for Distortion Constraint

The wireless sensor network is implemented in Ns2 with fifty nodes in random
deployment. Representative nodes are selected randomly among 50 nodes and the
distortion function is calculated according to the locations of these nodes. From the
simulation, the correlation coefficient between the sensor nodes and the event and
also the average distortion are calculated, the distribution of the distortion for each
number of representative nodes is shown in figure 4 &5. For the analysis, 8, = 1 and
0, {10, 50, 100, 500, 1000, 5000, 10000} have been considered in the covariance
model for the covariance function.
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Fig. 4. Correlation coefficient between the sensor nodes and the event
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Figure 4 shows the correlation coefficient between the sensor nodes and the event.
Figure 5 shows the distortion according to changing the representative node number.
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Fig. 5. Distortion according to changing representative node number

As shown in Figure 4 & 5, the achieved distortion stays relatively constant when
the number of representative nodes is decreased to 15. This behavior is due to the
highly redundant data sent by the sensor nodes that are close to each other. In
addition, with increasing 6, the observed event distortion decreases since close nodes
become less correlated with increasing 0.

5 Collaborative Based Medium Access control (CC-MAC)

When a specific source node, 7, , transmits its event record to the sink, all of its
correlation neighbors have redundant information with respect to the distortion
constraint, Dmax. This redundant information, if sent, increases the overall latency

and contention within the correlation region and results in wasting of energy in WSN.
The proposed work deals with collaborative based MAC protocol (CC-MAC).
CCMAC aims to prevent the transmission of such redundant information and
prioritize the forwarding of filtered data to the sink.

In WSN, the sensor nodes have the dual functionality of being both data originators
and data routers. Hence, the medium access is performed for two reasons:

» Source function
> Router function

Source nodes with event information perform medium access in order to transmit
their packets to the sink and the router function is used to forward the packets
received from other nodes to the next destination in the multi-hop path to the sink [1].

CC- MAC protocol contains two components, Initiate MAC and Route MAC
corresponding to the source and router functionalities. Initiate MAC (I-MAC), filters
out the correlated records. Route MAC (R-MAC) ensures prioritization of route-thru
packets. Both I-MAC and R-MAC use a CSMA/CA based medium access control
with appropriate modifications. The information about correlation formation is
embedded inside the RTS/CTS/DATA/ACK packets. Each node is informed about the
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correlation information about a node using these packets. A node performs I-MAC
when it has to transmit its sensor reading to the sink, while R-MAC is performed
when a node receives a packet and tries to forward it to the next hop.

RTS paclket siruciure
:nml | Traration | RA I TA |1=1-I| FCS |
Hite 16 16 48 4% 1 az
CTS pached sbrsciune
f;’::l I Druratien | RA | FH | FCS |
Bits 18 16 48 1 az
DATA pacloet straciure
| MAC HEADER |wl|mmnom] FOS |
Bies Tan 1 D-1E24%6 3z

Fig. 6. Structure for RTS, CTS, Data Packet

5.1 Iterative Node Selection Algorithm

To select the representative node in a sensor field, the INS algorithm is used [1].
Vector Quantization (VQ) method is adapted to analyze correlated region in WSN
field. It is named as voronoi region.

Pseudocode for the proposed model is

»  Start Calculating D(M) by setting M=N
» Check if DIM) < Dy«

» Run VQ
(i) Generate Multiple Topologies
with M nodes
(ii) Locations of Sensors nodes will be
changed for each topology
(iii) Calculate r(s,i), r(i,j) using q;
(iv) Calculate D(M)

» Repeat the above steps while
DM) < D

» End the result by calculating the
values of M*
M* = argmin { D(M) < Dy }
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6 Routing Algorithms

Two types of routing protocols are Proactive protocols and reactive protocols [7].
Proactive Routing Protocols maintain fresh list of destinations and their routes by
periodically distributing routing tables throughout the network. The main
disadvantages are respective amount of data for maintenance and slow reaction on
restructuring and failures. Reactive Protocols are also known as On-demand
protocols. These type of protocol find a route on demand by flooding the network
with route request packets. Three different routing protocols are considered to analyze
the behavior of CC — MAC Protocol. They are AODV and DSR, DSDV. Dynamic
Source Routing is shortly known as DSR and Adhoc On Demand Distance Vector
Routing is known as AODV, DSDV is known as destination sequenced distance
vector routing protocol. DSDV is a proactive table driven protocol, The basic
improvements made include freedom from loops in routing tables, more dynamic and
less convergence time [10]. DSDV is an elementary and moderately less complex
protocol which is a suitable fit for less dense network i.e. targeted to function
exquisitely on small node density. DSDV does work, essentially, by sharing routing
information with neighboring nodes, which is stacked away by each node in the form
of tables. DSR uses source routing. Timer activities are not directly involved in DSR
also certain multiple route cache entries per destination are used. The main feature of
DSR is source routing. i.e, the sender knows the complete hop-by-hop route to the
destination. These routes are stored in a route cache. The data packets carry the source
route in the packet header. Ad-hoc on demand vector is an on demand routing
protocol which is used to find a route between the source and destination node as
needed. AODV is preferable mostly because,

»  Uses sequence numbers to avoid loops
> Quick adaptation to dynamic networks
»  Unicasting and multicasting is possible
» Avoids counting to infinite problems

AODV is also appropriate for working in restrictive environments. It has the ability
to intercommunicate with the endpoints which cannot be accessed directly.

7 Simulation Results

Energy efficient routing protocols for wireless sensor networks using spatial
correlation based collaborative medium access control has been implemented using
Ns2. The parameters such as end to end delay, packet delivery ratio and packet loss,
energy consumption have been compared with AODV, DSR & DSDV

7.1 Comparison of End to End Delay with AODV, DSR, DSDV

End to End delay is defined as the ratio between sum of individual data packet delay
to the total number of data packets delivered.

End to end delay = [(Sum of Individual data packet delay) / (Total number of data
Packets delivered)]
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Fig. 7. End to End delay
Fig.7 shows the variation of end to end delay against time.

Table 2. End to End delay

Time in End to End

S.No (sec) Protocols Delay (ms)
1. 5 1.02
2. 25 1.13
3. 50 DSDV 1.24
4. 75 1.43
5. 95 1.55
1. 7 1.12
2. 27 1.19
3. 53 DSR 1.23
4. 77 1.41
5. 97 1.62
1. 10 0.94
2. 30 0.98
3. 55 AODV 0.99
4. 80 1.00
5. 100 1.02

It is observed from Figure 7 and Table 2 that as simulation time increases, the end
to end delay with DSR and DSDV is higher than that of AODV. This is because
DSDV is applicable for less dense network. DSR is designed for multihop wireless
networks but AODV is a routing protocol which has ability to create a route to
destination only on demand.

7.2 Comparison of Packet Delivery Ratio with AODV, DSR, DSDV

Packet Delivery ratio is the percentage of the ratio between total number of data
packets successfully delivered to the total number of data packets sent.

Pdr= [(Total number of data packets successfully delivered) / (Total number of data
packets sent )] * 100%
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Fig. 8. Packet Delivery Ratio
Fig.8. shows the variation of packet delivery ratio against time

Table 3. Packet Delivery Ratio

SN Time in Packet Delivery Ratio (%)

N0 (Sec) DSDV DSR AODV
1. 0 0 0 0
2. 10 12 17 20
3. 20 23 21 34
4. 40 34 41 46
5. 50 44 48 56
6. 60 57 55 59
7. 70 65 68 69
8. 75 74 79 82
9. 80 85 86 87

10. 85 88 90 91
11. 90 94 92 95
12. 100 97 95 97

It is observed from Figure 8 and Table 3 that at simulation time of 10 sec, AODV
has the highest (100%) of packet delivery ratio, DSR has 15% lesser packet delivery
ratio compared to that of AODV and DSDV has 40% lesser packet delivery ratio
compared to that of AODV. This is because DSR uses multiple route cache entries per
destination and in DSDV, periodically advertises a node’s interconnection topology with
the other nodes. AODV uses traditional routing tables, one entry per destination.

7.3 Comparison of Packet Loss with AODV, DSR, DSDV

Packet Loss is obtained by subtracting the number of packets sent by the source to the
number of packets received by sink.

Packet Loss = (Number of packets sent by source ) — ( Number of packets received by
sink)
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Fig. 9. Packet Loss
Fig. 9. shows the variation of packet loss against time

Table 4. Packet Loss

SN Time in Packet Loss (Bytes)

O (Sec) DSDV DSR AODV
1. 0 0 0 0
2. 5 7 5 2
3. 10 18 14 9
4. 20 39 35 19
5. 30 48 46 26
6. 40 57 52 33
7. 50 69 65 48
8. 60 75 77 56
9. 70 95 82 62

10. 80 112 92 72
11. 90 131 121 86
12. 100 163 156 96

It is observed from Fig 9 and Table 4 that at simulation time of 80 sec, AODV
shows the lowest packet loss and DSR has a packet loss about 12% greater than that
of AODV,DSDV has a packet loss about 15% greater than that of AODV . This is
because AODYV uses a broadcast route discovery algorithm and then Unicast route
reply message. Also, AODV has the ability to provide Unicast, Multicast and
broadcast communication.

7.4 Comparison of Energy Consumption with AODV, DSR, DSDV

Energy Consumption is defined as the ratio between sum of energy expended by each
node to the total number of data packets delivered.

Energy Consumption = [(Sum of energy expended by each node) / (Total number of
data packets delivered)]
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Fig. 10. Energy Consumption
Fig. 10. shows the variation of energy consumption against time

Table 5. Energy Consumption

Time in Energy Consumption in (joules)
S.No

(Sec) DSDV DSR AODV
1. 0 0 0 0
2. 10 13 15 8
3. 20 28 25 22
4. 40 44 45 38
5. 60 51 56 49
6. 80 64 67 53
7. 100 78 73 61

It is observed from Fig 10 and Table 5 that at simulation time of 100 sec, AODV
shows the lowest energy consumption. DSR has energy consumption about 12%
greater than that of AODV and DSDV has an energy consumption of 13% greater
than that of AODV. This is because DSR needs support from MAC layer to identify
the link failure . In DSDV, an additional table is maintained by the mobile nodes that
stores the data sent in the incremental routing information packets but in AODV, a
route between the source and destination node is found only when they are needed.

From figure 7,8,9,10 and table 2,3,4,5, it is observed that the proposed energy
efficient routing protocols for wireless sensor network using collaborative based
medium access control with AODV performs better with higher packet delivery ratio,
lesser end to end delay and lesser packet loss, lesser energy consumption than that of
DSR and DSDV algorithms.

8 Conclusion and Future Work

Energy efficient routing protocols for wireless sensor network using collaborative
based medium access control is proposed in this paper. The spatial correlation
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between the sensor nodes is considered in the proposed algorithm. Using Ns2,
wireless sensor networks are simulated and the proposed algorithm is implemented
with spatial correlation based AODV, DSDV, DSR. The spatial resolution of nodes
are controlled by deactivating the redundant nodes. The performance of CC — MAC is
analyzed using Vector Quantization method. It yields better performance to achieve
energy efficiency. Parameters such as, End to End delay and Packet drop rate and
Packet delivery ratio and Energy Consumption are taken into account. Among the
routing protocols AODV gives better results than DSR, DSDV. By reducing the
redundant data from redundant nodes the spatial correlation based method proves that
it is the suitable technique to attain energy efficient in WSN . In future work , field of
grid and cluster head based algorithm will be detailed. Also, more number of routing
algorithms will be considered to accomplish the energy efficient operation in a better
way. In future, various network topology may be considered to proceed the work in
different directions.
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Abstract. The abstract should summarize the contents of the paper and should
Palmprint recognition is an effective biometric authentication method to
automatically identify a person’s identity. In this paper, phase congruency
method is proposed to extract features from a palm-print image for
authentication. The phase congruency is one of the promising methods to
analyze the image as it is invariant to image contrast and therefore can extract
reliable features under varying illumination conditions. The hand image is pre-
processed to get the desired Region of Interest (ROI) / palmprint. The palmprint
features are extracted by phase congruency method and are stored in feature
vector. Euclidean Distance similarity measurement method is used to compare
the similarity/dissimilarity between two feature vectors. Experiments were
developed on a database of 600 images from 100 individuals, with five image
samples per individual for training and one image sample per individual for
testing.

Keywords: Palmprint, Palmprint Authentication, Phase Congruency, Euclidean
distance.

1 Introduction

Personal identification using biometric methods is becoming popular in today’s
automated world. Biometric authentication methods utilize automated techniques to
authenticate a person’s identity based on his/her behavioral/physiological
characteristics [1-3]. The main aim in biometric authentication is to find a suitable
and effective biometric feature which can find the similarity or dissimilarity between
individuals. The stable lines in the palmprint make it one of the most reliable
biometric features for authentication.

Palmprint is universal, unique, permanent, collectible, consistent, comparable,
inimitable and tamper-resistant biometric method. Palmprint has several features like
geometry features, line features, point features, texture features etc [4-16]. In this
paper, line feature is analyzed for palmprint recognition. Line feature includes
principal lines, wrinkles and ridges. There are several conventional methods that can
extract the palmprint lines like Sobel operator, Prewitt operator, and Canny’s
technique etc. [17, 18]. These methods works better on images captured under
controlled illumination conditions and are highly sensitive to texture lines etc. A more

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 157 2011.
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promising phase congruency line detection method is proposed. Phase congruency
method is less sensitive to image distortions and poor illumination conditions. The
phase congruency method performs better than the real wavelet transform method for
palmprint authentication [9].

The following section of the paper is organized as follows: Section 2 describes the
basic of palmprint authentication system. In section 3 the phase congruency-based
feature extraction technique is proposed. Section 4 presents feature matching by
Euclidean Distance similarity measurement procedure. The experimental results are
presented in Section 5, while section 6 concludes the paper.

2 Palmprint Authentication System

In this paper, the palmprint authentication system is divided in following two
subsystems:

(a) Pre- Authentication System
(b) Authentication System

In Pre-authentication system, a database of Phase Congruency features is prepared.
In addition, Reference threshold value is also identified and stored in database. These
values will be used in Authentication system.

Euclidean
Distance
Similarity
Measurement

Image Image  Pre- Phase
Acquisition B processing B Congruency
Method

Reference
Threshold

LuesuvIu

Fig. 1. Palmprint Pre-Authentication system

In Authentication system, the authenticity of a person is identified with the help of
Reference threshold value stored in Pre-authentication system database.

Image Image Pre- Phase Congruency
Acquisition B processing | Method

v

Euclidean Reference Genuine or
Distance Similarity > Threshold > Imposter
Measurement Comparison

Fig. 2. Palmprint Authentication System
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3 Feature Extraction Using Phase Congruency Features

The main aim of feature extraction is to get the desired features, here line feature from
the palmprint image. Line feature includes principal lines, wrinkles and ridges. Line-
feature extraction technique which extracts a set of phase congruency features from
palmprint image is proposed. There exist several palmprint recognition systems that
use line and gradient-based feature extraction methods like Sobel operators [17],
Canny [18], line directional detectors calculates the points of high intensity gradients
to extract the line features in different directions. All these palmprint recognition
methods are based on intensity gradients and therefore got affected by the image
contrast and brightness. Here, phase congruency model for line feature extraction is
proposed that is invariant to changes in image brightness and contrast.

The phase congruency model [19] finds out the points in the palmprint where log-
Gabor filter response over various scales (s) and orientations (0) is maximal in phase.

The 2D phase congruency PC,,, (x) is defined as:

WA N AAcoslp, ()5 - lsinlo,, (x)-4,&)))-7, ]
PCzD(x) s (1)

ZZASO(X)-FE

where X is the pixel location in the spatial domain. W, (x) is weighing function of

phase congruency by frequency spread at orientation o. A (x) denotes the
amplitude of the grey scale palmprint image. @, (x) denotes the phase response of

palmprint image at scale s and orientation 0 of log- Gabor filter. @ (x) represents
the mean phase angle at orientationo . £ is small constant which prevents division

by zero. |_ J symbol denote that the enclosed quantity is equal to itself when its value

is positive and zero otherwise. 7|, is the estimated noise energy at orientation o.

The sample of Phase Congruency feature extracted from palmprint image is shown
in Fig.3.

Phase
Congruency
Method

hr W o

Pa].mpr;.m Phasze Congruency Features

Fig. 3. Feature Extracted by Phase Congruency method on palmprint image

The Phase Congruency method is applied on the palmprint image and Phase
Congruency Features extracted. The number of phase congruency features images
depends on the number of orientations considered. Here the number of orientation
considered is six. The phase congruency features (PCF) extracted and the binarized
phase congruency features images are shown in Fig. 4.
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R

DR | AT : 5
Bin_aried PF2

inariz

PCF6 CF6
Fig. 4. Phase Congruency Features and Binarized Phase congruency features

Once a palm-print image is transformed by phase congruency model, the final
feature vector FV is the energy at the considered value of orientation, constructed by
computing the square and summation of the Phase Congruency image pixels (PCIP).
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4 Feature Matching

A matching algorithm describes the degree of similarity between two feature vectors.
In a palm-print recognition system operating in verification mode the feature vector
extracted from the given input palm-print image by the phase congruency method is
compared (or matched) with the template associated with the claimed identity. The
template is constructed during the enrolment stage. Here, Euclidean Distance
similarity measure is used to produce the matching score.

4.1 Euclidean Distance Similarity Measurement

Euclidean distance involves computation of square root of the sum of the squares of
the differences between two feature vectors as shown in (4).

ED= > (FV,-FV,)’ )

In palmprint authentication, Euclidean distance is defined as the square root of the
sum of the squares of the differences between two feature vectors, FVpg, FV as shown
in equation (5).

ED = \/Z (FVyy, —FV, ) 5)
k=1

where F'V,,, FV are feature vectors from the database and the person came for

authentication. ‘m’ is the number of orientation.

4.2 Reference Threshold

Euclidean Distance value “0” signifies both feature vectors are exactly same and a
value approaching “0” signifies both feature vectors belongs to same hand. If the
value of matching score (or Euclidean distance) defined by equation (5) is less than
reference threshold value, then the feature vectors are considered to be from same
hands (being genuine or authentic), otherwise different hands (being false or
unauthentic).

The hand image samples are divided into two groups G1 and G2.

G, group

(6)



162 J. Malik, G. Sainarayanan, and R. Dahiya

G, group
p=1,].P=[1,] .. p,=11,] )

Where P; denotes i person in group G, Gy, I; denotes the j™ palm image in group
Gl’ G2.

Table 1. Matching in group G; among person P,

i 1 2 3 M-1
J
1 X ED]Z ED13 ......... EDl(M 1
2 EDZI X ED23 .......... EDZ(M-I)
M-1 ED(M- D1 ED(M- 12 ED(M- D3 X

In group Gl1, each hand feature vector in P, is matched with all other (M-1) hands
feature vector by Euclidean Distance similarity measurement method. The matching
values are approaching “0” and are stored in threshold array.

~ [EDIZ,EDB ..ED,,, \,ED, ,ED,,,..ED,, ,,...... } ©

Similarly, all N hand image samples matching results are stored in Threshold array
(TA).

T,=TA +TA, +........ +TA, )

The minimum and maximum of matching values are found out from the threshold
array (TA;, TA,,........ TAy) for each individual as shown in equation (10).

Tynay = min(TAi) }
LN

(10)
Tynax = maX(TAi) i

The accuracy of the system is identified by matching group G, samples with group
G, samples using threshold values stored in threshold array. Finally, a threshold value
is chosen where FAR and FRR is minimum, this value is called Reference threshold.

In real time authentication system, if a person’s hand is compared with the samples
present in the database, the authenticity depends on the matching score. If matching
score (Distance value) is less than reference threshold, the person is considered to be
genuine (present in the database) otherwise imposter.

S Experimental Results and Analysis

A database of 600 palmprint images from 100 palms with 6 samples for each palm is
taken from PolyU palmprint database [22].
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5.1 Palmprint Authentication System

The palmprint database is divided into two groups, first group (G;) consists of 100
persons with each person having 5 palm sample images to train the system, and
second group (G,) contains 100 persons with each person having one palm image
different from the first group images. Second group is used as testing sample. The
image size is 284x384 pixels.

G, group

B :[11’12’13’14’15]’P2 :[11’12’13’14’15]""“PIOO :[11’12’13»14’15]

In G, group each hand P; contains 5 sample image I, s,
G, group

p1:[16], P2:[I6], ................ Pmo=[16]

In G, group each hand P; contains only sample image I¢.

Image is pre-processed to get the region of interest. Pre-processing includes image
enhancement, image binarization, boundary extraction, cropping of palmprint/ROI.
The ROI size is 64x64 pixels. Sample of ROI is shown in figure 5.

Image Pre-
Processing

> i
I'-
8 ATEE:
[LO -

alm Image Palmprint

Fig. 5. Sample of ROI

Feature extraction is done by Phase Congruency method to get the phase
congruency features from the palmprint image. The feature vector contains the energy
of the phase congruency image pixels. Feature vector of all hand images samples is
calculated and stored in database.

Euclidean Distance is used as a similarity measurement method for feature
matching.

5.2 Reference Threshold Calculation

In group G1, each hand feature vector in P, is matched with all other 4 hands feature
vector by Euclidean Distance similarity measurement method. Similarly, all 100 hand
image samples 2000 matching values are stored in Threshold array (TA).

T,=TA +TA, +........ +TA,q,

Tyoun = min(TAi) }
T yiviax :maX(TAi) i=1,....100

The maximum and minimum values are found out from threshold array.

The FAR and FRR are values are plotted with respect to threshold range values.
From the graph the value of reference threshold is chosen where FAR and FRR are
minimum. The authentication system accuracy is 98.1%. Plot of FAR and FRR is
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shown in figure 6. The plot between accuracy and threshold is shown in Fig. 7. The
values of FAR, FRR, Accuracy and Comparison time is tabulated in table II for scale
4 and orientation 6. The relation of number of orientation with comparison time is
tabulated in table III and plotted in Fig. 8.

Table 2. Comparison of Reference Threshold, FAR and FRR with Accuracy

Reference

Threshold FAR FRR Accuracy
1.06E+02 4.76E-02 2.02E-03 98.1
1.95E+02 8.62E-02 1.82E-03 97.5
2.84E+02 1.56E-01 1.52E-03 95.6
3.73E+02 1.84E-01 1.42E-03 92.1
4.63E+02 2.05E-01 1.12E-03 90.7
5.52E+02 2.03E-01 1.12E-03 89.7
107
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Fig. 6. FAR Vs FRR
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Table 3. Comparison between Time and Window Size

Number
of Comparison
orientation Time

1 0.024

2 0.00755

3 0.00625

4 0.00969

5 0.00833

6 0.0164

00248

0.0z2r

o
=
I

o
=
T

Comparison Time

0.005

Orientation

Fig. 8. Comparison Time Vs Orientation

The comparison of different methods with respect to accuracy and FAR FRR is
tabulated in table 4.

Table 4. Comparison between Different Methods

Method FAR FRR Accuracy
Directional 0.6 0.6 97.81
operator [8]
DLEF [9] 2.08 2.08 97.50
Sobel Code 1.82 8.5 94.84
(23]
Proposed
00476 0.00202 98.1
Approach

6 Conclusion

In this paper, we have presented a promising approach of phase congruency for the
extraction of discriminative palm-print features at different orientations. The phase
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information is obtained by using phase congruency method for detecting the edges of
palmprint lines. The energy computed from the phase congruency image pixels is
used for feature matching. The authentication system accuracy is 98.1 %.
Experimental results clearly show that phase congruency methodology has the ability
to discriminate similar palmprints. The future work is to explore the quality of phase
congruency for different illumination and contrast.
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Abstract. In this paper a 3D DWT algorithm is proposed for 4D imaging. In
this proposed algorithm original image is preprocessed to 8X8X8 sub-blocks
and is processed using Simulink model. The algorithm results obtained similar
MSE and PSE compared to the referenced models.

Keywords: 3D DWT, 4D.

1 Introduction

High speed, high resolution 4-D imaging systems could help surgeons account for the
relative location of target tissue during involuntary movements such as respiration,
heartbeat, and digestive motion in noninvasive surgery. Although the field has been
the subject of research for several years, many areas for innovation exist and could
apply to a range of noninvasive surgical therapies. The vision for Non-invasive
Surgery is simple: the destruction of undesirable tissue in the human body without
physically penetrating the body. As it is impossible for the surgeon to remove what he
cannot see, capturing useful images of the undesirable tissue and the progress of its
destruction during surgery is imperative. Different three dimensional (3-D) imaging
modalities usually provide complementary medical information about patient anatomy
or physiology. Four-dimensional (4-D) medical imaging is an emerging technology
that aims to represent a patient’s movements over time. A 3-D medical image contains
a sequence of parallel two dimensional (2-D) slice images representing anatomic or
physiologic information in 3-D space. The smallest element of a 3-D image is a cubic
volume called a voxel. A 4-D medical image contains a temporal series of 3-D
images. 4-D images can be used for monitoring respiratory and cardiac motion. In 4-
D imaging technologies, progress has been made combining image registration and
classification to provide intrinsic simplification and cross verification. 3-D images
have been used clinically since CT was invented. Ultrasound imaging, MRI, PET, and
SPECT have been developed, providing 3-D imaging modalities that complement CT.
Among the most recent advances in clinical imaging, helical multi-slice CT provides
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improved image resolution and capacity of 4-D imaging, but is too slow for use
during non-invasive surgery. Other advances include mega-voltage CT (MVCT),
cone-beam CT (CBCT), functional MRI, open field MRI, time-of-flight PET, motion-
corrected PET, various angiography, and combined modality imaging, such as
PET/CT, and SPECT/CT. Some preclinical imaging techniques have also been
developed, including parallel multichannel MRI. Post-imaging analysis (image
processing) is required in many clinical applications. Image processing includes
image filtering, segmentation, registration, and visualization, which play a crucial role
in medical diagnosis/treatment, especially in the presence of patient motion and/or
physical changes. In this paper, we have considered 3D DWT for medical image
processing.

The 3D wavelet decomposition is computed by applying three separate 1D
transforms along the coordinate axes of the video data. The 3D data is usually
organized frame by frame. The single frames have again rows and columns as in the
2D case, x and y direction often denoted as “spatial co-ordinates” where as for video
data a third dimension z for “time” is added. In the case of 2D decompositions, it does
not matter in which order the filtering is performed. A 2-D filtering frame by frame
with subsequent temporal filtering, three 1-D filtering along y, t, and x axes, one
decomposition step results in 8 frequency sub bands out of which only the
approximation data is processed further in the next decomposition step. The paper
“Low-Power And High-Speed VLSI Architecture For Lifting-Based Forward And
Inverse Wavelet Transform”[1] proposed by Xuguang Lan and Nanning Zheng,
presents the low-power, high-speed architecture which performs two-dimension
forward and inverse discrete wavelet transform (DWT) for the set of filters in
JPEG2000 using line based and lifting scheme. Anirban Das, Anindya Hazra, and
Swapna Banerjee have proposed the architecture of the lifting based running 3-D
discrete wavelet transform (DWT), which is a powerful image and video compression
algorithm in the paper “An Efficient Architecture for 3-D Discrete Wavelet
Transform”[2]. The proposed design is one of the first lifting based complete 3-
DDWT architectures without group of pictures restriction. Chin-Fa Hsieh, Tsung-Han
Tsai, Neng-Jye Hsu, and Chih-Hung Lai, proposed[3] a novel, efficient VLSI
architecture for the implementation of one-dimension, lifting-based discrete wavelet
transform (DWT). Both folded and the pipelined schemes are applied in the proposed
architecture the former scheme supports higher hardware utilization and the latter
scheme speed up the clock rate of the DWT. Jen-Shiun Chiang, and Chih-Hsien Hsia
have proposed a highly efficient VLSI architecture for 2-D lifting-based 5/3 filter
discrete wavelet transform (DWT) in “An Efficient VLSI Architecture for 2-D DWT
using Lifting Scheme”[4] paper. The architecture is based on the pipelined and
folding scheme processing to achieve near 100% hardware utilization ratio and reduce
the silicon area. Proposed efficient 2-D lifting-based DWT VLSI architecture uses
lossless 5/3 filter and pipelined processing. A low bit rate three dimensional
decomposition algorithm for video compression with simple computational
complexity is proposed [5] by Awad Kh. Al-Asmari and Abdulaziz Al-Rayes. The
algorithm performs the temporal decomposition of a video sequence in a more
efficient way by using 4-tap short symmetric kernel filter (Haar filters) with
decimation factor of 4:1 instead of 2:1 used in the classical 3D-wavelet algorithms.
M.F. L opez, S.G. Rodr’yguez, J.P. Ortiz, J.M. Dana, V.G. Ruiz and I. Garc’ya have
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proposed “Fully Scalable Video Coding with Packed Stream” [6] where Scalable
video coding is a technique which allows a compressed video stream to be decoded in
several different ways. This ability allows a user to adaptively recover a specific
version of a video depending on its own requirements. Video sequences have
temporal, spatial and quality scalabilities. In the paper[7], “3D Discrete Wavelet
Transform VLSI Architecture for Image Processing” Malay Ranjan Tripathy, Kapil
Sachdeva, and Rachid Talhi have proposed an improved version of lifting based 3D
Discrete Wavelet Transform (DWT) VLSI architecture which uses bi-orthogonal 9/7
filter processing. This is implemented in FPGA by using VHDL codes. The lifting
based DWT architecture has the advantage of lower computational complexities
transforming  signals with extension and regular data flow. “An
Efficient_Architecture_For_Lifting-Based Forward and Inverse Discrete Wavelet
Transform” [8] is proposed by Aroutchelvame, S.M. and K. Raahemifar where
architecture performs both forward and inverse lifting-based discrete wavelet
transform.

Haw-Jing Lo, Heejong Yoo and David V. Anderson [2008], proposed a reusable
Distributed Arithmetic Architecture for FIR Filtering, with 16-bit precision and 16-tap
FIR filter. This design could not address higher order filters. Chen Jing and Hou Yuan
Bin [2008] proposed Efficient Wavelet Transform on FPGA based on Distributed
Arithmetic, with 8 bit input and 28 word LUT based implementation. Memory
occupied was very large thus is not suitable for high speed applications. Wang Sen,
Tang Bin, Zhu Jun [2007], proposed Distributed Arithmetic for FIR Filter Design on
FPGA, with 70-tap low pass filter, operating at 40MHz sampling freq., and 12 — 13
bit precision. Patrick Longa and Ali Miri [2006] proposed Area-Efficient FIR Filter
Design on FPGA's using Distributed Arithmetic, with 4 input -LUT based FPGA
implementation of DA-FIR. This architecture is hardware efficient and better
throughput performance useful for handheld applications that require low-power
consumption. Most of the DA architectures strive for reduced memory and do not
concentrate on speed and power. In this paper, we propose a modified architecture for
FPGA implementation of DA based DWT.

In this work, we propose a modified 3D DWT architecture based on 5/3 lifting
scheme architecture. In this architecture, predict and update phase of lifting steps
consisting multipliers and adders are reused based on pipelined architecture to reduce
the area and hence reduces power. Section II discusses a overview of 3D DWT
architecture, section III presents the hardware model for the proposed 3D DWT
architecture and section I'V presents the results.

2 3D Discrete Wavelet Transform for 4D Imaging

The 3D DWT can be considered as a combination of three 1D DWT in the x, y and z
directions, as shown in Fig. 1. The preliminary work in the DWT processor design is
to build 1D DWT modules, which are composed of high-pass and low-pass filters that
perform a convolution of filter coefficients and input pixels. After a one-level of 3D
discrete wavelet transform, the volume of frame data is decomposed into HHH, HHL,
HLH, HLL, LHH, LHL, LLH and LLL signals as shown in the Fig. 1.
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Fig. 1. One-level 3D DWT structure [3]

Fig. 2. shows the data flow diagram of 3D wavelet architecture for 4D medical
imaging application. The input image is first read row wise and processed using 1D
DWT algorithm, the row processed data is then column processed and then in the last
stage the frames are processed in the temporal domain.

Row processing
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Fig. 2. Block diagram of 3D 1 level DWT decomposition
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Fig. 3. Spatial and temporal sampling of a video sequence

The frame rate is 30 frames per second, thus the time interval for processing every
frame is 33ms. 2D DWT should be performed in less than 10ms as another 20ms will
be required for encoding. Also to perform 3D DWT, 8 frames of 512x512 images is
required to be processed within less than 0.25 seconds. For video compression it is
required to perform atleast three levels of decomposition, thus within a time of less
than 0.25 seconds it is required to perform three stages of 3D DWT, each 2D DWT
requires a time of less than 10ms. Fig. 3. shows the block level representation of 3D
DWT processing logic.

3 Proposed 3D DWT for 4D Imaging

In order to improve the processing speed of 3D DWT, a modified algorithm is
proposed in this section. The modified algorithm is modeled using Simulink model
and 3D DWT and 3D IDWT architecture is verified using known set of MRI data.
The comparison of MSE and PSNR is carried out with reference design and the
computation time is also estimated to prove the advantages of the proposed design.
Fig. 4. and fig. 5. shows the 2D DWT processing logic.

Fig. 4. Block diagram of Row processing
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Fig. 5. Block diagram of Column processing

In the proposed design, all the row elements of 8 frames are independently
processed in parallel using eight different 1D DWT algorithm. Further the row
processed DWT output is further transformed and then processed in column wise,
using eight 1D DWT. The parallel operations of row processor and column processor
reduce the processing time by 1/8" the original time required. The cost of hardware
required is increased as they need additional 8 different 1D DWT units in every stage
of processing.

4 Simulink Model Design of 3D-DWT

The proposed parallel processing algorithm for 3D DWT algorithm is modeled using
Simulink. An input video sequence of MRI data is read and is first preprocessed. The
video sequence consisting of 20 frames is subdivided into three slots of 8 frames.
Each slot of eight frames is processed using the parallel algorithm proposed in the
previous section. The input video frames are also subdivided into 8x8x8 frames from
the original 512x512x8. Every sub slot consisting of 8x8x8 set of data is processed
using the proposed algorithm. Fig. 6. shows the top level Simulink model for
proposed 3D DWT algorithm.

5 Result and Discussion

MRI data of human brain is used as a test case to verify the developed Simulink
model. Video data is captured at 2 frames per second, with 240x320 resolutions. The
captures frames are accumulated in the framer unit and the video is converted to
240x320x8 frames per second, and is sub divided into 8x8x8 frames. The video data
is processed using the proposed algorithm and the results are shown in fig. 7.
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Fig. 6. Top level block diagram of Simulink model for 3D DWT

Fig. 7. Simulation results of 3D DWT using the proposed algorithm

Fig. 8 to Fig. 10 presents the simulation results of original image, decomposed
image and reconstructed image using the proposed algorithm. Table 1. below shows
the MSE and PSNR for 8 frames of the input video sequence obtained using the
proposed model.
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Table 1. Shows the MSE and PSNR for 8 frames of the input video sequence obtained using
the proposed model

Frames MSE MSE PSNR(Reference) PSNR(Proposed)
(Reference) (Proposed)
Frame 1 12.2 12.1 43 43
Frame 2 12.7 12.7 42 42
Frame 3 16.3 16.2 39 39
Frame 4 11.2 11.3 49 49
Frame 5 13.3 13.3 41 40
Frame 6 14.6 14.7 42 42
Frame 7 11.8 11.9 48 47
Frame 8 12.6 12.5 43 42

Table 2. Presents the comparison of computation time for 3D DWT. The proposed algorithm is
faster then the existing design by more than 60%.

Computation time ~ Time in seconds Time in seconds Time in seconds
Iteration 1 Iteration 2 Iteration 3

Reference design 45 63 12

Proposed design 14 32 5

6 Conclusion

A 3D DWT algorithm is proposed for 4 D imaging. In this algorithm 8 row processors
and 8 column processors are designed to compute the row processing and column
processing of input image in parallel. The original input image is preprocessed to
8x8x8 sub blocks and is processed using the Simulink model. MSE and PSNR are
computed and are compared with the reference model. The results obtained shows the
proposed design achieves similar MSE and PSNR compared to the reference design.
The computation time of the proposed design is very less compared to the reference
design, due to parallel processing. The cost of hardware increases due to higher
computation complexity. However, suitable VLSI techniques can be adopted to
minimize the computation complexity.
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Abstract. This paper proposes an efficient three fold stratified SIFT matching
for iris recognition. The objective is to filter wrongly paired conventional SIFT
matches. In Strata I, the keypoints from gallery and probe iris images are paired
using traditional SIFT approach. Due to high image similarity at different regions
of iris there may be some impairments. These are detected and filtered by find-
ing gradient of paired keypoints in Strata II. Further, the scaling factor of paired
keypoints is used to remove impairments in Strata III. The pairs retained after
Strata III are likely to be potential matches for iris recognition. The proposed
system performs with an accuracy of 96.08% and 97.15% on publicly available
CASIAV3 and BATH databases respectively. This marks significant improvement
of accuracy and FAR over the existing SIFT matching for iris.

Keywords: Iris Recognition, Stratified SIFT, Keypoint, Matching.

1 Introduction

Iris is the sphincter having unique flowery random pattern around the pupil. It is an in-
ternal organ with complex unique features that are stable throughout the lifetime of an
individual. There has been significant research done in the area of iris recognition using
global features [1I2/3l4]. However, these approaches fail to possess invariance to affine
transformations, occlusion and robustness to unconstrained iris images. Thus, there is
a stringent requirement to develop iris recognition system suitable for non-cooperative
images. Keypoint descriptors are invariant to affine transformation as well as partial oc-
clusion. Scale Invariant Feature Transform (SIFT) is a well known keypoint descriptor
for object recognition [S]]. Due to inherent advantages, SIFT is capable of perform-
ing recognition using non-cooperative iris images [6]. In SIFT matching approach, the
difference of Gaussian images are used to identify keypoints at varying scale and ori-
entation. The orientation is assigned to each detected keypoint and a window is taken
relative to direction of orientation to find the descriptor vector. During recognition, the
keypoints are detected from gallery and probe images and matching is performed using
nearest neighbour approach. The challenge with conventional SIFT matching when ap-
plied to iris recognition is to find texture similarity between same regions of two iris.
SIFT fails as it does not consider spatial information of the keypoints. To make SIFT

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 178— 2011.
© Springer-Verlag Berlin Heidelberg 2011
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(c) Strata III: n = 54

Fig. 1. Matches (1) at different strata obtained between two instances of same individual taken
from CASIAV3

functional for iris, a novel matching approach has been developed that combines spatial
information along with local descriptor of each keypoint.

The organization of the paper is as follows. Conventional SIFT matching approach
for local descriptors is discussed in Section[2l Proposed stratified SIFT matching is ex-
plained in detail in SectionBl The job of filtering is done in two sequencial steps: Gra-
dient based filtering and Scale based filtering. Section (] provides the results obtained
using proposed approach. Finally, conclusions are given at the end of the paper.

2 Conventional SIFT Matching

The matching algorithm plays a significant role in any biometric system as it acts like
a one way gateway through which only genuine matches (if two images are from same
subject) will pass and imposter matches (if two images are from different subjects)
are blocked. In local feature matching, the total number of paired keypoints is used
to find the authenticity of an individual. Let I be the set of all images available in
the iris database. For understanding, I,, be a gallery iris image and I, be a probe iris
image where I,,, I,¢ I. The matching algorithm validates I, against I,,. In the conven-
tional SIFT matching, for each keypoint in I, the Euclidean distance is found with
every keypoint in I,. The nearest neighbour approach pairs the i keypoint in 7,, with
j™ keypoint in 1,,, iff the descriptor distance between the two (after multiplying with a
threshold) is minimum [5]]. The two keypoints are paired and removed from the set of
keypoints detected from 7, and I,,. This process is iterated for the remaining keypoints
until any two keypoints can be matched. This approach performs moderately well for
unconstrained iris recognition [6]. However, as SIFT determines image similarity us-
ing 128-dimensional local features only, hence it may wrongly pair (impairment) some
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keypoints for iris. Thus, the existing approach is modified using two strata which re-
moves impaired matches using spatial information of the matching keypoints and con-
tributes in achieveing better recognition accuracy.

3 Stratified SIFT Matching

In the proposed paper an effort is made to improvise the conventional SIFT matching.
The pupil and iris circles are assumed to be concentric, hence all localized images have
pixel size 2r X 2r, where r is the radius of iris. The pupil center as well as iris centre
are located at (7, r). Therefore the localized images do not have transformation due
to translation. However, there is a possibility of iris images being transformed due to
rotation (tilt of subject’s head), scaling (change in camera to eye distance) or both [6].
The SIFT matching algorithm matches keypoints that have similarity between the local
descriptors (as discussed in Section 2)) but fails to conform to spatial relationship. The
removal (filtering) of impairments by the proposed approach retains only those matches
that are more probable to be potential matches. Let K, be the set of m; keypoints found
in I, and K,, be the set of n; keypoints found in 7, by applying SIFT detector. These
sets of keypoints are used to comprehend the stratified SIFT matching.

3.1 Strata I: SIFT Matching

Let R be the ordered set containing the matches between K, and K,, by conventional
SIFT matching as discussed in Section2l Hence, R contains only those pairs (i, j) where
i keypoint in K,, is matched with j* keypoint in K|, as shown in Fig. Let i be the
number of matches found where 7 € [0, min(m, n;)]. As set R is generated solely on the
basis of local descriptor property it may wrongly pair keypoints from different regions
of iris. Hence, there is a need to combine spatial information with local descriptor to
filter out impaired keypoints as discussed in subsequent strata.

3.2 Strata II: Gradient Based Filtering

In this strata gradient based filtering is performed to remove impairments from R. To
compute gradient for each pair of keypoints (7, j) in R, the angles are obtained from
respective image centers (r, ). Thus, 6; is computed from /,, and ¢; is computed from
I,,. The angle of rotation for Kt pair is calculated as y; = (¢; ©;) mod 360° (depicted in
Fig. B(@)). Considering SIFT to be completely flawless (due to robustness property, no
false match is found) and efficient (due to property of repeatability, all possible matches
are found) [5]]; the value of vy, derived should be same Vk. But in practice, SIFT does not
give such precise matches. Thus, it is difficult to obtain unique value of y even when I,
and [, belong to the same subject. Rather a distribution of y is obtained. A histogram is
plotted with x-axis comprising bins with a range of values of vy, and y-axis comprising
number of matches falling in a particular bin as shown in Fig.[2l The number of bins in
the histogram (nobins) is subject to implementation issue. In proposed system, nobins
is taken as 10. The distribution of y gives a single peak in case the two iris images (/,,
and /,)) are from the same subject. In contrast, no distinct peak should be found in case
the two iris images are from different subjects. There may be error due to discretization
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of bins, so two adjacent bins of the peak are combined to improve peak density (number
of matches). The idea is to find whether the density of the peak exceeds the boundary
criteria. It is inferred that a peak is strong if the density exceeds certain higher bound
(hp% of total number of matches).

Likewise peak is weak if the density is less than lower bound (/p% of total number of
matches). If a strong peak is found, an angular range is specified around the peak. Those
matches in R for which vy are not within the angular range are found to be impaired and
removed from R to generate Rinter.

For example, as shown in histogram in Fig. 2] the peak is found at 0" bin which
represents gradient value of 0° to 36° with a central value of 18°. Hence only those
pairs having angular range between (18 + 90) mod 360° are retained. Thus, it is evident
that Rinter C R after removing some impairments. Fig[I(b)| shows paired keypoints in
Rinter with considerable reduction of 7. If no strong peak is found it is inferred that all
matches in R are faulty, and removed. As a result Rinter becomes empty.
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Table 1. Performance measures for stratified SIFT matching

Databases — CASIAV3 BATH
Approach | FAR FRR ACC d’ FAR FRR ACC &’
Strata I (Conventional SIFT) 17.48 10.91 85.81 1.20 1.57 4.35 97.04 2.73

Strata II (Gradient based Filtering) 2.49 5.45 96.03 2.46 0.97 6.09 96.47 2.81
Strata III (Scale based Filtering) 2.39 5.45 96.08 2.20 1.34 4.35 97.15 2.90

3.3 Strata III: Scale Based Filtering

In this strata further filtering of Rinter is performed on the basis of global and local
scaling factor between the gallery and probe images. The global scaling factor (sf)
between two images is defined as ratio of probe iris radius (r,,) to gallery iris radius (7).
A scale range with certain tolerance around sf is empirically taken to handle aliasing
artifact. From implementation perspective, the scale range is taken as (sf+0 2). In ideal
case, if gallery and probe belong to same individual the scaling factor between all paired
keypoints should be unique. However, this does not hold good in practical scenarios.

During filtering, for each element in Rinter, two Euclidean distances are calculated-
(a) d;: distance of i”* keypoint of I, from its center and (b) d,: distance of j keypoint
of I, from its center. Local scaling factor (i) for each element of Rinter is calculated
as ¢ = d/d; (shown in Fig. 3(b)). Matches having y within scale range discussed
above qualifies to be potential and stored in Rnew, else are labeled as faulty and filtered.
Fig[I(c) shows paired keypoints in Rnew after further reduction of 7.

4 Experimental Results

The proposed stratified SIFT matching is tested on publicly available BATH [8] and
CASIAV3 (CASIAV3) [9] databases. Database available from BATH University in-
cludes images from 50 subjects (20 images per subject from both the eyes). CASIAV3
(CASIAV3) comprises 249 subjects with total of 2655 images from both the eyes. The
experiments are carried out on 2.13GHz Intel(R) CPU using Matlab. To validate the
system performance some standard error measures [7] are used!]. The results are car-
ried out in three different strata as given in Table [l In Strata I, the two iris images are
matched using conventional SIFT approach. This approach performs with an accuracy
of 85.81% on CASIAV3 database. Likewise, for BATH database an accuracy of 97.04%
is obtained. To improve the performance of the system, the objective of the proposed
research is to reduce false acceptances. In Strata II, the impairments are removed us-
ing gradient filtering which significantly increases the seperability measure between
false and genuine matches as indicated by d’ values given in the Table [[l Further im-
provement in separability and accuracy are brought by scale filtering in Strata III. The
accuracy values are plotted against change in number of matches as shown in Fig. B(a)]

The Receiver Operating Characteristic (ROC) curves [7]] for three different strata
are shown in Fig. The distribution of genuine and imposter scores after Strata

! FAR: False Acceptance Rate, FRR: False Rejection Rate, ACC: Accuracy, d’: d-prime value.
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IIT is shown in Fig. [5l All graphical results are obtained for CASIAV3 and similar
observations are made for BATH database.

5 Conclusions

In this paper, a novel stratified SIFT matching technique is proposed that improvises
conventional SIFT by removing wrong pairs. This approach provides boost in accu-
racy due to considerable reduction in FAR. The FAR is reduced by 15.09% and 0.23%
for CASIAV3 and BATH respectively. From the results it has been observed that the
proposed algorithm is completely flawless, i.e., matches removed are guaranteed to be
wrong matches whereas it is not completely efficient, i.e., all impairments by SIFT are
not guaranteed to be filtered. However, the gain in accuracy is substantial which marks
its applicability for unconstrained iris recognition.
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Abstract. Face recognition is one of the most popular biometric techniques for
automatically identifying or verifying a person from a video or digital image.
The face recognition accuracy can be affected by intraclass variations and
interclass variations. A change in lighting condition is one of the intraclass
variations. Preprocessing is an approach to normalize the intraclass variations of
light varying image. Histogram equalization (HE) is one of the techniques to
normalize the variations in illumination. But it is not suitable for well lighted
images. Image quality based adaptive face recognition is used for well lighted
face image recognition. The multiresolution property of wavelet transforms is
used in face recognition to extract facial feature descriptors. Low and high
frequency wavelet subbands are extracted and fusion of match scores from the
subband is used to improve the recognition accuracy under varying lighting
conditions. For face recognition, 2DPCA (2D Principle Component Analysis)
method is used and can be verified with illumination variant face images.
2DPCA is based on 2D image matrices rather than 1D vector so the image
matrix does not need to be transformed into a vector prior to feature extraction.

Keywords: Biometrics, Face Recognition, Quality Measure, Wavelet Transform,
2DPCA.

1 Introduction

Biometrics is an application of image processing. Biometrics [3] refers to the
automatic identification of a person based on his or her physiological or behavioral
characteristics. Various types of biometric systems are being used for real-time
identification. The most popular are based on face recognition and fingerprint
matching. Face recognition [3] is measuring facial characteristics. One of the ways to
do this is by comparing selected facial features from the image and a facial database.
It is typically used in security systems. It can be done for one-dimensional, two
dimensional and three dimensional images

Face recognition can be done in different conditions. A human face is not only 3D
object, it is also a non rigid body. Moreover, facial images are often taken under
natural environment. That is, the image background could be very complex and the
illumination condition could be extreme. Face recognition algorithms identify faces
by extracting landmarks, or features from the face image. For example, an algorithm

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 185 2011.
© Springer-Verlag Berlin Heidelberg 2011



186 K.T. Dilna and T.D. Senthilkumar

may analyze the relative position, size, and/or shape of the eyes, nose, cheekbones,
and jaw. These features are then used to search for other images with matching
features. Other algorithms normalize a gallery of face images and then compress the
face data, only saving the data in the image that is useful for face detection. A probe
image is then compared with the face data. One of the earliest successful systems is
based on template matching techniques applied to a set of salient facial features,
providing a sort of compressed face representation. There are many face recognition
algorithms present such as PCA, LDA, and ICA to extract the facial features. PCA
method is extended into 2DPCA method which has many advantages over PCA
method. In the PCA-based face recognition technique, the 2D face image matrices
must be previously transformed into 1D image vectors. But 2DPCA is based on 2D
matrices rather than 1D vector. That is, the image matrix does not need to be
previously transformed into a vector.

Numerous methods are proposed for normalization of face image and thus
recognition, including Local Binary Pattern (LBP) [8], Self- Quotient Image (SQI)
[9], Logarithmic Total Variation (LTV) model [10], Quotient Image [12]. In [5]
authors proposed a method for illumination normalization, using Discrete Cosine
Transform (DCT) in logarithmic domain. In this method an appropriate number of
DCT coefficients are truncated to minimize variations under different lighting
conditions. Another method is gradientfaces [6] which is illumination insensitive
features for face recognition under varying lighting. In [7] it presents a solution for
illumination invariant face recognition for indoor, cooperative-user applications using
an active Near Infrared (NIR) imaging system which is able to produce face images of
good condition regardless of visible lights in the environment.

Face recognition under varying illumination condition is very difficult. Under this
condition, preprocessing of the image is needed to normalize the effect of illumination
variation. Typical methods employed to address varying illumination conditions could
be categorized as feature-based methods, generative methods, and holistic methods
[1]. Histogram Equalization (HE) is the most commonly used normalization method
which include histogram equalization, histogram matching, gamma intensity
correction, and quotient image. But HE of well light image reduces the image quality
and thus recognition accuracy. Thus to improve the recognition accuracy, image
quality based adaptive recognition is used.

2 Image Quality Index Based Face Recognition

Image quality based adaptive recognition scheme is shown in Fig .1. Face images
under different illumination conditions are given as input.

Quality measurement [1], [11] of an image, point out the importance of
preprocessing, which is a normalization technique under varying illumination
conditions. The quality indexes of different images under varying illumination
conditions are varied. Loss of correlation, Luminance distortion, and Contrast
distortion are the three factors of image distortion. The illumination quality of a given
face image is to be defined in terms of its luminance distortion in comparison to a
known reference image.
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Fig. 1. Flow diagram of proposed method

Here let x (i=1...N) be the test image and y (j=1...N) be the reference image. The
universal Quality Index can be calculated as
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From this universal quality index, Luminance distortion factor can be written as
LQ= _Z;Y_

(0%+1)?)
This Luminance Quality factor is used to find the luminance distortion of the test
image by comparing with the reference face image.

Normalization can be applied either globally or regionally. First calculate the
Global Luminance Quality Index (GLQ) which is similar to the calculation of the
single Q value. GLQ is calculated by applying LQ for the whole face image. Inorder
to improve the accuracy Regional Quality Index (RLQ) is calculated. For the
calculation of RLQ the face image is partitioned into several regions [13]. This
partitioning can be done according to different local regions. However this local
region partitioning is very difficult for complex regions. So in this work face image is
simply partitioned into four regions.

The normalization is done according to the value of GLQ and RLQ. GLQ and RLQ
values are compared with a predefined threshold. If the GLQ value is less than the
predefined threshold, RLQ value is calculated. Then regional quality based
normalization is carried out. Histogram equalization is done for normalization. Find
the RLQ value for each four region separately, and compare with the redefined
threshold. If the RLQ value is less than the threshold then histogram normalization is
applied. This is referred as Regional Quality based Histogram Equalization (RQbHE).

Multiresolution property [14] of Discrete Wavelet Transform (DWT) [4] is used to
reduce the dimensionality. DWT decomposes an image into low and high frequency
subbands and it provides a compact representation of a signal in time and frequency.
Low frequency subband (LL) is suitable [15] for face descriptor for recognition, but it
is affected by varying illumination. So fusion of low (LL) and high (HH) frequency
subbands are using for recognition. Face features are extracted from each subband by
applying 2DPCA.

In the PCA-based face recognition technique, the 2D face image matrix must be
transformed into 1D image vectors. The resulting image vectors of faces usually lead
to a high dimensional image vector space. In this vector space, it is difficult to find

)
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out the covariance matrix accurately due to its large size. 2DPCA [2] is based on 2D
matrices rather than 1D vectors. That is, the image matrix does not need to be
previously transformed into a vector. Instead, an image covariance matrix can be
constructed directly using the original image matrices and the size of the image
covariance matrix using 2DPCA is much smaller than PCA. The covariance matrix
can be calculated as

1 M — T —
ﬁzl(Aj A) (Aj A) (8)
J:

G=

where A the mean of the input image and M is is the number of samples images.

Project the image onto a unitary matrix and find m dimensional projected vector.
Find the eigen value and eigen vector of the covariance matrix G, Then find the
optimum projection vector and the optimum projection axes. Using these values,
feature vectors or principal component vectors can be obtained. It is used to form a
matrix which is called thefeature matrix or feature image of the image. The projected
image can be calculated by

Y=AX )

where X is the eigen vector of covariance matrix.

After a transformation by 2DPCA, a feature matrix is obtained for each subband.
Fusion score from each subband is used for recognition. By using Euclidean distance
score measure, the matching is tested. Euclidean distance can be measured as

dy .
d(Bj.Bj)= 3 HYQ YIQH (10)
k=1

where B=[Y}....Y], i and j are represented by two images.
The image which is given the minimum FEuclidean distance is taken as the
recognized image. That is

d(B,Bk) = mind(B,B}) (11)

where k is the number of training samples.

3 Results and Discussion

The input images under different illumination conditions are taken form face
database. Dark and well lighted images of original images are given as input as shown
in Fig.4.

The GLQ and RLQ value should be compared with a predefined threshold. The
predefined threshold used in this work is found as 0.8 from the LQ value table (1) as
shown. After applying the Fig 4 (b), that is dark image it finds that the GLQ value is
less than the threshold. So to find the RLQ, input image is partitioned into four as
shown in Fig.5 (a).
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After the partitioning, RLQ value is calculated separately for four regions and
compared with threshold. It is shown that, it is less than threshold and thus
normalization is done separately for the four regions as shown in Fig.5 (b). After the
normalization of four regions, it again combined to get the original image sizes shown
in Fig 5(c). This image is given to the 2DPCA algorithm and thus the face is
recognized.

If the well light image which is shown in Fig.4(c) is given, GLQ value is
calculated. This GLQ value is higher than the threshold and thus normalization is not
done.

Table 1. Identification of Threshold Value

LQ VALUES

DARK IMAGE BRIGHT IMAGE
0.3644 0.8145
0.4668 0.8372
0.5048 0.8423
0.5358 0.8602
0.5594 0.8651
0.5873 0.8715
0.6105 0.8767
0.6388 0.8830
0.6869 0.9219
0.7980 0.9248

Fig. 3. Subset Face images

2

(b) ()

Fig. 4. Input face images (a) Original Image, (b) & (c) Illumination varied image
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Fig. 5. (a) Partitioned Image of Fig.3 (b), (b) Normalized image of Fig. 4 (a), (c) RQbHE image

4 Conclusion

This method presents Image quality index based normalization method for
normalizing the face images under varying illumination conditions and in turn for
face recognition. This is done through the calculation of image quality index. It is
found that dark and bright images are categorized by fixing LQ threshold as 0.8. If the
LQ threshold value is above and below 0.8 images is recognized as bright images and
dark images respectively. Thus image quality based recognition method recognizes
dark and bright face images.
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Abstract. This paper proposes a new efficient noise adaptive weighted switching
median filter for the restoration of images that are corrupted by high density of
impulse noise. The proposed method consists of two phases- noise detection and
filtering. In our proposed method, the filtering window size is chosen adaptively
depending on the percentage of noise that corrupts the image. Noise detection is
done by using Boundary Discriminative Noise Detection method proposed by P.-
E Ng et.al and then filtering is applied to only the corrupted pixels in the noisy
image. Each detected noisy pixel is replaced by a weighted median value of
uncorrupted pixels in the filtering window. Weight value assigned to each
uncorrupted pixel depends on its closeness to the central pixel.

Keywords: Image denoising, Impulse noise, Noise adaptive weighted switching
median filter, Salt and pepper noise.

1 Introduction

Digital Images are often contaminated by noise during acquisition, storage and
transmission, thereby degrading the quality of images; therefore a common problem
in applied science and engineering is the restoration of the corrupted images. Impulse
noise is a specific type of noise which causes alteration of the pixels in the images so
that their gray values do not exhibit compatibility with their local neighborhood.
Usually images are degraded by impulse noise of short duration and high energy
because of the errors caused by noisy sensors or transmission channels [1].

There are many methods for removal of impulse noises from the images. Usage of
linear filters such as averaging filters produces blurring of the images. Non linear
filters such as median filters are the most popular technique for removing impulse
noise because of its good denoising power and computational efficiency. However
most of the median filters are implemented uniformly across the image and thus tend
to modify both noisy and noise free pixels. Consequently the effective removal of
impulse noise is often accomplished at the expense of blurred and distorted features
thus removing fine details in the image. Switching median filters are shown to be
simple and yet more effective than uniformly applied methods such as median filters
[2] [11]. In the case of switching median filters it will identify the possible noisy
pixels in the image and then replace them by using median filters and its variants
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while leaving all other uncorrupted pixels unchanged. Impulse detection therefore
becomes crucial to subsequent filtering in switching median filters.

The earlier developed switching median filters were commonly found, being non
adaptive to a given, but unknown, noise density and prone to yielding pixel
misclassifications especially at higher noise density interference. There are different
methods for impulse noise detection: fuzzy approaches [3-5], neural approaches [6]
and boundary based approaches [7]. Among the three categories boundary based
approach [7] is preferred due to its simplicity compared to computational complexity
and system structure of other two categories. To address pixel misclassification issue
in switching median filters at high density noise, a noise adaptive soft switching
median filter (NASM) was proposed [8], which consists of a three level hierarchical
soft switching process. The boundary based approach called boundary discriminative
noise detection [7] is very good in detecting impulse noises of various densities.
BDND [7] can handle image corruption with even up to 90% noise density.

In noisy pixel replacement stage, many median based schemes have been
proposed. The NASM [8] noise replacement strategy gives robust performance in
removing impulse noise while preserving signal details across a wide range of noise
densities, ranging from 10% to 50%. However, for those corrupted images with noise
density greater than 50%, the quality of the recovered images become significantly
degraded, due to the sharply increased number of misclassified pixels. The modified
NASM [7] along with BDND detector gives better performance for high density
impulse noises compared to filtering in NASM [8] but causes blurring of edges and
loss of finer details in the image. To improve the visual quality of the restored image a
noise adaptive weighted median filter is proposed in this paper.

The proposed method uses BDND [7] detection method for determining the
corrupted pixels in the noisy image and then a noise adaptive weighted median filter
is applied on each corrupted pixels. The filtering window size is chosen adaptively
and depends on the percentage of noise that corrupts the image. The initial filtering
window size is taken as 3x3 and maximum window size is chosen depending on the
percentage of noise that corrupts a local region around the detected noisy pixel in the
image. The noisy pixels are replaced by the weighted median value of uncorrupted
pixels in the filtering window. The proposed method is giving significant
improvement in visual quality of the image especially in the case of high density
impulse noises and the thinner edges and finer details in the images are restored more
effectively than previous methods.

This paper is organized as follows. In section 2 there is a brief introduction about
the impulse noise models used in the paper. The section 3 describes the proposed
method in detail. Section 4 describes various performance measures used. The section
5 contains the results and discussion and section 6 contains conclusion.

2 Noise Models

In this section four different random impulse noise models are discussed. These
models [8] are considered for extensively examining the performance of the proposed
filter considering practical situations.
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Noise Model 1: Noise is modeled as salt-and-pepper impulse noise, pixels are
randomly corrupted by two fixed extreme values, 0 and 255 (for gray level image),
generated with the same probability. That is, if P is noise density, then P1, the noise
density of salt is P/2 and P2, the noise density of pepper is also P/2.

Noise Model 2: This is similar to Noise Model 1, but here each pixel might be
corrupted by either pepper noise or salt noise with unequal probabilities. That is
PI#P2.

Noise Model 3: Instead of two fixed values, impulse noise could be more realistically
modeled by two fixed ranges that appear at both ends with a length of m each,
respectively. That is, [0, m] denotes salt and [255-m, 255] denotes pepper. Here for
noise density P, PI=P2= P/2.

Noise Model 4: This is similar to Noise Model 3 but here probability densities of low
intensity impulse noise and high density impulse noise are different. That is, P1#P2

3 Noise Adaptive Weighted Switching Median (NAWSM) Filter

The proposed method NAWSM filter is a double stage filter, where initially it will
perform a detection stage for identifying the noisy pixel positions. When a noisy pixel
is detected it is subjected to the second stage known as filtering stage. For detection
purpose we are using the Boundary Discriminative Noise Detection method proposed
by P.-E Ng et.al [7].

3.1 Noise Detection Stage

The basic strategy of BDND [7] is to examine each pixel in its neighborhood from
coarse to fine. If current pixel is categorized into “corrupted” in both “coarse” and
“fine” stages, then it is considered to be contaminated. So the most critical part of this
paradigm is the determination of the decision boundaries. Here two decision
boundaries b1 and b2 are calculated, and depending on that, pixels are classified in to
three clusters — low intensity impulse noise, uncorrupted pixels and high density
impulse noise. If x(i,j) is the intensity of noisy image pixel under consideration and if
x(i,j)< bl, it is classified as low intensity impulse noise, if x(7,j) >b2, it is classified as
high intensity impulse noise and otherwise it is classified as uncorrupted pixel.
The following steps are used in the detection stage [9].

1) For each pixel x(i,j) in the image, impose a 21x21 window centers on x(i,j).

2) Sort the pixels lie in the window region to an ordered vector v, and find the
median med.

3) Compute the difference vector of v,.

4) Find the pixels which correspond to the maximum differences in the intervals of
[0, med] and (med., 255]. And set these two pixels’ intensities as the decision
boundaries b1 and b2 respectively.
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5) Classify the pixels in current window into three clusters according to the rule - if
x(i,j)< bl, it is classified as low intensity impulse noise, if x(7,j) >b2, it is classified as
high intensity impulse noise and otherwise it is classified as uncorrupted pixel.

6) Validate the noisy candidates by imposing a 3x3 window, and repeat steps 2)—6).

After such an application to the entire a two-dimensional binary decision map is
formed at the end of the noise detection stage, with ‘ls’ indicating the positions of
‘uncorrupted’ pixels and ‘Os’ for those of ‘corrupted’ ones.

o 0, x(i, j) = noisypixel
N, j) = .
1, otherwise
This noise mask generated is used in the filtering stage by the proposed Noise
Adaptive Weighted Switching Median filter NAWSM).

3.2 Noise Filtering Stage

The proposed NAWSM filter is an improvement over modified NASM (MNASM)
filter explained along with BDND method [7]. The restored image obtained by the
application of MNASM filter suffers from smoothening of edges and loss of finer
details in the image. But the proposed method uses a weighted median filter which
produce restored image with more prominent edges and with retained finer details in
the image.

The NAWSM filter is applied to each pixel identified as noisy during detection stage.
The noise mask or the binary decision mask generated by the BDND [7] detection
scheme will contain a value ‘0’ in the noisy pixel position. First step in the filtering
stage is to select appropriate window size for the filtering to achieve better results.

The proposed NAWSM uses a square filtering window WpyxWp with odd
dimension as follows.

We(i,j)= Wi (i,j)={X(i+m,j+n)}, where m,n€ (-s,......... O,......... s).

In order to determine the filter’s window size WpxWp, the limit of the maximum
filtering window size WpxW), is to be determined first. It is determined by considering
local noise distribution around each corrupted pixel. In the case of MNASM filter it
was determined globally from the binary decision map obtained from the detection
stage. The local estimation of noise density is found to be giving an optimum value
for WpxWp,

For determining the limit of the maximum filtering window size WpxWp a window
of size KxK around each corrupted pixel is considered and percentage of noise that
corrupts the image in that local window is calculated. This can be calculated by
counting the number of zeros in the local region of the binary decision map that
corresponds to noisy image and dividing it by total pixels in the KxK local window.
The calculation of noise density p, for a local window KxK is given as shown below

k
> Zewi, j)
_ij=l
= e
where Zcy is the zero count in KxK window and is given as
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1, Ne(i,j)=0
0, Otherwise

Zew(i, j) = {

where N, is the binary decision mask that corresponds to KxK window in noisy
image.

After calculating noise density p, the limit of the maximum filtering window size,
Wpx W) is determined according to Table 1. Table 1 is empirically established based
on multiple test images, in which different window sizes are suggested for different
noise-density levels of corruption estimated.

Table 1. Window size for different noise densities

Noise Density | Wp xWp
0% <p<20% | 3x3
20% <p <40% | 5x5
p>40% Tx7

After finding out the maximum window size WpxW), filtering is done as follows.
Initial filtering window size WpyxWy is set as LxL. The filtering window is then
iteratively extended outwards by one pixel in all the four sides of the window,
provided that the number of uncorrupted pixels (denoted by Nc) is less than half of the
total number of pixels (denoted by Sin=1/2[WgrWg]) within the filtering window,
while Wy < Wp. Filtering window will also be extended when the number of
uncorrupted pixels is equal to zero in that window. That is, while (( Nc < Sin ) and
(Wr < Wp)) or Nc=0), window will be extended outwards in all the four sides of the
window. Then noisy pixels are replaced by a weighted median value of the
uncorrupted pixels in the filtering window. Weight value assigned to each
uncorrupted pixel depends on its closeness to the central pixel.

The weight value w;, assigned to each uncorrupted pixel, that corresponds to the
position (s, t) of the filtering window WrWr is defined as follows.

3, (s,HeQ’
Wst =142, (s,)e L A(s,1) e Q°
1, otherwise

where Q", denotes the nxn neighbourhood around the central pixel and is defined as
below

Q" ={(s,t)/—-n<s,t <n}

If the filtering window is reached to its maximum size and Nc, the number of
uncorrupted pixels in the filtering window is equal to zero (Nc =0), then the central
noisy .pixel is replaced by performing a conventional median filtering on already
restored pixels in the filtering window Wyx Wy,

So each noisy pixel X(i,j) in the image is restored by a value Y(i,j) defined as
follows.
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median{ws, OX (A —s,j—1)/(s,t)e W} with N(i—s,j—t)=1, Nc>0
median{ X'(i—s, j—1)/(s,t) e W}, Nc=0

where W ={(s,t)/—(Wr—=1)/2<s,t < (Wr—1)/2 and X’(i,j) represents already
restored pixel at (i,j)th location of the filtering window.

Y(i,j)={

4 Performance Measures

The performance of the restoration process is quantified using peak signal-to-noise
ratio (PSNR), structured similarity index (SSIM) and image enhancement factor
(IEF), is defined as follows.

PSNR =10+10g10(255% / MSE)
MSE =Y [O(m,n) = R(m,n))* /(M * N

m,n

SSIM = L(O,R)*C(O,R)*S(O,R)

L(O,R) = Quotr + C1) [(o® + ur* + Ch)
C(O,R) =(2oo0or+ C2) /(00" + 0or* + C2)
S(O,R) = (oor+ C3)/(co0ok + C3)
Ci=(Ki1+G)*,C2=(K2+G)*,C3=C2/2

G =255K1.K2>>1,(K1=0.001,K2>=0.002)

IEF = (Z [P(m,n)—O(m,n)]’ J / (Z[R(m, n)—O0(m, n)]2J

m,n m,n

where O is the original Image, R is the restored image, P is the corrupted image, MSE
is the mean square error, M x N is the size of the image, L is the luminance
comparison, C is the contrast comparison, S is the structure comparison, 4 is the mean
and o is the standard deviation.

In this paper, we also used a qualitative-based performance measure named image
quality index (IQI) to prove the efficiency of our proposed NAWSM algorithm. This
universal objective image quality index was proposed by Wang and Bovik [10],
which is easy to calculate and applicable to various image processing applications.
IQI is designed by modelling any image distortion as a combination of three factors:
loss of correlation, luminance distortion and contrast distortion.

101 = Corr(Ow, Rw) * Lum(Ow, Rw) * Cont (Ow, Rw)

IQI is first applied to local regions using a sliding window approach with size 8x8.
At the j th step, the local quality index IQIj is computed within the sliding window
using the formula given above. Ow and Rw represent the sliding window of original
and restored images, respectively. If there are a total of M steps, then the overall
image quality index is given by jor = (1/ M)Z/- 101> Where j varies from 1 to M. The

dynamic range of IQI is [-1, 1], and the best value 1 is achieved if and only if
restored image R is equal to the original image O.
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5 Results and Discussion

The performance of NAWSM filter has been evaluated qualitatively and
quantitatively through experimental analysis. Al