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Preface

The First International Conference on Advances in Computing and Communi-
cations (ACC 2011) was held in Kochi during July 22–24, 2011. ACC 2011 was
organized by Rajagiri School of Engineering & Technology (RSET) in associa-
tion with the Association of Computing Machinery (ACM)- SIGWEB, Machine
Intelligence Research Labs (MIR Labs), International Society for Computers
and Their Applications, Inc. (ISCA), All India Council for Technical Educa-
tion (AICTE), Indira Gandhi National Open University (IGNOU), Kerala State
Council for Science, Technology and Environment (KSCSTE), Computer Soci-
ety of India (CSI)- Div IV and Cochin Chapter, The Institution of Electronics
and Telecommunication Engineers (IETE), The Institution of Engineers (India)
and Project Management Institute (PMI),Trivandrum, Kerala Chapter. Estab-
lished in 2001, RSET is a premier professional institution striving for holistic
excellence in education to mould young, vibrant engineers.

ACC 2011 was a three-day conference which provided an opportunity to
bring together students, researchers and practitioners from both academia and
industry. ACC 2011 was focused on advances in computing and communications
and it attracted many local and international delegates, presenting a balanced
mixture of intellects from the East and from the West. ACC 2011 received 592 re-
search papers from 38 countries including Albania, Algeria, Bangladesh, Brazil,
Canada, Colombia, Cyprus, Czech Republic, Denmark, Ecuador, Egypt, France,
Germany, India, Indonesia, Iran, Ireland, Italy, Korea, Kuwait, Malaysia, Mo-
rocco, New Zealand, P.R. China, Pakistan, Rwanda, Saudi Arabia, Singapore,
South Africa, Spain, Sri Lanka, Sweden, Taiwan, The Netherlands, Tunisia, UK,
and USA. This clearly reflects the truly international stature of ACC 2011. All
papers were rigorously reviewed internationally by an expert technical review
committee comprising more than 300 members. The conference had a peer-
reviewed program of technical sessions, workshops, tutorials, and demonstration
sessions.

There were several people that deserve appreciation and gratitude for helping
in the realization of this conference. We would like to thank the Program Com-
mittee members and additional reviewers for their hard work in reviewing papers
carefully and rigorously. After careful discussions, the Program Committee se-
lected 234 papers (acceptance rate: 39.53%) for presentation at the conference.
We would also like to thank the authors for having revised their papers to address
the comments and suggestions by the referees.

The conference program was enriched by the outstanding invited talks by
Ajith Abraham, Subir Saha, Narayan C. Debnath, Abhijit Mitra, K. Chandra
Sekaran, K. Subramanian, Sudip Misra, K.R. Srivathsan, Jaydip Sen, Joyati
Debnath and Junichi Suzuki. We believe that ACC 2011 delivered a high-quality,
stimulating and enlightening technical program. The tutorials covered topics of
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great interest to the cyber forensics and cloud computing communities. The tu-
torial by Avinash Srinivasan provided an overview of the forensically important
artifacts left behind on a MAC computer. In his tutorial on “Network Foren-
sics,” Bhadran provided an introduction to network forensics, packet capture
and analysis techniques, and a discussion on various RNA tools. The tutorial on
Next-Generation Cloud Computing by Pethuru Raj focused on enabling tech-
nologies in cloud computing.

The ACC 2011 conference program also included five workshops: Interna-
tional Workshop on Multimedia Streaming (MultiStreams 2011), Second Inter-
national Workshop on Trust Management in P2P Systems (IWTMP2PS 2011),
International Workshop on Cloud Computing: Architecture, Algorithms and
Applications (CloudComp 2011), International Workshop on Identity: Security,
Management and Applications (ID2011) and International Workshop on Appli-
cations of Signal Processing (I-WASP 2011). We thank all the workshop organiz-
ers as well as the Workshop Chair, El-Sayed El-Alfy, for their accomplishment
to bring out prosperous workshops. We would like to express our gratitude to
the Tutorial Chairs Patrick Seeling, Jaydeep Sen, K.S. Mathew, and Roksana
Boreli and Demo Chairs Amitava Mukherjee, Bhadran V.K., and Janardhanan
P.S. for their timely expertise in reviewing the proposals. Moreover, we thank
Publication Chairs Pruet Boonma, Sajid Hussain and Hiroshi Wada for their
kind help in editing the proceedings. The large participation in ACC2011 would
not have been possible without the Publicity Co-chairs Victor Govindaswamy,
Arun Saha and Biju Paul.

The proceedings of ACC 2011 are organized into four volumes. We hope
that you will find these proceedings to be a valuable resource in your profes-
sional, research, and educational activities whether you are a student, academic,
researcher, or a practicing professional.

July 2011 Ajith Abraham
Jaime Lloret Mauri

John F. Buford
Junichi Suzuki

Sabu M. Thampi
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Naceur Malouch Université Pierre et Marie Curie, France
Nakjung Choi, Alcatel-Lucent Bell-Labs, Seoul, Korea
Namje Park Jeju University, South Korea
Natarajan Meghanathan Jackson State University, USA
Neeli Prasad Center for TeleInFrastructure (CTIF),

Denmark
Nen-Fu Huang National Tsing Hua University, Taiwan
Nikola Zogovic University of Belgrade, Serbia
Nikolaos Pantazis Technological Educational Institution of

Athens, Greece
Nilanjan Banerjee IBM Research, India
Niloy Ganguly Indian Institute of Technology, Kharagpur,

India
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Chaotic Integrity Check Value

Prathuri Jhansi Rani and S. Durga Bhavani

Department of Computer & Information Sciences,
University of Hyderabad, Hyderabad, India

Abstract. Chaotic cryptography is slowly emerging as a subfield of
cryptography. Many encryption algorithms, secure hash functions and
random number generators have been proposed in the literature which
are based on well-known chaotic functions. Chaotic keyed hash functions
are proposed in the literature but have not been analysed for integrity
check value purpose in the literature. We propose a keyed chaotic hash
function based on parametrized family of logistic and tent maps and
develop a message authentication code (MAC) which outputs a 128 bit
message digest(MD).The keyed hash function is designed such that it
is resistant to preimage and second preimage attacks. The chaotic hash
functions proposed in the literature use a multitude of chaotic maps and
we show in this paper that using two chaotic maps judiciously achieves
a secure keyed hash function. The proposed keyed hash function is anal-
ysed for its sensitivity to the two secret keys that of initial value as well
as the parameter value of the family of functions. Experiments in which
as the secret keys are infinitesimally changed, the hash value obtained
is shown to have nearly 50% of the bits different from the original MD.
Further similar experiments are repeated with MD truncated to the first
96 bits, which is the default length for authentication data field in IPSec
authentication header and encapsulating security payload. Once again
the confusion is shown to be very close to 50%.

1 Introduction

A keyed hash function or message authentication code(MAC) is a family hk : k ∈
K of hash functions, where K is a key space of h [1]. A hash function is a function
that takes a variable-length input string and converts it to a fixed-length(smaller)
output string called hash value or message digest. h : (0, 1)� → (0, 1)n is such
that h satisfies the three security properties: collision resistance, preimage
and second preimage resistance [2]. Integrity check value(ICV) is an au-
thentication field in IPSec Authentication Header and Encapsulating security
payload. The ICV is a truncated version of message authentication code(MAC)
produced by MAC algorithm HMAC-MD5-95 or HMAC-SHA1-96 [3]. The term
ICV is referred as Keyed Hash function or Message Authentication Code. The
full HMAC value is calculated and first 96 bits are considered, which is the de-
fault length for the authentication data field in IPSec Authentication Header
and Encapsulating security payload. Recent investigations reveal that several
well-known methods such as MD5, SHA1 and RIPEMD too are not immune to
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collisions [4,5]. Hence ICV algorithm needs to be reinvestigated in the light of
new algorithms emerging out of chaotic cryptography.

Richard Taylor proposed an integrity check value algorithm for stream
ciphers[7]. It is well-known that keyed hash functions are directly useful to be
used as MAC. Chaotic keyed hash functions have been proposed in the litera-
ture by Zhang et al. based on nth-order chaotic system [10]. A novel approach
to keyed hash function construction that uses a chaotic neural network has been
proposed by Xiao et al. [12]. These algorithms then can be theoretically used as
integrity check value algorithms. There is no explicit evaluation of hash function
algorithms to be used as integrity check value algorithms in the literature. The
chaotic hash functions proposed in the literature use a multitude of chaotic maps
and we show in this paper that using two chaotic maps judiciously achieves keyed
hash function with less computational complexity. We propose a chaotic hash
function and conduct a systematic analysis of its incorporation into integrity
check value algorithm. We assess how the truncation of a MD of length 128 to
say 96 bits influences its performance and report our results.

2 Proposed Hash Function

We propose a one-way hash function based on seminal paper of Baptista’s sym-
metric encryption algorithm [8]. Baptista’s encryption algorithm maps each char-
acter a of the message to the number of iterations n that the logistic map takes
to reach ε-intervals Ia. We modify Baptista’s encryption algorithm to build a
hashing function. Divide the input bit sequence into 8 blocks, B0, B1, . . . , B7

each block having k bytes, k ∈ N . Choose secret value 0 < x0 < 1, λ ∈ (3.8, 4.0)
the control parameter of the logistic equation fλ(x) = λx(1 − x) and choose
intervals of Im contained in(0,1) for each m. Initialise x(0) = x0.

Algorithm 1.
1: for Bi = 0 to 7 do
2: for byte m = 0 to k − 1 of the message of block Bi do
3: Iterate the logistic map until fnm (x(m)) ∈ Im.
4: Re-Set x(m + 1) = fnm (x(m))
5: end for
6: Assign hi = n, for the block Bi /*Thus the block gets compressed by 16 bits.*/
7: end for
8: h(P ) = (h0h1h2h3h4h5h6h7) /* The final hash value is obtained by concatenating

hi’s*/

Note that in the algorithm, hash value hi that emerges for each block Bi is
nk where

fnk−1(· · · fn2(fn1(fn0(x0)))) ∈ Ik−1

nk−1 is the integer number of iterations that corresponds to the (k− 1)-th byte.
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It can be seen that this scheme is not secure from preimage attack. For a
given hash value y, one can produce an input (preimage) x such that h(x) = y as
follows. Suppose y = n say, find a character a such that fn(x0) ∈ Ia. So trivially
a one character preimage exists for the given y. Assume that the minimum length
of the message is greater than 1. First note that

fnk−1(· · · fn2(fn1(fn0(x0)))) = fn0+n1+...nk−1(x0).

Choose any sequence of integers that ends in n, such as n0n1 . . . nk−1n. We can
construct the preimage of y as follows: Find character p0 where fn0(x0) ∈ Ip0 .
Now reset x0 as fn0(x0). Then find p1 such that fn0+n1(x0) ∈ Ip1 and so on.
Finally we get pk−1 such that

fn0+n1+...nk−1(x0) ∈ Ink−1 .

Then the required preimage for y = n is p0p1 . . . pk−1. Following the above
scheme, second preimages can be found. Since a collision resistant hash function
is second preimage resistant, the hash function will be automatically prone to
collisions.[9] Hash function needs to be strengthened by choosing a large n as
well as with perturbation of initial value.

3 Strengthening the Proposed Hash Function

In this section we rectify the vulnerability of the hash function using two schemes
PerturbIC and V otePRNG.

3.1 Scheme A

- PerturbIC : PerturbIC requires perturbing x0 using character of the message
at each step. This scheme is clearly depicted in Figure 1 with the following
notation. Let bytei = ai then Ai = ASCII(ai) and Ii = Iai .

3.2 Scheme B

- V otePRNG : It was also found in the experiments the small integers that get
generated as hash values in the above Algorithm 1 lead to collisions. We take a
vote by a pseudo-random number generator (PRNG), a one-dimensional chaotic
tent map PRNGTent to decide n which is depicted in the Figure 1.

Tent Map

f(x) =
{

2x if 0 ≤ x < 1
2−2x + 2 if 1

2 < x ≤ 1

The tent map is iterated and the PRNG algorithm outputs the iteration num-
ber at which the value falls within a prefixed ε-interval. Since the tent map is
almost a linear map, the computations are inexpensive as compared to other
non-linear chaotic maps. Good results are obtained when the PRNG is tested
for randomness using NIST(National institute of standards and technology) test
suite.



4 P. Jhansi Rani and S. Durga Bhavani

Fig. 1. Perturbing x0 and evolving a compression function and Scheme to find large n

4 Results and Analysis

4.1 Checking for Collisions in the Whole Space

A large number of different input messages say P1, P2, P3, · · ·PN of length 800
bits are chosen randomly to test for collisions. Hash values are computed for 3
lakh messages which is roughly 221 for this test. Results of the experiments show
that no two input messages are compressed to an identical message digest. Then
to test for applicability to integrity check value, we truncate the MD to its first
96-bits and repeat the collision experiment. It is found that after truncation too
no two hash values are identical to each other. The hash values obtained for a
sample of five input messages is shown in the Table 1.

4.2 Sensitivity of Proposed Keyed Hash Function with Respect to
Input Message

Let P be the input message and P ′ denote the message in which ith bit is toggled.
Then dH(h(P ), h(P ′)) denotes the number of bits changed in output with a 1
bit change in the input. The minimum hamming distance,

dmin = min1≤i≤NdH(h(P ), h(P ′))

and maximum hamming distance ,

dmax = max1≤i≤NdH(h(P ), h(P ′))

are computed. Further, the average davg and the standard deviation dstd of
the distribution of Hamming distances over N trials are computed to get a
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Table 1. MD generated for the input messages P1, P2, P3, · · ·P5

Input Message Digest

P1 010111110010111000111011010011010001111011110100
100001010111000011000111100010111011010001001101

P2 111110101001000111111010001100001011010011000010
111110000101010110110101100011111010010001001001

P3 000111001101110111011011010001111110111000010001
000001001001111000001010100100111110100101101011

P4 101010000010000010101100010100000001011100100011
100010011011110010000111111000011100001011011110

P5 100001111010101111110100000110001111110101110010
110110100011101111111110110101011100011101010110

Table 2. Collision resistance analysis for the proposed keyed hash function

N 256 512 1024 2048 4096 8192 10000

dmin 49 47 44 44 44 43 43

dmax 75 76 80 80 83 84 84

davg 63.05 63.03 63.10 63.03 63.21 63.06 63.03

dstd 4.92 4.92 4.93 4.92 4.94 4.93 4.92

Table 3. Statistical comparison of changed bit number

This Paper Ref.[11] Ref.[12] Ref.[13] MD5

davg 63.03 64.01 63.85 63.91 64.03

dstd 4.92 4.47 4.52 4.36 4.42

better idea of the distribution. The messages obtained by changing one bit in
the original message exhibit hash values that have, on average, nearly 50% of
the bits different from the original Message Digest.

The Figure 2 shows that the proposed algorithm exhibits desirable security
with the number of changed bits due to a 1-bit toggle in plain text being 63 in the
128 bit message digest which is very close to the ideal value of 50% probability.
Further all the results achieved are comparable to those of the recent work as
shown in the Table 3. The space in which the tests are conducted is large enough
to indicate that the values obtained by davg etc lie close to the true values of
the distribution.

Comparision with MD5: Another experiment in which the number of iden-
tical bytes that occur in the same positions is calculated. Figure 3 shows the
distribution of the number of ASCII characters with the same value at the same
location of the proposed function and that of MD5 by toggling a bit in a sample
of 10 input messages. This shows that the proposed function is on par with MD5.
This is only a sample experiment and in the Figure 6 the results are shown when
run on a large number of input messages.
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Fig. 2. Hamming distance to evaluate collision resistance

Fig. 3. Distribution of the number of ASCII characters with the same value at the
same location of proposed function and MD5

4.3 Sensitivity of Control Parameter

Let h(P ) be the hash value obtained by taking the control parameter as 3.87
and h(P ′) be the hash value obtained by changing the control parameter λ from
3.87 to 3.87 + 10−7. Then dH(h(P ), h(P ′)) denotes the number of bits changed
in output with a change in the control parameter. The davg over 2048 trials is
63.32. When the first 96-bits are considered davg is 47.52 which is very close to
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Fig. 4. Hamming distance of first 96-bits of the hash value and 128-bit hash value to
evaluate collision resistance as the control parameter λ is varied

Fig. 5. Hamming distance of first 96-bits of the hash value and 128-bit hash value to
evaluate collision resistance as the initial value x0 is varied

the ideal value of 50% probability. Figure 4 shows the hamming distance of first
96-bits of the hash value and 128-bit hash value. The space in which the tests
are conducted is large enough to indicate that the values obtained by davg etc
lie close to the true values of the distribution.

4.4 Sensitivity of Initial Value

Let h(P ) be the hash value obtained by taking the initial value x0as 0.232323 and
h(P ′) be the hash value obtained by changing the initial value x0 from 0.232323
to 0.232323 + 10−7. Then dH(h(P ), h(P ′)) denotes the number of bits changed
in output with a change in x0. The davg over 2048 trials is 63.13. When the first
96-bits of 128-bit hash value is considered davg is 47.84 which is very close to
the ideal value of 50% probability. Figure 5 shows the hamming distance of first
96-bits of the hash value and 128-bit hash value. The space in which the tests
are conducted is large enough to indicate that the values obtained by davg etc
lie close to the true values of the distribution.
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Table 4. Absolute difference of two hash values

Maximum Minimum Mean

2153 447 1296.60

Fig. 6. Distribution of the number of ASCII characters with the same value at the
same location in the of first 96-bits of the hash value and 128-bit hash value

4.5 Collision Analysis

ASCII character of the original and the new hash value are compared on the
collision test performed for 10,000 times. The distribution of the number of
ASCII characters with the same value at the same location in the hash value is
shown in Fig 6. The maximum, mean, and minimum values are listed in Table 4.

The Figure 6 confirms that the proposed function is performing well with the
maximum number of equal characters in hash values obtained being only 3 and
the collision probability being quite low.
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5 Conclusions

In this paper we show that using two chaotic maps judiciously achieves a keyed
hash function which gives an output of 128-bits, in which the first 96-bits of hash
value can be used as an ICV. The function is analysed and shown to possess
collision, preimage and second preimage resistance. The keyed hash function is
tested by varying the two secret keys infinitesimally and shown to achieve 50%
variation in the output message digest and hence is strong against any collisions.
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Abstract. Malware came into existence ever since the inception of the 
computers itself and its spread has been gaining momentum as a result of 
persistent success and evolution of the Internet. Cyber world has been noticing 
a shift in the goals of malware writers, which would only become more 
insidious with time. Currently the matter of great concern for Internet users is 
that of online stealth. In this paper we discuss in detail about the epitome of 
online stealth, the keyloggers; present an analysis of few well known anti-
keyloggers; list a set of counter-measures for the users based on our analysis; 
and also present our approach for client side authentication to reduce the attack 
surface available to the hackers.  

Keywords: keylogger, password stealing, rootkits, malware. 

1   Introduction 

Impelled by the proliferation of high speed connections and the global coverage, 
Internet has become a powerful means for knowledge sharing as well as 
commercialization. The escalating dependence on the Internet, however, also makes it 
an obvious target for the miscreants to spread computer viruses and other types of 
malware. 

Evidently, the world of cyber-crime has seen a tremendous rise in the number of 
money-oriented malware such as keyloggers which are made with the intention of 
stealing wealth by obtaining the victims’ bank credentials, compromising their 
privacy and also for industrial espionage. 

As the name suggests, keyloggers are used to record keystrokes on the target 
system, which could be then sent remotely to someone other than the computer’s user. 
Keystroke loggers may steal data such as PIN codes and account numbers for e-
payment systems, passwords to online gaming accounts, email addresses, user names, 
email passwords etc. 

In this paper we discuss software keyloggers in detail in order to understand their 
severity. Hardware keyloggers have not been addressed in this paper since they 
require physical installation on the user’s machine and hence cannot spread through 
Internet.  
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The remainder of this paper is organised as follows. In Section 2 we list some 
advanced keylogger characteristics. In Section 3, we discuss the methodology behind 
keyloggers specifically addressing their stealth characteristic which lets them remain 
undetected on the victim’s machine. In Section 4, we call the attention of the readers 
to the alarming escalation of keylogger-oriented malware by presenting some 
statistics. In Section 5, we present the anti-keylogger analysis. Here we also present 
two of our proof of concept keyloggers. The two samples have been built using two 
different approaches, user mode hooks and kernel mode hooks respectively. We tested 
these keyloggers against a battery of anti-keyloggers. In Section 6, we discuss the 
mitigation techniques for users. In Section 7, we discuss the multi-factor 
authentication techniques and their effectiveness in combating password stealing 
malware. In Section 8, we present our client side authentication solution for 
countering the same. Finally, Section 9 concludes. 

2   Advanced Keylogger Characteristics 

Although the main purpose of keyloggers is to monitor a user’s keyboard actions, 
they now have capabilities that extend beyond that function. They can track virtually 
anything running on a computer. Here is only a partial list of some of the information 
keyloggers sense, record, and transmit: 

• Keystrokes  
• Site Monitoring  
• Chat Monitoring 
• Application / Program Tracking 
• Printing Activity Recording 
• Invisible Mode 
• System Logon/Logoff 
• Clipboard Monitoring 
• File/folder Monitoring Screenshots Recording 
• E-mail Reporting and Alerting 
• ‘Find Keyword’ monitoring 
• Hot Key and Password Protection 
• Some keyloggers, known as “screen scrapers,” enable the visual surveillance of a 

target computer by taking periodic snapshots of the screen. The captured images 
can then be used to gather valuable information about the user. 

3   Keylogger Methodology: Stealth and Persistence 

Keyloggers are marked by two important characteristics. One is to log the keystrokes 
and the other to remain hidden in the target system in order to persistently and 
undetectably steal sensitive information of the victim. Monitoring methods for 
software keyloggers are operating system specific. Windows operating systems 
(WOS) contain an event mechanism. When a user presses a key in the WOS, the 
keyboard driver of the operating system translates a keystroke into a Windows 
message called WM_KEYDOWN. This message is pushed into the system message 
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queue. The WOS in turn puts this message into the message queue of the thread of the 
application related to the active window on the screen. The thread polling this queue 
sends the message to the window procedure of the active window. This kind of 
messaging mechanism works for other events like mouse messages [1]. There are 
three main methods for developing keylogger systems: 

1. The Keyboard State Table method 
2. The Windows Keyboard Hook method 
3. The Kernel-Based Keyboard Filter Driver method 

 [1] 

Fig. 1. Keyboard State Table method 

 [1] 

Fig. 2. Windows Keyboard Hook method 

 [1] 

Fig. 3. Kernel-Based Keyboard Filter Driver method 
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Stealth 

More challenging for the keyloggers, is the goal of remaining hidden. Most of the 
advanced keyloggers use the rootkit technology to accomplish this task. Rootkits can 
be difficult to detect, especially when they operate in the kernel. This is because a 
kernel rootkit can alter functions used by all software, including those needed by 
security software. A rootkit can prevent detection or anti-malware software from 
running or working properly by hiding files and concealing running processes from 
the computer's operating system [2]. Different keyloggers achieve different levels of 
stealth depending upon the rootkit mechanism they use.  

4   Keylogger Malware Statistics 

Keystroke logging, phishing and social engineering are currently the main techniques 
employed to carry out cyber fraud. We performed a simple search of a virus 
encyclopaedia [3] for keylogger malware examples. It displayed an overwhelming 
67406 examples in the category! Let us now take a look at two famous keylogger 
malware examples and the damage they have caused hitherto. 

1. Zeus 

Also known as Zbot, PRG, Wsnpoem, Gorhax and Kneber, it is a Trojan horse that 
steals banking information by keystroke logging. Zeus is spread mainly through 
drive-by downloads and phishing schemes. Zeus' infection rate is higher than that of 
any other financial Trojan. In 2010, Zeus was the culprit behind one of the largest e-
crime busts in UK history, causing a loss of $31Million to the bank customers. [4] 

2. Backdoor: W32/Haxdoor 

This is a family of malicious remote administration programs (RAT) that are 
commonly used by attackers to steal sensitive information - passwords, account 
details, etc - from infected systems by their keylogging capability. Later variants in 
the Haxdoor family also engage in attacks against online payment systems and 
banking portals. Some Haxdoor variants also include rootkit capabilities and are able 
to hide their presence and actions on the computer system.  

A theft of over $1million from client accounts at the major Scandinavian bank 
Nordea in August 2006 was a consequence of Haxdoor infection on client systems [5]. 

5   Anti-keylogger Analysis 

We built two proof of concept keyloggers. One is a simple keylogger implemented by 
hooking into the Windows API function, SetWindowsHookEx, and monitoring the 
event WH_KEYBOARD_LL. We will refer to it as Sample A. This keylogger spreads 
through infected flashdrive and sends the recorded keystrokes to the remote attacker 
via e-mail. However it is visible in the task manager. Although, there exist several 
ways to hide a program from the task manager/process explorer as well as registry 
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entries, we chose to keep it simple. Generally an average internet user does not 
identify such suspicious files and processes if they are given names resembling 
system processes.  

Another keylogger was implemented as a kernel mode rootkit (a device driver) 
which remains hidden from the task manager and all such other applications e.g. 
Process Explorer. We will refer to this as Sample B. We implemented this sample by 
hooking the keyboard interrupt. 

We submitted both our keylogger samples to www.virustotal.com [6]. There, our 
samples were scanned against a total of 43 well known anti-viruses/anti-malware 
products and we got the following results: 

• Only 9 could detect Sample A as malicious. 
• Only 10 could detect Sample B as malicious.  

In general, there exist two types of anti-keyloggers. One category detects 
keyloggers and the other merely prevents them from logging keystrokes. We saw that 
anti-keyloggers that fall in the detection category cannot be relied upon completely as 
many could not detect our proof of concept keylogger samples. However we tested 
few anti-keyloggers that prevent the keyloggers from logging keystrokes and found 
them to be very effective. We tested the following products in this category: 

1. Keyscrambler Pro 
2. Anti-Keylogger Shield 
3. Guarded ID 

We tested these anti-keyloggers against the following keylogging software: 

1. Refog Personal Monitor 
2. All in One Keylogger 
3. PC Pandora 
4. Keyboard Spectator 
5. Quick keylogger 
6. Blazing Tools PKFree 
7. Our Proof of concept Keylogger 

Table 1. Anti-keylogger Analysis 

 Refog 
Personal 
Monitor 
 

All in One 
Keylogger 
 

PC 
Pandora 
 

Keyboard 
Spectator 
 

Quick 
Keylogger 
 

Blazing 
Tools 
PKFree 
 

Our 
Sample 
A 

Our 
Sample 
B 

KeyScramblerPro         
Anti-Keylogger 
Shield 

        

Guarded ID 
 

        
 

We found that all these anti-keyloggers effectively prevented the keystrokes from 
being logged by the above mentioned keyloggers. However, it is important to note 
that most of these keyloggers log many other things than just keystrokes such as 
screenshots, clipboard activity, websites visited and so on. These activities cannot be  
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prevented by the above mentioned anti-keyloggers. Yet these applications certainly 
mitigate the risk of text based information stealing which is far more critical that other 
sort of information.  

6   Mitigation Techniques Users 

From our discussion in the previous sections, it can be inferred that it is very easy to 
fool the average computer users into stealing their sensitive information in no time. 
And now that there exist very sophisticated, undetectable, rootkit based keyloggers, 
the situation needs immediate attention in order to contain and control the huge losses 
being incurred due to them. The following are some techniques, which would lower 
this risk to a great extent. 

 
1. Use anti-keylogger software, especially those that prevent keylogging activity.   

  Following are the few examples we tested.  
 

a. KeyScramber Pro 

KeyScrambler Personal is a free plug-in for Web browser that protects everything you 
type from keyloggers[7]. It defeats keyloggers by encrypting the keystrokes at the 
keyboard driver level, deep within the operating system. When the encrypted 
keystrokes reach the browser, KeyScrambler decrypts them so you see exactly the 
keys you've typed. Keyloggers end up logging only the encrypted keys, which are 
completely indecipherable. Unlike anti-virus and anti-spyware programs that depend 
on recognition to remove keyloggers that they know about, KeyScrambler protects 
from both known and unknown keyloggers. 

b. Anti-Keylogger Shield 

Anti Keylogger Shield is a powerful, easy to use anti-spy software tool that prohibits 
operation of any keylogger, either know or unknown, professional or custom made[8]. 
Once installed, Anti Keylogger Shield silently runs in the System Tray, blocks the 
system mechanisms that are exploited by keyloggers, and protects user privacy 
immediately and constantly. 

c. GuardedID 

GuardedID also takes a proactive approach to stopping malicious keylogging 
programs by encrypting every keystroke at the point of typing the keys, and rerouting 
those encrypted keystrokes directly to the Internet Explorer browser through its own 
unique path [9]. GuardedID bypasses the typical places keyloggers normally reside, 
thereby helping to eliminate the vulnerability to keylogging attacks. 

 
2. A good anti-malware and a firewall in place would further strengthen the 

protection. The following is a list of decently effective anti-Malware/ Anti-
spyware software: 
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•  Malwarebytes’ Anti-malware 
• Spyware Terminator 
• Microsoft Security Essentials 
• Panda Cloud Anti-virus free Edition 
• Spybot Search and Destroy 

 

3. Virtual Keyboard should be used in order to fill out sensitive information such as 
PIN, passwords, etc. Most of the online banks provide virtual keyboards on their 
websites. There are also many free virtual keyboard software available. 

4. No sensitive information must be given out while surfing through a cyber cafe. It 
should be done through one’s personal computer only.  

5. In order to protect against the malicious password stealing add-ons and toolbars, 
browsing should be done in safe mode. This mode disables all the add-ons and 
toolbars. 

7   Multifactor Authentication to Thwart Password Stealing [10] 

We saw that anti-keyloggers in the prevention category show 100 percent containment 
results in our analysis. However, continuous and rapid evolution of malware prompts 
us to take the anti-keylogger defences to a higher level. Multifactor authentication 
schemes provide very strong protection to a user even when his credentials have been 
compromised by a keystroke logger. Multi Factor Authentication is based on two or 
more factors. These methods often provide greater security. However, they may also 
impose different levels of inconvenience to the end user.  

The success of these methods depends upon the degree of their acceptance by the 
users. Here we discuss some of these methods which could contain the password 
stealing attacks to a great extent. 

7.1   Scratch List  

Scratch or grid cards contain randomly generated numbers and letters arranged in a 
row and column format. They are cheap, durable and easy to carry and thus very 
popular. This type of authentication requires no training and, if the card is lost, 
replacement is relatively easy and inexpensive. 

Used in a multi factor authentication process, the user first enters his or her user 
name and password in the established manner. Assuming the information is entered 
correctly, the user will then be asked to input, as a second authentication factor, the 
characters contained in a randomly chosen cell in the grid. The user will respond by 
typing in the data contained in the grid cell element that corresponds to the challenge 
coordinates. 

7.2   Time Based  

Timebased password systems, such as the RSA SecurID, are another type of onetime 
passwords. In such a system, the password changes every minute or so, by an 
algorithm known to the system and the user's authentication device. The algorithm to 
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create the password is based on a function of a key and the current time. The key is 
preset at the fabrication of the device. Further, the token has an internal clock. A timer 
creates a new password in a predefined time range (usually every 60 seconds), using 
the current time and the key as its input. The function itself is usually proprietary, but 
is basically a form of the following: 

password = encrypt(TIME with KEY)  

One challenge of this system is the synchronization of the time. 

7.3   Challenge Response Based  

In comparison to the time based system, here the time is replaced by a challenge, and 
the SmartCard/Token is optionally protected by a PIN. Instead of using the time as 
input for creating the password, a server generated challenge is used: 

password = encrypt(CHALLENGE with KEY) 

The above mentioned techniques would be highly effective against the password 
stealing attacks. However, we observed that they come with few significant 
disadvantages. They are discussed as follows. 

1) They require a well planned infrastructure requiring enormous investments on the 
part of the web application developers. 

2) It raises the customers’ expenses in terms of purchasing and maintaining the 
smart card devices/ tokens etc. 

3) Such schemes generally face high resistance from the users as they are more used 
to typing a username and a password.  

4) The adoption of these schemes is limited to financial organisations such as banks 
for the purpose of online banking. For most other web applications facilitating 
email services, social networking, for instance, the expense of the schemes 
exceeds the value of the assets, rendering them useless.  

However it is important to note that these schemes are worth all the investment in 
case of financial organisations such as banks since security is the topmost priority in 
their case! 

8   Our Solution 

Our solution is a more cost effective version of Challenge Response method discussed 
above. As per this technique, the user at the time of creating his user account with the 
website would be given a set of symbols/images for his personal identification. At the 
time of authentication, the user will not only be asked to enter his user-id and 
password, but also be presented with a large set of symbols on the screen.  

Now the user will be asked if he could find any of those symbols on the screen that 
were allotted to him. If yes then he would have to type in their relative positions on 
the screen. And if no, then he will simply have to type in a zero. This process could be 
repeated again with different set of symbols displayed on the screen to further 
strengthen the security. We built a prototype website implementing this solution. The 
following steps demonstrate the scheme in more detail. 
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• Our server initiates a download activity for the client (on a secure channel) once 
he registers with our website. 

• The client receives a total of 4-6 images in a zipped folder that were fetched 
randomly from our database. This set of images is now stored along with the 
user’s credentials in a database on the server side. 

• At the time of login, the user is first asked to enter his user-id and password. 
• Once the correct user-id, password combination is entered, he is presented with 

20 random images. 
• These displayed images may or may not contain the images possessed by the 

user. We are randomly fetching these images from a database. However, a well 
planned algorithm would better suit the needs of scalability i.e. when we have a 
large number of images in our database. 

• In case one or more user’s images are present in the displayed list, he enters their 
relative positions. Else he enters a zero. 

• This procedure is repeated once again irrespective of whether the correct 
positions were entered or not in the previous iteration. This is done to minimize 
the possibility of guessing the images by an attacker. 

• Only after the correct position of images is entered both the times, the user is 
authenticated. 

8.1   Advantages 

1) The method can successfully thwart keylogger malware attacks because even 
though a keylogger may record the user’s passwords, it would not be able to 
guess the symbols. Moreover the mechanism would become more reliable if the 
user is periodically asked to change his password along with the set of symbols. 

2) Implementation overhead is considerably low. 
3) The method is not complicated due to which it will hardly face any resistance 

from the users, if at all. 
4) Most of the anti-keyloggers fail to detect rootkit based malware. With this 

mechanism in place even a rootkit based keylogger could be effectively 
countered. 

8.2   Disadvantage 

The scheme could fail if the keylogger malware on the victim’s machine has screen 
capture facility. However, since all the symbols that the user was allotted need not be 
displayed at a time in the challenge, the attacker may be able to obtain only a partial list 
of symbols at a time. So if the user is periodically made to change his set of symbols, 
say in a period of 3 months, the failure rate of this technique would be minimal. 

9   Conclusion 

• At present, keyloggers – together with phishing and social engineering methods – 
are the most commonly used techniques employed to carry out cyber fraud.  

• Statistics prove that there has been a tremendous rise in the number of malicious 
programs that have keylogging functionality.  
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• Malware sophistication is constantly evolving. There has been an increase in the 
use of rootkit technology in keylogging software, empowering them to evade 
detection and persistently gather sensitive information. 

• Dedicated protection by using a combination of tools can mitigate the risk posed 
by this category of malware. 

• Our approach aims at countering the password stealing attacks by imposing a 
kind of site key challenge, such that even if a keylogger records the password of 
the user, the attacker s still incapable of hacking into the user’s account. 
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9 Rue Charles Fourier, 91011, Evry, France

{Sanjay.Kanade,Dijana.Petrovska,Bernadette.Dorizzi}@it-sudparis.eu

Abstract. We present a simple scheme with three main features: (1) it
induces revocability in biometrics based user authentication systems,
(2) protects the biometric information, and (3) improves the verification
performance. The user’s biometric feature vector is shuffled with a user
specific shuffling key to transform into a revocable template. Comparison
between different templates is carried out in the transformed domain.
If the template is compromised, it can be replaced with another tem-
plate obtained by changing the shuffling key. This scheme makes cross-
matching between databases impossible by issuing different templates
for different applications. The performance evaluation of the system
is carried out on two modalities: iris and face using publicly available
databases. This scheme significantly improves the verification perfor-
mance of the underlying biometric system, e.g., it reduces the Equal
Error Rate (EER) from 1.67% to 0.23% on the NIST-ICE iris database.
The EER on the NIST-FRGCv2 face database reduces from 8.10% to
zero.

Keywords: Revocability, Cancelable biometrics, Iris, Face, Security and
privacy.

1 Introduction

Biometrics is defined as automatic recognition of persons based on their physical
or behavioral characteristics (such as fingerprint, iris, face, etc.). Since the bio-
metric characteristics are implicitly associated with a user, they provide a strong
proof of his identity. In the existing biometric systems that we denote as ‘clas-
sical biometric systems’ (shown in Fig. 1), the information needed for further
comparisons, denoted as biometric reference or template, is stored in a database.
However, because of the permanent association of biometric characteristics with
the user, these templates remains substantially similar across databases if the
modality and the biometric algorithm are the same, e.g., for minutiae based fin-
gerprint systems, minutiae sets extracted from the same fingerprint in different
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Fig. 1. Basic idea of a biometric based person recognition system. In verification mode,
the result of the comparison is either success or failure. In identification mode, the result
of comparison is the User ID.

systems are similar. If such template is compromised, it is not possible to re-
place it with a new one because the biometric characteristics (from which this
information is extracted) are permanently associated with their owners. In other
words, it is not possible to revoke or cancel a template. This phenomenon is
called as lack of revocability.

The permanent association of biometric data with the user leads to another
problem. Since the templates in all the systems based on the same biometric
characteristic and using same biometric algorithms are similar, a compromised
template from one biometric database can be used to access information from
another system. This can be referred to as cross-matching between databases and
is a threat to privacy. Moreover, in some cases, the stored information can be
used to create a dummy representation of the biometric trait which can be used
to access the system [2,6,25,7]. For example, a dummy finger can be constructed
from a fingerprint image.

Because of these reasons, the property of cancelability or revocability is be-
coming a necessity. In order to induce revocability into biometric systems, cryp-
tographic techniques are a good candidate. Many systems that induce these
characteristics are proposed in literature. A summary of such systems is pre-
sented in Section 2. In this paper, we present a simple shuffling scheme to create
cancelable templates from biometric data. This system was first proposed in our
earlier paper on crypto-biometric key regeneration [12]. This scheme involves
two factors: biometrics and a shuffling key. Because of this additional parame-
ter, the proposed scheme significantly improves the verification performance of
the baseline biometric system.

In general, an authentication system should possess following characteristics:

1. Identity verification and non-repudiation: The system should be able
to confirm the identity of the user with high degree of confidence. It also
indicates that the system should resist repudiation attempts carried out by
the users. Involvement of biometrics helps achieve this property.
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2. Revocability: If the stored user template is compromised, it should be
possible to cancel that template and reissue a new one. Additionally, the
newly issued template should not match with the previously compromised
template. Thus revocability does not mean just to cancel the old template
and issue a new one; it also means that, the authentication rights of the old
authenticator are revoked. The system should be able to reject a person if
he provides the authenticator linked with the old template. Note that, bio-
metrics alone cannot provide this property because biometric characteristics
cannot be changed while systems using passwords and tokens have excellent
revocability.

3. Template diversity: It should be possible to issue different templates for
different applications related to the same user. These templates should not
match with each other and should make cross-matching impossible. Password
and token based systems are good at that, though practically, password
diversity can be argued. Biometrics, by itself, cannot have template diversity.

4. Privacy protection: These systems should protect the privacy of biomet-
ric data, privacy of information protected by the system, and user identity
privacy.

The system presented in this paper satisfies all these desired characteristics.
In this scheme, the biometric features are combined with a user specific random
key to obtain a revocable template. The scheme improves the biometric system
performance in an ideal case when the user specific keys are kept secrete. If
the keys for all the users are stolen, the system is as secure as the underlying
biometric system.

The reminder of the paper is organized as follows: recent developments in
the field of revocable biometrics based authentication are given in section 2.
In section 3, the algorithm to obtain revocable iris template is described. The
experimental setup for the performance evaluation, including baseline biometric
systems, databases and experimental protocols are explained in section 4 and re-
sults are reported in section 5 along with experimental security analysis. Finally,
the conclusions and perspectives are given in section 6.

2 Cancelable Biometrics: Related Work

There are many solutions found in literature which aim at inducing cance-
lability/revocability in biometric systems. These systems apply some sort of
(one-way) transformation on the biometric data. Some of these transformation
methods include, Cartesian, polar and functional transformations of Ratha et
al. [23,24], BioHashing of Jin et al. [10], cancelable filters of Savvides et al. [26],
improved BioHashing of Lumini and Nanni [17], Revocable biotokens of Boult
et al. [4], and transformations proposed by Maiorana et al. [18].

The drawback of many of these cancelable biometric systems is that their
performance degrades compared to the baseline biometric system. In some cases,
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the performance improves, however, the improvement is because of the addi-
tional parameter (such as password, PIN, key, token, etc.). Such systems should
be analyzed for their verification performance in the stolen key (also called as
stolen token) scenario. Such analysis is not reported in most of these works. For
BioHashing based systems, the performance in the stolen key scenario degrades
compared to the baseline biometric system.

Biometric-based cryptographic key (re)generation systems [11, 27, 9, 28, 5, 19,
12,14,13] can provide cancelable templates based on biometrics, but their main
aim is to obtain a cryptographic key. Hence we will not discuss these schemes
here.

Our previous work on cryptographic key regeneration [12] incorporates the
shuffling scheme, presented in this paper, to have better separation between
genuine and impostor users. But in that work, we do not analysis the scheme
from a revocable biometrics point of view which we present in this paper. The
biometric data shuffling scheme is described in the following section.

3 A Biometric Data Shuffling Scheme to Create
Cancelable Biometric Templates

The shuffling scheme described in this section can work with any biometric
modality provided the biometric features are represented as an ordered set. In
this scheme, a randomly generated shuffling key is used to shuffle the biometric
data. The shuffled biometric data represents the cancelable template. It is not
feasible to recover the original biometric data from this cancelable template. This
scheme can be considered analogous to classical symmetric encryption technique
because, as in encryption, a key is used to protect the biometric data. But
contrary to classical encryption, the user discrimination properties of biometric
data are retained by the transformed data, and hence, comparison between two
such transformed biometric data can be carried out in the transformed domain.
The shuffling technique is explained in details in the next subsection.

3.1 The Shuffling Technique

The shuffling scheme that we introduce requires a binary shuffling key Ksh of
length Lsh. Since this key is a long bit-string, it is stored on a secure token or it
can be obtained using a password. The biometric feature vector is divided into
Lsh blocks each of which has the same length. To start the shuffling, these Lsh

blocks of the feature vector are aligned with the Lsh bits of the shuffling key Ksh.
In the next step, two distinct parts containing biometric features are created:
the first part comprises all the blocks corresponding to the positions where the
shuffling key bit value is one. All the remaining blocks are taken into the second
part. These two parts are concatenated to form the shuffled biometric feature
vector which is treated as a revocable template. Figure 2 shows a schematic
diagram of this shuffling scheme.

The original and shuffled feature vectors have one-to-one correspondence. A
block from the original vector is placed at a different position in the shuffled



24 S. Ganesh Kanade, D. Petrovska-Delacrétaz, and B. Dorizzi

Fig. 2. The shuffling scheme

vector. Thus, only the alignment of the feature blocks is changed by the scheme
with no change in the actual values of the features. The length of the biometric
feature vector does not change because of the shuffling. Hence, the matching
algorithms used for calculating the similarity (or dis-similarity) score between
two biometric feature vectors are still applicable for the shuffled data.

Note that the effectiveness of this scheme is because it changes the alignment
of the feature vectors. If the feature vectors do not require any particular order
(e.g., fingerprint minutiae sets), this system is ineffective. This system can work
only if the biometric data is in form of an ordered set.

3.2 Advantages of Using the Proposed Shuffling Scheme

The proposed shuffling scheme has the following advantages:

1. Revocability: The shuffled feature vector, which is treated as a cancelable
template, is a result of combination of an intrinsic identifier (i.e., a biometric
characteristic) and an assigned identifier (the shuffling key). Therefore, in
case of compromise, it can be canceled and a new template can be generated
by changing the shuffling key Ksh (the assigned credential).

2. Performance improvement: Another advantage of using the shuffling
scheme is that it improves the verification performance. The shuffling process
changes the alignment of the feature vector blocks according to the shuffling
key. When two biometric feature vectors are shuffled using the same shuf-
fling key, the absolute positions of the feature vector blocks change but this
change occurs in the same way for both of the biometric feature vectors.
Hence, the Hamming distance (in case of binary vectors) between them does
not change. On the other hand, if they are shuffled using two different keys,
the result is randomization of the feature vectors and the Hamming distance
increases. In fact, the shuffling process acts like a randomizer and moves the
average Hamming distance for such cases close to 0.5.
A unique shuffling key is assigned to each subject during enrollment and
he has to provide that same key during every subsequent verification. This
means, in ideal case, that the genuine users always provide the correct shuf-
fling key and hence, the Hamming distance for genuine comparisons remain
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unchanged. On the contrary, in case of random impostor attempts where an
impostor tries to get verified with his own credentials, he provides his bio-
metric data along with his shuffling key (or a random shuffling key) to match
against other users. The feature vectors for such impostor comparisons are
shuffled with two different shuffling keys and the result is that the Hamming
distances increase. This effect can be seen in Fig. 3. The separation between
the genuine and impostor Hamming distance distributions shows the ability
of the system to distinguish genuine users from impostors. As can be seen
from Fig. 3, shuffling increases the separation between the two distributions.
In this way, the shuffling scheme improves the verification performance of
the system.

3. Template diversity: With the help of the shuffling technique, different
templates can be issued for different applications by using different shuffling
keys with the same biometric data. This particularly helps to avoid cross-
database matching. In order to make the template-diversity effective, it is
suggested that the shuffling key should be generated randomly and protected
by a password.

4. Protection against stolen biometric data: If a feature vector is shuffled
using two different shuffling keys, the resulting shuffled vectors appear to
be originating from two different subjects. They can be seen as comparing
two random sequences and hence they do not match. Therefore, if a stolen
biometric data of a legitimate person is used by an impostor to get verified,
the system can still resist such attack due to the use of shuffling key.

5. Biometric data protection: It is not computationally feasible to recover
the original biometric feature vector from the shuffled data without the
proper shuffling key. However, as in classical encryption, the security de-
pends on the secrecy of the shuffling key.

These effects can be better understood from the experimental results and
analysis presented in the next section.

4 Experimental Setup

The cancelable biometric system is based upon an underlying baseline biometric
system. Therefore, for fair comparison, first the biometric verification perfor-
mance of the baseline biometric system is reported followed by the performance
of the proposed cancelable system.

The proposed cancelable biometric system is evaluated on two biometric
modalities: iris and face. For iris, the Open Source Iris Recognition System
(OSIRIS) described in [22] and available online at [1] is used to extract binary
iris code features from the iris images. The CBS database [22] (BiosecureV1 OKI
device subset) is used for development in order to find out the optimum length of
the shuffling key. The system is then evaluated on the NIST-ICE database [21].
As described in the ICE evaluation, we carried out two experiments: ICE-Exp1
involving comparisons between right-eye images whereas ICE-Exp2 involving
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left-eye images. In total, 12,214 genuine and 1,002,386 impostor comparisons are
carried out in ICE-Exp1, whereas in ICE-exp2, 14,653 genuine, and 1,151,975
impostor comparisons are performed.

For face, a Gabor filter based approach is applied to extract features from
the face image [16]. The face image is first geometrically normalized using the
CSU Face Recognition System [3], and then processed using log-Gabor filters
having four scales and eight orientations using the MATLAB source code avail-
able at [15]. Magnitude of the filtered output is calculated, downsampled, and
concatenated to form a 3,200-element feature vector. The values in this vector
are then binarized to obtain a 3,200-bit string called face code. The binarization
process used is fairly simple. The median of the values in a feature vector is
taken as a threshold. The elements having higher value than the threshold are
made one while the remaining are made zeros.

The development and evaluation data sets for face experiments are from a
subset of the NIST-FRGCv2 database [20]. This subset is composed of 250 sub-
jects each of which has 12 images. Data from the first 125 subjects are used for
development and the remaining 125 subjects are used for evaluation. For each
subject, there are eight images captured in controlled lighting conditions while
four images in uncontrolled conditions.

Two separate experiments are carried out during development as well as eval-
uation: FRGC-Exp1* – where the enrollment as well as test images are captured
under controlled conditions, and FRGC-Exp4* – in which the enrollment im-
ages are from controlled conditions while the test images are from uncontrolled
conditions. For the FRGC-Exp1*, 3,500 genuine and 496,000 impostor compar-
isons are carried out while for FRGC-exp4*, 4,000 genuine and 496,000 impostor
comparisons are performed.

5 Experimental Results and Security Analysis

5.1 Results and Security Analysis on Iris Modality

Results on Iris Modality. The genuine and impostor Hamming distance dis-
tributions for the CBS-BiosecureV1 data set before and after shuffling are shown
in Fig. 3. As described in Section 3.2, the shuffling process increases the impostor
Hamming distances while the genuine Hamming distances remain unchanged.
This can be seen from the Fig. 3. In this figure, the mean of the impostor
Hamming distance distribution of the baseline system shifts from 0.44 to 0.47
when the shuffling scheme is applied. Note that, the genuine Hamming distance
remains unchanged. This reduces the overlap between the genuine and impos-
tor distribution curves which improves the user discrimination capacity of the
system thereby increasing the verification accuracy.

The better separation between genuine and impostor Hamming distance dis-
tribution curves improves the verification performance of the system. The ver-
ification performance in terms of Equal Error Rate (EER) on the development
database (CBS database) is reported in Table 1.
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(a) Baseline iris biometric system (b) Proposed cancelable biometric sys-
tem (baseline iris system with shuffling)

Fig. 3. Normalized Hamming distance distributions for genuine and impostor compar-
isons on the CBS-BioSecureV1 [22] development data set

Table 1. Verification results of the baseline biometric system (which is based on the
OSIRISv1) and the proposed cancelable system on iris modality; in terms of EER in
%. Values in bracket indicate the error margins for 90% confidence intervals.

Experiment CBS-BiosecureV1 ICE-Exp1 ICE-Exp2

Baseline 2.63[±0.34] 1.71[±0.11] 1.80[±0.10]

Proposed cancelable 0.93[±0.20] 0.23[±0.04] 0.37[±0.05]

OSIRISv1 [22] 2.83[±0.35] 1.52[±0.12] 1.71[±0.12]

Stolen biometric scenario 1.50[±0.26] 0.27[±0.08] 0.44[±0.09]

Stolen key scenario 2.63[±0.34] 1.71[±0.11] 1.80[±0.10]

The system is then evaluated on the evaluation (NIST-ICE) database. These
results are also reported in Table 1. As noted before, we carried out separate
experiments according to the common protocol for ICE evaluation for right
(ICE-Exp1) and left (ICE-Exp2) iris comparisons. A clear improvement in per-
formance can be seen by comparing the EER of the baseline system with the
proposed cancelable system. For example, in case of ICE-Exp1, the EER for the
baseline system is 1.71% which reduces to 0.23% when the cancelable scheme
is applied. Similarly, for the ICE-Exp2, the EER reduces from 1.80% to 0.37%
because of the shuffling scheme. For the sake of comparison, the EER values
reported in the documentation of the OSIRISv1 on these two data sets are also
reported in this table.1

Security Analysis on Iris Modality. The cancelable biometric system pro-
posed in this chapter has two factors: biometrics and a shuffling key. In order to
test the robustness of the system, we carried out the performance evaluation in two
extreme hypothetical impostor scenarios: (i) stolen biometric and (ii) stolen key.
1 The baseline iris system is based on OSIRISv1; the difference is that the matching

module is re-implemented to cope with the iris rotations.
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In the stolen biometric scenario, we consider a hypothetical extreme situation
when the biometric information for all the users is stolen. Here, an impostor will
try to provide the stolen biometric data along with a wrong shuffling key. In this
situation, the EER increases compared to that of the cancelable system with
both factors secret. But, it is still less than the EER of the baseline biometric
system. For example, as shown in Table 1, for the ICE-Exp1, the EER of the
cancelable system is 0.23% when both the factors are secret. Considering that
the iris image is stolen for all the users, the EER increases to 0.27% which is still
less than the EER for baseline system (1.71%). Thus, use of the shuffling scheme
prevents the impostors from being successfully verified using stolen biometric
data.

In the stolen key scenario, we consider another extreme situation when the
shuffling keys of all the users are compromised. As in the stolen biometric sce-
nario, the EER increases compared to that of the cancelable system having both
parameters secret. But, the EER is equal to the EER of the baseline biometric
system meaning that the system in this stolen key scenario is still as good as the
baseline biometric system (see Table 1). In fact, the proposed shuffling scheme
is such that, it increases the Hamming distance between two iris codes if and
only if they are shuffled with different keys. If the same key is used to shuffle two
codes, the Hamming distance remains intact. Thus in the stolen key scenario,
the Hamming distance distribution is exactly the same as that for the baseline
system, and hence, yields the same result as that of the baseline biometric sys-
tem. This is a distinct advantage of our system over other cancelable systems
found in literature. For most of the cancelable systems found in literature, the
performance degrades if the keys (or the cancelable parameters used) are com-
promised. Only the Farooq et al. [8] system is shown to have the performance
equal to the baseline biometric system in the stolen key scenario.

Detection Error Tradeoff (DET) curves for the proposed cancelable system
along with the security threats are shown in Fig. 4 for the iris modality. These
curves show the performance on the evaluation database – the NIST-ICE
database – for the ICE-Exp1 experiment. The DET curves for the baseline sys-
tem and that for the stolen key scenario overlap with each other which indicates
that the performance of the system in stolen key scenario is same as the baseline
system.

The stolen biometric scenario also proves the template diversity property. It
shows that, if the biometric feature vector is shuffled with two different keys,
the two shuffled codes appear to be random and do not match. In order to
prove our point, we carried out an additional test. We shuffled one iris code
with 100,001 randomly generated shuffling keys. The first shuffled iris code is
compared with the remaining 100,000 shuffled iris codes. The distribution of
Hamming distances obtained from these comparisons is shown in Fig. 5. This
distribution is also close to the random impostor distribution which validates
our claim of template diversity.

In case of compromise, the cancelable template can be revoked. In order to
revoke the template, the user is asked to re-enroll into the system. The fresh
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Fig. 4. DET curves for the proposed system performance along with the possible se-
curity threats for iris modality on the NIST-ICE database(evaluation data set) [21];
ICE-Exp1

biometric data is shuffled with a newly generated random shuffling key. Since
this shuffling key is different than the one used earlier in enrollment, the old
template and the newly issued template cannot match with each other. If an
attacker obtains an iris code of the user from previously compromised template
or from another biometric system, that iris code cannot be used by the impostor
to get verified because the new shuffling key resists such attacks.

5.2 Results and Security Analysis on Face Modality

Results on Face Modality. The Hamming distance distribution curves for
genuine and impostor comparisons before and after shuffling on the development
data sets are shown in Fig. 6. The curves for both, FRGC-Exp1* and FRGC-
Exp4*, experiments are shown.

As was observed in case of iris, the impostor Hamming distances increase
because of the shuffling process. Note that the genuine Hamming distances re-
main unchanged. A clear separation between genuine and impostor Hamming
distance distributions is observed for both the experiments. This complete sep-
aration results in zero EER. The results of the proposed cancelable system for
the FRGC-Exp1* and FRGC-Exp4* on the development data sets are reported
in Table 2.
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Fig. 5. Impostor Hamming distance distributions for the proposed system along with
the Hamming distance distributions for the template diversity test on iris modality on
the NIST-ICE database [21] (ICE-Exp1)

Table 2. Verification results of the proposed cancelable system on face modality along
with the security analysis in terms of EER in %. Values in bracket indicate the error
margins for 90% confidence intervals.

Test
Development set Evaluation set

FRGC-Exp1* FRGC-Exp4* FRGC-Exp1* FRGC-Exp4*

Baseline 8.10[±0.41] 35.90[±0.68] 7.65[±0.40] 35.00[±0.68]

Proposed cancelable 0 0 0 0

Stolen biometric 0 0 0 0

Stolen key 8.10[±0.41] 35.90[±0.68] 7.65[±0.40] 35.00[±0.68]

Note that, the improvement in performance is because of the increase in im-
postor Hamming distances. The shuffling scheme works as a randomization pro-
cess which shifts the mean of the impostor Hamming distance distribution close
to 0.5. Therefore, if the mean of the original (un-shuffled) impostor Hamming
distance distribution is small, the improvement in performance will be more
prominent. This can be visualized by comparing the improvements for iris and
face modalities. For example, on the development data set CBS-BiosecureV1
for iris, as shown in Fig. 3, the average impostor Hamming distance for iris is
0.44, which after shuffling, increases to 0.47. Similarly, for face, on the develop-
ment data set Exp1 (Fig. 6), the average impostor Hamming distance is 0.23,
which moves to 0.49 after shuffling. Thus, the increase in the separation between
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(a) Baseline face biometric system
(FRGC-Exp1*)

(b) Baseline face system with shuffling
(FRGC-Exp1*)

(c) Baseline face biometric system
(FRGC-Exp4*)

(d) Baseline face system with shuffling
(FRGC-Exp4*)

Fig. 6. Normalized Hamming distance distributions for genuine and impostor compar-
isons on the NIST-FRGCv2 development data set for FRGC-Exp1* and FRGC-Exp4*

genuine and impostor Hamming distance curves is more in case of face than for
iris. Therefore, the improvement in performance is higher in case of face than in
case of iris.

The proposed cancelable system is then evaluated on the evaluation data
sets. As it is seen for the experiments on development sets, a clear separation
is obtained on the evaluation sets also. The outcome of this separation is zero
EER as reported in Table 2.

Security Analysis on Face Modality. The experimental security analysis of
the proposed system carried out for the iris modality is also performed for the
face modality. The two scenarios: (i) stolen biometric scenario and (ii) stolen
key scenario, are followed. During these tests, it is observed that the proposed
cancelable system behaves in a similar way as it did on iris. The performance in
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case of the stolen biometric case remains unchanged. In the stolen key scenario,
the performance is exactly the same as that of the baseline biometric system.
The results for these tests in terms of EER are reported in Table 2.

6 Conclusions and Perspectives

Classical biometric systems lack the important properties of revocability and
template diversity because the biometric traits are permanently associated with
the user. Cancelable biometric systems overcome these drawbacks of classical
biometric systems. The shuffling scheme proposed in this paper employs a ran-
domly generated shuffling key to randomize the biometric feature codes. The
shuffled feature vectors act as cancelable templates. The system can issue differ-
ent templates for different applications using the same biometric which preserves
privacy. If the stored template is compromised, it can be canceled and a new
template can be issued by changing the shuffling key. Such use of shuffling key
prevents an attacker from getting verified by providing the compromised tem-
plate or stolen biometric data. One distinct advantage of this system is that the
performance of the baseline system increases by more than 80% due to shuffling.
And even if one of the two secret factors, the biometric data and the shuffling
key, is compromised, the EER of the system in such scenario still remains less
than or equal to that of the baseline biometric system.

The drawback of this shuffling scheme is that it is not noninvertible. Practi-
cally, it works as a classical symmetric encryption where data can be encrypted
by a key and the encrypted data can be decrypted by providing the same key. If
an attacker succeeds to obtain the shuffling key, he can de-shuffle the cancelable
template to obtain the reference biometric data. However, when such compro-
mise is detected, the system can revoke the old template and issue a new one
and the earlier attack becomes irrelevant.

A limitation of this shuffling scheme in its current form is that it can only be
applied to biometric systems when the templates are in form of an ordered set.
It cannot be applied to unordered sets such as a set of fingerprint minutiae.

The proposed shuffling scheme is very effective and therefore can be used as
a means to induce revocability in other key regeneration systems.
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Abstract. Computer security or network security has become one of the biggest 
issues now-a-days. Intrusion Detection process detects malicious attacks which 
generally includes theft of information or data. Traditional IDS (Intrusion 
Detection System) detects only those attacks which are known to them. But 
they rarely detect unknown intrusions. Clustering based method may be helpful 
in detecting unknown attack patterns. In this paper an attempt has been made to 
propose a new intrusion detection method based on clustering. The algorithm is 
experimented with KDD99 dataset and is found to produce satisfactory results.  

Keywords: Security, Network, Intrusion Detection, Clustering, IDS, Training 
Data Set, Knowledge Base. 

1   Introduction 

1.1   Intrusion 

Intrusion [1] is defined as “the act of wrongfully entering upon, seizing, or taking 
possession of the property of another”. They are serious threats in a network 
environment. They attempt to destabilize the network and attempt to gain 
unauthorized access to the network. 

1.2   Intrusion Detection and Its Importance 

Intrusion Detection is the process of detecting the malicious attacks or threats to any 
computer or network. The basic task of Intrusion Detection is to audit the log data of a 
computer which includes network as well as host based data. 

Intrusion detection process helps to make the network more secure for data 
transmission. An Intrusion Detection System (IDS) helps to determine the attackers 
and ensures secure transmission of data. It also facilitates to stabilize and increase the 
lifetime of the network. 
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2   Clustering 

2.1   Introduction 

The process of grouping a set of physical or abstract objects into classes of similar 
objects is called clustering [2]. A cluster comprises of objects that are similar to 
objects within the same cluster and are different from those present in other clusters. 
By clustering, one can identify crowded and sparse regions in a data set and therefore 
recognize patterns and interesting co-relations among data attributes. So, it can be 
used in applications involving pattern matching and data analysis [7]. These 
techniques are always found helpful in detecting unknown patterns. 

2.2   Clustering in Intrusion Detection 

Clustering is used to group data instances of the training set together into clusters 
using a simple distance-based metric. Once the data is clustered, certain techniques 
can be used to classify these clusters either as anomaly or normal instances [3][4][6]. 
After the clustering process is over and the clusters have been labeled accordingly, the 
system is ready to accept the network data instances and compare them with the 
already formed clusters and thus classify them as possible threats or safe to pass 
instances, thus detecting possible intrusions. 

3   Advanced Clustering Based Intrusion Detection (ACID) 
Algorithm 

3.1   Introduction 

ACID is not a signature based algorithm but rather uses Misuse Detection [4][9] and 
Anomaly Detection modules [4][9]. During the clustering and classification of 
training data, the classification process is supervised using the labeled KDD data set 
[5][8][9] and during Misuse Detection, the algorithm efficiently classifies the 
different attack types without being supervised. Thus, it can possibly identify 
unknown attack types at later stages.  

3.2   Analysis of the Problem 

Connection packets in a communication network comprise of various fields which 
give these packets their unique signatures. The signatures of intrusion data are 
different from those of normal data; thus, they can be distinguished by comparing 
their signatures. 

3.3   Solution Strategy 

The problem can be solved in three phases: 

i. Perform clustering of the training data set so that data of similar types fall 
within same clusters.  
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ii. Classify clusters based on their population and the knowledge base available 
(10% labeled KDD data set). 

iii. Perform clustering operation on the test data set (from the network) and 
classify their types according to the classification of the clusters (from the 
above step) they fall into.  

3.4   Various Modules or Functions Used 

In ACID Algorithm, seven major modules are used, which are as follows: 

 

Fig. 1. System Design of ACID 

Normalization of Training Data: It is found that the various connections in the 
training data come from different arbitrary state spaces. Again, they vary in the values 
of their features widely. Therefore, it is required to normalize [8] all these data 
instances into one standard form, so that these can be used in the intrusion detection 
process. It is performed by using the following equations: 

avg_vector j instance j )/N  (i)
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std_vector j  ( instance j ) avg_vector j / /(N 1) (ii)

new_instance j  (instance j avg_vector j )/(std_vector j ) (iii)

where, N is the number of data instances in the training data set. 
In this way an instance can be transformed from its own space to the standard 

space, using the above mentioned formulae which are based on standard statistical 
information derived from the training set. 

At first, data instances are read from the training data set and the _ , _  and _  are calculated for the same using equations (i), (ii) 
and (iii). Thus _  represents the normalised data instances. 

Clustering of Training Data and Classification: The normalized training data 
instances are grouped into clusters, using Y-means algorithm [5]. It aims at clustering 
without sacrificing its simplicity. After the clustering phase, the clusters formed are 
classified based on the population of the clusters and the knowledge base available 
(KDD99). A cluster is marked as normal if the majority of instances in the cluster are 
normal else the cluster is marked as an anomaly. 

First, normalized training data obtained from stage A are taken into consideration. 
Then, the number of clusters ( ) is initialized between 1 and . Cluster centroids are 
randomly chosen from the training data set. Distance ( ) between each of the 
instances and all the existing centroids is calculated based on the Euclidean distance.  
In a 2-dimensional plane, if   ( ,  ) and   ( ,  ) then the distance is 
given by, ( , ) (( ) ( ) ) /  

Now, each instance from the training data set is assigned to its closest cluster 
centroid, in case the instance lies within the centroid’s confidence area i.e. _ 2.32 _  
where,  is the number of the cluster and  is the number of the instance and _  stores the value of the distance of each instance from each cluster. 

The assignment of a data instance to a cluster is represented in _ _ _ _ _ , i.e. if instance  is assigned to cluster 
, then _ 1 and 0 for all other values of . After this, the features of the _   are copied to another matrix and the cluster centroids are recalculated 

by taking the mean of the newly assigned instances and already existing instances in 
the cluster. If all the instances in the data set have not been assigned to some existing 
cluster or the other, then the maximum distance of an instance from a cluster is 
calculated and this instance is made the cluster centroid of a new cluster. The number 
of existing clusters is updated accordingly and _ _ _  is 
assigned the value of one where j is the instance number of the furthest instance. The 
above process is iterated until all instances have been assigned to some cluster. This 
marks the end of the clustering process. Next, the classification of these clusters is 
done based on the majority of the instances inside a particular cluster i.e. if number of 
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normal instances is in majority inside a cluster, then that cluster is marked as normal 
otherwise it is marked as an anomalous cluster. These classifications will be used later 
to aid in the classification of test data. 

Normalization of Test Data: Normalization is also performed on the test data using 
the same equations (i), (ii) and (iii). Data instances are taken from the test dataset and _ , _  & _  are calculated for the same. Thus 
normalized test data instances are obtained. 

Assignment of Test Data into classified clusters: The ( ) of each 
normalized test instance from the classified cluster centroids is calculated using 
Euclidean distance again. The instance is then assigned to the cluster it is closest to. 

Anomaly Detection: The test instances assigned to classified clusters in the previous 
stage are given the classification of the clusters they are assigned to, which is either 
normal or anomalous. The normal data instances are treated as safe. The anomalous 
instances are however passed on to misuse detection model. 

Misuse Detection: In this stage, the anomalous instances received from Anomaly 
Detection stage are classified with the different attack types and also the class of 
attack is determined. A knowledge base contains the standard features of all the 
different attack types and their classes. The features of the anomalous instances (from 
the previous stage) are compared against these standard features of attacks .If a match 
is found then this anomalous instance is classified as a genuine threat and is listed 
with an attack type and class same as that of the standard feature. However, if a 
proper match is not found then this instance rings a false positive alarm which can be 
taken up by the network administrator for further investigation. These instances might 
be normal or in some cases, hitherto unknown types of attacks whose signatures are 
not available. 

Performance Analyzer: The various performance measure parameters of the algorithm 
are Detection Rate (DR), False Positive Rate (FP) and Accuracy [5][8][9]. The 
equations are given below:  ( )  100% (iv)   ( )   100% 

(v)

  100% (vi)

4   Results and Discussion 

The algorithm is implemented using C programming language in Windows 
environment. The dataset used in experiment is 10% labeled KDD data set. In this 
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experiment, the algorithm achieves a Detection Rate of about 95%, the False Positive 
Rate is very low (less than 0.5%) and the Accuracy achieved is about 92.75%. It is 
found that the accuracy is adversely affected when the training sample is not 
substantial. Therefore, the training samples must be of considerable size to ensure the 
accuracy of classification. 

The number of clusters to be formed is not hard-coded but instead is decided 
automatically depending on the number of training data instances present. The cluster 
width is also not hard-coded but is adjusted to accommodate newly formed clusters. 
An initial number of seed clusters are however provided to start the iteration. As the 
iterations proceed, the number of clusters formed and the cluster width are 
automatically adjusted. 

 

Fig. 2. Number of Seed Clusters v/s Accuracy 

Table 1. Number of Seed Clusters v/s Accuracy 

Number of 
Seed Clusters 

2 3 4 5 6 7 8 9 10 

Accuracy 91.75 91.75 91.75 91.75 90 90 90 90 93 

It is seen that the performance measure remains constant when the number of seed 
clusters is between 2 and 5. There is a decrease in the Performance Measures for 
number of seed clusters between the ranges of 6 to 9. Finally, there is an increase in 
the performance measures when the number of seed clusters is 10, which is even more 
than the cluster ranges between 2 to 5. So, the initial number of seed clusters is taken 
to be 10. 
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Fig. 3. Number of Seed Clusters v/s Detection Rate 

Table 2. Comparing Detection Rate of ACID algorithm with [8] 

Number of Seed Clusters 2 3 4 5 6 7 8 9 10 
Detection Rate ACID 92.5 92.5 92.5 92.5 90 90 90 90 95 
Detection Rate [8] 28.5 51.3 47.2 53.3 50.9 65.7 - - - 

It is evident that detection rate of ACID is superior to that of [8]. This is because in 
ACID, the cluster width is not hard coded instead it keeps on changing as the 
algorithm proceeds automatically towards creating the optimum number of clusters 
whereas in [8], the cluster width is hard coded. ACID is consistent as the performance 
measure remains constant for groups of adjacent values of seed clusters. It does not 
deviate erratically with every change in number of seed clusters. This kind of 
consistency is a desirable property. 
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5   Conclusions 

The proposed ACID Algorithm performs clustering in two phases: first on the training 
data and then on the test data. During clustering of the training data new clusters or 
formed based on the difference between the features of the data instances. The 
number of clusters to be formed is decided automatically. Also the algorithm avoids 
cluster degeneracy. The clustering of the test data is unsupervised; the data instances 
are assigned to the already formed clusters during the training phase. The test data is 
assigned to the cluster it is closest to. 

The Algorithm consists of an anomaly detection model and a misuse detection 
model. Thus it filters a large number of records, using the anomaly detection model, 
and performs a second detection with the misuse detection model, when the data 
instance is determined to be abnormal. Therefore, it efficiently detects intrusion, and 
avoids the resource waste. Finally, it integrates the outputs of the anomaly detection 
and misuse detection models with a decision making model. This determines the 
presence of an intrusion, and classifies the type of attack. The output of the decision 
making model can then be reported to an administrator for follow-up work. 

The Algorithm has a major advantage of being able to perform better than most of 
the existing signature based algorithms. This algorithm can detect new types of 
attacks using the anomaly detection model. However, the exact classification of the 
attack would not be possible due to the absence of its signature in the training data. 
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Abstract. On May 5, 2010 the last step of the DNSSEC deployment on
the 13 root servers was completed. DNSSEC is a set of security extensions
on the traditional DNS protocol, that aim in preventing attacks based on
the authenticity and integrity of the messages. Although the transition
was completed without major faults, it is not clear whether problems
of smaller scale occurred. In this paper we try to quantify the effects of
that transition, using as many vantage points as possible. In order to
achieve that, we deployed a distributed DNS monitoring infrastructure
over the PlanetLab and gathered periodic DNS lookups, performed from
each of the roughly 300 nodes, during the DNSSEC deployment on the
last root name server. In addition, in order to broaden our view, we also
collected data using the Tor anonymity network. After analyzing all the
gathered data, we observed that around 4% of the monitored networks
had an interesting DNS query failure pattern, which, to the best of our
knowledge, was due to the transition.

1 Introduction

The Domain Name System is one of the core components of the Internet, used
by virtually all the network applications. It provides name to IP (network layer)
address translation in a form of a distributed database. Although DNS proved to
be robust and highly scalable through everyday use, later discovered vulnerabil-
ities [5, 4] opened the doors to attacks. DNS Security Extensions (DNSSEC) [3,
9,2,1] were proposed in order to address these issues. These security extensions
incorporated cryptographic signatures along with each DNS message sent by the
servers. Replying with signed messages gives the ability to recipients to verify
the authenticity of the source and also, in most of the cases, to verify the in-
tegrity of the message itself. This, not only protects against current attacks, but
it could also prevent future ones.

Designing even an extension to such a vital and highly critical component of
the Internet infrastructure, is not an easy task. The first RFC document about
the security extensions was written in 1997, updated in 1999 and 2001 and took
its final form in 2005. Even worse, the deployment proved to be harder. Although
DNSSEC was first implemented in BIND91 in 1999, the deployment stalled until
1 http://www.isc.org/software/bind
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2001, when a problem in the design of key handling was found. The operational
problems caused by that, rendered the deployment almost impossible at that
time. The first Top Level Domain to deploy the security extension was .SE
(Sweden) in 20052.

However, more recent studies during the deployment of DNSSEC [14, 12] re-
vealed adaptation challenges that were not anticipated in the design. Middle
boxes – such as firewalls, NATs, etc. – proved to be troublesome. The main
reason behind that is the increase of the DNS messages size [10], in order to
facilitate the security extensions’ data. In this paper, we specifically study these
availability problems, using data from as many vantage points as possible, dur-
ing the deployment of DNSSEC on the last of the root name servers. Our results
show that the rate of DNS query failures in about 4% of the monitored net-
works, follows an interesting pattern that we believe is most probably caused by
the problems described above. To the best of knowledge, this is the most global
study on the availability of DNSSEC.

2 Background

In this section, we firstly briefly describe how DNS works and then, we move
one step further to also describe how the Security Extensions (DNSSEC) work
in practice.

2.1 Domain Name System (DNS)

In summary, the Domain Name System (DNS) can be viewed as a large dis-
tributed database of host name to IP address pairs. Although that simplifica-
tion helps in order to understand the service provided to the end users/clients, it
does not give any insights about the internals of the system. DNS is comprised
mainly from two components: resolvers and name servers. Name servers store
information about their “zone”. This information includes name to IP address
pairs, as well as delegations – that is, pairs of subdomains and name servers,
lower in the hierarchy. Resolvers, on the other hand, are used to query the name
servers in order to find the IP address corresponding to a host name (and vice
versa).

For example, suppose that an application (web browser, e-mail client, etc.)
wants to find the IP address for a specific host name, e.g. www.example.com.
The first step for the application would be to send that query to a stub resolver
on its host. If the result is not previously cached locally, the stub resolver will
forward the query to a configured local resolver, usually located within the user’s
network (ISP, corporate network, etc.). Similarly, this resolver will also try its
local cache and if that fails, it will start a recursive search. Firstly, it will query
one of the root name servers in order to find the name server responsible for
the top level domain, com in our case. Then, it will repeat the same procedure
2 The source of the historical data on DNSSEC is:
http://www.nlnetlabs.nl/projects/dnssec/history.html

http://www.nlnetlabs.nl/projects/dnssec/history.html
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recursively, querying the com name server for the example.com name and so
forth. If the resolver manages to find the corresponding pair, it will return that
to the local resolver and it will be then forwarded to the application. If there is
no such pair or an another error occurred, an appropriate error will be returned.

It should be mentioned here though, that even the above definition by example
is still abstract. In reality, there is more complexity added by replicas and caches
throughout the system, but the main functionality remains the same.

2.2 DNS Security Extensions (DNSSEC)

As mention before, the Domain Name System was found to be vulnerable to a
number of attacks (cache poisoning, etc.). In order to shield it against them and
maybe even prevent future attack techniques, DNS Security Extensions were
proposed. Basically, DNSSEC extends DNS through a hierarchal cryptographic
signing of the DNS messages. Cryptographic signatures provide both authenti-
cation and integrity for the transmitted message. When a node receives a signed
message, it can firstly establish the source and also verify the integrity of that
message.

DNSSEC implementation added four new resource record types, namely: re-
source record signature (RRSIG), DNS public key (DNSKEY), delegation signer
(DS) and next secure (NS). In order for a zone to enable the security extensions,
it needs to generate a public/private key pair. Then, the records of each response
should be signed using the private key and the RRSIG and DNSKEY records
should contain the signature and the public key respectively. When a resolver
receives a signed response from a DNSSEC capable server, it firstly verifies the
DNSKEY, starting from the root servers and continuing recursively using the
DNSKEY and DS records found in the messages. If the DNSKEY is trusted,
the resolver can proceed with verifying the message itself using both the DNSKEY
and RRSIG fields.

3 Methodology

The main burden of accurately examining the effect of the DNSSEC transition is
the fact that it needs to be done on the end networks. Thus, the more available
end points (in distinct networks), the more global the view will be and more
accurate the results. For the purposes of our study, we chose to use two dis-
tributed systems, in order to maximize the coverage. These were PlanetLab [6]
and Tor [8]. Although these systems have different goals – distributed testbed
versus anonymity – they have one thing in common. Both of them are comprised
by a (relatively large) set of distributed nodes. The size of these systems rely on
the voluntariness of users to deploy more nodes and as both of them are closely
related to academia, most of their nodes are hosted on academic institutions.
At this point we have to mention that we do understand that having most of
the end points in academia networks (and not so many in ISPs or corporate
networks) could pose a limitation to our methodology. But, we believe that the
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coverage we have is the best possible, taking into account the readily available
and freely usable distributed systems on the Internet. In sections 3.1 and 3.2
we describe in more details PlanetLab and Tor respectively and how we utilized
each system to gather data.

3.1 PlanetLab

PlanetLab is a distributed testbed for networking and distributed systems re-
search. It was established in 2003 by the Princeton University and as of May,
2010 it consists of 1,086 nodes at 506 sites3. To run an experiment on PlanetLab,
initially, the user chooses a set of nodes and creates a “slice” containing them.
Then, she is given remote access to each of the nodes in the slice, isolated by
any other users.

For the purposes of our study, we created a slice consisting of 308 unique per
site and alive (functional) nodes. On each of them, we periodically executed dig,
which is a tool bundled with BIND to query DNS servers, for a list of host names,
every 15 minutes. The host names we used are the top 100 form the Alexa web
site(http://www.alexa.com/topsites), as of May, 4. In order to avoid some of
the caching effects on the DNS resolver, each time we were resolving a host name,
we additionally resolved another one, uniquely constructed. More precisely, we
were prepending the current timestamp in seconds from the Epoch time to each
host name. For example,

google.com -> 1273109411.google.com

Note that distinguishing between different kinds of resolve failures is possible.
More specifically, the status field of each response is set to NXDOMAIN, if the host
name does not exist and SERVFAIL if another error occurred during the resolving.

3.2 Tor

Tor is the second generation Onion Routing system. It provides low-latency
anonymous communication between two parties, by routing traffic though mul-
tiple nodes and applying multiple layers of encryption. As an example, suppose
that a user wants to anonymously browse a website using Tor. The steps she has
to follow in order to achieve that would be:

1. Create a circuit by choosing a number of nodes (3 by default) and exchange
session keys using Diffie-Hellman key exchange protocol – which provides
perfect forward secrecy. During the creation of the circuit, the client only
communicates with the first node in the circuit (entry node). The final node,
called exit node, is the one who will actually communicate with the target
web server.

2. Transmit data. After the circuit is set up and the connection between the
client and the web server is established, the user is able to browse the website
anonymously.

3 Source: http://www.planet-lab.org/

http:// www.alexa.com/topsites
http://www.planet-lab.org/
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We have to mention here that not all nodes support acting as exit ones. There
are nodes that can be used only in the beginning or in the middle of circuits
and never connect to hosts outside the Tor network. This behavior is based on
the configuration of each node’s exit policy. Recall that for our purposes we are
only interested in utilizing hosts in as many end networks as possible. So, we
are only interested in nodes that have less restrictive exit policy and support
communicating with other target hosts, outside the Tor network.

Currently, the Tor network consists of 1536 nodes, of which 594 support acting
as exit nodes4. In order to take full advantage of the Tor’s exit nodes, we tried to
periodically send a HTTP request to each of the 100 hosts used in 3.1, using a
different exit node each time. This was repeated hourly and the result of whether
the connection succeeded or not was stored. In order to implement that, we used
the very convenient TorFlow software package (http://fscked.org/projects/
torflow). Note though that we did not use any uniquely constructed host names
in this case, as we would not be able to distinguish between failed resolves and
non existent domain names.

Although using the Tor network we broaden our view with more end points
in distinct networks, the level of useful information that we were able to collect
was significantly lower. The interface of Tor to the client applications is through
a SOCKS [11] proxy, so, the only information that we could get is whether a
connection succeeded or not at the exit node.

4 Data Collection

In order to have sufficient data to examine the effects of the last step of the
DNSSEC transition we monitored the DNS behavior, using the above methods,
for roughly a 5 day period.

After that time period, each PlanetLab node had invoked dig for roughly
100,000 times. Thus, creating an equal number of files containing the output
of each DNS query. In total, there were about 30 million files occupying 60
giga bytes of storage when stored as plain text files and 8.1 giga bytes when
compressed using gzip.

On the other hand, the data collected using the Tor network were stored
to a single file. Unfortunately, due to a bug in the script we used to scan the
exit nodes, each iteration over them was immediately terminated after a single
circuit had failed. More precisely, the total number of circuits created during the
measuring period was 4,745 instead of about 9,600 – we roughly lost half of
the data. Although we did lose a big portion of valuable data due to this bug,
the rest of them was nonetheless important enough. Out of the 594 Tor nodes
that can be exit nodes only 184 of them had the flags Exit, Fast, Stable, Running
and Valid set to true at the same time and these were the ones we were able to
effectively use.

4 Source: http://torstatus.kgprog.com/

http://fscked.org/projects/torflow
http://fscked.org/projects/torflow
http://torstatus.kgprog.com/
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Table 1. TLD distribution for both Tor and PlanetLab nodes

Top Level Domains # of nodes Top Level Domains # of nodes

edu 98 uk ch 9

net 50 ca 8

de 49 tw se es 7

com 34 ru 6

NA 26 pt kr br 5

pl 15 sg nz il gr cn au 4

org jp it 14 nl hu hk fi cz be at 3

fr 12 tr ro no eu dk ar 2

ve uy to th su si re jo info eg cy cx 1

Table 2. Categorization of the nodes based on their failure patterns

Category Nodes Description

Zero 222 No failures

Few 108 A few failures

Interesting 15 Fair amount of failures, interesting patterns

Constant 7 A lot of failures, constant rate though

Table 1 summarizes the distribution of the nodes’ Top Level Domains, both
for Tor and PlanetLab systems. As previously mentioned, most of the nodes are
deployed in academic networks, for example the .edu TLD.

5 Results

After we collected the datasets described in the previous section, we analyzed
them in order to extract useful insights related to the DNSSEC transition. In
this section, we will thoroughly discuss our main findings from the analysis.

5.1 Node Categorization

The question we tried to answer here was: “Do we see any DNS query failures
that could probably be due to the transition?” We first analyzed the failures in
the dig logs and gathered the timestamps in which each node experienced a
DNS lookup failure. Based on that information we divided the PlanetLab nodes
in the following four categories (summarized in Table 2):

– Zero. The nodes that had no DNS query failures during the monitoring
period fall into this category. As expected, the majority of the nodes are in
this category.

– Few. Some of the nodes sporadically encountered a small number of failures.
These were most of the times less than 10, with just a few cases that had
up to almost a hundred. Still, we consider these failures not caused by the
DNSSEC transition since they were few in number and occurred randomly.
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Fig. 2. Interesting failure pattern 2

– Interesting. This category contains the nodes that had a fair amount of
failures and most importantly, their failure rates were forming an interesting
pattern. In average, these nodes failed for a few hundreds of queries.

– Constant. Finally, there were some nodes that were constantly failing for a
number of queries. Clearly that could not be due to the DNSSEC transition
as this failure rate was constant during the whole monitoring period. Proba-
bly, that should be the result of a misconfiguration or blacklisting – the top
100 hostnames we used contained some adult oriented sites too.

5.2 Failure Patterns

In this section we examine a few specific failure patterns as observed on individ-
ual PlanetLab nodes. More precisely, we closely examine three failure patterns
of what we called Interesting in the previous section and one example of a Con-
stant failure pattern. Although, we are more concerned to the first ones, as the
failures in these cases were probably be caused by the transition, we include the
last example (constant failure rate) for completeness.

Figures 1,2 and 3 show the failure patterns for three nodes that we categorized
as Interesting.

In the first case (Figure 1) we see that the failures started on the 5th of May
in the afternoon. Same time as the transition of the last root server to DNSSEC
was performed. This is a strong evidence that that could be their cause. It is also
interesting that we see a similar failure pattern on the next day (6th of May)
that could be due to caching effects. One common Time-to-Live (TTL) value for
the host name to IP address pairs is 86,400 seconds, which equals to one day.
The same was observed on the third day too, but with lower magnitude. Finally,
the most interesting thing is that this node had no more failures for the next
two days, until 10th of May, when we stopped the monitoring. Our explanation
for that is that there could be indeed an error that was fixed by the network
administrators in the first couple of days.

The next one, Figure 2, follows almost the same pattern as the previous one.
We see that the failures start on the day of the transition and they have a diurnal
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Fig. 4. Constant failure rate

pattern. Most likely again due to the fact that the TTL set by the name servers is
one day. The interesting thing here though is that although the problem seemed
to have been fixed on the fourth day (9th of May), we do see more failures on
the fifth day. That is hard to explain by this figure alone, but, correlating more
diverse data from the same network could reveal more insights.

The third Interesting node we chose to discuss follows a different failure pat-
tern than the previous two (Figure 3). In this case, (i) the failures do not start
on the 5th of May and (ii) there is only a tiny diurnal pattern. This is again a
both interesting and hard to explain situation without having more details. We
speculate that it could have been indeed caused by the the DNSSEC transition
and the failures were reported later either due to a wrong configured clock on
the node or due to an uncommon caching policy on the local resolver.

We should mention here that out of the fifteen Interesting cases, most of them
follow the pattern of the first two. Which is what we believe was caused by the
transition. But, we decided to show this case too, because of its uniqueness.

Finally, Figure 4 shows a case of a node that had a constant DNS query failure
rate (i.e., example of a Constant node). As shown in the figure, this particular
node fails to resolve about 32 host names per hour. Recall from Section 3.1
that each node was periodically trying to resolve 100 host names every fifteen
minutes. In addition, each of these queries was followed by another query to a
uniquely constructed hostname, under the same domain. So, each domain name
was queried eight times per hour. Dividing the failure rate with the number of
queries for each individual domain per hour, results in the number four. This
constant failure rate of 32 queries per hour could mean that there were just four
domain names that always failed to resolve. After investigating the log files of
that specific case, we confirmed that that was the case. This node was always
failing to resolve four domains, of which one of them was an adult oriented site,
another was a webmail service and the other two, social networking websites. In
conclusion, this confirms our first intuition about the nodes that had constant
failure rate, which was blacklisting.
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As previously stated in Sections 3.2 and 4, the information we gathered from
the Tor network was not that comprehensive. In addition to that, we also lost
a big portion of the data due to a programming bug in our scripts. Being not
inclusive enough the dataset, we were not able to draw any conclusions from it
alone. But, we did use this data in order to help us verify some moot cases.

6 Related Work

To the best of our knowledge, the most relevant work to our is Osterweil’s et al.
study on the deployment of DNSSEC [14]. The authors gathered historical data
over 2 years – since the initial deployment of the security extensions. After ana-
lyzing their dataset, they derived three basic metrics to quantify the effectiveness
of the DNSSEC’s deployment, namely Availability, Verifiability and Validity. In
addition, their results exposed previously undocumented open issues during the
deployment, such as lack of Availability due to middle boxes (NATs, firewalls,
etc.), poor Verifiability as a result of not having an external key authentica-
tion and finally they showed that cryptographic verification is not necessarily
equivalent to validation.

Although in terms of their work we only looked at Availability, our dataset was
gathered from hundreds of distinct networks whereas they used five locations.
We believe that using such a geographically diverse monitoring infrastructure
gave us a more global view of the problem. And most importantly, our results
do confirm what was anticipated by the authors about the Availability metric,
in a small scale though.

The implementation of the system used in the above study, namely SecSpider,
is described in detail in [13]. Some early observations on the data gathered by
SecSpider are reported in [12]. One of their observations, which was the need to
reduce signatures lifetime, is addressed in [15].

Finally, Curtmola et al. compared the performance of PK-DNSSEC versus
SK-DNSSEC, arguing that a hybrid approach would leverage the benefits from
both worlds [7].

7 Conclusion

DNSSEC’s goal is to shield the domain name system to any attacks based on the
authenticity and integrity of the messages. This is achieved by the incorporation
of cryptographic signatures along with each message sent by the name servers.
Although the deployment of the security extensions started after years of de-
signing and testing, studies showed that problems related to availability could
still be experienced in some networks.

Our study revealed that in a relative small number of the networks we mon-
itored, availability issues were evident. We consider these issues to have been
most probably caused by the DNSSEC deployment on the last root name server.
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Abstract. This paper presents a distributed MAC protocol switching mechanism 
for maximizing network throughput in the presence of traffic and topology 
heterogeneity. The key idea behind dynamic MAC switching is for each node to 
use its local topology and traffic density information to decide the most suitable 
MAC protocol that can maximize the MAC layer throughout in the 
neighborhood. A formal MAC switching rule is developed using analytical 
formulation of the MAC throughput available in the literature. NS2 based 
simulation experiments demonstrate that with the proposed MAC switching 
strategy, nodes in a mesh network are able to achieve maximum MAC 
throughput by adaptively choosing the appropriate MAC protocol in the 
presence of heterogeneity in terms of data rate and node population.  

Keywords: MAC, Self Organization, Protocol Switching. 

1   Introduction 

1.1   Background 

Wireless sensor networks are motivated by applications such as intrusion detection, 
battle-field surveillance, and environment and health monitoring. Although there have 
been significant recent innovations at different protocol layers , maximizing network 
throughput at the MAC layer in a multi-mission network is still a key design 
challenge. The traffic heterogeneity in a multi-mission network can manifest through: 
a) spatial and temporal variance in data rates [1] across different parts of a network 
supporting different applications, and b) temporal variance in number of active 
transmitters at a given time and at a given part of the network. The problem we 
address in this paper is how to develop a self organizing MAC layer that can 
maximize network throughput in the presence of the above traffic and network 
heterogeneity.  

1.2   Related Work 

The existing MAC layer self-organization can be divided into two broad categories, 
namely, intra-MAC and inter-MAC approaches. The intra-MAC approaches include 
contention-based [2-4] and schedule-based [5-7] protocols. The intra-MAC self-
organization is achieved by dynamically adjusting the state machine and parameters 
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of a specific MAC protocol. CSMA/CA [2] and TDMA [5-7]  are two examples of 
such intra-MAC approaches. CSMA/CA has the advantages of simplicity, flexibility 
and robustness, and it does not need any infrastructure support or clock 
synchronization. The most notable advantage of CSMA/CA is that a node can access 
all available wireless bandwidth in its neighborhood in an as-needed manner. 
However, the medium access collisions and the corresponding unbounded access 
delay are a concern for CSMA/CA and all other protocols in that category, mainly 
because of their underlying random access. TDMA protocols, on the other hand, 
allocate fixed, collision-free, and guaranteed bandwidth for all nodes in the network. 
While guaranteeing maximum delay bounds, the primary disadvantage of TDMA is 
that it does not perform well under dynamic bandwidth requirements. In other words, 
TDMA performs well under highly symmetrical load, but performs poorly under 
asymmetric load. Under the latter situation, CSMA based protocols outperform 
TDMA. 

The authors in [8] propose an inter-MAC self-organization called Funneling-MAC. 
This is designed to address the traffic funneling effect near sink nodes caused by 
gradual aggregation of multipoint-to-point traffic. With Funneling-MAC, nodes near a 
sink (i.e. those with heavy traffic) are said to belong within an intensity area and they 
run a TDMA protocol which is managed by the sink node. Nodes outside the intensity 
area (i.e. those with relatively lighter traffic) run CSMA without any coordination 
from the sink. The Funneling-MAC [8] provides beacon based protocol syntaxes that 
the sink uses for dynamically deciding the boundary of the intensity area. Through a 
dynamic depth-tuning algorithm, the network throughput is maximized and the packet 
loss rate is minimized at the sink point. Although it provides a novel way of 
accomplishing inter-MAC (i.e. between CSMA and TDMA) self-organization, one 
notable limitation of Funneling-MAC is that it is suitable only for multipoint-to-point 
applications and not for peer-to-peer traffic, which is often required by sensor 
applications with distributed data fusion requirements.  

1.3   Proposed Dynamic MAC Protocol Switching 

In the proposed approach in this paper the operating MAC protocol within a node is 
dynamically switched between CSMA and TDMA based on the instantaneous traffic 
and topological property of the neighborhood of the node. The mechanism is designed 
to be general so that unlike Funneling-MAC [8], it can be applied for handling both 
multipoint-to-point and peer-to-peer data traffic. Each node monitors its 
neighborhood traffic and topology conditions, determines the appropriate individual 
MAC protocol to run, and switches its protocol as needed.  

The contributions of the paper are as follows. First, it proposes a self organizing 
MAC protocol switching paradigm to address the problem of how to achieve the 
maximum throughput in a network with traffic heterogeneity. Second, it introduces 
syntax extensions to the protocols CSMA/CA and TDMA so that they can co-exist in 
immediately neighboring nodes. Third, it develops dynamic protocol switching rules 
based on an analytical model. Finally, a detailed simulation model is developed for 
experimentally validating the concept of dynamic MAC protocol switching in 
wireless networks.  



56 F. Yu and S. Biswas 

2   Protocol Adaptations 

The key idea behind dynamic protocol switching is that depending on the specific 
traffic pattern in its neighborhood, a node can choose to run one of multiple MAC 
protocols. This capability in a network can lead to situations in which a node can have 
multiple neighbors that are running different protocols. This will require the node in 
question to be able to communicate using multiple different MAC protocols 
simultaneously in order to maintain end-to-end network connectivity. This MAC 
coexistence can be particularly challenging due to the fact that a sensor node needs to 
accomplish this over as single wireless interface. In this paper, coexistence of two 
MAC protocols, namely a random access CSMA/CA and a schedule based TDMA, 
are studied. CSMA/CA and TDMA are chosen because they serve as good 
representations of contention based and schedule based protocols respectively.  

2.1   Adaptations of CSMA/CA for TDMA Coexistence  

The objective here is to adapt the CSMA/CA protocol syntaxes such that a node 
running CSMA/CA can also communicate with a node running TDMA.  The basic 
RTS-CTS-DATA cycle in CSMA/CA transmissions is maintained.  The 
Acknowledgement (ACK) is not utilized, (meaning there is no link layer), and the 
regular exponential back-off are still applied. Adaptations of the CSMA/CA syntaxes 
are made such that no access collisions are imposed on the TDMA nodes in a 
CSMA/CA node’s neighborhood.  

Adapted Send Logic: A CSMA/CA sender is able to estimate the duration of a 
successful transmission in terms of RTS, CTS, the data message, and the various inter 
frame spacing. If it knows the TDMA slots of all its neighbors, then the sender can 
determine if the following data transmission will overlap with the neighbors’ TDMA 
slots. If there is at least one anticipated overlapping, the sender simply defers its 
transmission till the end of all its neighbors’ TDMA slots. Otherwise, the data 
transmission could carry on as usual.  

 /* Adapted CSMA/CA Logic */

Sender Side:
Estimate the duration of a successful transmission;
if ( any overlapping with TDMA neighbors’ slots)

defer transmission till end of neighbors’ TDMA slot;
else  // no overlapping within knowledge of sender side

start RTS transmission;
Receiver Side:

Upon receiving RTS, check the duration of the intended    
message transmission;
if ( any overlapping with TDMA neighbors’ slots)

send NTS message back to the sender;
else  // no overlapping within knowledge of receiver side

start CTS transmission; 
 

Fig. 1. Pseudo code for adapted CSMA/CA logic  
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Adapted Receive Logic: Upon receiving an RTS message, from its NAV field, the 
intended receiver is able to know the expected duration of the following data 
message. If that expected duration overlaps with the TDMA slots of the receiver’s 
TDMA neighbors, the receiver will send a Not-to-Send (NTS) message, containing 
the duration of the overlapping period, back to the sender. Upon receiving the NTS 
message, the sender will then decide as to when to restart the current data 
transmission in order to avoid the slots of all TDMA neighbors of the sender as well 
as the receiver. The logic of this adapted CSMA/CA is presented in the pseudo code 
in Fig. 1.  

2.2   Adaptation of TDMA for CSMA/CA Coexistence 

The same slot and frame structure as in regular TDMA is maintained. Meaning, each 
TDMA node is allocated a slot in each frame, which is periodic. As an adaptation, an 
RTS-CTS syntax is added within the TDMA slots so that before sending a data 
message, a node needs to perform the RTS/CTS handshake with the receiver node. 
This is done irrespective of whether the receiver is currently using CSMA/CA or 
TDMA.  

/* Adapted TDMA Logic */

Sender Side:
if ( in sender’s own TDMA slot)

start RTS transmission and wait for CTS;
Receiver Side:

if ( receiving RTS)
send CTS message and wait for data message; 

 

Fig. 2. Pseudo code for adapted TDMA logic 

The addition of this RTS-CTS within TDMA allows the node to send data to both 
CSMA/CA and TDMA nodes. Note that a TDMA sender node does not need to sense 
the channel before it sends the CTS since all nodes in its neighborhood (CSMA/CA or 
TDMA) respect the TDMA slot allocation and the channel is guaranteed to be free 
after the sender’s slot has started. The RTS-CTS mechanism, in fact, is used to make 
sure that the receiver node is in a state to receive. The pseudo code for the adapted 
TDMA logic is shown in Fig. 2. 

3   MAC Protocol Switching Logic 

3.1   Influencing Switching Parameters  

Consider a network of n nodes and each node’s MAC layer is modeled as an M/M/1 
queue. If λ and μ  represent the data rate and the MAC layer service rate at each 
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node, the unsaturated network-wide throughput can be written as λ⋅n , and the 
saturated network-wide throughput can be expressed as μ⋅n . The network-wide 

throughput of a fully connected n-node TDMA network can be written as [9]:  

                       ),,( FnfSTDMA λ= ,                                  (1) 

where F is the TDMA frame duration which is fixed for a given network. Similar 
throughput for a CSMA/CA network can be written as [10-15]: 

                       ),,,( min/ mWngS CACSMA λ= ,                                      (2) 

minW  is the minimum contention window size for CSMA/CA, and m is the 

maximum back-off stage .  
Therefore, the throughput of a network with TDMAn  and CACSMAn / number of nodes 

running the protocols TDMA and CSMA/CA respectively is:   

                  ),,,(),,( min// mWngFnfSSS CACSMATDMACACSMATDMA λλ +=+=               (3) 

For a given network, the quantities F, m and minW  are all constants. Thus, the 

throughput is decided based only on load λ and the node counts in Eqn. 3.  

Implications of different data rates ( λ ): The maximum MAC layer service rate of a 
node running TDMA is bounded by the TDMA frame duration, and can be reported 
as a fixed quantity

TDMAMAX −μ . Meaning, as long as the data rate λ at a node is less than 

or equal to
TDMAMAX −μ , the MAC layer throughput is same as the load λ .  

For a node running CSMA/CA, however, there is no such absolute bound for the 
achievable throughput. The per-node throughput here depends on the amount of MAC 
layer collisions contributed by other CSMA/CA nodes in the neighborhood. In other 
words, the MAC throughput of a CSMA/CA node is less than or equal to the MAC 
load λ ; the exact value depends on the degree of collisions.     

Implications of the number of active nodes (n): If TDMAgleS −sin represents the MAC 

throughput of a single node running TDMA MAC, then the aggregated throughput of 
a network cluster of n active nodes running TDMA can be expressed as 

TDMAgleSn −⋅ sin
. For CSMA/CA, however, the aggregated throughput of the cluster is 

less than 
CACSMAgleSn /sin −⋅ , since with n nodes running CSMA/CA in a cluster reduces 

the effective MAC throughput (due to contentions and collisions) of each node to be 
less than 

CACSMAgleS /sin −
. Such throughout reduction does not apply for TDMA because 

of the lack of bandwidth contention and collisions.      
The above analysis indicates that in order to maximize the aggregated MAC layer 

throughput of a network, the MAC protocols for each node should be individually 
chosen CSMA/CA or TDMA) based on its data load λ and the number of active 
nodes n in its immediate neighborhood.   
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/* MAC Protocol Switching Logic decisions with λ and n */

if (λ<=µMAX-TDMA )            
run TDMA MAC;

else if ( λ<=µCSMA/CA and µCSMA/CA>µMAX-TDMA )           
// λ>µMAX-TDMA

// and for moderate n, µCSMA/CA>µMAX-TDMA
run CSMA/CA MAC;

else if ( µCSMA/CA<= µMAX-TDMA )
run TDMA MAC;        // large n reduces µCSMA/CA

 

Fig. 3. Logic for protocol switching decision with λ and n  

3.2   Switching Criteria  

According to the analysis presented in Section 3.1, when for a node the 
condition TDMAMAX −≤ μλ  is true, the node should choose TDMA as the MAC 

protocol for the best throughput. That is irrespective of the number of active 
neighbors n. When

TDMAMAX −> μλ , the quantity n needs to be considered. If the 

effective MAC service rate CACSMA /μ at the current n for the node is smaller than the 

constant
TDMAMAX −μ , then also TDMA should be chosen. Finally, if for the current n, 

the quantity CACSMA /μ is larger than 
TDMAMAX −μ then CSMA/CA should be chosen for 

maximizing the MAC throughput. The protocol switching criteria is summarized in 
the pseudo code in Fig. 3. 
   In the above decision process, the rate λ can be measured locally, and the quantity 

TDMAMAX −μ is dimensioned based on the preset frame duration. The only unknown 

quantity is CACSMA /μ which needs to be computed as a function of all system 

parameters, especially considering the number of active neighbors n. It can be 
computed from the following analysis [10-15] which involves solving a set of 
equations as follows.  
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DIFSDATAHeaderSIFSCTSSIFSRTStx ++++++=                          (10) 

             DISFRTStc +=                                                    (11) 
 

where m is the maximum number of retransmissions, m’ is the maximum number of 
back-off stages, σ  is the slot duration of CSMA/CA, W is the minimum congestion 
window size, N is the number of contenders, λ  is the data rate and μ  is the MAC 

service rate. The quantity CACSMA /μ can be obtained from Eqn. 9 after the above 

system of equation (Eqns. 4 through 11) is solved [10-15]. 

4   Experimental Evaluation 

The proposed protocol switching logic has been implemented in a 100-node mesh 
network within the NS2 simulator [16]. A wireless data rate of 2 Mbps has been 
chosen with fixed packet duration of 2 ms, which is also the TDMA slot duration. 
Unless stated otherwise, we have fixed the TDMA frame size to 20 slots for all 
experiments. The numbers of active nodes and data generation rate have been varied. 
Before running protocol switching logic, we run a distributed TDMA protocol 
ISOMAC [17] to assign TDMA slots to the network nodes. The other baseline 
parameters for the simulation are shown in Table 1.  

Table 1. Baseline experimental parameters in simulation 

W=3Evaluation Time

30 usDIFS Duration

Protocol Switching Related

10 usSIFS Duration

5Maximum Number of Back-off Stage

D=55%Percentage of Decision Count

7Maximum Number of Retransmission

20usCSMA/CA Slot size

32Minimum Congestion Window Size

CSMA/CA MAC Related

2msTDMA Slot Duration

20Frame Size (number of slots)

TDMA MAC Related 

W=3Evaluation Time

30 usDIFS Duration

Protocol Switching Related

10 usSIFS Duration

5Maximum Number of Back-off Stage

D=55%Percentage of Decision Count

7Maximum Number of Retransmission

20usCSMA/CA Slot size

32Minimum Congestion Window Size

CSMA/CA MAC Related

2msTDMA Slot Duration

20Frame Size (number of slots)

TDMA MAC Related 

 



 Self-organizing MAC Protocol Switching for Performance Adaptation 61 

4.1   Switching in Response to Changes in Data Rate  

As presented in Section 3.1, since the data rate λ is a key criterion for protocol 
switching, its variation in a network neighborhood is expected to trigger such 
switching for maintaining high network throughput. In practice, the data rate variation 
in wireless sensor network can be caused by several factors including start or 
termination of applications and changes in application data rates. In the simulated 
100-node mesh network, at any given time each node sends packets to one of its 1-
hop neighbors at a given rate. Such rates are changed from 100 packets/second to 20 
packets/second at time 21.0 second, and then changed back again at time 31.0 second. 
The corresponding network dynamics in terms of MAC protocol switching and its 
impacts on the network throughput are shown in Fig. 4.  
   In addition to the data rate graph (the solid line) for each node, Fig. 4 reports three 
other lines representing network-wide throughout for three distinct operating 
situations. The first one demonstrates the network throughput when all nodes run 
CSMA/CA. The second one shows what happens when all nodes run TDMA. Finally, 
the one marked switching, demonstrates the network throughput in the presence of 
adaptive MAC protocol switching following the logic as described in Section 3.  
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Fig. 4. Impacts of protocol switching with varying data rate 

As can be seen in Fig. 4, initially when the data rate is high, the CSMA/CA mode 
of operation provides better effective throughput than the TDMA mode since the 
TDMA throughput is bounded by the frame size. Note, however, that the CSMA/CA 
mode throughput is lower than the maximum possible throughput, indicating certain 
amount of throughput loss due to the CSMA/CA contention and collisions. These 
contention and collisions for CSMA/CA persist even when the data rate is lowered (at 
time 20 sec.). At lower rates, however, TDMA can sustain the offered load since it is 
able to provide completely collision free MAC access to the channel. As a result, as 
evident from Fig. 4, the TDMA mode of operation provides better network-wide 
throughput at lower loading conditions.    
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Fig. 5. MAC protocol dynamics with varying data rate 

The throughput line representing protocol switching in Fig. 4 demonstrates that via 
exercising such MAC layer switching, the network is able to track the best possible 
throughput (those of CSMA/CA at high load, and TDMA at low load) as a response 
to the change in loading conditions. This partially validates the switching logic 
presented in Section 3.  

  The dynamic behavior of MAC switching is also shown in Fig. 5. As the data rate 
changes from high to low, the number of nodes running CSMA/CA reduces and the 
number of nodes running TDMA rises. Note that there is a lag between when the data 
rate changes and when the nodes actually switch their protocols. It was 
experimentally observed that this delay is caused due to the rate measurement latency 
at the MAC layer.  

4.2   Switching in Response to Number of Active Nodes 

As presented in Section 3.1, the number of active nodes in a neighborhood is the 
second key parameter that influences the quantity CACSMA /μ , thus affecting the 

decisions for protocol switching. The variation of the number of active nodes in a 
network neighborhood is expected to trigger protocol switching for maintaining high 
network throughput.  

An experiment was conducted to study the impacts of variable number of active 
nodes on the performance of protocol switching. The throughput results in Fig. 6 
correspond to an initial active node-count of 25 which is increased to 100 at time 21 
second, and then changed back to 25 at time 31 second. When there are only 25 active 
nodes, they are randomly selected out of all 100 network nodes. All active nodes send 
data to all 1-hop neighbors at the rate of 35 packets/second.  

Fig. 6 demonstrates that with lower number of active nodes (i.e. till time 21sec and 
then after 31 second) CSMA/CA performs better because of its larger MAC service 
rate in the absence of collisions as explained in Section 3.1. When the number of 
contender nodes increases, the contention brings down the service rate of CSMA/CA 
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Fig. 6. Protocol switching with varying active node count  

compared to that during the TDMA mode of operation. This explains why CSMA/CA 
outperforms TDMA in low active node-count situations, but not when it is high (i.e. 
between 21 sec to 31 sec).  

The throughput line representing protocol switching in Fig. 6 demonstrates that by 
exercising MAC layer protocol switching, the network is able to track the best 
possible throughput (those of CSMA/CA at low active node-count, and TDMA at 
high active node-count). This completes the validation of the switching logic 
presented in Section 3.  
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Fig. 7. Protocol dynamics with varying active node count 

The dynamics of the number of nodes executing CSMA/CA and TDMA are 
depicted in Fig. 7. As in Fig. 5, the latency in switching transient is caused due to the 
rate measurement latency at the MAC layer. 
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4.3   Switching with Spatially Clustered Traffic  

All experimental results so far describe protocol switching in a network with 
homogeneous traffic, thus causing all the active nodes to run the same protocol and to 
switch at the same time. In this Section we describe experiments with spatial traffic 
heterogeneity, which can cause different network nodes to run different MAC 
protocols at the same time, and to not necessarily switch in a synchronous manner. 
 

High Traffic Density

Medium Traffic Density

Low Traffic Density

Profile-(1) Profile-(2)

 

Fig. 8. Network with spatial traffic heterogeneity 

Fig. 8 shows a rectangular sensor field equipped with a mesh network topology 
consisting of 400 nodes. Two different heterogeneous traffic profiles, each consisting 
of low, medium, and high density traffic regions, are used. In high density region, 
each node sends to all its 1-hop neighbors with a data rate of 3 packets/second per 
neighbor. Each node in the medium density region sends only to one of its 1-hop 
neighbors at a data rate of 140 packets/second. A node in the low traffic density 
region also sends only to one of its 1-hop neighbors at a rate of 12.5 packets/second. 
During a 60sec long experiment, the network traffic profile has been changed once 
from Profile-(1) to Profile-(2) at time approximately 31.0 second. 

A node in the high traffic density region is expected to run TDMA to achieve 
higher throughput, because the MAC service rate of CSMA/CA is less than that of 
TDMA at high traffic level. CSMA/CA is expected in a medium traffic region, and 
TDMA is expected again in a low density region.   

Fig. 9 reports the impacts of time-varying traffic profile on the throughput 
dynamics with and without MAC protocol switching. After the network is initiated at 
around 12 sec, observe that in the all-TDMA scenario, the network throughput settles 
down at around 18sec. Then it remains steady till 31sec which is when the traffic 
profile switches from Profile-(1) to Profile-(2). As a result of this, the throughput goes 
through a transient state before it settles back down roughly at the same value. Very 
similar trends can be also observed for the all-CSMA/CA scenario, except that with 
all-CSMA in this case the achievable network throughout happens to be higher than 
that of the all-TDMA case.  
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Fig. 9. Throughput dynamics with traffic heterogeneity 
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Fig. 10. Protocol dynamics with traffic heterogeneity 

Observe that with protocol switching, the achieved throughput is higher than the 
two without switching cases during both before and after the traffic profile changes. 
Note that there is a significant transient drop for the with-switching case during the 
profile change. This drop in performance is caused because certain packets experience 
increased contention and collisions during the profile chnage. Such contentions and 
collisions lead to MAC layer drops and subsequent loss of throughput. After the 
transient situation is over, the protocol switching mechanism can track the new traffic 
profile distribution and able to select appropriate MAC protocols at the network nodes 
to bring the throughput back higher than the all-TDMA and all-CSMA/CA scenarios.    

Two observations can be made from Fig. 10 which reports the number of nodes 
running TDMA and CSMA/CA during the entire experiment. First, nodes change 
their protocols in a period of few seconds after the traffic profile actually changes. 
This is due to the traffic rate measurement latency at the MAC layer. Second, the 
distribution of numbers of TDMA and CSMA/CA nodes during Profile-(1) and 
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Profile-(2) are different. During when Profile-(1) is executed, the number of TDMA 
nodes and the number of CSMA/CA nodes are equal. However, during when Profile-
(2) is executed, there are 328 nodes are running TDMA and only 72 nodes are 
running CSMA/CA. It was experimentally found that this variation is a result of the 
irregularity in network connectivity. Due to this topological irregularity, even nodes 
in the same traffic density region experience different number of contender nodes n, 
which impacts the protocol switching decision.  

5   Conclusions and Ongoing Work 

In this paper we have presented a distributed MAC protocol switching mechanism for 
maximizing MAC layer throughput in the presence of traffic and topology 
heterogeneity. The key idea behind dynamic MAC switching is for each node to use 
its local topology and traffic density information to decide the most suitable MAC 
protocol that can maximize the MAC layer throughout in the neighborhood. A formal 
MAC switching rule has been developed using analytical formulation of the MAC 
throughput available in the literature. NS2 based simulation experiments demonstrate 
that with the proposed MAC switching strategy, nodes in a mesh network are able to 
achieve maximum MAC throughput by adaptively choosing the appropriate MAC 
protocol in the presence of heterogeneity in terms of data rate and node population. 
Ongoing work on this topic includes generalizing the proposed mechanisms for a 
broader set of MAC protocols beyond CSMA/CA and TDMA. 
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Abstract. This paper presents a distributed fault detection and node
management scheme with the help of cellular automata in wireless sen-
sor networks. The node failure is detected in distributed way and the
cellular automata are used for network management. The linear cellu-
lar automata run on every sensor nodes and each sensor node set own
state with the help of CA. The faulty are detected by neighbour node’s
temporal and spatial correlation of sensing information and heart beat
message passing by the cluster head. The proposed distributed fault de-
tection and node management scheme (DFDNM) can detects and man-
ages the faulty nodes in an energy efficient manner. The simulation result
shows how DFDNM perform well comparison to others faults detection
algorithms.

Keywords: Wireless sensor network (WSN), fault detection (FD), cel-
lular automata (CA), base station (BS).

1 Introduction

The wireless sensor network (WSN) is an ad-hoc network that encompasses of
small inexpensive low power device, deployed in large number at remote geo-
graphical region, office building or in industrial plants [1]. A WSN is used for
environment monitoring which includes air, soil and water, habitat monitoring,
military surveillance, inventory tracking, condition base maintenance etc [2].

Due to low cost, battery powered and possible deployment at harsh and hos-
tile environment, the sensors are prone to failure. Faulty sensor nodes may cause
wrong data sensing, erroneous data processing and incorrect data communica-
tions.
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Fig. 1. Classification sensor nodes with respect to fault

The main components of a sensor node are a microcontroller, transceiver cir-
cuits, memory, power source and one are more sensors. The microcontroller is
mainly responsible for data processing and managements of other components of
sensor nodes. The functionality of both transmitter and receiver are combined into
a single device known as transceivers. The most relevant kind of memory is on chip
memory of a microcontroller. The power is stored in batteries, both rechargeable
and non rechargeable, are main source of power supply for sensor nodes. The sen-
sor in a node is a hardware device that is responsible for measuring physical data
of the parapet to be monitored. The WSN node faults are due to failure of any one
of its hardware components’ as discussed above. The node status in WSN’S can
be divided into two types healthy and faulty (shows in Fig 1). A node is defined
as faulty if its battery power riches the threshold limit or if its microcontroller
does not work or if transmitter circuit of transceiver is not working properly. In
a node if the transmitter circuit is not healthy, even if all other hardware compo-
nents are in good shape, the node is declared as faulty node. The faulty node must
be replaced by new node; otherwise, its responsibility has to share by other avail-
able healthy node. The healthy node may again be categorized into three groups:
traffic node, normal node and end node. In a healthy node where transceiver is
operational but the sensor device is malfunctioning then we may use this nodes as
traffic node. A traffic node can act as a router in multi hop wireless data commu-
nication. The normal healthy node where all components of a sensor nodes are in
good shape, may used for any types of job in WSN. In the end node the receiver
circuit of transceiver is malfunctioning, hance it can sense the parameter of the
monitoring field and able to transmit to the base station vie other node. However,
an end node cannot able to receive the data from its neighbour node; therefore, it
cannot use as router in WSN.

The proposed techniques have different fault detection techniques. On the
basis of types of fault detected in the node, they are classified into different
category as discussed above. Then we have proposed cellular automata based
faulty network management scheme. The CAs is installed in all the nodes which
work on the basis of local information. The cluster head after gathering the fault
information take decision about its member node responsibility and sent them
instruction by passing the appropriate CA rules.
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Table 1. Truth table for rule 90, 70

Present State 111 110 101 100 011 010 001 000

70 0 1 0 0 0 1 1 0

90 0 1 0 1 1 0 1 0

This paper is organized as follows: Section 2 introduces an overview of cellu-
lar automata. Section 3 describes the mathematical model. Section 4 describes
fault detection and recovery technique and algorithms. Section 5 reports the
simulation results of our algorithm. Section 6 concludes the paper.

2 Cellular Automata

In this section we briefly describe the cellular automata theory relevant to the
work [3]. A cellular automata (CA) is a discrete time decentralized system. Cel-
lular automata consists of a number of cells, cell change their states according to
their neighbour cells information with respect to time. In 3-neighbour CA cells
change their states according to equation number 1.

St+1
i = fi(St

i−1, S
t
i , S

t
i+1) (1)

The St
i−1is the left neighbour cells information at time t, St

i is the own state
information of the cells at time t and St

i+1 is the right neighbour cell information
at time t. fi defines the next state logic for the cell i. The table 1 represent truth
table of fi for two such rules 70 and 90.

An n-cell CA is represented by the rule vector R = < R1, R2, ..., Ri, Ri+1, ...,
Rn >, where Ri is the rule selected for the ith cell. The state of an n-cell CA at
time t is

St = (St
1, S

t
2, ..S

t
i , ., S

t
n) (2)

If all the cells of a CA obey the same rule, the CA is said to be a uniform CA,
otherwise it is a hybrid CA. If any CA is defined left most cell and right most
cell are 0 state then this CA is called Null Boundary CA. A CA is said to be a
Periodic Boundary CA if the extreme cells are adjacent to each other.

3 Mathematical Analysis

3.1 Energy Requirement for Wireless Communication

Communication energy consumption is happened because of transmission or
receiving data from other nodes. The energy loss by each node for single message
transmission is represented by the linear equation [4].

Et = (φt + φdr
n)di (3)
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Fig. 2. Ideal condition of data sensing by the sensors when all neighbouring nodes are
sensing same data. Fig.2 (b) and Fig. 2(c) shows the sensor circuit fault condition,
when e1(t)ande2(t) are greater than the threshold value.

Where, φt is the energy loss per bit by the transmitter electronics circuit, and
φd is the dissipated energy in the transmit op-amp. Transmission range is rn.
The parameter n is power index for the channel path loss of the antenna. di

message size which is transmitted by each sensor nodes.
Receiving energy loss of each node is represented by the following formula [4]

Er = φrdi (4)

Where, φris energy per bit which is consumed by the receiver’s electronics
circuit. dimessage size which is received by each sensor node.

3.2 Fault Detection

In sensor network sensor nodes are distributed in a particular area. The neigh-
bouring nodes are closely deployed in the sensing region. Therefore the sensed
information of the neighbouring node varies very small. In DFDNM sensor nodes
are sensing information at the same rate from monitoring environment. If the
neighbour node sensing information is x(t) and current node sensing information
is y(t). Then difference between two sensed information is very small because
they are closely deployed (Fig.2).

Theorem 1. If information sensing by the sensor node is y(t) and neighbour
node sensing information is x(t) , are two vector products for a given time
(t1, t2) and the cy(t) is x(t) along y(t) then information difference vector e(t), is
represented by

e(t) =
{

x(t) − cy(t) t1 ≤ t ≤ t2
0 otherwise

If different vector e (t) less than threshold value then the sensing information
by the sensor circuit is good. Otherwise sensor circuit of the node is faulty.

Proof: Let the component of x(t) along y(t) is cy(t). Geometrically the com-
ponent of x(t) along y(t) is the projection of x(t) on y(t), and is obtained by
drawing a perpendicular from the tip of x(t) on the vector y(t).

x(t) = cy(t) + e
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Where x (t) is represented in terms of y(t) plus another vector, called the infor-
mation different vector. If we approximate x(t) by cy(t)

x(t) ∼= cy(t)

The difference in this approximation is the vector

e = x(t) − cy(t)

The parameter c is chosen to minimize the length of the different vector. For
convenience we define the dot product of two vectors x(t) and y(t) as

x(t).y(t) = |x(t)|.|y(t)|cosθ
Where θ is the angle between vector x(t) and y(t). Using this definition, we can
express |y(t)|. The length of a vector y(t), is

|y(t)|2 = y(t).y(t)

Now, the length of the component of x(t) along y(t) is |x(t)|cosθ, but it is also
cy(t). Therefore,
cy(t) = |x(t)|cosθ Multiplying both side by |y(t)| yields
c|y(t)|2 = |x(t)|.|y(t)|cosθ = x(t).y(t) and

c = x(t) . y(t)
y(t) . y(t) = 1

|y(t)|2 x(t) . y(t)

When x(t) and y(t) are perpendicular, or orthogonal, then x(t) has a zero com-
ponent along y(t); consequently, c=0. Therefore defined x(t) and y(t) to be
orthogonal if the dot product of the two vectors is zero, that is , if

x(t).y(t) = 0

The sensing information of nodes are equal then the difference vector e(t) is
zero. This is the ideal condition because in this case no environmental briars are
present i.e. each and every node collects same information.

4 Proposed DFDNM Approach

This section describes our proposed distributed fault detection and node man-
agement scheme, referred to as the DFDNM. In this section first we briefly
describe different fault detection techniques of nodes; second we are discussing
about the utilization of cellular automata for faulty network management in
DFDNM. After this we describe DFDNM algorithm.

The DFDNM technique detects five types of node’s hardware failures such as
battery failure, microcontroller failure, sensor failure, transmitter circuit failures
and receiver circuit failure (Table 2). According to the type of failure the sensor
nodes are used in different purpose such as normal node, traffic node and end
node The node itself can detect the battery/power failure by periodical check
up of its energy level. If the battery energy level of sensor node is less than
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Table 2. Node component and corresponding fault

Type of fault Detected by Method of detection

Battery Self When battery energy level
goes below threshold value

Microcontroller Cluster Head By diagnosing heart
beat message

Sensor Self By neighbours node
data comparison

Transmitter Cluster Head By diagnosing the heart
circuit beat message

Receiver circuit Self By diagnosis received data

Table 3. Node fault information

Bit Node Condition
representation Sensor Battery/Microcontroller/ Receiver

circuit Transmitter Circuit Circuit

111 Healthy Healthy Healthy

110 Healthy Healthy Faulty

101 Healthy Faulty Healthy

100 Healthy Faulty Faulty

011 Faulty Healthy Healthy

010 Faulty Healthy Faulty

001 Faulty Faulty Healthy

000 Faulty Faulty Faulty

threshold value then battery fault occurs. Therefore, it will announce itself as
faulty node by sending message to its neighbour. In DFDNM technique each
node periodically sends a heartbeat message to its neighbour. However, if this
heartbeat message is not received for certain period of time then the cluster head
can declare the corresponding node as faulty node because of its microcontroller
or transmitter circuit failure. In DFDNM each node is responsible for detecting
its sensor fault. The sensor failure is detected by each node with the help of
neighbour nodes data comparison. The node collects data from their nearest
neighbour nodes and compares it with own sensing data. In theorem 1 we have
calculated the data comparison results e(t), if that crosses the threshold value
then sensor circuit of sensor node is declared as faulty. If any node finds its sensor
fault it will declare itself as a traffic node In DFDNM each node can detect its
receiver circuit failure by simply diagnosing its received data. A node can declare
itself as end node if its receiver circuit is faulty.

In the DFDNM every sensor node, cluster heads and base station runs lin-
ear CA which stores the neighbour node failure information as shown in Fig.3.
The node failure information is represented by three bit that is stored in three
different linear CA in each node of WSN. The ith bit of first CA represents sensor



74 I. Banerjee et al.

Fig. 3. CA structure in each node

Table 4. Classification of nodes depending on CA state

1 1 1 1 0 0 0 0

1 1 0 0 1 1 0 0

1 0 1 0 1 0 1 0

Normal End Faulty Faulty Traffic Faulty Faulty Faulty
Node Node Node Node Node Node Node Node

circuit condition, the ith bit of middle CA represent the battery, microcontroller
and transmitter circuit condition and ith bit of last CA represents the receiver
circuit condition (Table 3).

The cluster head collects different failure information of its member nodes
which is then feed into its three linear CA. The cluster head is now determining
the condition of its member node by analysing the CA as per Table 4. Therefore
the nodes responsibility is determined depending on the bit status of the CA.

The three neighbours CA changes its state according to three neighbour’s
information as equation number 1. We have classified the three neighbours’ CA
rules into two groups according to their state change dependency (i) Partially
dependent CA rules (ii) Fully dependent CA rules (Table 5).

Definition 1. Partially dependent CA, the next state of a cell is determined
depending on its two neighbour cells state information only, not three neighbour
cells state information.
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Table 5. Classification of CA

CA Class CA rules

Partially dependent 12,15,48,51,192,204,240
Partially left CA

dependent CA partially dependent 17,118,136,153,232,187
right CA

Fully 8,50,59,49,60,62,61,64,128,
dependent CA 129,130,200...

Table 6. Next state of nodes depending upon the CA State

CA rule 111 110 101 100 011 010 001 000

192 1 1 0 0 0 0 0 0

136 1 0 0 0 1 0 0 0

200 1 1 0 0 1 0 0 0

128 1 0 0 0 0 0 0 0

64 0 1 0 0 0 0 0 0

8 0 0 0 0 1 0 0 0

In CA, if left most cell content δL information, middle cell content δM infor-
mation and right most cell content δR information then partially dependent CA
(PDCA) rules depends on any two information between δL, δM and δR.

Example 1. The CA following the rules Ri < 12, 15, 17........192.... > in table
5 is partially dependent CA that changes its state depending on left most cell
information (δL) and middle cells information (δR). The right cells information
(δR) does not affect the state change of the CA cell.

Definition 2. Fully dependent CA, the next state of cell change depends on its
three neighbour cells state information.

Example 2. In fully dependent CA, the state change is depends on the three
neighbour’s information. The CA follows the rules Ri=< 128, 64, 8......... >, the
next state change is depending on its three cell state information. In these types
of rules their no state change will occur depending only on its two cell’s in-
formation. Partially dependent CA can farther be classified into two groups (i)
Partially dependent left CA (ii) Partially dependent right CA.

Definition 3. Partially dependent left CA, the next state of the cell depends
on the left and middle cells state only.

In Partially dependent left CA, right neighbour cell state does not affect the
next state of the CA. In rules RL=< 12, 15, 48, 192.... > the next state of cell ’I’
is depending on the left most cells condition (δL) and on middle cell condition
(δM ). In this rule right most cell state (δR) 0 or 1, does not affects the next state
’I’ of the CA.
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Definition 4. Partially dependent right CA, the next state of the cell depends
on the right and middle cell state.

In Partially dependent right CA, left neighbour cell state information is not
affected the next state of the CA. In rules RR=< 17, 118...., 136... > the next
state ’I’ of CA depends on right (δR) and middle cells state information (δR). In
this rules left cell condition (δL) 0 or 1 does not affect the next ’I’ state of the
CA.

Theorem 2. The partially dependent CA rules are sub set of classical dependant
CA rules.

Proof: Let parent set of rule is R= < R1, R2...Rn >. The child set of CA
rule is Ri=< R1, R2........... > sub set of R. The classic CA rule vector R =<
R1, R2...Rn > and PDCA rule vector Ri =< R1, R2, R3...........Rn > is a sub
set of rule vector R. The fully dependent CA rule vector Rk=< R1, R2...Rn > is
also a subset of rule vector R. The fully dependent rule vector Rk = R−Ri. The
partially dependent left CAs rule vector RL= < R1, R2...Rn > is a sub set of rule
vector Ri. The partially dependent right CAs rule vector RR=< R1, R2...Rn >
is also a subset of rule vector Ri. Therefore, rule vector R = Ri ∪ Rk and rule
vector Ri = RL ∪ RR.

DFDNM Algorithm

WHILE network is active DO
FOR each node DO

IF node is active THEN
Check microcontroller fault
Check battery fault

Check transmitter circuit fault
CALL neighbour information verification
Check receiver circuit
Decrement node energy by active value

ELSE
CALL Time Verification Procedure
END IF

END FOR
Sensor nodes run their own CA.
END WHILE

The DFDNM used partially dependant left CA rules for end sensor node or
normal node management, whereas the partially dependent right CA rules are
used for traffic nodes or normal nodes management. The fully dependent CA
is used for only normal node, traffic node, end nodes management, shown in
table 7. The cluster head in DFDNM collects all fault information from cluster
member nodes. According to fault information, cluster head will determine the
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responsibility of the member nodes. Then the cluster head will inform its member
node the status of the other member node by sending appropriate rule to each
other. For next few round until the fault status of the cluster member node is
unchanged, the individual nodes will understand the status of its neighbour form
the CA itself.

The detail for the implementation of proposed DFDNM algorithm is described
next.

Neighbour Information Verification

FOR each neighbour nodes DO
Send SINGLE message

END FOR
Calculate nodes information Difference from Theory 1
IF it is less the threshold THEN

Nodes is Active non faulty
ELSE

Nodes is faulty 0 state
END IF

Timer Verification Procedure

IF node energy is zero THEN
Declare the node is dead

ELSE
IF time is zero THEN

Consult CA to renew the state
Reset the timer

ELSE
Decrement the timer

END IF
END IF

5 Experimental Results

This section reports the simulation results received while running DFDNM
scheme. In order to evaluate the performance of our proposed scheme, described
in Section V, three traditional metrics have been considered:

1 Time elapsed: This is the average time taken to determine the fault in the
network.
2 Energy loss rate: The energy loss by the network with respect to time.
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Table 7. CA rule for different node function

CA Rule Class Function of Node

Normal node
Fully dependent CA End node

Traffic node

Partially dependent left CA End/Normal node

Partially dependent right CA Traffic/Normal node

Table 8. Simulation parameters

Sensor Deployment Area 128128

Number of node 16384

Data Packet Size 800bit

Initial Energy 0.5J

φt energy loss by transmitter electronics circuit 50 nJ/bit

φd dissipated energy by transmit op-amp 10 pJ/bit/ m2

Fig. 4. Time Elapsed for Fault Detection

3 Number of healthy node: The number of healthy node signifies the total
number of nodes that are in working condition. The normal node, end node and
traffic node are considered to be as healthy node.

In this simulation we have considered total 16384 numbers of distributed sensor
nodes. The values adopted for simulation are shown in table 8.

In Fig.4 we have compared the time required for fault detection between
proposed DFDNM technique, crash faults identification (CFI) [5] and cluster
base approach to fault detection and recovery [6]. It can be observed that with
increase of network size the DFDNM can detect fault more quickly than other
two approaches.
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Fig. 5. Number of active nodes in WSN

Fig. 6. Number of active nodes in WSN

The rate of energy loss in WSN is given in Fig. 5. The diagram depicts that
in DFDNM the rate of energy loss is better than other existing techniques. The
proper utilization of network energy in DFDNM technique have been increased
the network life time up to 75% compare to cellular algorithm [7] and 90%
comparison to Venkataraman algorithm [8].

The DFDNM technique improves the faulty node utilization compare to other
existing techniques. The Fig. 6 compares the number of active nodes in DFDNM,
cellular algorithm [7] and venkataman algorithm[8]. In DFDNM technique
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Fig. 7. The network coverage in WSN

number of healthy nodes is very high compare to other fault detection techniques
because in this technique we have classified the node depending upon their failure
type. Therefore, the node utilization is better in proposed DFDNM scheme.

Fig. 7. Shows that networks coverage comparison result between DFDNM,
three phase algorithm, ECCA. The network coverage of the DFDNM technique
which is 67.5% better then three phase algorithm and 90.65% better then ECCA
algorithm.

6 Conclusions

In this paper we propose fault detection and cellular automata based faulty
node management scheme in wireless sensor networks. We have proposed dif-
ferent fault detection techniques for different hardware components failure of
the node. The nodes are classified into normal, traffic and end node depend-
ing on their hardware failure conditions and therefore, we have reused a faulty
node for WSN. The cluster head after collection of member nodes’ fault con-
dition manage the network with the help of cellular automata. The CA helps
us to manage the network with minimum data transmission and thereby we are
saving a considerable amount of energy of the nodes.
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Abstract. Wireless Sensor Network (WSN) is constrained by limited available 
energy for data communication. Utilization of energy and enhancing network 
lifetime is a challenging task for the next generation wireless sensor network. In 
this paper we have designed an algorithm that performs the routing with low 
energy consumption. We have experimentally optimized the number of clusters 
that should be formed for escalating the lifetime of the network with provisions 
made to include equal number of nodes in each cluster. Our analysis and 
simulation results show that with realistic radio model we have achieved better 
load balance than several existing protocols, like LBEERA, HDS, SHORT, 
PEGASIS, LEACH and BINARY. A suitable node deployment strategy was 
adopted for ensuring wireless connectivity between each node. Moreover we 
have made simulations in NS-2 which supports our propositions to a greater 
extend. 

Keywords: Wireless Sensor Network, Network Lifetime, Realistic Radio 
Model, node deployment, NS-2. 

1   Introduction 

Wireless sensor networks (WSNs) consist of sensor nodes that are randomly deployed 
in a large area, collecting salient information from the sensor field. These sensor 
nodes are equipped with limited energy resources and hence, the energy consuming 
operations such as data collection, transmission and reception, must be kept at a 
minimum [1]. Also, it is often infeasible to replace or recharge the sensors nodes 
deployed in inaccessible terrains. The sensor networks are required to transmit 
gathered data to a base station (BS) or sink, often distantly located from the sensor 
field. Network lifetime thus becomes an important metric for efficiency of a sensor 
network. In case of WSNs, the definition of network lifetime is application specific 
[2]. It may be taken as the time from inception to the time when the network becomes 
nonfunctional. A network may become non-functional when a single node dies or 
when a particular percentage of nodes perishes depending on requirement. However, 
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it is universally acknowledged that equal energy dissipation for equalizing the 
residual energy of the nodes is one of the keys for prolonging the lifetime of the 
network [2]. Node density is another performance parameter which is determined by 
ratio of number of nodes by coverage area of the sensing field. Each sensor node is 
provided with transmit power control and omni-directional antenna and therefore can 
vary the area of its coverage [3]. It has been established in [4] that communication 
requires significant amount of energy as compared to computations. In this paper, we 
consider a wireless sensor network where the base station is fixed and located far off 
from the sensed area. Furthermore all the nodes are static, homogeneous, energy 
constrained and capable of communicating to the BS. The remainder of the paper is 
organized as Section 2 describes the related work and the radio propagation path loss, 
Section 3 deals with Proposed Method, Section 4 contributes about simulation results 
and finally conclusion and future works in Section 5. 

2   Related Work 

Hierarchical or cluster-based routing, originally proposed in wire line networks, are 
well-known techniques with special advantages related to scalability and efficient 
communication. This means that creation of clusters and assigning special tasks to 
cluster heads can greatly contribute to overall system scalability, lifetime, and 
energy efficiency. Heinzelman et al. in [5] developed a cluster-based routing 
scheme called Low-Energy Adaptive by connecting the last node on the chain to its 
closest unvisited neighbor. PEGASIS [2] greatly reduces the total communication 
distance and achieves a very good energy and lifetime performance for different 
network sizes and topologies. CDMA capable and non- CDMA-capable sensor 
nodes, the chain-based BINARY [4] and 3-Level Hierarchy schemes were proposed 
respectively in [4] to achieve better “energy × delay” performance than PEGASIS. 
In [6], a cluster-based Load Balance and Energy Efficient Routing Algorithm 
(LBEERA) are presented. LBEERA divides the whole network into several equal 
clusters and every cluster works as in an optimized PEGASIS routing. A tree-
structure routing scheme called Shortest HOP Routing Tree (SHORT) [3] offers a 
great improvement in terms of “Energy × Delay” [4] with a good performance for 
network lifetime. An amalgation of clustering and shortest hop pairing of the sensor 
nodes is called hybrid data gathering scheme HDS [7]. We have included a realistic 
power model [8] for a more realistic and efficient power consumptions. But the first 
order radio model, in power calculation, is also used for the simulation of the 
algorithm. 

3   Proposed Method 

The proposed method is segregated into three parts. We begin with describing the 
adopted node distribution protocol, and then the realistic power consumption model 
that is considered for energy calculations is elaborated and at the last Optimized 
Reduced Energy Consumption (OREC) algorithm for routing is explained.  
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3.1   The Node Deployment Protocol 

For an efficient and economic approach and for ensuring the connectivity between 
each node for data gathering one must optimize the deployment of sensors. This is the 
part of deployment protocol. For achieving this we divide the field in n squares of 
edge length ‘a/√n’ for the deployment of ‘n’ sensor motes in a square field of edge 
length ‘a’. This is shown in Figure 1. The nodes are deployed within each such sub 
squares on a randomly occupying any position in that. For explanation we deployed 
two motes in one sub square and it can be seen that the sensing region of those nodes 
are overlapping at the lowest possible power level [8]. Thus there is no need to place 
two sensors within such close proximity or in more generalized way in same such 
square block. But if it is so it would be more power saving to switch one of the 
sensors off while the other does not get exhausted in terms of power. Now it can be 
also seen in Figure 1 that by following this protocol each sensor has eight sensors 
surrounding its sensing region. Now two particular sensors communicate at the lowest 
power level settings and hence the message transmit cost will also be low and hence 
enhances the lifetime of the network.  

 

Fig. 1. Representation of sensor deployment protocol to be adopted for enhancement of lifetime 
in wireless sensor network 

3.2   The Realistic Power Model 

The realistic power model as described in [8] gives a realistic power consumption 
scenario. According to this model a sensor node works in 32 identifiable power levels 
with different power output for each level. This power level gets adjusted according 
to the distance of the node to which it wants to communicate. The power levels of a 
CC2420 [9] (we have used the data sheet of this chip for our calculations) trans-
receiver is shown in table 1. 

Out of this 32 power levels [8] has justified that only power levels 3, 7, 11, 19, 23, 
27 and 31 are used. The distance range in which a particular power level operates and 
the energy consumed for sending data packets in that power level is shown in table 2. 
We have used the data of table 2 for calculating the energy consumptions and this 
gives a realistic power consumption model which can be used for simulation within 
involving any hardware. 
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Table 1. The table shows the various Power output for the discrete power levels available 

Power 
Level 

Power 
Output 

Power 
Level 

Power 
Output 

Power 
Level 

Power 
Output 

0 -37.90 11 -10.00 22 -3.520 
1 -33.00 12 -9.120 23 -3.000 
2 -28.70 13 -8.330 24 -2.470 
3 -25.00 14 -7.630 25 -1.950 
4 -21.80 15 -7.000 26 -1.450 
5 -19.20 16 -6.440 27 -1.000 
6 -16.90 17 -5.940 28 -0.610 
7 -15.00 18 -5.470 29 -0.310 
8 -13.40 19 -5.000 30 -0.091 
9 -12.10 20 -4.520 31 0 

10 -11.00 21 -4.030 - - 

Table 2. The table shows the various Power output for the discrete power levels available 

Power 
level (k) 

Pout 
[dBm] 

Distance
(in meters) 

Ix (mA) PTX   
(mW)

Etx/bit
[μJ] 

3 -25.00 d<8.7m 17.04 15.15 0.0606

7 -15.00 8.7m<d<21.86 15.78 17.47 0.0699

11 -10.00 21.86<d<34.61 14.63 19.62 0.0785

19 -5.00 34.61<d<54.97 12.27 22.08 0.0883

23 -3.00 54.97<d<62.22 10.91 26.33 0.1050

27 -1.00 62.22<d<71.67 9.71 28.40 0.1136

31 0 74.47<d<81 8.42 30.67 0.1227

3.3   Optimized Reduced Energy Consumption (OREC) Algorithm 

For increasing the energy efficiency of any algorithm which employs cluster or chain 
formation it is necessary that equal number of nodes is included in each cluster. For 
this purpose we have divided the field in vertical sections with each section having 
equal number of sensor nodes. This may lead to unequal area distribution of each 
vertical section but ensures that clusters of equal size are formed. The figure 2 and 3 
shows random distribution of 40 sensor nodes in a square field of length 40 meter. 
The number of clusters formed is taken to be 5. So that indicates ideally each cluster 
would include 8 nodes. But in figure 2 where the field was divided into 5 equal areas 
the cluster size is very uneven with a minimum of 3 nodes to maximum of 18 nodes. 
This reduces energy efficiency to a great extend. Though this is eradicated to a great 
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extend when the node deployment protocol described above is used but for any other 
distribution where node density is not uniform throughout the network this problem 
entails. So we have divided the field as shown in figure 3 as given in the following 
algorithm.                                                                                

Input: n = number of nodes, x = array of length n containing x co-ordinate of 
each node (data available to the Base Station), c= number of clusters to be 
formed Output: z = two dimensional array of length c containing the node ids of 
each node that is included in a particular cluster 
1.  sort the array x and store it in an array say b and set k and p=1 
2.  For i starting from 1 to n  
2.1.         For j starting from 1 to n 
2.1.1.                If b(i) is equal to x(j) 

2.1.1.1.                      z (k, p)=j; 
2.1.1.2.                      increment p by 1 
2.1.1.3.                      If p is equal to n/c 
2.1.1.3.1.                    set p equal to 1 and increment k by 1 
2.1.1.4.                     end If statement of 2.2.3 
2.1.2.               end If statement of 2.2 
2.2.         End For loop of 2.1  
3. End For loop of 2 
4. End program 

 
By employing the above algorithm we can effectively form clusters of equal 

number of nodes as shown in figure 3. 
The number of clusters to be formed is also optimized. In figure 4, 5 and 6 we have 

implemented OREC algorithm by varying the number of partitions or clusters formed 
for 40 nodes with initial energy of 250 mJ in a square field of length 40 m with base 
station at a co-ordinate of (20, 100). We see that for each case of number of round 
 

 

Fig. 2. The Clusters formed with equal division of the field area 
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Fig. 3. Clusters formed with equal division of number of nodes 

 

Fig. 4. The plot of the number of rounds after which the first node dies with varying number of 
partitions or clusters 

when first node dies, 10% nodes die and 50% of the nodes die is greatest for number 
of partitions when it is equal to 5. So it is justified that by setting the number of 
clusters to be equal to 5 we get the greatest energy efficiency and hence it increases 
the lifetime of the network. 

After setting the number of partitions to be 5 and implementing equal node 
distribution in the cluster or chain we discuss the cluster or chain formation, the leader 
selection and super leader selection of OREC. The chain is formed by highly 
optimizing the PEGASIS algorithm. For any cluster the chain starts with the farthest 
node from the Base Station (BS). It then includes the node which is closest to it. The 
 



88 J. Banerjee et al. 

 

Fig. 5. The plot of the number of rounds after which the 10% of nodes die with varying number 
of partitions or clusters 

 

Fig. 6. The plot of the number of rounds after which the 50% of nodes die with varying number 
of partitions or clusters 

included node then again performs this algorithm but it also includes the node which 
is second closest to it. This concept reduces the exclusion of certain nodes, which may 
have been connected to a node with much lower distance, which is in turn connected 
with a node at much greater distance than its closest node. The node in any cluster for 
which its remaining energy per square of its distance from the base station is 
maximum is selected as the leader of that cluster. Finally a super leader is selected 
which has the maximum value of remaining energy per square of its distance from the 
base station among the leaders. In any round the leaders gather the data from its own 
cluster and sends it to the super leader where as the super leader performs the same 
function but instead sends the total collected data to the BS. The chain formed by the 
leaders follows the same algorithm as in the cluster or chain formation. The leader 
selection is done after every 10 rounds for reducing the delay in the BS in calculations 
regarding the leader and super leader selections. The OREC algorithm can be 
described in the algorithmic form as given below. 
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4   Simulation Results 

We have made simulation of all the algorithms and noted the first node death and half 
of the node death condition in the network employing both the realistic power model 
and the first order radio model. We have implemented the results in NS 2.33 in Linux 
(FEDORA 12 version). The number of nodes was initially taken to be 50 and spread 
across a square field of side 50 meter. The initial energy of each node was set to be 
500 mJ and the packet length of each communication was set to 2000 bits. The 
location of the base station was set at (25,125) for all the cases, the co-ordinate were 
calculated by treating one of the corner of the square field to be at origin with two of 
its sides forming the perpendicular axes. In table 3 we have included the above 
mentioned results for both the radio models. From there we see that OREC outplays 
HDS by 18.32% and 3.34% in half of node dies criteria incorporating first order radio 
model and discrete radio model respectively. The figure 7, 8, 9 and 10 represents the 
first node dies condition by first order radio model, first node dies condition by 
realistic radio model, half of the nodes dies condition by first order radio model and 
half of node dies condition by first order radio model respectively for all condition 
remaining same except the length of the field which has been altered for varying the 
node density of the network against which all the above mentioned algorithms were 
plotted for all the conditions as stated. From the figure we see that OREC always 
exhibit a greater lifetime of the network for all condition. This justifies the suitability 
of it in terms of network lifetime and load balancing. So it qualifies for better routing 
in a network of wireless sensor.  

 

Fig. 7. Network lifetime (First Node Dies) verses Node Density for First order radio Model 
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Fig. 8. Network lifetime (First Node Dies) verses Node Density for realistic radio model 

 

 

Fig. 9. Network lifetime (Half of node dies) verses Node Density for First order radio Model 
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Fig. 10. Network lifetime (Half of node dies) verses Node Density for realistic radio Model 

Table 3. The First node dies and half of node dies result for all the algorithms incorporating 
both the radio models with the specification as detailed in Section 5 

 
Radio Model 

Data  Gathering  Scheme Network Lifetime (No of Rounds )    
for (50* 50) square field with 100sensors 

OREC HDS SHORT LBEERA PEGASIS BINARY 
First Order 

Radio Model 
FND 1730 1550 1410 1300 940 620 

HND 4650 3930 3850 3350 2500 1600 
Realistic 

Radio model 
 

FND 1050 845 900 855 600 320 

HND 3090 2990 2700 2350 1800 1245 

5   Conclusion and Future Work 

We can interpret from the results that our method is much efficient in terms of 
lifetime of the network. The average lifetime of the sensor networks implemented 
using our method is much more than the other existing algorithm. The effectiveness is 
already presented in terms of simulation results. The result shows that the average 
time after which the first node dies is highest for our method. So obviously the overall 
lifetime of the network is highest among all the algorithms. So we can certainly 
propose our method as one of the best alternatives in the field of routing in sensor 
networks. Our further researches will be focused on improving this technique further. 
Also we will try to incorporate our own routing technique in spite of using the existent 
ones. 
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Abstract. Underwater Acoustic Sensor Networks (UW-ASNs) have found a 
wide range of applications from ocean monitoring to military surveillance. The 
underwater environment is energy constrained and hence it is very important to 
improve the life expectancy of sensor nodes. In this paper we propose a new 
MAC protocol (RMAC-PC) which uses transmission power control to enhance 
the energy efficiency. The protocol is developed as an extension to the RMAC 
protocol which schedules the transmissions of control and data packets 
depending on the latency calculations. Here, we utilize a cross-layer interaction 
between the MAC and physical layers to compute the optimum transmit power 
based on inter-nodal distance. 

Keywords: Energy efficiency, Underwater sensor networks, MAC protocols, 
Cross-layer design, Acoustic communication. 

1   Introduction 

Underwater Acoustic Sensor Network (UW-ASN) refers to a set of independent 
sensor nodes (static and/or mobile) deployed over a given ocean area. The nodes 
sample some parameters of the environment and relay the data wirelessly with each 
other or to a central station for collaborative monitoring tasks. The radio waves used 
in terrestrial sensor networks have very high attenuation in conductive sea water. 
Therefore, the typical physical layer technology in underwater networks is acoustic 
communication [1][2]. 

The sensor nodes are powered by batteries. Since solar energy cannot be exploited 
underwater, it is difficult to recharge batteries in the nodes. Alternate methods such as 
generating energy from ocean currents are yet to be exploited. Since recharging or 
replacing the batteries is extremely difficult, it is very important to save energy 
expended in every function executed by the nodes of UW-ASNs. Here we present an 
extension to the existing RMAC protocol (RMAC-PC), for improving the energy 
efficiency of UW-ASNs by making the data transmission between the nodes more 
efficient. 

The rest of the paper is organized as follows. In section 2 we discuss the energy 
efficiency of the existing MAC protocols for UW-ASNs. Section 3 illustrates how 
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transmission power control improves the energy efficiency and explains the proposed 
protocol with transmission power control. Section 4 analyses the performance through 
simulations, by comparing RMAC with and without power control. Section 5 
concludes the paper and summarizes the results. 

2   Related Work 

Collisions of data transmissions are the major source of energy waste. It causes the 
transmitted packet to be corrupted and to be discarded. Further, retransmissions 
increase energy consumption. The contention free protocols such as TDMA, FDMA 
and CDMA avoid collisions. But these protocols are not suitable for UW-ASNs for 
various reasons as brought out in [1]. The Contention based protocols can be random 
access methods, carrier sense access methods or collision avoidance with handshaking 
access methods. The random access methods like ALOHA, which do not try to prevent 
packet collision are not suitable for UW-ASNs because the number of retransmissions 
increases due to collisions and thus increases the energy consumption of sensor nodes. 
Carrier Sense Multiple Access (CSMA) [3] and its variations have been widely used in 
terrestrial networks to prevent collisions between multiple nodes transmitting at the 
same time. Since the propagation delay in underwater is high, CSMA protocols are not 
very efficient and cannot be used in UW-ASNs. 

Slotted FAMA [4] protocol for UW-ASN does not take care of the energy waste 
due to idle listening and overhearing. It also suffers from control packet overhead. 
This protocol also requires clock synchronization between nodes which is difficult to 
achieve in UW-ASNs. In Su-MAC (underwater S-MAC) and Tu-MAC (underwater T-
MAC) [5] which use sleep/wakeup cycles for energy efficiency, sender will not send 
data immediately up on receiving CTS from the intended receiver, it waits until the 
CTS propagates through the whole transmission range of the receiver. The resultant 
high propagation delay leads to energy wastage in the overhearing and idle state. 
UWAN-MAC [6] avoids energy wastage due to handshaking over heads and idle 
listening by making use of sleep/wakeup schedules and does not require globally 
synchronized schedules as in Su-MAC and Tu-MAC. In [7] Wu et al. describe a power 
control mechanism to save energy as an enhancement over UWAN-MAC. RMAC [8] is 
a reservation based protocol which utilizes sleep/wake up schedules for energy 
efficiency. It schedules the transmissions of control and data packets to avoid data 
packet collision. 

3   Transmission Power Control to Enhance Energy Efficiency 

The MAC protocols employing sleep/wakeup schedules are more energy efficient 
than other protocols in the UW-ASN context. To further improve the energy 
efficiency of these protocols, transmission power control techniques can be utilized, 
particularly as the power consumed for transmission is much higher than reception  
in UW-ASNs.  We propose a new MAC protocol with transmission power control 
technique on top of the basic RMAC protocol using MAC-PHY cross-layer 
interaction. 
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3.1   Overview of RMAC 

RMAC [8] operates in three phases. (i) Latency detection (ii) Period announcement 
(iii) Periodic operation. In latency detection phase each node calculates the latency to 
its neighbors. In the second phase each node randomly selects its own listen/sleep 
schedules and broadcasts. The first two phases are for synchronization of the nodes. 
No centralized scheduling and synchronization are required in RMAC. The data 
packets are transmitted in the third phase. 

In RMAC, nodes communicate through the exchange of REV/ACK-REV/DATA/ 
ACK-DATA messages. When a node has data to send, it first sends a REV 
(reservation message) to reserve a time slot at the receiver. The receiver notifies all its 
neighbors by sending ACK-REV about the reserved time slot by ACK-REVs. The 
nodes receiving ACK-REV other than the sender keep silent in their corresponding 
time slots. 

The first part of the listen window is reserved exclusively for ACK-REV packets. 
This reserved part is called R-Window, which is the maximum possible duration of a 
control packet. If a node receives an ACK-REV in its R-Window, then this node 
knows the duration of the subsequent data transmission and keeps silent during that 
period. If there is an ACK-REV collision, it will back off. All nodes have to schedule 
the transmission of control and data packets. Only ACK-REV packet can propagate to 
any node in its R-Window, all other control packets such as REV and ACK-DATA 
are scheduled to arrive at the target in its listen window and data packets are 
scheduled to arrive at the receiver in the reserved time slot. 

3.2   RMAC with Power Control (RMAC-PC) 

In RMAC, each node has knowledge of latencies to all its neighbors after the latency 
detection phase. The basic idea is to utilize this information and use the optimum 
power for transmission depending on inter-nodal distance.  The inter-nodal distance 
can be directly calculated from latency at the MAC layer and it is passed to the PHY 
layer. This interaction between the MAC and PHY layer makes it possible to optimize 
the transmission power based on inter-nodal distance rather than a uniform maximum 
power for all transmissions.  

Here, the traditional layered structure is preserved; while each layer is informed 
about the conditions of other layers for possible optimizations at the adjacent layer 
based on knowledge of this information. This direct communication between layers 
is one of the cross layer design proposals and is reported in the survey by Srivastava 
and Motani [11]. In this design we have used the protocol header HDR_RMAC to 
allow flow of information between layers. This proposal is appealing where just a 
few cross-layer information exchanges are to be implemented in systems that were 
originally designed in conformance with layered architectures. In that case, one can 
conceivably “punch” a few holes in the protocol stack while still keeping it 
tractable [11]. 

The optimum power based on the inter-nodal distance from the MAC layer is 
computed at the PHY layer. To compute the optimum power we have used the 
following passive sonar equation [9]. 

DT >= SL - TL - NL + DI                                                      (1) 
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Where DT is the Detection Threshold, SL is the source level, NL is the ambient 
noise level and DI is the directivity index. 

All the quantities in Equation (1) are in dB re µ Pa, where the reference value of 1 
µPa amounts to 0.67 x 10-22 Watts/cm2 . 
 

 The source level,  10 log                                                 (2) 
 

I1 = Intensity of source at standard range 
Ir = Reference Intensity 

 

If the omni-directional power output is P watts, then the source intensity at 1 meter 
is P/12.6 W/m2 and SL becomes 

10 log P 12.60.67  10  

                                 (3) 
= 10logP+170.8dB   

 

The Spreading loss is given by PL= k · 10 log l. 
Where, k is the Spreading factor and l is the range. k=1 for cylindrical, and k=2 for 

spherical spreading.  
TL is the transmission loss which is the sum of spreading loss and absorption loss. 

10 log A(l, f) = k · 10 log l + l · 10 log α(f)                             (4) 

α(f) is the attenuation coefficient in dB/km  for a given frequency f and is given by 
Thorp’s approximation: 

10logα(f) 0.11 44 2.75 . 10  f   0.003, f 0.40.002 0.11 0.011f,   f 0.4     (5) 

NL is the ambient noise level which is the sum of noise due to turbulence, 
shipping, wind and thermal. The following empirical relations give the power spectral 
density of the noise components in dB re 1 µ  Pa per Hz, where f is in KHz. 

     10 logNt(f) = 17 − 30 log f                                             (6) 

10 logNs(f) = 40 + 20(s − 0.5) + 26 log f − 60 log(f + 0.03)   

10 logNw(f) = 50 + 7.5w1/2 + 20 log f − 40 log(f + 0.4) 

10 logNth(f) = −15 + 20 log f, 

where Nt is the noise due to turbulence, Ns is the noise due to shipping, Nw is the 
noise due to wind, and Nth represents the thermal noise. The variable s indicates 
shipping activity having values in the range (0,1) and w is the wind speed in m/s. 
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The overall noise power spectral density for a given frequency f is then: 

N(f) = Nt(f) + Ns(f) + Nw(f) + Nth(f).                                (7) 

For omni-directional antenna the Directivity Index (DI) is considered to be zero. 
For directional antennas DI refers to antenna gain. DT is the detection threshold 
which is the Minimum Discernable Signal at the receiver for a given probability of 
detection and probability of false alarm. 

For the given transmission frequency and range, the PHY layer first compute the 
transmission loss TL using equation (4). If NL, DI and DT are known (these are fixed 
for a given transmitter/receiver configuration and environment), SL can be directly 
calculated from equation(1).  To achieve this source level, the omni-directional power 
output P is computed by equation (3). Then, the transmission power required to 
produce this output power P is computed by taking the power amplifier efficiency and 
projector efficiency into account. 

4   Simulation and Results 

Although the transmit power requirement based on the distance is straight forward, it 
is important to study the effect of transmission power control on the specific MAC 
protocol. To measure the energy consumption in the new protocol, we have used 
Aqua-sim[12], an NS2[13] based simulator for underwater acoustic networks. It can 
simulate the attenuation and propagation of acoustic signals. It can also simulate 
packet collisions in underwater sensor networks. Aqua-Sim adopts the signal 
attenuation model given in equation (4) with the absorption loss calculated using the 
Thorp’s approximation by equation (5). The propagation speed of sound adopted in 
Aqua-Sim is 1500m/s. The channel model used in Aqua-Sim takes care of fast-
varying multipath propagation. 

Table 1. Simulation Parameters 

Spreading factor 2 (spherical spreading) 

Ambient noise 90 dB 

Detection threshold 10 dB 

Transmission frequency 25 KHz 

Number of transmit power 
l l

5 

Max transmit power 40 W 

Receive power 0.08 W 

Idle power 0.01 W 

Power amplifier efficiency  30%, Class AB Type 

Projector efficiency 50% 

Data rate 10 kbps 

Simulation time 1000 s 
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Fig. 3. The energy/bit consumption of RMAC-PC for different power levels  

The energy/bit consumption of the network measured with different number of 
discrete power levels is depicted in Figure 3. It has been found that as the number of 
power levels increases the energy/bit consumption decreases, but the modem design 
will become complex. 

The total energy consumption of the network over the simulation time (1000 Sec) 
with varying traffic rate (0.02 pkts/sec to 0.1 pkts/sec with 60 bytes/pkt is plotted in 
Figure 4. 

 
Fig. 4. Total Energy Consumption of the network vs.Traffic Rate 
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It is clear from the simulation results that RMAC-PC is much more energy efficient 
than RMAC and at the same time, RMAC and RMAC-PC have the same delivery ratio 
(number of packets received/ total number of packets sent) as given in (Figure 5).  

 

Fig. 5. Delivery Ratio vs. Offered Load  

5   Conclusion 

Energy efficiency is a critical design issue in underwater acoustic sensor networks. In 
this paper, we have proposed an extension of the RMAC protocol with transmission 
power control (RMAC-PC), to improve the energy efficiency of RMAC protocol 
using MAC-PHY cross-layer optimization. Simulation results show that RMAC-PC 
outperforms the existing protocol in energy efficiency, while preserving all the 
advantages of RMAC. 

The RMAC-PC is well suited for network with static nodes. As part of our future 
work, we intend to integrate node mobility into the RMAC-PC protocol. 
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Abstract. Intrusion detection in WSN has to be done with the trusted nodes in 
order to secure the process. This paper deals with selection of a set of trusted 
nodes and does the intrusion detection only with this set of nodes. If the 
detection is carried out by other types of nodes, we propose a multi-detection 
model in order to secure the process. Here we also analyze the probability of 
intrusion detection with these set of nodes. Our proposed selection algorithm 
also helps in energy efficiency as the information is routed only through these 
set of nodes. This method is more secure as the detection process is carried out 
by sensor nodes which are trusted. It is found that our analytical results validate 
the simulation 

Keywords: Intrusion detection, Trust, node density, sensing range, Wireless 
Sensor Network (WSN). 

1   Introduction 

A wireless sensor network (WSN) consists of spatially distributed autonomous 
sensors to cooperatively monitor physical or environmental conditions.  For e.g. the 
wireless sensor network is mainly used in military applications such as in borders for 
finding out the infiltrations. It is also used in industrial process monitoring and 
control, machine health monitoring, environment and habitat monitoring, healthcare 
applications, home automation and traffic control [1].  

The Sensor nodes are tiny and limited in power. Sensor types vary according to the 
application of WSN. Whatever be the application, the resources such as power, 
memory and band width are limited. Moreover, most of the sensors nodes are throw 
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away in nature. Therefore it is vital to consider energy efficiency so as to maximize 
the life time of the WSN. Great efforts have been devoted to minimizing the energy 
consumption and extending the lifetime of the network. One common way is to put 
some sensor nodes in sleep mode to save energy and wake them up under some 
strategies. 

Work towards maximizing the life time of WSN has been studied in many research 
works. Some of them lead to the need of heterogeneous WSN deployment. Lee et al. 
[2] analyze heterogeneous deployments both mathematically and through simulations 
in different deployment environments and network operation models.  In [3], Hu et al. 
investigate some fundamental questions for hybrid deployment of sensor network, and 
propose a cost model and integer linear programming problem formulation for 
minimizing energy usage and maximizing lifetime in a hybrid sensor network.  

Intrusion detection plays an important role in the area of computer security, in 
particular network security, so an attempt to apply the idea in WSNs makes a lot of 
sense. However, there are currently only a few studies in this area. Da Silva et al. [4] 
and Onat and Miri [5] propose similar IDS systems, where certain monitor nodes in 
the network are responsible for monitoring their neighbors, looking for intruders. 
They listen to messages in their radio range and store in a buffer specific message 
fields that might be useful to an IDS system running within a sensor node.     

The rest of this paper is organized as follows. There are five sections. First section 
includes the related works. The papers which we referred to start this work are 
mentioned in this section. Following this contribution and network deployment 
sections are there, which specifies our idea to intrusion detection. Network 
deployment specifies the way we deployed the sensors. Intrusion detection in 
homogeneous wsn includes the algorithm and probability analysis. The simulation 
results are specified in simulation and verification section. Finally, the paper is 
concluded in the last section. 

2   Related Works 

There exist several tools for security in networks and IDSs are important tools. Many 
solutions have been proposed in traditional networks but it cannot be applied directly 
to WSN because the resources of sensor nodes are restricted. Ad-hoc and WSNs 
security has been studied in a number of proposals. Zhang and Lee [6] are among the 
first to study the problem of intrusion detection in wireless Ad-hoc networks. They 
proposed architecture for a distributed and cooperative intrusion detection system for 
Ad-hoc networks; their scheme was based on statistical anomaly detection techniques. 
But the scheme need much time, data and traffic to detect intrusion. In WSNs, the 
nodes can not afford the cost. 

Detecting a moving intruder is a crucial application in wireless sensor networks, 
thus, attracting considerable research attention in the literature. Intrusion detection is 
defined as the first contact time when the intruder hits the sensing range of a sensor 
belonging to the large sensor cluster. Liu et al. [7] have explored the effects of sensor 
mobility on sensing coverage and detection capability in a mobile WSN.  

Wang et al. [8] have provided a unifying approach in relating the intrusion 
detection probability with respect to the intrusion distance and the network parameters 
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(i.e., node density, sensing range and transmission range), under single-sensing 
detection and multiple-sensing detection models, in both homogeneous and 
heterogeneous WSNs. A straight line or linear motion intrusion path is assumed for an 
intruder. An intruder can attack the network following a curved path or even a random 
walk in order to improve its attacking probability. Yun Wang, Yoon Kah Leow, and 
Jun Yin [9] have provided an approach where the intruder takes a curved path. They 
propose a novel Sine-curve mobility model to explore the effects of different intrusion 
paths on the intrusion detection probability using single-sensing and K-sensing 
detections in a given wireless sensor network. 

Yang Xiao [10] have provided the performance of the randomized scheduling 
algorithm via both analysis and simulation in terms of intrusion coverage intensity 
when an intrusion object occupies an area. They also study the impact of the size of 
intrusion object on the sensor network’s configuration.  Xi Peng et al [11] proposed a 
security management model for self organizing wireless sensor networks based on 
intrusion detection. It can prevent most of attacks. Then an analysis of each layer of 
networks in security model is discussed and the security management measures in the 
data link layer and network layer are described in detail especially.  

Typically a wireless sensor network uses cryptography to secure itself against 
unauthorized external nodes gaining entry into the network. Brutch and Ko classify 
intrusion detection systems (IDS) into two categories: host-based and network-based. 
They further classify intrusion detection schemes into those that are signature based, 
anomaly based, and specification based [12]. In GTMS [21] , the authors propose a 
group based trust management scheme for WSN and it employs clustering. It reduces 
the cost of trust calculation. In [13], the authors describe a trust management scheme 
for Sensor network security and it also provides a secure routing based on PLUS.  

3   Contributions 

In this paper, we have developed an algorithm which helps for more secure intrusion 
detection process in WSN. Also, we have analyzed the probability of intrusion 
detection while applying this algorithm. 

In short, our work does two things 

1. Develops and applies an algorithm for secure and energy efficient Intrusion 
detection. 

2. Analyze the intrusion detection probability. 

It finds out all the trusted nodes in the given network. And finds out a set of selected 
trusted nodes which covers the entire area using our algorithm [14].And enable the 
intrusion detection modules for these set of nodes. Here the sink node will 
communicate only with the trusted nodes so that communication is set to minimum. 
An untrusted node on finding out an intruder passes the information to the nearest 
trusted node. The trusted node collects the information from all the sensors in that 
area and finds the probability of detection if more than threshold (Three nodes in the 
nearby area) passes the same information to the sink. This will help the detection 
process more reliable. 
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4   Network Deployment 

The sensors are uniformly and independently deployed in a squared area. A sensor 
can only sense the intruder within its sensing coverage area that is a disk with radius 
rs centered at the sensor. Consider figure 1, here the intruder is coming from the 
boundary and the distance moved by the intruder is D, the intruder is detected only 
when there is any sensor in the area moved by the intruder.  The intruder can move 
through a straight line or through a curved path. The intruder follows the straight path 
only when it knows the exact destination. Otherwise it follows curved path. In this 
paper we are considering only straight path. Figure 1 show the case when the intruder 
enters from the boundary. Here the area moved by the intruder 

  S=2*D*rs+ ∏rs
2/2. 

If the intruder is entering the WSN area from a random point, i.e, the intruder is 
dropped from the air, then the area moved by the intruder is also shown in figure 
1.This area is given by      

 S=2*D*rs+ ∏rs
2. 

 

 

Fig. 1. The area moved by the intruder 

5   Algorithm and Probability Analysis 

This algorithm is executed at sink node and after finding out the nodes for intrusion 
detection, the sink passes this information to the nodes by one message. The 
algorithm first selects the trusted nodes from the WSN area. The trusted nodes can be 
selected by using different methods. Here in this paper we are taking group based 
trust management scheme for finding out the trusted nodes. After finding the trusted 
nodes, a small set of nodes are selected by using the algorithm given below from the 
set of trusted nodes. Here we are assuming that sink will communicate only with 
trusted nodes for more security. This technique can be enhanced by selecting another 
set of nodes after a predefined amount of time. This approach will select different set 
of nodes each time which will result in energy efficiency. 
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Algorithm 
 

Step 1:.Find out trusted nodes in WSN. 
Step 2: Select a set of trusted nodes which covers the entire deployment area based 
on the algorithm shown below. 
Step 3: The selected trusted node collects the information from all the neighboring 
sensors in that area.  
Step 4: The selected trusted node finds the probability of detection. And if it is more 
than  threshold, it  passes the information  to the sink 
Step 5: sink node will communicate only with trusted nodes 

 

Algorithm for selecting Nodes for intrusion detection: 
 

Let U be the set of trusted nodes in WSN. 
Let N (i) is the set of neighbors of node i.  
repeat 
If N(i)≠Ø 
               Find i with min N(i) 
               Put i in Stack; 
               I={a/distance between a and i is<tr/2} 
               if N(i)>1 
                          U=U-[i U I]; 
               else 
                          U=U-I; 
Until U is Null       

5.1   Single Sensing Detection Model 

As we explained before, the intruder is detected only when it enters the sensing range 
of sensor nodes.  When the intruder enters the area through the boundary and the 
boundary is covered by the sensors, then the intruder will be detected as soon as it 
enters the WSN area. Otherwise it has to move a certain distance D before detected by 
any of the sensors. 

Theorem 1 

The probability )( DP  of detecting an intruder in a homogeneous WSN can be given 
by 

a.
11)0( neDP −−==  

 

b. 
21)( neDp −−=<= η  

Where n1 and n2 are the number of sensors participating in intrusion detection area 

∏rs
2/2 and 

2
)2/1(2 srrs πη + respectively.  

 

Proof: According to Poisson distribution   

),( Amp = !

)(

m

eA Am λλ −
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Where m is the number of sensors and A is the area. Here λ is the probability of 
sensors which is doing the intrusion detection. In this paper only n1 sensors are doing 

intrusion detection at a time. So the λ =n1/A.  If there is no sensors in the area A, 

then the probability will be equal to P (0, A) =
λAe−

. Based on complement of the 
probability, the probability that there is at least one sensor in the area A and the 

intruder is detected by any of these sensors 1-P(0,A)= 
11 ne−− . Hence the theorem 

part (a) is proved. Similarly we can prove part b. 

5.2   Multi Sensing Detection Model 

Here multiple sensors have to detect an intruder at the same time. Three sensors are 
considered. The intruder is within the sensing range of three sensors. 
 
Theorem 2 
Let Pm (D= 0) be the probability that an intruder is detected in a WSN with node 
density and sensing range rs in multisensing detection model. Then probability is 
given by 

  Pm (D=0) = 

1
1

0
1 n

m

i
e−

−

=
Σ−

 , where n1 is the number of selected sensors within the area 
A= πrs2/2. 
 
Proof: This theorem can be proved just like above theorems. Here the area is only one 
half circles with radius rs. P (i,A) gives the probability of detecting the intruder with i 

sensors. ),(
1

0
AiP

m

i

−

=
Σ Gives the sum of the probabilities of detecting the intruder with 

less than m sensors. So the complement will give the multi sensing probability. 

6   Simulation and Verification 

In order to get the result we are varying the parameters such as sensing range, 
transmission range, number of sensors and so on. The sensors are uniformly 
distributed in a two dimensional space of 1000*1000 meters. The sensing range is 
varied from 0 to 50 meters and maximal allowable intrusion distance is 50 meters. 
The graph shows the detection probability. It is found that the detection probability 
remains same as in the case of analytical results thus proving the correctness of the 
analytical model. The fig 2 show Single-Sensing detection. It is evident that the single 
sensing detection probability is higher than that of multi sensing- detection 
probability. This is because the multi-sensing detection imposes a stricter requirement 
on detecting the intruder (e.g., at least 3 sensors are required). 

Here the graph is obtained by changing the sensing range from 0 to 40. The each 
point in the graph is a result of 100 simulations. i.e. to get each point we need to 
execute our simulation and find out the probability from the result of this 100 
executions. Here we can see that single sensing is possible at lower ranges also. But 
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for multi sensing it will take a little time to get the result. Because it needs more than 
one sensor (here, in this simulation 3 sensor information) information to detect the 
intruder.  

 

Fig. 2. Probability analysis 

Fig. 3 demonstrates the average number of nodes selected by using this algorithm 
specified above. The density of trusted nodes is varied to check how many nodes are 
activating its IDS module. The sensing range and transmission range are set to 40. 
The numbers of trusted nodes are varied in each execution and find out how it will 
affect the selection process. 

 

Fig. 3. Selection of nodes 
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Fig. 4. Energy efficiency analysis 

The energy used by this algorithm is analyzed in the figure 4 given below. Here we 
compared this approach with two cases. In the first case, was all sensors are 
participating in intrusion detection [15] and in second case, we are selecting the 
sensors without using trust node concept [14]. We assumed that the energy used by 
one node for a unit time is one unit. The graph clearly shows the energy efficiency. 

7   Conclusions 

The information that an intruder is detected with untrusted nodes is risky as it may 
cause unwanted traffic, energy lose and activation of preventive measures in the 
WSN. Therefore we propose a solution which allows the trusted nodes to do the 
intrusion detection and others, if detects the intruder, make sure that the information is 
genuine. This will help the WSN to save energy, avoid unwanted traffic, and will 
provide more security to the network. The correctness of the analytical model is 
proved by simulation. 
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Abstract. Security plays a vital role in Wireless Sensor Networks and attention 
on key part is essential to encrypt the information processing among the  
sensor nodes in the network. Due to sensor node constraint, Key Management 
plays an important role. Existing Key Management Schemes (KMS) for 
Cluster-based architecture either supports Group communication or Node-to-
Node communication. The proposed hybrid KMS concentrates on both Group 
communication and Node-to-Node communication using LU matrix and to 
enhance the strength of the security between cluster head and base station the 
ElGamal Public key encryption techniques is used. The main feature of this 
proposed protocol is 100% Node-to-Node connectivity and perfect resilience is 
achieved when Sensor node/Cluster Head is compromised. The scheme and its 
detailed performance analysis are discussed in this paper.  

Keywords: LU matrix, Wireless Sensor Network, Group communication, 
Node-to-Node connectivity. 

1   Introduction 

Sensor network is a collection of sensor nodes generally referred as motes and each 
node has different capability in terms of memory, processing, and transmission range. 
There are many applications based on wireless sensor network such as Health 
monitoring, Industrial Automation, Military application, Area Monitoring etc., where 
sensor network plays a very important role. Since sensor nodes are deployed in 
unfriendly area, security becomes a major issue in WSN. Before any exchange of 
data, encryption key must be known. Key Management plays a significant role in 
Security. Many Key Management schemes are available, but due to sensor node 
constraints they are not effective.    

Various Keying mechanisms: Key Pre-distribution schemes, Self-enforced schemes 
and arbitrated schemes. But Key Pre-distribution keying mechanism is accepted widely 
because of motes constraints. For communication either Group keying for group 
communication or Pair-wise keying for Node-to-Node communication are used. 
Communication Patterns are selected based on the Architecture of Senor Network and 
the types of applications. 
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In proposed three-tier architecture, in between base station and cluster head, public 
key cryptography is used and between cluster head and sensor node, Symmetric key 
cryptography is used. While designing Key Management protocol, the metrics to be 
evaluated are: 

Key Connectivity: Each node communicates with every other node in the clustered 
region. 

Resilience: When node gets compromised, how secure the remaining communication 
links, i.e., resistance against node capture 

Scalability: Capability to support when large number of nodes or cluster is added 
to the network.  

Efficiency: In terms of storage, communication and computation. 

2   Related Works 

KMS are mostly based on key pre-distribution schemes i.e., keys will be distributed to 
Sensor nodes before deployment. A Key Pre-distribution scheme is widely classified 
into two classes. 1. Random key Pre-distribution 2.Deterministic Approach. 

Many Random Key Pre-distribution schemes are available. The E-G scheme [1] is 
the basic scheme, in which large key pool (220) is generated P. From the key pool P, 
randomly draw m keys and assign to Sensor nodes. Then each sensor node broadcasts 
the Key ID’s of m key to find a common key and make use of that key as shared 
secret key. If any pair of nodes does not share any key, it will communicate through 
secure links. Q- Composite scheme [2] is the improvement of E-G scheme in which 
instead of one shared key between nodes, q (>1) keys are needed for Communication. 
Advantage of this scheme when compared to E-G scheme is, resilience will be more.  

Matrix Based scheme is proposed by Blom [3], to establish a pairwise key between 
any pair of nodes. Blom’s scheme have two matrices one public (λ +1)*n matrix G 
and another (λ +1)*(λ +1) symmetric matrix D. These two matrices are used to 
calculate n*(λ +1) matrix, A = (D.G) T.  Matrix A should be secret and in each sensor 
node one row from matrix A will be stored. Since G matrix is based on Vandermonde 
matrix, no need to broadcast the entire column, just by broadcasting the column id / 
seed, the sensor node is capable to compute the matrix. Though it provides perfect 
connectivity, scalability and resilience will be an issue. If λ nodes get captured, the 
entire network will get captured. To improve the Blom’s scheme, Du et al. [4] 
proposed a pairwise key pre-distribution schemes. In that instead of one key space, 
multiple key spaces are used. 

To increase the resilience, Liu and Ling [5] proposed a Polynomial pool based key 
pre-distribution scheme, which incorporated the idea of Blundo’s scheme [10] and 
Random Key Pre-distribution [1]. In all the above schemes, when numbers of 
compromising nodes reach to a certain threshold λ, the entire network will get 
capture. 

Deterministic approaches use combinatorial designs i.e., grouping of certain 
elements based on certain properties. For Group communication EBS (Exclusion 
Basis System) scheme [11] has been used. SHELL [6] incorporated EBS. Though 
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number of Re-keying message is less, collision of nodes (k<m) will reveal all the 
administrative keys. Tree based approach is also used for group communication. If 
one node gets compromised, the cluster key gets revealed. So in the case of group 
communication, the cluster key should be changed periodically. For Key refreshing, 
i.e., updating a new key periodically, energy consumption will be more. So network 
lifetime will get reduced.  

Achieving all metrics in a single key management protocol is difficult. For group 
communication since changes takes place periodically, number of Re-keying message 
and scalability can be evaluated. In Node-to-Node communication, metrics to be 
evaluated are Resilience and Key connectivity. To increase the network lifetime, 
node-to-node connectivity i.e., pair wise schemes can be used.   

2.1   Our Contributions 

In proposed scheme, LU matrix is introduced for Group communication and Node-to-
Node communication whereas PKI is used for communication between Cluster head 
and Base Station. The important assumption in proposed scheme is that the base 
station will never get compromised. 

In Proposed scheme: 
 

1. Node-to-Node Communication within Cluster is achieved by using LU 
matrix. Any pair exchanges their row with each other to get secret key. 
ElGamal Public key encryption scheme is used for secure communication 
between Cluster head and Base Station. 

2. Divide the cluster into sensor groups for group communication. 
Communication between group and cluster head can be established using LU 
matrix. 

3. Group Key Manager (GKM) node is introduced to reduce the overhead of 
cluster head for refreshing the Group key. 

4. Perfect Resilience and Full network Connectivity is achieved. 
5. Performs well in terms of Storage and Scalability. 

2.2   Preliminaries  

2.2.1   LU Matrix 
Lower Triangular matrix is formed from randomly generated key pool. Upper 
Triangular matrix can be constructed based on assumption that product of L and U 
will yield symmetric matrix. For example consider 3*3 matrixes 

 

 
11 0 021 22 031 32 33     .  

11 12 130 22 230 0 33   =   
11 12 1321 22 2331 32 33  

 
From above the value of each K element can be calculated 

 

l11.u11 = k11 ; l11.u12 = k12 ; l11.u13 = k13 ;   l21.u11 = k21 ; l31.u11 = k31   
l21.u12 + l22.u22 = k22            l21.u13 + l22.u23 = k23           l31.u12 + l32.u22 = k32  

l31.u13 + l32.u23+ l33.u33 = k33 



114 M. Doraipandian et al. 

Since K is symmetric, Kij will be equal to Kji 
 

k12 = k21 = l 11.u12   =  l21.u11  ⇒ u12 = (l21.u11) / l11 

k13 = k31 = l 11.u13   =  l31.u11  ⇒ u13 = (l31.u11) / l11 

k23 = k32 = l 21.u13 +  l22.u23 

= l 31.u12 +  l32.u22 

⇒ u23 = (l31.u12 + l32.u22 – l21.u13 ) / l22 
 

By using these equations, randomly set the values for ull, u22 & u33 based on that 
calculate the values for remaining unknown variables of U matrix so that their product 
would be symmetric. 

2.2.2   ElGamal Scheme 
Between Cluster head and base station, ElGamal PKI scheme is used because 
communication between cluster head and base station will have to be more secure 
than sensor node communication. Communication between base station and cluster 
heads are infrequent; but the level of secrecy is more and Communications between 
cluster heads and nodes and among nodes is frequent but the level of secrecy is 
normal than the former. In regular PKI scheme there is a possibility of Man-in-the-
Middle sAttack due to its broadcasting nature. In this proposed scheme ElGamal 
Public key is not broadcasted, so there is no possibility of Man-in-the-Middle attack.  

2.3   Notations Used 

 

3   WSN Architecture 

The proposed architecture comprises of Sensor nodes, Base Station, Cluster Head, and 
Group Key Manager. Since the architecture is a cluster based, base station 
communicates with all Cluster heads. Inside the Cluster there will be sensor groups 
consisting of some number of nodes. Sensor groups are formed for group 
communication, in which sending a single message encrypted with group key rather 
than sending individual message to each and every node and mainly used for 
commanding the nodes. Transfer of data from sensor nodes to Cluster head is through 
shared secret key. For refreshing the group key, Group Key Manager is used which 
updates the key. There will be more than one GKM in Cluster, like GKM1 take care of 
Group 1, 2, 3 and GKM2 takes care of Group 4, 5, 6 likewise. 

m :  number of Cluster heads.                      
n  :    number of sensor node in each Cluster.
nodeId :   unique Id for each node in one Cluster.
groupId :  unique id for each group in Cluster.
Nij : jth node in ith Cluster.
nLi : lower triangular matrix for generating Symmetric                      
        matrix for ith Cluster.
gLi :  lower triangular matrix for generating Symmetric    
        Matrix.
nUi : upper triangular matrix for generating Symmetric Matrix 
        for ith Cluster.
gUi : upper triangular matrix for generating Symmetric Matrix
Ci   :   Cluster head of ith Cluster.
LgL_i_j :  a row in  gLi  matrix in Cluster i for group j
UgU_i_j :  a Column in  gU i  matrix for group j  in cluster i
LnL_i_j  :  a row in  nLi  matrix in Cluster i assign to sensor   node j      
UnU_i_j : Column in  nU i  matrix in cluster i  assign to sensor  node j

LnLCi    :  a row from nLi matrix assigned to  cluster Head Ci
UnUCi   :  a column from nUi matrix assigned to cluster Head   
             Ci
LgLCi   :  a row from gLi matrix assigned to Cluster Head Ci
UgUCi   a column from gUi matrix assigned to  cluster Head    
            Ci
GKMi_j : jth key group manager of ith Cluster
Ki_jk   :  key between Ni_j  and Ni_k in Cluster i calculated by 
          node k
Kj_GKM  : Key between GKM and node j
Kgi_j  :    Key Between group j and cluster head Ci
PuCi  :       Public key of cluster head Ci
PuB   :       Public key of base station.
PrCi   :       Private key of Cluster head.
PrB    :       Private key of base station.
PuGKMi_j      : Public key of jth Group Key Manager of ith Cluster.
PrGKMi_j   : Private key of jth Group Key Manager of ith Cluster.
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Base Station:  Base station is assumed to be highly secure with high processing 
speed and memory. The entire nLi, nUi, gLi and gUi matrix  (for i=1 to m) of all 
the clusters, one public and one private key for communication between the 
Cluster Head and Base Station and public key of all the Cluster Heads are saved in 
the Base Station. 
Cluster Head:  It is assumed to have more resources than sensor node in terms of 
transmission range, memory, and processing speed. Each cluster head saves one 
public, and one private key for communication with Base Station. The public key 
of base station and public keys of Group Key managers of its cluster are saved in 
the cluster head which also saves one row from nLi and one column from nUi 
matrix for node to node connectivity, another one row of gLi and one column of 
gUi matrix for Group communication between cluster Head and group members. 
It is assumed that Cluster head is able to reach all the nodes within a cluster. 
Group Key Manager:  Group Key Manager is used for maintaining the group and 
refreshing the key, so that security in-group communication is maintained. GKM 
stores the information of which node belongs to which group and which nodes 
come under its maintenance. There will be more than one GKM in a cluster. GKM 
of cluster i stores one row of nLi and one column of nUi matrix so that it can 
unicast message to the node for refreshing key. One public, one private key and 
public key of cluster head are saved for communication with cluster Head. In the 
proposed three-tier architecture, within a cluster there will be sensor group as 
shown in the figure Fig 1. 

 

Fig. 1. WSN Architecture 
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Sensor Node: Each sensor node has limited memory, less processing speed, small 
transmission range that can be vulnerable also. Each sensor node in Cluster i save 
one row from nLi and one column from nUi matrix which is used for node to node 
communication, and one row of gLi and one column of gUi matrix which is for 
group communication. Each node in the group has same row of gLi and column of 
gUi matrix, so that they all can have the same key with the cluster Head. 

4   Proposed Scheme 

Phase I: Key Pre-distribution 
 

Step 1: The base station first randomly generates a large pool of numbers (220) and 
randomly picks number to construct   nLi matrix and gLi matrix for all m clusters.  

 
Step 2: Calculate nUi upper triangular matrix for each nLi lower triangular matrix 
such that their product is symmetric matrix.  

 
Step 3: A large number of public and private key pair is generated using Diffie-
Hellman Protocol. Since this is pre-deployed scheme, all keys will be stored in the 
nodes before deployment, so possibility of Man-in-the-Middle attack is avoided 

 
Step 4: For assigning sensor node in ith cluster randomly select one row and column 
from nLi and nUi matrix and store it in sensor nodes. 

 
Step 5: For assigning sensor node to group j in cluster i store UgU_i_j and LgL_i_j from 
gUi and gLi   respectively which is common to all the nodes in the group j. 

 
Step 6: Cluster head Ci, of ith cluster is assigned a row and column from nLi and nUi 

respectively, for communicating with all the nodes within the cluster. For 
communicating with the Base station, a pair of private key Prci , public key PuCi  is 
selected randomly and saved in the cluster head. Public key PuB of Base Station and 
public Key of all the GKM are stored in the cluster head 

 
Step 7: In Group Key Manager GKMi_j one row and one column of nLi, nUi  is 
randomly selected , a pair of public key PuGKMi_j  and private PrGKMi_j  from the pool is  
randomly selected and both are saved. Public key of cluster head PuCi is also loaded.  
Group key manager is also loaded with the table, which contains the nodeId and its 
groupId to which it belongs. 

 
Phase II: Pair wise Key Establishment 

 
A.  In-between sensor nodes 

 
After key deployment each sensor node needs to establish pairwise key with its 
neighbors and cluster head. To establish a pair wise key between Ni_j and Ni_k  of 
cluster i, following steps are required: 
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Step 1: Node Ni_j sends its row LnLi_j to node Ni_k 

 

Step 2: Receiving LnLi_j   from Ni_j   ,Ni_k multiplies its column UnUi_k  and gets Ki_jk  

and replies with  (LnLi_k , F(Ki_jk)) and sends it to node Ni_j  ,where F(Ki_jk) is the hash 
value of key . 

 
Step 3: Node Ni_j receives LnLi_k from Ni_k , multiply it with its column UnUi_j and 
calculate Ki_kj  and computes the hash value of it and checks whether F(Ki_jk)= 
F(Ki_kj) 

 
Step 4: If hash value of both are same then node Ni_j sends (ok, F (Ki_kj)) to Ni_k 

otherwise an error message (err,Ni_k) is broadcasted. The error message will 
authenticate by the receiver using TESLA [12]. 

 
If the number of error message cross a threshold for Ni_k then messages from Ni_k  

is discarded by other member of cluster i 
 

B  In-Between Cluster Head and Base Station 
 
Encrypt and decrypt the messages shared between Cluster head and Base Station 

using pre-deployed public and private key.  
 

Phase III: Group Key in the Cluster 
 

Step1: Cluster head Ci   sends an encrypted message PuB(Group, groupId) to the  
Base station 

 
Step2:    Base station decrypt the message by its private key PrB. Base station sends 
the row (PuCi(LgLi_j))  of group j to Ci  encrypted by public key PuCi of cluster head  

 
Step 3: Cluster head decrypt the message by its private key PrCi   and gets the row 
LgLi_j and it multiplies it with UgUci  gets group Key Kgi_j   and then broadcast  group 
message in format (Group||groupId||LgLci||Kgi_j(Message)) 

 
Step 4: Upon receiving the message every node checks   whether the group id in the 
message is same as its groupId then it multiplies received Cluster’s group row LgLci 
with UgUi_j and gets the key Kgi_j and use this key to decrypt the group message. 

 
Step 5: If the groupId is not same as nodes groupId message is discarded. 

 
Phase IV: Key Refreshing by Group Key Manager 

 
Step 1: Base Station sends a encrypted message PuCi(KeyRef||groupId||LgLi||UgUi) to 
the Cluster head Ci for refreshing LgLi & UgUi of Group members  having GroupId. 

 
Step 2: Cluster Head decrypts the message using PrCi  . 
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Step 3: Cluster head encrypts the message with public key of Group key Manager 
PuGKMi_j(KeyRef||groupId||LgLi||UgUi)and sends it  to the Group Key Manager. 

 
Step 4: Group Key Manager Decrypt the message With PrGKMi_j and then it sends the 
new group row an column received to all nodes having groupId using Unicast 
message to all the node in the group. 

 
It is the responsibility of the Group Key Manager not to send new row and column 

to the compromised sensor node, so that new Group key is not revealed to the 
compromised node. The Group Key manager maintains the detail of compromised 
nodes that will be updated by the cluster Head.       

5   Security Analysis 

Assumption: Base station never get compromised and all information are stored on 
the Base station ie., nLi , nUi , gLi  and gUi matrix  for 0<  i ≤ m.  Security analysis 
shows better result than existing methodology when Node, Cluster head and Group 
Key Manager are compromised. 

 
A. When Sensor Node gets compromised 
 
One row and one column of nLi, nUi matrix will get revealed. This will not affect 

the communication between the remaining nodes within a cluster, because each link 
will use different key for Node-to-Node connectivity. In that case group key will get 
revealed, which won’t affect the rest of the sensor groups, only the group in which 
sensor node is present will get affected, that can also can be solved by GKM .GKM 
will send new row and column to all the nodes in the group except the compromised 
node, by unicasting the message using individual key Kj_GKM between GKM and 
node. 

 
B. When Cluster Head gets compromised 
 
One row of nLi, one column of nUi, public and private key of Cluster head Ci will 

get revealed when Ci gets compromised, but it will not affect other communication 
between the nodes in a cluster. Since Public Key infrastructure communication is used 
between base station and cluster head, it won’t affect the remaining links between 
base station and cluster head. When compared with scheme [9], since LU matrix is 
used so there is a possibility of having same Keys between base station and Non-
compromised cluster head. This is the added advantage of the proposed scheme. 

 
C. When Group Key Manager gets compromised 
 
None of the communication links will get affected. But it can be able to change the 

group key. But this also can be overcome by following the procedure to check 
whether GKM has changed group key of nodes or not: 
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Abstract. Energy is one of the most important resources in wireless sensor 
networks (WSN). Due to unattended nature of WSNs, it should be used smartly 
and efficiently to maximize lifetime. A map representing the residual energy of 
sensor nodes in the sensor field can be constructed, which is called as energy 
map. Depletion of energy in sensor nodes can be modeled as time-series. The 
grey models are considered to be the best tool for time–series prediction. In this 
paper, we propose a grey system theory-based prediction approach to construct 
the energy map for WSN. Simulation results show that our proposed approach 
outperforms various prediction based approaches for energy map construction.  

Keywords: energy map, grey system theory, prediction, sensor nodes, 
statistical approach, WSN. 

1   Introduction 

An emerging area of research in the field of wireless communication and networking 
that attracted the attention of researches throughout the globe is wireless sensor 
network (WSN). WSN consists of large number of low cost sensor nodes deployed 
randomly in sensor field. The sensor nodes communicate wirelessly in ad-hoc manner 
to form a sensor field. Such networks have gained attention in application areas like 
industrial process monitoring and control [1, 2], machine health monitoring [3], 
environment and habitat monitoring, healthcare applications, home automation, and 
traffic control [1, 4]. A good survey of advances in WSNs and future research 
directions has been presented in [5]. 

In WSNs, the sensor devices are very constrained in terms of battery power. Sensor 
nodes in WSNs have non-rechargeable batteries. At the same time, it is not easy to 
replace batteries because WSNs are deployed generally in inhospitable environments 
like forests, sea and battlefields. The only way to make the WSN alive for longer time 
is to use the battery power efficiently. Power optimization must be taken into account 
at each layer of network model including physical and application layer. Since a large 
fraction of the energy of a sensor node is consumed in data transmission, so most of 
the energy efficient protocols are designed at network layer. 

To optimize the energy consumption in sensor nodes, Y.J. Zhao et al. [6] have 
designed a residual energy scan for whole sensor network to monitor the energy 
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consumption in every part of the sensor network. R.A.F. Mini et al. extended their 
work of energy scan construction and named it as energy map [7, 8].  

An energy map is a scan of available remaining energy at sensor nodes in WSNs. 
Energy maps can also be useful in increasing lifetime of sensor network by adaptive 
clustering, energy centric routings, data aggregation, etc. With the help of energy 
map, we can determine if any part of the sensor network is about to fail in near future 
due to depleted energy. In [6], authors described the aggregation based approach for 
energy map construction. In this approach a composite scan is created by combining 
all local scans by sensor nodes. Another approach for Energy map construction used 
in [7, 8] is based on prediction. In prediction based approach a sensor node can 
predict its energy consumption based on its past history. Based on that prediction, 
energy map can be constructed. In the mechanism proposed by Mini et al. [7, 8] every 
sensor node has not to send energy information to the monitoring node, it can just 
send its available energy and parameters of energy consumption model. In this way 
authors minimized the cost of energy map construction. C. Song et al. [9] proposed an 
energy map construction approach based on non-linear manifold learning algorithm. 
We should devise some efficient methods for energy map construction so that utility 
of the energy information compensate the amount of energy spent in this process. 

Energy map is a very important phenomenon in the context of WSN because the 
energy information is usually very crucial to develop a good sensor network protocol 
stack such as clustering algorithms and routing protocols. In [10] authors presented a 
clustering algorithm that takes clustering decision based on energy information in the 
sensor network. The algorithm also dynamically selects the clusterheads based on 
residual energy information. A routing algorithm named Energy Centric Routing 
(ECR) has been proposed by N. Jamal et al. [11]. This algorithm takes routing 
decision based on residual energy in the network. The protocol proposed in [12] is an 
example of a routing protocol that could take advantage of the energy map. In this 
work author described the trajectory based forwarding protocol that is a new 
forwarding algorithm suitable for routing packets along a predefined curve. Many 
other applications of energy map can be found in data gathering [13] and data 
dissemination [14]. Some other possible applications are reconfiguration algorithms, 
query processing and data fusion that could take advantage of the energy map. In fact, 
we cannot think of an application or an algorithm that is not benefited with the use of 
energy map. 

In this paper, we propose a grey system theory-based energy map construction 
algorithm for WSN. If a sensor node can predict its future energy consumption based 
on past history, the clusterhead will be able to prolong the lifetime of sensor node by 
distributing load. But the effectiveness of this concept depends on how accurate the 
prediction is. Depletion of energy in sensor nodes can be modeled as time-series. The 
grey models are considered to be one of the best tools for time–series prediction [15]. 
The strength of grey models over conventional statistical models is that it requires 
only a limited amount of data to estimate the behavior of unknown systems [16]. 

Rest of the paper is organized as follows. Section 2 describes the related work. 
Energy map and prediction based protocol to construct the energy map is described in 
Section 3. Section 4 presents the fundamentals of grey system theory and grey system 
theory based prediction algorithm. Simulation results are presented in Section 5. 
Lastly the paper is concluded in Section 6. 
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2   Related Work 

In this section we describe the popular and recent approaches for energy map 
construction such as aggregation based, prediction based, statistical based, contour 
map based, etc. Residual energy scan has been computed by many authors with 
different names as eScan [6], Energy map [7, 8, 9], Continuous Residual Energy 
Monitoring (CREM) [17] and Iso-Map [18].  

Zhao et al. [6] first tried to design a monitoring scheme for sensor networks in the 
same manner as SCAN [19] that provides a multicast based continuous monitoring 
infrastructure. This scheme is based on residual energy scan for monitoring sensor 
network health. Any network failure due to energy depletion can be avoided. An 
aggregation based approach is used for energy map construction.  

First each node calculates its local scan with residual energy and its location. 
Sensor node reports to the monitoring node only when its energy level drops 
significantly since last time it reported its scan. All local scans are aggregated with the 
help of aggregation tree.  

The pioneering work of Zhao et al. [6] can be thought of as revolution in the field 
of energy efficient WSNs, however some problem exists. Sometimes there may be so 
much message exchange for energy scan construction that will not justify the energy 
saved because there was no clear cut assumption of hierarchal structure. Moreover 
there is no topology control mechanism. Nodes near to the base station will consume 
more energy. To overcome these shortcomings and reduce the cost of collecting 
residual energy scan of sensor network, the authors proposed a monitoring tool called 
digest which is an aggregate of some network properties [20]. 

Another improvement in eScan approach has been proposed by H. Song et al. [17] 
that follows a hierarchical approach for continuously collecting residual energy scans 
to construct the final scan at base station. Continuous Residual Energy Monitoring 
(CREM) divides whole sensor network into clusters, represented by clusterheads. A 
backbone is constructed with the help of clusterhead nodes. One of the major 
advantages of CREM over previous approaches is topology maintenance. Topology 
maintenance is very much important because clusterhead nodes have to transmit and 
receive continuously for energy scan construction and hence will deplete its energy 
resource at a much higher rate. 

Aggregation base approaches generally suffer from heavy transmission traffic and 
sometimes a large computational overhead on each sensor node. M. Li et al. proposed 
an energy efficient contour mapping scheme named Iso-Map [18]. Iso-Map constructs 
a contour map that reduces the network traffic and computation overhead by selecting 
some nodes intelligently to report energy data. These nodes are called as isoline 
nodes.  

A scheme that abstracts the energy concentration in the sensor field into prescribed 
levels like a topographic map has been proposed by Al-Karaki et al. [11]. The scheme 
provides an aggregated view of the residual energy levels of different regions in the 
sensor field instead of detailed information of residual energy at individual sensor 
nodes. The scheme is named as ECscale.  

In [8], an approach to form energy map by predicting the energy consumption of 
sensor node is proposed. It predicts the energy consumption based on past history of 
sensor nodes. According to the model, if any sensor node efficiently predicts its 
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energy consumption in future, then a significant amount of message flow to collect 
the energy information will be reduced. At the same time, effectiveness of the 
approach depends upon the accuracy of the prediction model. 

To predict the energy dissipation, probabilistic model based on Marcov chain is 
used. Sensor nodes with M operation modes are modeled as Marcov chain with M 
states. In this model, there is a fixed probability of sensor nodes transiting from one 
state to other in next time step. The n-step transition probability can be defined as 
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Using this )(iE T , each node can calculate the energy dissipation rate EΔ . Now, 

each sensor node sends remaining energy and EΔ to monitoring node. Monitoring 
node collects energy information from all nodes and constructs a final energy map of 
entire sensor network. Simulation results show that this approach saves a significant 
amount of energy in energy map construction in comparison with naive approach. 

A statistical model to forecast the available energy is defined in [7]. Energy map 
can be constructed with forecasted values. The energy drop of a sensor node can be 
represented as time series [21]. In this work, author uses the AREMA model [22] to 
predict the future values of time series.  

In another work of Mini et al. [23], an approach for energy map construction under 
finite energy budget is discussed. Finite energy budget means that each node will 
spend a fixed amount of energy for energy map construction. Authors assume number 
of packets as metric for energy budget. This approach of energy map construction is 
based on probability.  

The grey models are very efficient tool for time series prediction for all 
engineering applications. These can also be useful in various fields of the wireless 
sensor network. One of such recent application is grey model based data aggregation 
(GMDA) [25] for WSN. In this work authors designed a prediction based data 
aggregation technique to reduce redundant data transmission. Authors have used 
double queue mechanism to synchronize the predicted data series at the sensor node 
and the sink node. In this way this prediction technique avoids commutative errors of 
continuous predictions. In this approach sensor node energy is saved by avoiding the 
unnecessary data transmission. The sensor node sends data to sink node only when 
the prediction error is more than a pre-configured value. 

3   Prediction Based Energy Map 

The information about amount of available energy at every sensor in sensor network 
can be very useful in designing better energy efficient protocols. A very basic 
approach to collect the energy information from each sensor node is that every sensor 
node periodically sends its energy information to the sink or any monitoring node. 
But such approaches may require a lot of energy for energy map construction and the 
energy information would not compensate the amount of energy spent in this process. 
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In this paper, we propose a prediction based approach for energy map construction. 
This approach is based on prediction based cooperation between the sensor node and 
the sink node. Both sensor node and sink node will use the same prediction model and 
same energy data for prediction. Sensor nodes need not to send the energy 
information to the sink every time when there is an energy drop. Sink node can 
predict the energy drop in each sensor and an energy map can be constructed based on 
the predicted value of energy in each sensor node. Thus a significant amount of 
energy can be saved if sensor node and sink node efficiently predict the amount of 
energy sensor node will spend in future. 

3.1   Energy Map 

Just like a weather map or air traffic radar images, a scan of sensor network can 
describe the geographical distribution of network resources or activity of a sensor 
field. We can also draw an energy scan for a sensor network in which we group the 
sensor nodes according to their residual energy. This energy scan is also known as 
energy map. An energy map for a typical WSN is shown in Fig. 1. In other words, an 
energy map is a scan of available remaining energy at sensor nodes in WSNs. Energy 
map can help in detecting the network failure due to depleted energy in next rounds. 
In this way, the energy map can be useful in deployment of additional nodes in the 
regions where the energy of the sensors is likely to deplete soon. 

100 %

0 %

 

Fig. 1. Energy Map for a typical Wireless Sensor Networks 

A node is assigned to collect the scans from all parts of the sensor network. This 
node is known as monitoring node. Selection of monitoring node depends upon the 
application. Generally speaking the selection of monitoring node is done from the 
region having comparatively more residual energy. Nodes near the monitoring node 
probably spend more energy because they are used more frequently to relay packets to 
the monitoring node. Energy map construction methods should be energy efficient so 
that utility of the energy information compensates the amount of energy spent in this 
process. 
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3.2   The Protocol 

Assumptions 

(1) Sensor node can send energy information only once in a period. 
(2) Both the sensor node and sink node will use the same prediction model. 
(3) Sink node have sufficient computing power, energy and storage. 
(4) There is reliable data transmission between sensor node and sink node. 

The sink node broadcasts its maximum acceptable prediction errorε , to all senor 
nodes. Two data queues, prediction energy queue,

isensorPEQ ,
at each sensor and 

corresponding
iPEQ ,sink
at sink node for each sensor i is constructed. The length of 

the
isensorPEQ ,
and

iPEQ ,sink
are equal and specified by prediction algorithm. 

Initially
ii PEQPEQ ,sensor,sink = , i.e. both 

iPEQ ,sink
and 

isensorPEQ ,
store the same 

predicted values of energy of sensor node i at sink node and sensor node respectively. 
Actual energy value (AEV) at any period t is compared with ][, tPEQ isensor

, the tth item 

in sensor prediction queue. If the difference between the ][, tPEQ isensor
and AEV is 

greater than ε , the ][, tPEQ isensor
is replaced with AEV and the value of ][, tPEQ isensor

 

is sent to the sink. Sink node will update the tth item in its
iPEQ ,sink
queue. Now the 

prediction model uses the updated energy information for further predictions. 

4   Grey System Theory-Based Energy Map 

Grey system theory is an interdisciplinary scientific area that was first introduced in 
early 1980s by Deng [16]. Since then, the theory has become quite popular with its 
ability to deal with the systems that have partially unknown parameters. White system 
is the system in which the information is assured and the data is whole. Black system 
is the system in which the information is not assured and the data is little. A system is 
grey system in which some information is known and some is not. It has been used 
well in social facets since the establishment of grey theory. 

Grey models are powerful tools in predicting the future values of a time series 
based only on a set of the most recent data depending on the window size of the 
predictor. In general, GM(n,m) denotes a grey model, where n is the order of the 
difference equation and m is the number of variables. GM(1,1) type of grey model is a 
time series forecasting model that is most widely used in the literature, pronounced as 
“Grey Model First Order One Variable”. 

4.1   The GM(1, 1) Model 

GM(1,1) is used to capture long-term trends from recent behavior of sensor node. 
Before making prediction, few historical data values should be stored to construct the 
initial data sequence for GM(1,1) model. It is denoted as X(0). 

))(),.....,3(),2(),1(( )0()0()0()0()0( txxxxX = .   for 4≥t   (1)
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Where )()0( jx , j=1, 2,…, t, represents energy information. Model GM(1,1) uses the 

energy information of most recent t periods. We apply the Accumulation Generation 
Operator (AGO) to X(0) to obtain the following series X(1), 

))(),.....,3(),2(),1(( )1()1()1()1()1( txxxxX =    for 4≥t  (2)

where ∑
=

=
k

i

kxkx
1

)0()1( )()(  and k=1, 2, 3…t. 

The generated mean sequence Z(1), of X(1) is defined as  

))(),.....,3(),2(),1(( )1()1()1()1()1( tzzzzZ =  (3)

where )()1( kz is the mean value of adjacent data, i.e. 

( ))1()(
2
1

)( )1()1()1( −+= kxkxkz and k=2, 3,…, t. 

Therefore GM(1,1) model can be established as follows: 

bax
dt

xd =+ )1(
)1(

 (4)

a and b are sequence of parameters and can be found as follows 
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According to Eq. (4),  

a

b

a

b
xekx ak

p +⎟
⎠
⎞

⎜
⎝
⎛ −=+ − )1()1( )1()1(  (6)

Therefore the predicted data )1()1( +kx p
of the data sequence X(0) can be computed as 

follows 

)()1()1( )1()1()0( kxkxkx ppp −+=+  (7)

Now the prediction error can be computed as follows 

|)1()1(|)1( )0()0( +−+=+Δ txtxt p  

If ε<+Δ )1(t , the sensor node need not to transmit )1()0( +tx to the sink node. 

Otherwise it must send )1()0( +tx to sink node. The sink node will also execute the 

same prediction algorithm for same energy data. It is very important to synchronize 

iPEQ ,sink
and 

isensorPEQ ,
. 
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5   Simulation Results 

In this section we present the simulation results of naive approach and prediction 
based approach for energy map construction that is based on grey system theory. For 
this work we have assumed the sensor network to be static and homogeneous and 
replacement of batteries is unfeasible and impossible. To analyze the performance of 
proposed system, we have implemented a grey system theory based energy map 
construction scheme on ns-2. Compared to other prediction based approaches, grey 
system theory has been found light weight. 

5.1   Optimal Sequence Length 

Generally, if longer sequence of data is used for prediction, it may produce more 
accurate prediction. But, at the same time it will consume more storage at sensor node 
and computational complexity. As shown in Fig. 2, the optimal value of sequence 
length is 3, at which prediction accuracy is maximum. We have chosen randomly five 
sensor nodes, each having 30 continuous values of their energies. We performed 
simulation for t=0 to 9 for all five sensor nodes and plotted average value of 
prediction accuracy at each value of t. 
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Fig. 2. Optimal queue length 

5.2   Predicted Value and Correct Value of Energy 

We simulated our approach for 100 sensor nodes having 1J of initial energy for 
1000s. Fig. 3 shows that by using grey system theory based prediction we have to 
send only three packets (167, 515, 789) when the prediction error is less than 
maximum acceptable error,ε , while naive approach will send eight packets (120, 
173, 399, 502, 639, 781, 875, 985). This shows a significant reduction in number of 
packets sent for energy map construction, hence saving in energy.  
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Fig. 3. Energy packet transmission for energy map construction 

6   Conclusion 

Energy maps can be very useful in lifetime maximization of wireless sensor networks. 
In this paper, we have proposed a prediction based approach of energy map 
construction. The algorithm makes the prediction based on grey system theory. Grey 
system theory is a widely used prediction method for various engineering streams. In 
the proposed approach the sink node collects the energy information predicted by 
sensor node if the prediction error is greater than the maximum acceptable prediction 
error. Simulation results prove the effectiveness of the proposed approach. It reduces 
up to 30% message exchange for energy map construction than naive approach. 
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Abstract. In wireless sensor network, data fusion is considered an essential part 
for preserving energy. Periodic data sampling leads to enormous collection of 
raw facts, the transmission of which would rapidly deplete the sensor power. In 
this paper, we have performed data aggregation on the basis of entropy of the 
sources. The entropy is computed from the local and global probability models. 
The models provide assistance in extracting high precision data from the sensor 
nodes. Further, we have proposed an energy efficient method for clustering the 
sensor nodes. Initially the sensors sensing same category of data are placed 
within a distinct cluster. The remaining unclustered sensors estimate their 
divergence with respect to the clustered neighbors and ultimately join the least-
divergent cluster. The performance of our proposed methods is evaluated using 
ns-2 simulator in terms of entropy, aggregation cycles and energy utilization. 
The simulation results confirm the validity and efficiency of our approach.  

Keywords: Wireless sensor network, node clustering, Kullback-Leibler 
directed divergence measure, Jeffrey’s symmetric divergence measure, data 
aggregation, entropy, fuzzy-entropy, local and global probability measure. 

1   Introduction 

The energy consumption in wireless sensor network (WSN) has created enormous 
awareness among the researchers for increasing the network lifetime. The sensor 
network is considered to have prospective results in terms of dynamism and diversity 
in everyday applications. A WSN is formed with small electronic devises possessing 
self-configuring capability that are either randomly deployed or manually positioned 
in huge bulk [1]. Moreover, the sensor network exhibits less mobility than the mobile 
adhoc networks. The sensor network is basically designed to monitor hostile 
environments, as a result of which it becomes extremely difficult to replace or 
recharge the sensor batteries. Such constraints demand energy efficient resolutions to 
enhance the performance of sensor network. The proliferation of sensor network has 
created the urge of exploring novel ideas for data aggregation, thereby lessening the 
transmission cost. However, the aggregation schemes would require efficient 
clustering protocols to well-implement it’s functioning. Therefore, we have proposed 
an aggregation and clustering protocol for the prolonged existence of sensor network. 



An Entropic Approach to Data Aggregation with Divergence Measure Based Clustering 133 

The remainder of this paper is organized as follows. A brief survey of previous 
research carried out in the related field is included in section 2. Our proposed 
clustering technique based on divergence measure is provided in section 3. In section 4 
the proposed fuzzy-entropy based aggregation scheme has been elaborated. Section 5 
shows the performance evaluation of our proposed method. Finally, the paper is 
concluded in section 6 along with directions for further scope. 

2   Related Work 

Significant amount of research has been carried out in achieving the goal of 
increasing the network lifespan through clustering and aggregation. Several methods 
of data aggregation [2] depend on the topology of the sensor network. For instance, a 
tree-based data aggregation protocol [3] constructs a simple topology based on a 
parent and child association. However, large transmission delays and poor rate of 
aggregation makes it unsuitable for the dynamic applications. Further, we have 
centralized aggregation protocol [4], in which aggregation is done only at the sink 
(data processing center). As a result, such protocols lead to heavy workload and 
unnecessary packet drops. There are other clustering schemes based on static [5-7] 
and dynamic cluster aggregation [8-10]. In case of static environment, the clusters are 
formed in the initial stage and the aggregation is carried out by the cluster heads. The 
clusters once formed remain unchanged throughout the network lifespan. This 
procedure is suitable for area monitoring (recording earthquake, temperature, 
humidity, etc.), but not supported over wide range of applications, like- forest fire 
supervision, wildlife monitoring, target tracking, etc. Therefore most of the research 
awareness can be found in dynamic cluster aggregation schemes, where clusters are 
formed dynamically and updated on sensing environmental parameters followed by 
aggregation at the cluster head. The clusters formed in this case, are also known as 
adaptive clusters.  

In this paper, we propose a dynamic cluster aggregation algorithm to perform 
aggregation of data at two levels: sensor node and cluster head. With the use of 
entropy and information theory, we attempt to reduce the transmission and processing 
cost with increase in the relevance of aggregated data.  

For the evaluation of the performance of our proposed strategy, we make a 
comparative analysis with two well-known clustering protocols: Hybrid Energy-
Efficient Distributed Clustering (HEED) [19] and an inference clustering protocol 
based of Belief Propagation (BP) [20]. HEED is a distributed clustering approach that 
operates in energy efficient manner and helps in prolonging network lifetime. It is 
scalable over large network sizes and performs load balancing within clusters. 
However, frequent computation of communications cost and broadcasting among 
neighbors degrades its performance. As a strong counterpart, BP clustering method 
offers energy effective solutions based on belief calculations with potential functions. 
Though BP performs better than HEED in terms of clustering the network and packet 
delivery performance, but long-length messages induce larger overheads in message 
passing. This makes transmission cost higher in case of BP. Previous simulations 
have shown a marginal difference in network lifetimes contributed by these protocols. 
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3   Proposed Divergence Measure Based Clustering Technique 

Clustering is the process of assigning a set of sensor nodes, with similar attributes, to 
a specified group or cluster. There is a wide hierarchy of clustering algorithms 
available for different types of sensor network applications. 

In our research, we have proposed a new energy efficient clustering algorithm that 
operates in two phases: preliminary and final clustering phase. In preliminary phase, 
sensor nodes sensing same category of data are placed in a distinct cluster. In final 
phase, the remaining unclustered sensors estimate their divergence with respect to the 
clustered neighbors and ultimately join the least-divergent cluster. 

3.1   Preliminary Clustering Phase 

The formation of preliminary clusters is purely distributed and is based on the sensed 
data. The proposed clustering method is independent of predetermination of number 
of clusters, geographic positioning and distance measures. 

We have used a window function ( )⋅φ  to normalize the sensed data so as to scale 

the value within the range [ ]10L . Let us assume, a  and b  to be the minimum and 

maximum value of the environmental parameter to be monitored and ( )txavg  be the 

average of the set of data sensed for the time interval t . The window function can be 
defined as follows: 

 
                
                
 
 
               (1) 
 
 
 
 
 
 

The sensors use the window function to map the data into one of the formats [11]. 
All the nodes that sense the same format in 1-hop distance groups together to form a 
preliminary cluster.  

In the initial phase, the node with maximum energy within the preliminary cluster 
is appointed as the cluster head. It maintains a duration timer to keep track of the 
period for which it remained cluster head. Once appointed the node functions as 
cluster head till its duration timer expires. On the expiration of the timer, the role of 
cluster head rotates to other probable nodes whose residual energy qualifies above a 
minimum predefined energy threshold ( )EΩ . The head rotation performs load 

balancing within the clusters. The cluster head assigns a unique cluster id to all the 
cluster members and also keeps account of the cluster probability. 
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Though the idea of preliminary stage of cluster formation is simple to implement 
but due to some situations (boundary value or out-of-bound data sensing) few nodes 
in the network might still remain unclustered. This problem is solved by our final 
clustering phase. 

3.2   Final Clustering Phase 

The final clustering phase ensures that all the nodes in the sensor network get 
clustered. The process begins with an unclustered node discovering one or more 
clustered neighbour in its direct hop. The node then obtains the array of probabilities 
of the sensed data from its neighbours that are distinctly clustered. However, if there 
is no clustered neighbour in 1-hop vicinity, then the node will wait till it discovers 
one. Since most of the nodes would be clustered in the first phase (in which spatial 
property of the node is exploited, i.e. node sensing same category data are put 
together in similar groups), fewer nodes would confront such isolation.  

The sensor nodes maintain the following information in its database, in order to 
calculate the divergence measure required for final clustering. 
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where s
ip  is the probability of ith data format from the sensor s and the probability 

sequence is denoted by sP . 

Derivation of divergence measure. We know that the entropy of the source can be 
given by the Shannon’s entropy ( )PH : 
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where S
i Pp ∈  and P  is Host Probability Model (LPM) of host sensor node. 

Moreover, the inaccuracy in data is given by: 
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where s
i Tt ∈ and T  is Remote Probability Model (LPM) of remote sensor node. On 

subtracting equation (4) from (3), we get Kullback-Leibler directed divergence 
measure [12]: 
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However, the directed divergence ( )TPD ||  is not symmetric divergence measure. 

This means ( ) ( )PTDTPD |||| ≠ , which would lead to error prone results. Therefore, 
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we consider the symmetric version of Kullback-Leibler, known as Jeffrey’s (J) 
divergence measure [13], by deriving it from equation (5): 
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Application of divergence measure. Every unclustered sensor node makes use of the 
J-divergence measure derived in equation (6) to calculate the divergence between 
itself and every other clustered (neighboring) sensor nodes. 
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where ( )si PTJ ||  denote the J-divergence measure between the thi  clustered node 

and ths  sensor node to be clustered. The unclustered sensor s will join the node x , 
with which its divergence is the least as compared to other clustered nodes. This 
process of clustering recursively continues till all nodes in the network are clustered. 

4   Proposed Data Fusion Algorithm Using Fuzzy-Entropy 

In the proposed work, we apply the data fusion approach for monitoring the variation 
in the temperature. However, generalization can be done to other environmental 
parameters, for instance- pressure, humidity, etc. 

Fuzzification of input data. We consider five data formats for recognizing the range 
of sensed data. The formats are represented by two well-known fuzzy membership 
functions - Sigmoidal and Generalized-bell membership function [14-15]. The 
Sigmoidal membership function is given by [ ]( )caxsigmfy  ,=  
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We have selected Generalized-bell membership function to model the moderate 

data formats: 2m (cold temperature) 3m (normal temperature) 4m (hot temperature). 

Moreover, Sigmoidal membership function has been chosen to model extreme data 

formats: 1m (very cold temperature) 5m (very hot temperature). These functions are 
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known for best representing maximum variation and smoothness. The temperature is 
continuous parameter which requires functions that can well represent its 
characteristics. Therefore, both the membership functions are appropriate in this 
regard. The simulation parameters of the membership functions are provided in table 
1 and 2 respectively.  

   Table 1. GBELLMF parameters table                      Table 2. SIGMF parameters table 

Data Formats a b c 

2m  2.86 2.43 12.60

3m  4.10 3.86 24.36

4m  2.86 2.43 35.60
 

Data 
Formats 

a c 

1m  −1.57 6.857 

5m  +1.57 41.640 
 

Sampling process. We assume that the sensors sense data for a time period of t 
seconds. Further, let { }5| == imM i . After t seconds, a sequence ( )tδ of L messages  

is generated: 

( ) iLiii mmmmt ,,,, 321 K=δ  (10)

The frequency if  of message im  is recorded. 

Local probability measure. On the basis of the frequency of occurrence of each 

message ( im ) with respect to sensor s , local probability is computed as: 
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such that ( ) 1
1
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s
ip . This probability function has been designed to capture the 

maximum variation. Finally, the entropy is calculated locally at each sensor s as the 
following: 
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All the sensors send ( ) ( )( )MHidsensor s
r,_  to the cluster head. The cluster head then 

computes an entropy threshold and sends an ack (acknowledgement) to selected 
sensors that qualify the threshold. This results in sensor compression. On receiving 
ack, sensors compute the mathematical expectation of the data value: 

( )
( ) ( )∑

=

=
n

i
i

s
i

s dpd
1

expc  (13)

Finally, the sensors send ( )
( )( )s

cdidsensor exp,_  to the cluster head. 
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Global probability measure. On receiving data and entropy from selected sources 
the cluster head computes a global probability

qp to capture the focused information 

(rather than capturing the variation in the information). Finally, the cluster head 
computes the expected value of the actual set of data received from the selected 
sensors: 

∑
=

=
||

1
expc

Q

q
iq dpd  (14)

The cluster head then sends ( )( )expc,_ didcluster  to the data processing node (sink). 

The performance of the aggregation further shows that our proposed approach is 
relevant as well as energy-efficient.  

Network timeline diagram. The network timeline diagram shows the working slots 
for initial cycle of our proposed work (figure 1). The network initiates with the 
gathering of data by individual nodes, also known as random sensing. The next stage 
in the cycle is our proposed preliminary clustering phase (PCP), on the completion of 
which data aggregation and final clustering phase (FCP) are executed in parallel 
thereby performing better time utilization. The data aggregation or data fusion phase 
(DFP) is further classified in local and global phases respectively. The local DFP is 
carried out by individual nodes with the help of local probability measure and the 
global DFP is performed by the cluster heads using the global probability measure. 
Since, the aggregation process is involved only within the cluster, the FCP can 
continue in parallel (outside the clusters) without collision. This efficient utilization of 
time ultimately results in significant energy savings. 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Network timeline diagram for the initial cycle 

5   Simulation and Performance Evaluations 

The simulation of the proposed clustering and entropy-based aggregation is 
performed using network simulator [16-18]. Moreover, on the basis of the tracing data 
generated in ns-2 and other log files, the graphical evaluation is generated using 
Matlab. In our simulation, the sensor nodes are randomly deployed over a network of 

Initial Cycle (C) 

RS PCP DFP + FCP 

: Local Data Fusion Phase 

: Global Data Fusion Phase 

: Final Clustering Phase 

: Random Sensing 

: Preliminary Clustering Phase 
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dimension 1000 x 1000 square meters. The simulation parameters used for the 
experimentation are specified in table 3. We have used Gaussian bell and Sigma 
membership functions to monitor the fuzzy environmental parameter (temperature). 
The trend of the membership function, over the range of temperature being 
monitored, is highlighted in figure 2.  

Our proposed clustering method uses divergence measure to discover clusters in 
the network. The clustered nodes keep track of the frequency of data formats sensed 
during the sampling period. The bar graph plotted in figure 3 displays the variation of 
local probability of different data formats with respect to a randomly chosen cluster in 
the sensor network. 

Further, figure 4 represents the local entropy sent by the sensors to their cluster 
head in a cluster. It is evident from the graph that node with id 5 gives highest entropy 
owing to the least variation of the same node in figure 3. Therefore, the fact that, least 
divergence is the implication of maximum entropy is verified 

Table 3. Simulation parameters used for performance evaluation 

Parameter Value 
Network dimension 1000 x 1000 meters2 
Number of nodes  50 nodes 
Sensor radius 115 meters 
Simulation Time 150 seconds 
Routing protocol DSDV 

Sampling time 5 seconds 
Number of samples 16 samples 
Number of data formats 5 formats 
Initial energy 100 joules 
Transmission power 2.500 watts 
Reception power 2.119 watts 
Data packet 24 bytes 
Entropy packet 22 bytes 
Ack packet 14 bytes 
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Fig. 2. The membership function for the 
monitored range of temperature 
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Fig. 3. Variation in the probability of data 
formats sensed by nodes in a cluster 
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Fig. 5. The number of aggregation cycles for 
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Fig. 6. Network lifetime in terms of alive nodes in the network 

In figure 5, network lifetime is highlighted in terms of the number of aggregation 
cycles performed with a given amount of energy. The elevation in the trend 
apparently shows that the increase in number of aggregated samples is achieved at the 
minor cost of minimum packets transmission. 

The graph presented in figure 6 shows the lifetime of the sensor network 
contributed by our proposed Divergence Measure based Clustering (DMC) + Entropy 
based Data Aggregation (EDA) along with HEED and BP [19-20]. The maximum 
message size of BP is 74 bytes which are forwarded frequently in the network for the 
purpose of updation of local belief by individual nodes. As a result of which we find 
degradation in the performance of BP. Though BP performs lesser re-clustering than 
HEED, but owing to the smaller size of the messages in HEED (29 bytes) it achieves 
marginally better results. However, our proposed DMC+EDA protocol presents best 
results comparatively. The packet size of our protocol is maximum 24 bytes 
(minimum size being 14 bytes) which reduces the transmission cost to a greater 
extent. Moreover, sending the entropy of nodes in the first phase of data aggregation 
followed by actual data (expected value) in second phase actually reduces the bulk of 
packets transfer, thereby increasing the network lifetime. 

BP

HEED

DMC+EDA
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6   Conclusion 

In this research, we have demonstrated that our proposed clustering protocol in 
wireless sensor network provides significant energy savings. The clustering process is 
purely distributed and is based on the sensed data, regardless of geographic 
positioning and distance measures. Furthermore, the simulations of our proposed 
methods have shown outperforming results. The entropy measurement facilitates the 
efficient selection of maximum information bearing nodes, which further makes more 
accurate aggregation at the cluster head. The simulation results have also clarified that 
our proposed data aggregation technique performs in energy efficient manner. 
Therefore, it can be concluded that entropy based fusion is relevant in terms of 
information, network lifetime as well as energy utilization.  

Thus far, we have calculated the precision of sensor data on the basis of local 
probability model. This approach can be further extended to a global probability 
measure, to be performed at the cluster head. Furthermore, the working slots to 
aggregate data can be explicitly defined for the intermediate cycles, once the whole 
network is clustered. Moreover, the energy consumption in the network can also be 
analyzed for several aggregation cycles.  
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Abstract. Wireless Sensor Networks (WSNs) are wireless networks consisting 
of a group of small, inexpensive nodes, which collect and disseminate 
significant data. Nodes in a wireless Sensor Networks have various energy and 
computational constraints due to their inexpensive, random method of 
deployment. Wireless sensor networks are utilized in a wide range of 
applications including battlefield surveillance, smart home environments, 
habitat exploration of animals and vehicle tracking. Energy efficiency is one 
critical issue for sensor networks because many sensors are equipped with 
batteries that have limited life time. In this paper, comparison of energy 
efficient routing protocols for Wireless Sensor Networks using spatial 
correlation based collaborative medium access control is proposed. A model for 
WSN is proposed using spatial correlation based collaborative medium access 
control (CC-MAC) with AODV and DSR and DSDV. Simulation results have 
been obtained by using Ns2. From the results, the performance of AODV is 
better compared to the other two protocols such as DSR and DSDV.  

Keywords: Wireless Sensor Network (WSN), Spatial Correlation, Medium 
Access Control (MAC), Correlation based Collaborative Medium Access 
Control (CC-MAC), Adhoc On Demand Distance Vector Routing (AODV), 
Dynamic Source Routing (DSR), Destination Sequenced Distance Vector 
(DSDV). 

1   Introduction 

An emblematic sensor node in WSN consists of a wireless communication unit and a 
processing unit, a sensing unit, and a power supply unit. The energy source of a node 
is generally considered non-rechargeable. Therefore energy conservation is a major 
research challenge in WSN. For practical deployment, Wireless Sensor Networks 
must be energy efficient. Using Energy as a vital resource in WSNs, Several MAC 
protocols have already been proposed to get higher energy efficiency during long idle 
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period of the sensors[3] . Each sensor node in a WSN has three basic units, The 
sensing unit can sense various phenomena including light, temperature, sound and 
motion around its location. Process unit packetizes the sensed data and the 
transmission unit sends the packetized data to a base station, data receiving and data 
sending process are carried out by communication unit. Sensing unit consumes less 
energy than communication unit because most of the energy is consumed during data 
receiving and data sending which are carried out in communication unit. In Wireless 
Sensor Networks, an energy efficient medium access control protocol is required for 
obtaining higher energy efficiency in very difficult operating conditions, where node 
and link failures are common. The MAC protocol manages radio transmissions and 
receptions on a shared wireless medium. Therefore MAC has a very high effect on 
network performance and energy consumption.  

2   Related Work  

A brief literature survey is presented in the following section: 

Due to the spatial correlation between the sensor nodes, it may not be necessary for 
every sensor nodes to transmit its data to sink node [1]. A draw back of the work is 
that only one type of phenomenon is sensed by the sensor nodes in a network [1]. A 
Spatial Correlation Based Medium Access Control protocol is developed to filter out 
redundant data. Therefore energy consumption of the network is reduced [2]. The 
specific requirement of wireless sensor real time MAC protocol is developed and the 
taxonomy for real-time MAC protocol in wireless sensor networks is proposed [3]. 
The concepts of MAC layer related sensor network properties and the reasons of 
energy waste are discussed [4]. An energy aware management of sensor networks that 
maximizes the lifetime of the sensors and reduces energy consumption by 
dynamically assigning the routes and arbitrate medium access [5]. Under minimum 
energy usage the spatio-temporal sampling rate of the network is determined [6]. 

3   Proposed Model  

A wireless radio is the most energy consuming unit of a sensor node in WSN. It can 
operate in four different states. They are transmit, receive and idle and sleep. When 
the nodes are in active state, almost all the nodes consume the same energy. There are 
several ways to reduce the energy consumption in WSN. One way of reducing the 
energy consumption is, by using only a required set of nodes as active and thereby 
reducing redundant network traffic, decreasing packet forwarding delay, to help in 
avoiding packet collisions. The other way is to put few sensor nodes into sleep state 
and use only necessary node to be in active mode for sensing and communication.  

In proposed work, the routing protocols such as AODV, DSR and DSDV are 
considered only to analyze the behavior of CC-MAC protocol also the proposed work 
considers spatial correlation which is exploited on the medium access control layer. A 
model for wireless sensor network has been designed and shown in Figure 1. Event 
source is represented as S. Total number of nodes available in an event area is N, 
Each node in the sensor field observes the noisy version of event information Xi (n),  
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Si (n) is spatially correlated to event source S. Each node has to encode its observation 
for the purpose of reporting an event information to sink node. Sink is available at the 
other end which is responsible for decoding the information to get an estimated value 

of Ŝ [1]. Network Simulator (Ns2) has been used for simulation of comparison of 
energy efficient routing protocols for wireless sensor network using Collaborative 
based medium access control. Parameters such as network area, initial energy, and 
transmitting power, receiving power, idle power, data rate and bandwidth values are 
tabulated in table I which have been used in the proposed model. 

Table 1. Simulation Parameters 

S.No Parameters Sizes 

1. Network Area 1500 X 1500 
2. Number of Nodes 50 
3. Packet Length 250 bytes 
4. Initial Energy 1000 joules 
5. Bandwidth 2 MHz 
6. Data Rate 1 Mbps 
7. TransmittingPower 1 mW 
8. Receiving Power 1 mW 
9. Idle Power 1 mW 

10. Sleep Power 0.001 mW 

 

Fig. 1. Model for Wireless Sensor Networks – Encoder part 

In Figure 1, The encoder part is labeled as E and the decoder part is labeled as D in 
Figure 2. Spatial Correlation based MAC protocol is developed (CC-MAC) to prevent 
redundant transmission from closely located neighbors and to regulate the medium 
access. Spatial correlation MAC protocol achieves high performance in terms energy. 
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Fig. 2. Model for Wireless Sensor Networks – Decoder part 

Total number of nodes available in an event area is N, where the event source is S. 
Each node in the sensor field observes the noisy version of event information Xi(n), 
Si(n) is spatially correlated to event source S. Each node has to encode its observation 
for the purpose of reporting an event information to sink node. Sink is available at the 
other end which is responsible for decoding the information to get an estimated value 

of Ŝ . At a time n, each observed sample is denoted as Xi(n), equation is formed as, 

[ ] [ ] [ ]X n S n N ni i i= +  (1)

where the symbol i denotes the spatial location of the node ni , i.e. (xi,yi), Si(n) is the 
realization of the space-time process s(t,x,y) at time t= tn and (x,y)=( xi,yi) and Ni(n) is 
the observation noise [1]. {Ni(n)} is a sequence of i.i.d Gaussian random variables of 

zero mean and variance 2
Nσ . We assume that the noise each sensor node encounters 

is independent of each other, i.e., Ni(n)and Nj(n) are independent .Each observation 
Xi (n) is then encoded into Yi(n) by the source-coding at the sensor node as, 

[ ] ( [ ])Y n f X ni i i=    (2)

The information is transferred to the sink through the network. The sink on the 

other hand decodes the received data to reconstruct an estimation Ŝ  of the source S. 

ˆ ( [ ], ..., [ ]; ...; [ ], ..., [ ])1 1 1 1S g Y n Y n Y n Y nN Nτ τ=  (3)

Based on the data received from N nodes in the event area over a time period τ, the 
time difference between tn1 and tnτ  is expressed as, 

1
t tn nτ τ= −  (4)

4   Spatial Correlation in Wireless Sensor Networks 

Spatial correlation between the sensor nodes helps to prevent redundant data during 
transmission. In wireless sensor network, when an event occurs in a sensor field, the 
nodes which are very nearer to that event area detect the event information and it is 
sensed by the neighborhood nodes. Every node transmits its own data to sink which is 

       Wireless Sensor Network 

D D D D D 
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highly correlated that results in redundant transmission. It is not requisite for all the 
nodes in the sensor field to send the data to the sink. Redundant transmission in a 
network is reduced by decreasing the selecting the subset of sensor nodes. The subset 
nodes efficiently transmits the data to sink. The filtration of redundant data and the 
maximization of network lifetime is increased by designing the efficient MAC 
protocol. The spatial correlation region is defined as the region in which all the sensor 
nodes send the readings which are similar in nature and therefore it is enough to send 
a single report to represent the correlation region [8].  

                                                                                        Correlation Region          

 

Fig. 3. Representation of Correlation Region 

Fig.3. shows the representation of correlation region. 

corr { Si,,Sj }  = ρi,j =  Kv(d i,j) = E [Si, Sj ] 
                                                 σ²s 

(5)

where di,j = ρsi – ρsj where ρ denotes the distance between nodes ni and nj located at 

coordinates Si and Sj, respectively, and ( )kv ⋅  is the correlation model or covariance 

model. The covariance function is assumed to be non-negative and decrease 
monotonically with the distance. Covariance model is categorized into four types, 
they are, 

i) Spherical Model 
ii) Power Exponential Model 
iii) Rational Quadratic Model 
iv) Matern Model 

In this paper Power exponential model has been considered [1] . The covariance 
function is given by 

2( / )1( ) ; 0, (0, 2]1 2
dPEK d ev

θθ
θ θ

−
= > ∈  (6)

From the above equation (6), Kv represents covariance function and PE represents 

power exponential model. For 12θ = , the model becomes exponential, while for 

22θ =  squared exponential. The parameter θ1 is important because it controls the 

relationship between the distance d i,j and ρi,j.   
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4.1   Distortion Constraint  

Distortion is one of the reliability constraint. The distortion increases when the sensor 
nodes fail to report the event from within the defined correlation region. The 
correlation region is changed dynamically according to the observed reliability. At 
sink node, the distortion is given by, 

D = E[d(S, Ŝ )] (7)

where D is the Distortion value and S is the event and Ŝ  is the estimated value of S. 
Mean-squared error is used as the distortion metric 

2ˆ( ) [( ( )) ]D M E S S M= −  (8)

D(M) shows the distortion achieved at the sink as a function of number of nodes M 
that send information to the sink and correlation coefficients ρ(i,j). and ρ(s,i) between 
nodes ni and nj, and the event source S and node ni, respectively [1]. It is denoted as, 

4
2( ) 2 1( , )2 2 1( )

6

( , )2 2 2 2 1( )

MsD M s s iiM s N

M Ms
i jj iiM s N

σ
σ ρ

σ σ

σ
ρ

σ σ

= − − +∑
=+

∑ ∑
≠=+

⎛ ⎞⎜ ⎟
⎝ ⎠

 (9)

4.2   Simulation Results for Distortion Constraint  

The wireless sensor network is implemented in Ns2 with fifty nodes in random 
deployment. Representative nodes are selected randomly among 50 nodes and the 
distortion function is calculated according to the locations of these nodes. From the 
simulation, the correlation coefficient between the sensor nodes and the event and 
also the average distortion are calculated, the distribution of the distortion for each 
number of representative nodes is shown in figure 4 &5. For the analysis, θ2 = 1 and 
θ1 ={10, 50, 100, 500, 1000, 5000, 10000} have been considered in the covariance 
model for the covariance function.  

 

Fig. 4. Correlation coefficient between the sensor nodes and the event 
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Figure 4 shows the correlation coefficient between the sensor nodes and the event. 
Figure 5 shows the distortion according to changing the representative node number.  

 

Fig. 5. Distortion according to changing representative node number 

As shown in Figure 4 & 5, the achieved distortion stays relatively constant when 
the number of representative nodes is decreased to 15. This behavior is due to the 
highly redundant data sent by the sensor nodes that are close to each other. In 
addition, with increasing θ1, the observed event distortion decreases since close nodes 
become less correlated with increasing θ1. 

5   Collaborative Based Medium Access control (CC-MAC) 

When a specific source node, in , transmits its event record to the sink, all of its 

correlation neighbors have redundant information with respect to the distortion 

constraint, maxD . This redundant information, if sent, increases the overall latency 

and contention within the correlation region and results in wasting of energy in WSN. 
The proposed work deals with collaborative based MAC protocol (CC-MAC). 
CCMAC aims to prevent the transmission of such redundant information and 
prioritize the forwarding of filtered data to the sink. 

In WSN, the sensor nodes have the dual functionality of being both data originators 
and data routers. Hence, the medium access is performed for two reasons: 

 Source function  
 Router function 

Source nodes with event information perform medium access in order to transmit 
their packets to the sink and the router function is used to forward the packets 
received from other nodes to the next destination in the multi-hop path to the sink [1]. 

CC- MAC protocol contains two components, Initiate MAC and Route MAC 
corresponding to the source and router functionalities. Initiate MAC (I-MAC), filters 
out the correlated records. Route MAC (R-MAC) ensures prioritization of route-thru 
packets. Both I-MAC and R-MAC use a CSMA/CA based medium access control 
with appropriate modifications. The information about correlation formation is 
embedded inside the RTS/CTS/DATA/ACK packets. Each node is informed about the  
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 Start Calculating D(M) by setting    M=N 
 

 Check if D(M) < Dmax  
 

 Run VQ  
 (i)   Generate Multiple Topologies  

                with  M nodes 
 (ii)  Locations of Sensors nodes will be   

                changed for each topology 
(iii) Calculate r(s,i), r(i,j) using q1 
(iv) Calculate D(M) 
 

 Repeat the above steps while  
       D(M) <   Dmax      
 

 End the result by calculating the    
               values of M* 
                 M* = argmin { D(M) < Dmax } 
 

correlation information about a node using these packets. A node performs I-MAC 
when it has to transmit its sensor reading to the sink, while R-MAC is performed 
when a node receives a packet and tries to forward it to the next hop. 

 

Fig. 6. Structure for RTS, CTS, Data Packet 

5.1   Iterative Node Selection Algorithm 

To select the representative node in a sensor field, the INS algorithm is used [1]. 
Vector Quantization (VQ) method is adapted to analyze correlated region in WSN 
field. It is named as voronoi region.  

Pseudocode for the proposed model is 
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6   Routing Algorithms 

Two types of routing protocols are Proactive protocols and reactive protocols [7]. 
Proactive Routing Protocols maintain fresh list of destinations and their routes by 
periodically distributing routing tables throughout the network. The main 
disadvantages are respective amount of data for maintenance and slow reaction on 
restructuring and failures. Reactive Protocols are also known as On-demand 
protocols. These type of protocol find a route on demand by flooding the network 
with route request packets. Three different routing protocols are considered to analyze 
the behavior of CC – MAC Protocol. They are AODV and DSR, DSDV. Dynamic 
Source Routing is shortly known as DSR and Adhoc On Demand Distance Vector 
Routing is known as AODV, DSDV is known as destination sequenced distance 
vector routing protocol. DSDV is a proactive table driven protocol, The basic 
improvements made include freedom from loops in routing tables, more dynamic and 
less convergence time [10]. DSDV is an elementary and moderately less complex 
protocol which is a suitable fit for less dense network i.e. targeted to function 
exquisitely on small node density. DSDV does work, essentially, by sharing routing 
information with neighboring nodes, which is stacked away by each node in the form 
of tables. DSR uses source routing. Timer activities are not directly involved in DSR 
also certain multiple route cache entries per destination are used. The main feature of 
DSR is source routing. i.e, the sender knows the complete hop-by-hop route to the 
destination. These routes are stored in a route cache. The data packets carry the source 
route in the packet header. Ad-hoc on demand vector is an on demand routing 
protocol which is used to find a route between the source and destination node as 
needed. AODV is preferable mostly because, 

 Uses sequence numbers to avoid loops 
 Quick adaptation to dynamic networks 
 Unicasting and multicasting is possible 
 Avoids counting to infinite problems 

AODV is also appropriate for working in restrictive environments. It has the ability 
to intercommunicate with the endpoints which cannot be accessed directly. 

7   Simulation Results  

Energy efficient routing protocols for wireless sensor networks using spatial 
correlation based collaborative medium access control has been implemented using 
Ns2. The parameters such as end to end delay, packet delivery ratio and packet loss, 
energy consumption have been compared with AODV, DSR & DSDV 

7.1   Comparison of End to End Delay with AODV, DSR, DSDV 

End to End delay is defined as the ratio between sum of individual data packet delay 
to the total number of data packets delivered. 

End to end delay = [(Sum of Individual data packet delay) / (Total number of data   
                                   Packets delivered)] 
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Fig. 7. End to End delay 

Fig.7 shows the variation of end to end delay against time. 

Table 2. End to End delay 

S.No 
Time in 
(sec) 

Protocols
End to End     
Delay (ms) 

1. 5 

DSDV 

1.02 
2. 25 1.13 
3. 50 1.24 
4. 75 1.43 
5. 95 1.55 
1. 7 

DSR 

1.12 
2. 27 1.19 
3. 53 1.23 
4. 77 1.41 
5. 97 1.62 
1. 10 

AODV 

0.94 
2. 30 0.98 
3. 55 0.99 
4. 80 1.00 
5. 100 1.02 

It is observed from Figure 7 and Table 2 that as simulation time increases, the end 
to end delay with DSR and DSDV is higher than that of AODV. This is because 
DSDV is applicable for less dense network. DSR is designed for multihop wireless 
networks but AODV is a routing protocol which has ability to create a route to 
destination only on demand.  

7.2   Comparison of Packet Delivery Ratio with AODV, DSR, DSDV 

Packet Delivery ratio is the percentage of the ratio between total number of data 
packets successfully delivered to the total number of data packets sent.  
 

Pdr= [(Total number of data packets successfully delivered) / (Total number of data    
            packets sent )] * 100% 
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Fig. 8. Packet Delivery Ratio 

Fig.8. shows the variation of packet delivery ratio against time 

Table 3. Packet Delivery Ratio 

S.No 
Time in 
(Sec) 

Packet Delivery Ratio (%) 
          DSDV            DSR           AODV 

1. 0 0 0 0 
2. 10 12 17 20 
3. 20 23 21 34 
4. 40 34 41 46 
5. 50 44 48 56 
6. 60 57 55 59 
7. 70 65 68 69 
8. 75 74 79 82 
9. 80 85 86 87 

    10. 85 88 90 91 
    11. 90 94 92 95 
    12. 100 97 95 97 

It is observed from Figure 8 and Table 3 that at simulation time of 10 sec, AODV 
has the highest (100%) of packet delivery ratio, DSR has 15% lesser packet delivery 
ratio compared to that of AODV and DSDV has 40% lesser packet delivery ratio 
compared to that of AODV. This is because DSR uses multiple route cache entries per 
destination and in DSDV, periodically advertises a node’s interconnection topology with 
the other nodes. AODV uses traditional routing tables, one entry per destination. 

7.3   Comparison of Packet Loss with AODV, DSR, DSDV 

Packet Loss is obtained by subtracting the number of packets sent by the source to the 
number of packets received by sink. 

Packet Loss = (Number of packets sent by source ) – ( Number of packets received by   
                                                                                        sink) 
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Fig. 9. Packet Loss 

Fig. 9. shows the variation of packet loss against time 

Table 4. Packet Loss 

S.No 
Time in 
(Sec) 

Packet Loss  (Bytes) 
              DSDV               DSR             AODV

1. 0 0 0 0 

2. 5 7 5 2 

3. 10 18 14 9 

4. 20 39 35 19 

5. 30 48 46 26 

6. 40 57 52 33 

7. 50 69 65 48 

8. 60 75 77 56 

9. 70 95 82 62 

    10. 80 112 92 72 

    11. 90 131 121 86 

    12. 100 163 156 96 

It is observed from Fig 9 and Table 4 that at simulation time of 80 sec, AODV 
shows the lowest packet loss and DSR has a packet loss about 12% greater than that 
of AODV,DSDV has a packet loss about 15% greater than that of AODV . This is 
because AODV uses a broadcast route discovery algorithm and then Unicast route 
reply message. Also, AODV has the ability to provide Unicast, Multicast and 
broadcast communication.  

7.4   Comparison of Energy Consumption with AODV, DSR, DSDV 

Energy Consumption is defined as the ratio between sum of energy expended by each 
node to the total number of data packets delivered. 

Energy Consumption = [(Sum of energy expended by each node) / (Total number of  
                                           data packets delivered)] 
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Fig. 10. Energy Consumption 

Fig. 10. shows the variation of energy consumption against time 

Table 5. Energy Consumption 

S.No 
Time in 
(Sec) 

Energy Consumption in (joules) 

            DSDV              DSR             AODV 

1. 0 0 0 0 

2. 10 13 15 8 

3. 20 28 25 22 

4. 40 44 45 38 

5. 60 51 56 49 

6. 80 64 67 53 

7. 100 78 73 61 

It is observed from Fig 10 and Table 5 that at simulation time of 100 sec, AODV 
shows the lowest energy consumption. DSR has energy consumption about 12% 
greater than that of AODV and DSDV has an energy consumption of 13% greater 
than that of AODV. This is because DSR needs support from MAC layer to identify 
the link failure . In DSDV, an additional table is maintained by the mobile nodes that 
stores the data sent in the incremental routing information packets but in AODV, a 
route between the source and destination node is found only when they are needed. 

From figure 7,8,9,10 and table 2,3,4,5, it is observed that the proposed energy 
efficient routing protocols for wireless sensor network using collaborative based 
medium access control with AODV performs better with higher packet delivery ratio, 
lesser end to end delay and lesser packet loss, lesser energy consumption than that of 
DSR and DSDV algorithms. 

8   Conclusion and Future Work 

Energy efficient routing protocols for wireless sensor network using collaborative 
based medium access control is proposed in this paper. The spatial correlation 
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between the sensor nodes is considered in the proposed algorithm. Using Ns2, 
wireless sensor networks are simulated and the proposed algorithm is implemented 
with spatial correlation based AODV, DSDV, DSR. The spatial resolution of nodes 
are controlled by deactivating the redundant nodes. The performance of CC – MAC is 
analyzed using Vector Quantization method. It yields better performance to achieve 
energy efficiency. Parameters such as, End to End delay and Packet drop rate and 
Packet delivery ratio and Energy Consumption are taken into account. Among the 
routing protocols AODV gives better results than DSR, DSDV. By reducing the 
redundant data from redundant nodes the spatial correlation based method proves that 
it is the suitable technique to attain energy efficient in WSN . In future work , field of 
grid and cluster head based algorithm will be detailed. Also, more number of routing 
algorithms will be considered to accomplish the energy efficient operation in a better 
way. In future, various network topology may be considered to proceed the work in 
different directions. 
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Abstract. The abstract should summarize the contents of the paper and should 
Palmprint recognition is an effective biometric authentication method to 
automatically identify a person’s identity. In this paper, phase congruency 
method is proposed to extract features from a palm-print image for 
authentication. The phase congruency is one of the promising methods to 
analyze the image as it is invariant to image contrast and therefore can extract 
reliable features under varying illumination conditions. The hand image is pre-
processed to get the desired Region of Interest (ROI) / palmprint. The palmprint 
features are extracted by phase congruency method and are stored in feature 
vector. Euclidean Distance similarity measurement method is used to compare 
the similarity/dissimilarity between two feature vectors. Experiments were 
developed on a database of 600 images from 100 individuals, with five image 
samples per individual for training and one image sample per individual for 
testing. 

Keywords: Palmprint, Palmprint Authentication, Phase Congruency, Euclidean  
distance. 

1   Introduction 

Personal identification using biometric methods is becoming popular in today’s 
automated world. Biometric authentication methods utilize automated techniques to 
authenticate a person’s identity based on his/her behavioral/physiological 
characteristics [1-3]. The main aim in biometric authentication is to find a suitable 
and effective biometric feature which can find the similarity or dissimilarity between 
individuals. The stable lines in the palmprint make it one of the most reliable 
biometric features for authentication.  

Palmprint is universal, unique, permanent, collectible, consistent, comparable, 
inimitable and tamper-resistant biometric method. Palmprint has several features like 
geometry features, line features, point features, texture features etc [4-16]. In this 
paper, line feature is analyzed for palmprint recognition. Line feature includes 
principal lines, wrinkles and ridges. There are several conventional methods that can 
extract the palmprint lines like Sobel operator, Prewitt operator, and Canny’s 
technique etc. [17, 18]. These methods works better on images captured under 
controlled illumination conditions and are highly sensitive to texture lines etc. A more 
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promising phase congruency line detection method is proposed. Phase congruency 
method is less sensitive to image distortions and poor illumination conditions. The 
phase congruency method performs better than the real wavelet transform method for 
palmprint authentication [9].  

The following section of the paper is organized as follows: Section 2 describes the 
basic of palmprint authentication system. In section 3 the phase congruency-based 
feature extraction technique is proposed. Section 4 presents feature matching by 
Euclidean Distance similarity measurement procedure. The experimental results are 
presented in Section 5, while section 6 concludes the paper. 

2   Palmprint Authentication System 

In this paper, the palmprint authentication system is divided in following two 
subsystems: 

(a) Pre- Authentication System 
(b) Authentication System 

In Pre-authentication system, a database of Phase Congruency features is prepared. 
In addition, Reference threshold value is also identified and stored in database. These 
values will be used in Authentication system. 

Image 
Acquisition 

Image Pre- 
processing 

Phase 
Congruency 

Method  

Euclidean 
Distance 
Similarity 
Measurement

Database 

Phase 
Congruency 
Features 

Reference 
Threshold 

 

Fig. 1. Palmprint Pre-Authentication system 

In Authentication system, the authenticity of a person is identified with the help of 
Reference threshold value stored in Pre-authentication system database. 

Image 
Acquisition 

Image Pre- 
processing 

Phase Congruency 
Method 

Euclidean 
Distance Similarity 

Measurement 

Reference 
Threshold 
Comparison 

Genuine or 
Imposter 

 

Fig. 2. Palmprint Authentication System 

Reference 
Threshold 
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3   Feature Extraction Using Phase Congruency Features 

The main aim of feature extraction is to get the desired features, here line feature from 
the palmprint image. Line feature includes principal lines, wrinkles and ridges. Line-
feature extraction technique which extracts a set of phase congruency features from 
palmprint image is proposed. There exist several palmprint recognition systems that 
use line and gradient-based feature extraction methods like Sobel operators [17], 
Canny [18], line directional detectors calculates the points of high intensity gradients 
to extract the line features in different directions. All these palmprint recognition 
methods are based on intensity gradients and therefore got affected by the image 
contrast and brightness. Here, phase congruency model for line feature extraction is 
proposed that is invariant to changes in image brightness and contrast.  

The phase congruency model [19] finds out the points in the palmprint where log-
Gabor filter response over various scales (s) and orientations (o) is maximal in phase. 

The 2D phase congruency ( )xPC D2  is defined as: 
D2

( )
( ) ( ) ( ) ( )( ) ( ) ( )( )( )⎣ ⎦
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xPC

ε

φφφφ 0

2

 

(1)

where x  is the pixel location in the spatial domain. ( )xWo  is weighing function of 

phase congruency by frequency spread at orientation o. ( )xAso  denotes the 

amplitude of the grey scale palmprint image. ( )xsoφ  denotes the phase response of 

palmprint image at scale s  and orientation o  of log- Gabor filter. ( )xoφ  represents 

the mean phase angle at orientation o . ε  is small constant which prevents division 

by zero. ⎣ ⎦  symbol denote that the enclosed quantity is equal to itself when its value 

is positive and zero otherwise. 0T  is the estimated noise energy at orientation o. 

The sample of Phase Congruency feature extracted from palmprint image is shown 
in Fig.3. 

 

Fig. 3. Feature Extracted by Phase Congruency method on palmprint image 

The Phase Congruency method is applied on the palmprint image and Phase 
Congruency Features extracted. The number of phase congruency features images 
depends on the number of orientations considered. Here the number of orientation 
considered is six. The phase congruency features (PCF) extracted and the binarized 
phase congruency features images are shown in Fig. 4. 
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              PCF1                      Binarized PCF1 

    
PCF2          Binarized PCF2 

    
PCF3           Binarized PCF3 

    
PCF4           Binarized PCF4 

    
PCF5          Binarized PCF5 

    
PCF6         Binarized PCF6 

Fig. 4. Phase Congruency Features and Binarized Phase congruency features 

Once a palm-print image is transformed by phase congruency model, the final 
feature vector FV is the energy at the considered value of orientation, constructed by 
computing the square and summation of the Phase Congruency image pixels (PCIP).  
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4   Feature Matching 

A matching algorithm describes the degree of similarity between two feature vectors. 
In a palm-print recognition system operating in verification mode the feature vector 
extracted from the given input palm-print image by the phase congruency method is 
compared (or matched) with the template associated with the claimed identity. The 
template is constructed during the enrolment stage. Here, Euclidean Distance 
similarity measure is used to produce the matching score. 

4.1   Euclidean Distance Similarity Measurement 

Euclidean distance involves computation of square root of the sum of the squares of 
the differences between two feature vectors as shown in (4). 

( )∑ −= 2
21 FVFVED  (4)

In palmprint authentication, Euclidean distance is defined as the square root of the 
sum of the squares of the differences between two feature vectors, FVDB, FV as shown 
in equation (5). 

( )∑
=

−=
m

k
kkDB FVFVED

1

2
,  (5)

where DBFV , FV are feature vectors from the database and the person came for 

authentication. ‘m’ is the number of orientation. 

4.2   Reference Threshold 

Euclidean Distance value “0” signifies both feature vectors are exactly same and a 
value approaching “0” signifies both feature vectors belongs to same hand. If the 
value of matching score (or Euclidean distance) defined by equation (5) is less than 
reference threshold value, then the feature vectors are considered to be from same 
hands (being genuine or authentic), otherwise different hands (being false or 
unauthentic). 

The hand image samples are divided into two groups G1 and G2. 
G1 group 

( )[ ]1211 ,......, −= MIIIP , ( )[ ]1212 ,......, −= MIIIP ,…….. 

( )[ ]121 ,......, −= MN IIIP  
(6)



162 J. Malik, G. Sainarayanan, and R. Dahiya 

G2 group 

[ ]MIP =1 , [ ]MIP =2 ,……………. [ ]MN IP =  (7)

Where Pi denotes ith person in group G1, G2, Ij denotes the jth palm image in group 
G1, G2.  

Table 1. Matching in group G1 among person P1 

i 
  j 

1 2 3  M-1 

1 X ED12 ED13 ……… ED1(M-1) 

2 ED21 X ED23 ………. ED2(M-1) 

: : : : : : 
: : : : : : 

M-1 ED(M-1)1 ED(M-1)2 ED(M-1)3  X 

In group G1, each hand feature vector in P1 is matched with all other (M-1) hands 
feature vector by Euclidean Distance similarity measurement method. The matching 
values are approaching “0” and are stored in threshold array.  

( ) ( ) ( )( )
⎥
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Similarly, all N hand image samples matching results are stored in Threshold array 
(TA).  

NA TATATAT +++= ........21  (9)

The minimum and maximum of matching values are found out from the threshold 
array (TA1, TA2,……..TAN) for each individual as shown in equation (10). 
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The accuracy of the system is identified by matching group G2 samples with group 
G1 samples using threshold values stored in threshold array. Finally, a threshold value 
is chosen where FAR and FRR is minimum, this value is called Reference threshold.  

In real time authentication system, if a person’s hand is compared with the samples 
present in the database, the authenticity depends on the matching score. If matching 
score (Distance value) is less than reference threshold, the person is considered to be 
genuine (present in the database) otherwise imposter.  

5   Experimental Results and Analysis 

A database of 600 palmprint images from 100 palms with 6 samples for each palm is 
taken from PolyU palmprint database [22].  
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5.1   Palmprint Authentication System 

The palmprint database is divided into two groups, first group (G1) consists of 100 
persons with each person having 5 palm sample images to train the system, and 
second group (G2) contains 100 persons with each person having one palm image 
different from the first group images. Second group is used as testing sample. The 
image size is 284×384 pixels. 

G1 group 

[ ]543211 ,,,, IIIIIP = , [ ]543212 ,,,, IIIIIP = ,….. [ ]54321100 ,,,, IIIIIP =
In G1 group each hand Pi contains 5 sample image I1-5. 

G2 group 

[ ]61 IP = ,   [ ]62 IP = ,……………. [ ]6100 IP =               

In G2 group each hand Pi contains only sample image I6. 
Image is pre-processed to get the region of interest. Pre-processing includes image 

enhancement, image binarization, boundary extraction, cropping of palmprint/ROI. 
The ROI size is 64×64 pixels. Sample of ROI is shown in figure 5. 

                      
   Palm Image                Palmprint 

Image Pre- 
Processing 

 

Fig. 5. Sample of ROI 

Feature extraction is done by Phase Congruency method to get the phase 
congruency features from the palmprint image. The feature vector contains the energy 
of the phase congruency image pixels. Feature vector of all hand images samples is 
calculated and stored in database.  

Euclidean Distance is used as a similarity measurement method for feature 
matching.  

5.2   Reference Threshold Calculation 

In group G1, each hand feature vector in P1 is matched with all other 4 hands feature 
vector by Euclidean Distance similarity measurement method. Similarly, all 100 hand 
image samples 2000 matching values are stored in Threshold array (TA).  

10021 ........ TATATATA +++=       

( )
( )

100,....1
max

min

=⎭
⎬
⎫

=
=

iAiAiMAX

AiAiMIN

TT

TT
       

The maximum and minimum values are found out from threshold array. 
The FAR and FRR are values are plotted with respect to threshold range values. 

From the graph the value of reference threshold is chosen where FAR and FRR are 
minimum. The authentication system accuracy is 98.1%. Plot of FAR and FRR is 
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shown in figure 6. The plot between accuracy and threshold is shown in Fig. 7. The 
values of FAR, FRR, Accuracy and Comparison time is tabulated in table II for scale 
4 and orientation 6. The relation of number of orientation with comparison time is 
tabulated in table III and plotted in Fig. 8.   

Table 2. Comparison of Reference Threshold, FAR and FRR with Accuracy 

Reference 
Threshold 

FAR FRR Accuracy 

1.06E+02 4.76E-02 2.02E-03 98.1 

1.95E+02 8.62E-02 1.82E-03 97.5 

2.84E+02 1.56E-01 1.52E-03 95.6 

3.73E+02 1.84E-01 1.42E-03 92.1 

4.63E+02 2.05E-01 1.12E-03 90.7 

5.52E+02 2.03E-01 1.12E-03 89.7 

 

Fig. 6. FAR Vs FRR 

 

Fig. 7. Accuracy Vs Threshold 
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Table 3. Comparison between Time and Window Size 

Number 
of 
orientation 

Comparison 
Time 

1 0.024 

2 0.00755 

3 0.00625 

4 0.00969 

5 0.00833 

6 0.0164 

 

Fig. 8. Comparison Time Vs Orientation 

The comparison of different methods with respect to accuracy and FAR FRR is 
tabulated in table 4.   

Table 4. Comparison between Different Methods 

Method FAR FRR Accuracy 

Directional 
operator [8] 

0.6 0.6 97.81 

DLEF [9] 2.08 2.08 97.50 

Sobel Code 
[23] 

1.82 8.5 94.84 

Proposed 
Approach 

0.0476 0.00202 98.1 

6   Conclusion 

In this paper, we have presented a promising approach of phase congruency for the 
extraction of discriminative palm-print features at different orientations. The phase 



166 J. Malik, G. Sainarayanan, and R. Dahiya 

information is obtained by using phase congruency method for detecting the edges of 
palmprint lines. The energy computed from the phase congruency image pixels is 
used for feature matching. The authentication system accuracy is 98.1 %. 
Experimental results clearly show that phase congruency methodology has the ability 
to discriminate similar palmprints. The future work is to explore the quality of phase 
congruency for different illumination and contrast. 
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Abstract. In this paper a 3D DWT algorithm is proposed for 4D imaging. In 
this proposed algorithm original image is preprocessed to 8X8X8 sub-blocks 
and is processed using Simulink model. The algorithm results obtained similar 
MSE and PSE compared to the referenced models. 

Keywords: 3D DWT, 4D. 

1   Introduction 

High speed, high resolution 4-D imaging systems could help surgeons account for the 
relative location of target tissue during involuntary movements such as respiration, 
heartbeat, and digestive motion in noninvasive surgery. Although the field has been 
the subject of research for several years, many areas for innovation exist and could 
apply to a range of noninvasive surgical therapies. The vision for Non-invasive 
Surgery is simple: the destruction of undesirable tissue in the human body without 
physically penetrating the body. As it is impossible for the surgeon to remove what he 
cannot see, capturing useful images of the undesirable tissue and the progress of its 
destruction during surgery is imperative. Different three dimensional (3-D) imaging 
modalities usually provide complementary medical information about patient anatomy 
or physiology. Four-dimensional (4-D) medical imaging is an emerging technology 
that aims to represent a patient’s movements over time. A 3-D medical image contains 
a sequence of parallel two dimensional (2-D) slice images representing anatomic or 
physiologic information in 3-D space. The smallest element of a 3-D image is a cubic 
volume called a voxel. A 4-D medical image contains a temporal series of 3-D 
images. 4-D images can be used for monitoring respiratory and cardiac motion. In 4-
D imaging technologies, progress has been made combining image registration and 
classification to provide intrinsic simplification and cross verification. 3-D images 
have been used clinically since CT was invented. Ultrasound imaging, MRI, PET, and 
SPECT have been developed, providing 3-D imaging modalities that complement CT. 
Among the most recent advances in clinical imaging, helical multi-slice CT provides 
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improved image resolution and capacity of 4-D imaging, but is too slow for use 
during non-invasive surgery. Other advances include mega-voltage CT (MVCT), 
cone-beam CT (CBCT), functional MRI, open field MRI, time-of-flight PET, motion-
corrected PET, various angiography, and combined modality imaging, such as 
PET/CT, and SPECT/CT. Some preclinical imaging techniques have also been 
developed, including parallel multichannel MRI. Post-imaging analysis (image 
processing) is required in many clinical applications. Image processing includes 
image filtering, segmentation, registration, and visualization, which play a crucial role 
in medical diagnosis/treatment, especially in the presence of patient motion and/or 
physical changes. In this paper, we have considered 3D DWT for medical image 
processing.  

The 3D wavelet decomposition is computed by applying three separate 1D 
transforms along the coordinate axes of the video data. The 3D data is usually 
organized frame by frame. The single frames have again rows and columns as in the 
2D case, x and y direction often denoted as “spatial co-ordinates” where as for video 
data a third dimension z for “time” is added. In the case of 2D decompositions, it does 
not matter in which order the filtering is performed. A 2-D filtering frame by frame 
with subsequent temporal filtering, three 1-D filtering along y, t, and x axes, one 
decomposition step results in 8 frequency sub bands out of which only the 
approximation data is processed further in the next decomposition step. The paper 
“Low-Power And High-Speed VLSI Architecture For Lifting-Based Forward And 
Inverse Wavelet Transform”[1] proposed by Xuguang Lan and Nanning Zheng, 
presents the low-power, high-speed architecture which performs two-dimension 
forward and inverse discrete wavelet transform (DWT) for the set of filters in 
JPEG2000 using line based and lifting scheme. Anirban Das, Anindya Hazra, and 
Swapna Banerjee have proposed the architecture of the lifting based running 3-D 
discrete wavelet transform (DWT), which is a powerful image and video compression 
algorithm in the paper “An Efficient Architecture for 3-D Discrete Wavelet 
Transform”[2]. The proposed design is one of the first lifting based complete 3-
DDWT architectures without group of pictures restriction. Chin-Fa Hsieh, Tsung-Han 
Tsai, Neng-Jye Hsu, and Chih-Hung Lai, proposed[3] a novel, efficient VLSI 
architecture for the implementation of one-dimension, lifting-based discrete wavelet 
transform (DWT). Both folded and the pipelined schemes are applied in the proposed 
architecture the former scheme supports higher hardware utilization and the latter 
scheme speed up the clock rate of the DWT. Jen-Shiun Chiang, and Chih-Hsien Hsia 
have proposed a highly efficient VLSI architecture for 2-D lifting-based 5/3 filter 
discrete wavelet transform (DWT) in “An Efficient VLSI Architecture for 2-D DWT 
using Lifting Scheme”[4] paper. The architecture is based on the pipelined and 
folding scheme processing to achieve near 100% hardware utilization ratio and reduce 
the silicon area. Proposed efficient 2-D lifting-based DWT VLSI architecture uses 
lossless 5/3 filter and pipelined processing. A low bit rate three dimensional 
decomposition algorithm for video compression with simple computational 
complexity is proposed [5] by Awad Kh. Al-Asmari and Abdulaziz Al-Rayes. The 
algorithm performs the temporal decomposition of a video sequence in a more 
efficient way by using 4-tap short symmetric kernel filter (Haar filters) with 
decimation factor of 4:1 instead of 2:1 used in the classical 3D-wavelet algorithms. 
M.F. L´opez, S.G. Rodr´ýguez, J.P. Ortiz, J.M. Dana, V.G. Ruiz and I. Garc´ýa have 
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proposed “Fully Scalable Video Coding with Packed Stream” [6] where Scalable 
video coding is a technique which allows a compressed video stream to be decoded in 
several different ways. This ability allows a user to adaptively recover a specific 
version of a video depending on its own requirements. Video sequences have 
temporal, spatial and quality scalabilities. In the paper[7], “3D Discrete Wavelet 
Transform VLSI Architecture for Image Processing” Malay Ranjan Tripathy, Kapil 
Sachdeva, and Rachid Talhi have proposed an improved version of lifting based 3D 
Discrete Wavelet Transform (DWT) VLSI architecture which uses bi-orthogonal 9/7 
filter processing. This is implemented in FPGA by using VHDL codes. The lifting 
based DWT architecture has the advantage of lower computational complexities 
transforming signals with extension and regular data flow. “An 
Efficient_Architecture_For_Lifting-Based Forward and Inverse Discrete Wavelet 
Transform” [8] is proposed by Aroutchelvame, S.M. and K. Raahemifar where 
architecture performs both forward and inverse lifting-based discrete wavelet 
transform.  

Haw-Jing Lo, Heejong Yoo and David V. Anderson [2008], proposed a reusable 
Distributed Arithmetic Architecture for FIR Filtering, with 16-bit precision and 16-tap 
FIR filter. This design could not address higher order filters. Chen Jing and Hou Yuan 
Bin [2008] proposed Efficient Wavelet Transform on FPGA based on Distributed 
Arithmetic, with 8 bit input and 28 word LUT based implementation. Memory 
occupied was very large thus is not suitable for high speed applications. Wang Sen, 
Tang Bin, Zhu Jun [2007], proposed Distributed Arithmetic for FIR Filter Design on 
FPGA, with 70-tap low pass filter, operating at 40MHz sampling freq., and 12 – 13 
bit precision. Patrick Longa and Ali Miri [2006] proposed Area-Efficient FIR Filter 
Design on FPGA's using Distributed Arithmetic, with 4 input -LUT based FPGA 
implementation of DA-FIR. This architecture is hardware efficient and better 
throughput performance useful for handheld applications that require low-power 
consumption. Most of the DA architectures strive for reduced memory and do not 
concentrate on speed and power. In this paper, we propose a modified architecture for 
FPGA implementation of DA based DWT.  

In this work, we propose a modified 3D DWT architecture based on 5/3 lifting 
scheme architecture. In this architecture, predict and update phase of lifting steps 
consisting multipliers and adders are reused based on pipelined architecture to reduce 
the area and hence reduces power. Section II discusses a overview of 3D DWT 
architecture, section III presents the hardware model for the proposed 3D DWT 
architecture and section IV presents the results.  

2   3D Discrete Wavelet Transform for 4D Imaging 

The 3D DWT can be considered as a combination of three 1D DWT in the x, y and z 
directions, as shown in Fig. 1. The preliminary work in the DWT processor design is 
to build 1D DWT modules, which are composed of high-pass and low-pass filters that 
perform a convolution of filter coefficients and input pixels. After a one-level of 3D 
discrete wavelet transform, the volume of frame data is decomposed into HHH, HHL, 
HLH, HLL, LHH, LHL, LLH and LLL signals as shown in the Fig. 1. 
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Fig. 1. One-level 3D DWT structure [3] 

Fig. 2. shows the data flow diagram of 3D wavelet architecture for 4D medical 
imaging application. The input image is first read row wise and processed using 1D 
DWT algorithm, the row processed data is then column processed and then in the last 
stage the frames are processed in the temporal domain.  
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Fig. 3. Spatial and temporal sampling of a video sequence 

The frame rate is 30 frames per second, thus the time interval for processing every 
frame is 33ms. 2D DWT should be performed in less than 10ms as another 20ms will 
be required for encoding. Also to perform 3D DWT, 8 frames of 512x512 images is 
required to be processed within less than 0.25 seconds. For video compression it is 
required to perform atleast three levels of decomposition, thus within a time of less 
than 0.25 seconds it is required to perform three stages of 3D DWT, each 2D DWT 
requires a time of less than 10ms. Fig. 3. shows the block level representation of 3D 
DWT processing logic.  

3   Proposed 3D DWT for 4D Imaging 

In order to improve the processing speed of 3D DWT, a modified algorithm is 
proposed in this section. The modified algorithm is modeled using Simulink model 
and 3D DWT and 3D IDWT architecture is verified using known set of MRI data. 
The comparison of MSE and PSNR is carried out with reference design and the 
computation time is also estimated to prove the advantages of the proposed design. 
Fig. 4. and fig. 5. shows the 2D DWT processing logic.  

1D-
8

 

Fig. 4. Block diagram of Row processing  
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1D-DWT8

 

Fig. 5. Block diagram of Column processing  

In the proposed design, all the row elements of 8 frames are independently 
processed in parallel using eight different 1D DWT algorithm. Further the row 
processed DWT output is further transformed and then processed in column wise, 
using eight 1D DWT. The parallel operations of row processor and column processor 
reduce the processing time by 1/8th the original time required. The cost of hardware 
required is increased as they need additional 8 different 1D DWT units in every stage 
of processing.  

4   Simulink Model Design of 3D-DWT  

The proposed parallel processing algorithm for 3D DWT algorithm is modeled using 
Simulink. An input video sequence of MRI data is read and is first preprocessed. The 
video sequence consisting of 20 frames is subdivided into three slots of 8 frames. 
Each slot of eight frames is processed using the parallel algorithm proposed in the 
previous section. The input video frames are also subdivided into 8x8x8 frames from 
the original 512x512x8. Every sub slot consisting of 8x8x8 set of data is processed 
using the proposed algorithm. Fig. 6. shows the top level Simulink model for 
proposed 3D DWT algorithm.  

5   Result and Discussion 

MRI data of human brain is used as a test case to verify the developed Simulink 
model. Video data is captured at 2 frames per second, with 240x320 resolutions. The 
captures frames are accumulated in the framer unit and the video is converted to 
240x320x8 frames per second, and is sub divided into 8x8x8 frames. The video data 
is processed using the proposed algorithm and the results are shown in fig. 7.  
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Fig. 6. Top level block diagram of Simulink model for 3D DWT 

 

Fig. 7. Simulation results of 3D DWT using the proposed algorithm 

Fig. 8 to Fig. 10 presents the simulation results of original image, decomposed 
image and reconstructed image using the proposed algorithm. Table 1. below shows 
the MSE and PSNR for 8 frames of the input video sequence obtained using the 
proposed model.  
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Fig. 8. Original Image 

 

Fig. 9. Images after passing into 3D- DWT block 

 

Fig. 10. Reconstructed images 
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Table 1. Shows the MSE and PSNR for 8 frames of the input video sequence obtained using 
the proposed model 

Frames MSE 
(Reference) 

MSE 
(Proposed) 

PSNR(Reference) PSNR(Proposed) 

Frame 1 12.2 12.1 43 43 

Frame 2 12.7 12.7 42 42 

Frame 3 16.3 16.2 39 39 

Frame 4 11.2 11.3 49 49 

Frame 5 13.3 13.3 41 40 

Frame 6 14.6 14.7 42 42 

Frame 7 11.8 11.9 48 47 

Frame 8 12.6 12.5 43 42 

Table 2. Presents the comparison of computation time for 3D DWT. The proposed algorithm is 
faster then the existing design by more than 60%. 

Computation time Time in seconds 
Iteration 1 

Time in seconds 
Iteration 2 

Time in seconds 
Iteration 3 

Reference design 45 63 12 
Proposed design 14 32 5 

6   Conclusion 

A 3D DWT algorithm is proposed for 4 D imaging. In this algorithm 8 row processors 
and 8 column processors are designed to compute the row processing and column 
processing of input image in parallel. The original input image is preprocessed to 
8x8x8 sub blocks and is processed using the Simulink model. MSE and PSNR are 
computed and are compared with the reference model. The results obtained shows the 
proposed design achieves similar MSE and PSNR compared to the reference design. 
The computation time of the proposed design is very less compared to the reference 
design, due to parallel processing. The cost of hardware increases due to higher 
computation complexity. However, suitable VLSI techniques can be adopted to 
minimize the computation complexity.  
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Abstract. This paper proposes an eÆcient three fold stratified SIFT matching
for iris recognition. The objective is to filter wrongly paired conventional SIFT
matches. In Strata I, the keypoints from gallery and probe iris images are paired
using traditional SIFT approach. Due to high image similarity at di�erent regions
of iris there may be some impairments. These are detected and filtered by find-
ing gradient of paired keypoints in Strata II. Further, the scaling factor of paired
keypoints is used to remove impairments in Strata III. The pairs retained after
Strata III are likely to be potential matches for iris recognition. The proposed
system performs with an accuracy of 96.08% and 97.15% on publicly available
CASIAV3 and BATH databases respectively. This marks significant improvement
of accuracy and FAR over the existing SIFT matching for iris.

Keywords: Iris Recognition, Stratified SIFT, Keypoint, Matching.

1 Introduction

Iris is the sphincter having unique flowery random pattern around the pupil. It is an in-
ternal organ with complex unique features that are stable throughout the lifetime of an
individual. There has been significant research done in the area of iris recognition using
global features [1,2,3,4]. However, these approaches fail to possess invariance to aÆne
transformations, occlusion and robustness to unconstrained iris images. Thus, there is
a stringent requirement to develop iris recognition system suitable for non-cooperative
images. Keypoint descriptors are invariant to aÆne transformation as well as partial oc-
clusion. Scale Invariant Feature Transform (SIFT) is a well known keypoint descriptor
for object recognition [5]. Due to inherent advantages, SIFT is capable of perform-
ing recognition using non-cooperative iris images [6]. In SIFT matching approach, the
di�erence of Gaussian images are used to identify keypoints at varying scale and ori-
entation. The orientation is assigned to each detected keypoint and a window is taken
relative to direction of orientation to find the descriptor vector. During recognition, the
keypoints are detected from gallery and probe images and matching is performed using
nearest neighbour approach. The challenge with conventional SIFT matching when ap-
plied to iris recognition is to find texture similarity between same regions of two iris.
SIFT fails as it does not consider spatial information of the keypoints. To make SIFT

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 178–184, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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(a) Strata I: � � 98 (b) Strata II: � � 65

(c) Strata III: � � 54

Fig. 1. Matches (�) at di�erent strata obtained between two instances of same individual taken
from CASIAV3

functional for iris, a novel matching approach has been developed that combines spatial
information along with local descriptor of each keypoint.

The organization of the paper is as follows. Conventional SIFT matching approach
for local descriptors is discussed in Section 2. Proposed stratified SIFT matching is ex-
plained in detail in Section 3. The job of filtering is done in two sequencial steps: Gra-
dient based filtering and Scale based filtering. Section 4 provides the results obtained
using proposed approach. Finally, conclusions are given at the end of the paper.

2 Conventional SIFT Matching

The matching algorithm plays a significant role in any biometric system as it acts like
a one way gateway through which only genuine matches (if two images are from same
subject) will pass and imposter matches (if two images are from di�erent subjects)
are blocked. In local feature matching, the total number of paired keypoints is used
to find the authenticity of an individual. Let I be the set of all images available in
the iris database. For understanding, Im be a gallery iris image and In be a probe iris
image where Im� In� I. The matching algorithm validates In against Im. In the conven-
tional SIFT matching, for each keypoint in Im the Euclidean distance is found with
every keypoint in In. The nearest neighbour approach pairs the ith keypoint in Im with
jth keypoint in In, i� the descriptor distance between the two (after multiplying with a
threshold) is minimum [5]. The two keypoints are paired and removed from the set of
keypoints detected from Im and In. This process is iterated for the remaining keypoints
until any two keypoints can be matched. This approach performs moderately well for
unconstrained iris recognition [6]. However, as SIFT determines image similarity us-
ing 128-dimensional local features only, hence it may wrongly pair (impairment) some
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keypoints for iris. Thus, the existing approach is modified using two strata which re-
moves impaired matches using spatial information of the matching keypoints and con-
tributes in achieveing better recognition accuracy.

3 Stratified SIFT Matching

In the proposed paper an e�ort is made to improvise the conventional SIFT matching.
The pupil and iris circles are assumed to be concentric, hence all localized images have
pixel size 2r � 2r, where r is the radius of iris. The pupil center as well as iris centre
are located at (r� r). Therefore the localized images do not have transformation due
to translation. However, there is a possibility of iris images being transformed due to
rotation (tilt of subject’s head), scaling (change in camera to eye distance) or both [6].
The SIFT matching algorithm matches keypoints that have similarity between the local
descriptors (as discussed in Section 2) but fails to conform to spatial relationship. The
removal (filtering) of impairments by the proposed approach retains only those matches
that are more probable to be potential matches. Let Km be the set of m1 keypoints found
in Im and Kn be the set of n1 keypoints found in In by applying SIFT detector. These
sets of keypoints are used to comprehend the stratified SIFT matching.

3.1 Strata I: SIFT Matching

Let R be the ordered set containing the matches between Km and Kn by conventional
SIFT matching as discussed in Section 2. Hence, R contains only those pairs (i� j) where
ith keypoint in Km is matched with jth keypoint in Kn as shown in Fig. 1(a). Let � be the
number of matches found where � � [0�min(m1� n1)]. As set R is generated solely on the
basis of local descriptor property it may wrongly pair keypoints from di�erent regions
of iris. Hence, there is a need to combine spatial information with local descriptor to
filter out impaired keypoints as discussed in subsequent strata.

3.2 Strata II: Gradient Based Filtering

In this strata gradient based filtering is performed to remove impairments from R. To
compute gradient for each pair of keypoints (i� j) in R, the angles are obtained from
respective image centers (r� r). Thus, �i is computed from Im and � j is computed from
In. The angle of rotation for kth pair is calculated as �k � (� j��i) mod 360° (depicted in
Fig. 3(a)). Considering SIFT to be completely flawless (due to robustness property, no
false match is found) and eÆcient (due to property of repeatability, all possible matches
are found) [5]; the value of �k derived should be same �k. But in practice, SIFT does not
give such precise matches. Thus, it is diÆcult to obtain unique value of � even when Im

and In belong to the same subject. Rather a distribution of � is obtained. A histogram is
plotted with x-axis comprising bins with a range of values of �, and y-axis comprising
number of matches falling in a particular bin as shown in Fig. 2. The number of bins in
the histogram (nobins) is subject to implementation issue. In proposed system, nobins
is taken as 10. The distribution of � gives a single peak in case the two iris images (Im

and In) are from the same subject. In contrast, no distinct peak should be found in case
the two iris images are from di�erent subjects. There may be error due to discretization
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of bins, so two adjacent bins of the peak are combined to improve peak density (number
of matches). The idea is to find whether the density of the peak exceeds the boundary
criteria. It is inferred that a peak is strong if the density exceeds certain higher bound
(hp% of total number of matches).

Likewise peak is weak if the density is less than lower bound (lp% of total number of
matches). If a strong peak is found, an angular range is specified around the peak. Those
matches in R for which � are not within the angular range are found to be impaired and
removed from R to generate Rinter.

For example, as shown in histogram in Fig. 2, the peak is found at 0th bin which
represents gradient value of 0° to 36° with a central value of 18°. Hence only those
pairs having angular range between (18� 90) mod 360° are retained. Thus, it is evident
that Rinter � R after removing some impairments. Fig.1(b) shows paired keypoints in
Rinter with considerable reduction of �. If no strong peak is found it is inferred that all
matches in R are faulty, and removed. As a result Rinter becomes empty.
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Table 1. Performance measures for stratified SIFT matching

Databases � CASIAV3 BATH
Approach � FAR FRR ACC d’ FAR FRR ACC d’
Strata I (Conventional SIFT) 17.48 10.91 85.81 1.20 1.57 4.35 97.04 2.73
Strata II (Gradient based Filtering) 2.49 5.45 96.03 2.46 0.97 6.09 96.47 2.81
Strata III (Scale based Filtering) 2.39 5.45 96.08 2.20 1.34 4.35 97.15 2.90

3.3 Strata III: Scale Based Filtering

In this strata further filtering of Rinter is performed on the basis of global and local
scaling factor between the gallery and probe images. The global scaling factor (s f )
between two images is defined as ratio of probe iris radius (rn) to gallery iris radius (rm).
A scale range with certain tolerance around s f is empirically taken to handle aliasing
artifact. From implementation perspective, the scale range is taken as (s f �0�2). In ideal
case, if gallery and probe belong to same individual the scaling factor between all paired
keypoints should be unique. However, this does not hold good in practical scenarios.

During filtering, for each element in Rinter, two Euclidean distances are calculated-
(a) d1: distance of ith keypoint of Im from its center and (b) d2: distance of jth keypoint
of In from its center. Local scaling factor (	) for each element of Rinter is calculated
as 	 � d2
d1 (shown in Fig. 3(b)). Matches having 	 within scale range discussed
above qualifies to be potential and stored in Rnew, else are labeled as faulty and filtered.
Fig.1(c) shows paired keypoints in Rnew after further reduction of �.

4 Experimental Results

The proposed stratified SIFT matching is tested on publicly available BATH [8] and
CASIAV3 (CASIAV3) [9] databases. Database available from BATH University in-
cludes images from 50 subjects (20 images per subject from both the eyes). CASIAV3
(CASIAV3) comprises 249 subjects with total of 2655 images from both the eyes. The
experiments are carried out on 2.13GHz Intel(R) CPU using Matlab. To validate the
system performance some standard error measures [7] are used1. The results are car-
ried out in three di�erent strata as given in Table 1. In Strata I, the two iris images are
matched using conventional SIFT approach. This approach performs with an accuracy
of 85.81% on CASIAV3 database. Likewise, for BATH database an accuracy of 97.04%
is obtained. To improve the performance of the system, the objective of the proposed
research is to reduce false acceptances. In Strata II, the impairments are removed us-
ing gradient filtering which significantly increases the seperability measure between
false and genuine matches as indicated by d’ values given in the Table 1. Further im-
provement in separability and accuracy are brought by scale filtering in Strata III. The
accuracy values are plotted against change in number of matches as shown in Fig. 4(a).

The Receiver Operating Characteristic (ROC) curves [7] for three di�erent strata
are shown in Fig. 4(b). The distribution of genuine and imposter scores after Strata

1 FAR: False Acceptance Rate, FRR: False Rejection Rate, ACC: Accuracy, d’: d-prime value.
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Fig. 4. (a) Accuracy curve for three strata, (b) ROC curve for three strata on CASIAV3
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III is shown in Fig. 5. All graphical results are obtained for CASIAV3 and similar
observations are made for BATH database.

5 Conclusions

In this paper, a novel stratified SIFT matching technique is proposed that improvises
conventional SIFT by removing wrong pairs. This approach provides boost in accu-
racy due to considerable reduction in FAR. The FAR is reduced by 15.09% and 0.23%
for CASIAV3 and BATH respectively. From the results it has been observed that the
proposed algorithm is completely flawless, i.e., matches removed are guaranteed to be
wrong matches whereas it is not completely eÆcient, i.e., all impairments by SIFT are
not guaranteed to be filtered. However, the gain in accuracy is substantial which marks
its applicability for unconstrained iris recognition.
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Abstract. Face recognition is one of the most popular biometric techniques for 
automatically identifying or verifying a person from a video or digital image. 
The face recognition accuracy can be affected by intraclass variations and 
interclass variations. A change in lighting condition is one of the intraclass 
variations. Preprocessing is an approach to normalize the intraclass variations of 
light varying image. Histogram equalization (HE) is one of the techniques to 
normalize the variations in illumination. But it is not suitable for well lighted 
images. Image quality based adaptive face recognition is used for well lighted 
face image recognition. The multiresolution property of wavelet transforms is 
used in face recognition to extract facial feature descriptors. Low and high 
frequency wavelet subbands are extracted and fusion of match scores from the 
subband is used to improve the recognition accuracy under varying lighting 
conditions. For face recognition, 2DPCA (2D Principle Component Analysis) 
method is used and can be verified with illumination variant face images. 
2DPCA is based on 2D image matrices rather than 1D vector so the image 
matrix does not need to be transformed into a vector prior to feature extraction.  

Keywords: Biometrics, Face Recognition, Quality Measure, Wavelet Transform, 
2DPCA. 

1   Introduction 

Biometrics is an application of image processing. Biometrics [3] refers to the 
automatic identification of a person based on his or her physiological or behavioral 
characteristics. Various types of biometric systems are being used for real-time 
identification. The most popular are based on face recognition and fingerprint 
matching. Face recognition [3] is measuring facial characteristics. One of the ways to 
do this is by comparing selected facial features from the image and a facial database. 
It is typically used in security systems. It can be done for one-dimensional, two 
dimensional and three dimensional images 

Face recognition can be done in different conditions. A human face is not only 3D 
object, it is also a non rigid body. Moreover, facial images are often taken under 
natural environment. That is, the image background could be very complex and the 
illumination condition could be extreme. Face recognition algorithms identify faces 
by extracting landmarks, or features from the face image. For example, an algorithm 
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may analyze the relative position, size, and/or shape of the eyes, nose, cheekbones, 
and jaw. These features are then used to search for other images with matching 
features. Other algorithms normalize a gallery of face images and then compress the 
face data, only saving the data in the image that is useful for face detection. A probe 
image is then compared with the face data. One of the earliest successful systems is 
based on template matching techniques applied to a set of salient facial features, 
providing a sort of compressed face representation. There are many face recognition 
algorithms present such as PCA, LDA, and ICA to extract the facial features. PCA 
method is extended into 2DPCA method which has many advantages over PCA 
method. In the PCA-based face recognition technique, the 2D face image matrices 
must be previously transformed into 1D image vectors. But 2DPCA is based on 2D 
matrices rather than 1D vector. That is, the image matrix does not need to be 
previously transformed into a vector. 

Numerous methods are proposed for normalization of face image and thus 
recognition, including Local Binary Pattern (LBP) [8], Self- Quotient Image (SQI) 
[9], Logarithmic Total Variation (LTV) model [10], Quotient Image [12]. In [5] 
authors proposed a method for illumination normalization, using Discrete Cosine 
Transform (DCT) in logarithmic domain. In this method an appropriate number of 
DCT coefficients are truncated to minimize variations under different lighting 
conditions. Another method is gradientfaces [6] which is illumination insensitive 
features for face recognition under varying lighting. In [7] it presents a solution for 
illumination invariant face recognition for indoor, cooperative-user applications using 
an active Near Infrared (NIR) imaging system which is able to produce face images of 
good condition regardless of visible lights in the environment.  

Face recognition under varying illumination condition is very difficult. Under this 
condition, preprocessing of the image is needed to normalize the effect of illumination 
variation. Typical methods employed to address varying illumination conditions could 
be categorized as feature-based methods, generative methods, and holistic methods 
[1]. Histogram Equalization (HE) is the most commonly used normalization method 
which include histogram equalization, histogram matching, gamma intensity 
correction, and quotient image. But HE of well light image reduces the image quality 
and thus recognition accuracy. Thus to improve the recognition accuracy, image 
quality based adaptive recognition is used. 

2   Image Quality Index Based Face Recognition 

Image quality based adaptive recognition scheme is shown in Fig .1. Face images 
under different illumination conditions are given as input.  

Quality measurement [1], [11] of an image, point out the importance of 
preprocessing, which is a normalization technique under varying illumination 
conditions. The quality indexes of different images under varying illumination 
conditions are varied. Loss of correlation, Luminance distortion, and Contrast 
distortion are the three factors of image distortion. The illumination quality of a given 
face image is to be defined in terms of its luminance distortion in comparison to a 
known reference image. 
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Fig. 1. Flow diagram of proposed method 

Here let x (i=1...N) be the test image and y (j=1…N) be the reference image. The 
universal Quality Index can be calculated as 
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From this universal quality index, Luminance distortion factor can be written as 
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This Luminance Quality factor is used to find the luminance distortion of the test 
image by comparing with the reference face image. 

Normalization can be applied either globally or regionally. First calculate the 
Global Luminance Quality Index (GLQ) which is similar to the calculation of the 
single Q value. GLQ is calculated by applying LQ for the whole face image. Inorder 
to improve the accuracy Regional Quality Index (RLQ) is calculated. For the 
calculation of RLQ the face image is partitioned into several regions [13]. This 
partitioning can be done according to different local regions. However this local 
region partitioning is very difficult for complex regions. So in this work face image is 
simply partitioned into four regions. 

The normalization is done according to the value of GLQ and RLQ. GLQ and RLQ 
values are compared with a predefined threshold. If the GLQ value is less than the 
predefined threshold, RLQ value is calculated. Then regional quality based 
normalization is carried out. Histogram equalization is done for normalization. Find 
the RLQ value for each four region separately, and compare with the redefined 
threshold. If the RLQ value is less than the threshold then histogram normalization is 
applied. This is referred as Regional Quality based Histogram Equalization (RQbHE). 

Multiresolution property [14] of Discrete Wavelet Transform (DWT) [4] is used to 
reduce the dimensionality. DWT decomposes an image into low and high frequency 
subbands and it provides a compact representation of a signal in time and frequency. 
Low frequency subband (LL) is suitable [15] for face descriptor for recognition, but it 
is affected by varying illumination. So fusion of low (LL) and high (HH) frequency 
subbands are using for recognition. Face features are extracted from each subband by 
applying 2DPCA. 

In the PCA-based face recognition technique, the 2D face image matrix must be 
transformed into 1D image vectors. The resulting image vectors of faces usually lead 
to a high dimensional image vector space. In this vector space, it is difficult to find 
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out the covariance matrix accurately due to its large size. 2DPCA [2] is based on 2D 
matrices rather than 1D vectors. That is, the image matrix does not need to be 
previously transformed into a vector. Instead, an image covariance matrix can be 
constructed directly using the original image matrices and the size of the image 
covariance matrix using 2DPCA is much smaller than PCA. The covariance matrix 
can be calculated as  

∑
M

1=j
)AjA(T)AjA(

M

1
=tG  (8)

where A  the mean of the input image and M is is the number of samples images. 
Project the image onto a unitary matrix and find m dimensional projected vector. 

Find the eigen value and eigen vector of the covariance matrix Then find the 
optimum projection vector and the optimum projection axes. Using these values, 
feature vectors or principal component vectors can be obtained. It is used to form a 
matrix which is called thefeature matrix or feature image of the image. The projected 
image can be calculated by 

Y=AX (9)

where X is the eigen vector of covariance matrix. 
After a transformation by 2DPCA, a feature matrix is obtained for each subband. 

Fusion score from each subband is used for recognition. By using Euclidean distance 
score measure, the matching is tested. Euclidean distance can be measured as  

∑
d

1=k

j
kYi

kY=)jB,iB(d  (10)

where B=[Y1….Yd], i and j are represented by two images. 
The image which is given the minimum Euclidean distance is taken as the 

recognized image. That is  

)jB,B(dmin=)kB,B(d
 (11)

where k is the number of training samples. 

3   Results and Discussion 

The input images under different illumination conditions are taken form face 
database. Dark and well lighted images of original images are given as input as shown 
in Fig.4.  

The GLQ and RLQ value should be compared with a predefined threshold. The 
predefined threshold used in this work is found as 0.8 from the LQ value table (1) as 
shown. After applying the Fig 4 (b), that is dark image it finds that the GLQ value is 
less than the threshold. So to find the RLQ, input image is partitioned into four as 
shown in Fig.5 (a). 
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After the partitioning, RLQ value is calculated separately for four regions and 
compared with threshold. It is shown that, it is less than threshold and thus 
normalization is done separately for the four regions as shown in Fig.5 (b). After the 
normalization of four regions, it again combined to get the original image sizes shown 
in Fig 5(c). This image is given to the 2DPCA algorithm and thus the face is 
recognized. 

If the well light image which is shown in Fig.4(c) is given, GLQ value is 
calculated. This GLQ value is higher than the threshold and thus normalization is not 
done. 

Table 1. Identification of Threshold Value 

LQ VALUES 

DARK IMAGE BRIGHT IMAGE 

 
0.3644 

 
0.8145 

0.4668 0.8372 

0.5048 0.8423 
0.5358 0.8602 
0.5594 0.8651 
0.5873 0.8715 
0.6105 0.8767 
0.6388 0.8830 
0.6869 0.9219 
0.7980 0.9248 

                 

Fig. 3. Subset Face images 

                 

                             (a)                              (b)                           (c) 

Fig. 4. Input face images (a) Original Image, (b) & (c) Illumination varied image 
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                     (a)                                        (b)                                          (c) 

Fig. 5. (a) Partitioned Image of Fig.3 (b), (b) Normalized image of Fig. 4 (a), (c) RQbHE image 

4   Conclusion 

This method presents Image quality index based normalization method for 
normalizing the face images under varying illumination conditions and in turn for 
face recognition. This is done through the calculation of image quality index. It is 
found that dark and bright images are categorized by fixing LQ threshold as 0.8. If the 
LQ threshold value is above and below 0.8 images is recognized as bright images and 
dark images respectively. Thus image quality based recognition method recognizes 
dark and bright face images.  
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Abstract. This paper proposes a new efficient noise adaptive weighted switching 
median filter for the restoration of images that are corrupted by high density of 
impulse noise. The proposed method consists of two phases- noise detection and 
filtering. In our proposed method, the filtering window size is chosen adaptively 
depending on the percentage of noise that corrupts the image. Noise detection is 
done by using Boundary Discriminative Noise Detection method proposed by P.-
E Ng et.al and then filtering is applied to only the corrupted pixels in the noisy 
image. Each detected noisy pixel is replaced by a weighted median value of 
uncorrupted pixels in the filtering window. Weight value assigned to each 
uncorrupted pixel depends on its closeness to the central pixel. 

Keywords: Image denoising, Impulse noise, Noise adaptive weighted switching 
median filter, Salt and pepper noise. 

1   Introduction 

Digital Images are often contaminated by noise during acquisition, storage and 
transmission, thereby degrading the quality of images; therefore a common problem 
in applied science and engineering is the restoration of the corrupted images. Impulse 
noise is a specific type of noise which causes alteration of the pixels in the images so 
that their gray values do not exhibit compatibility with their local neighborhood. 
Usually images are degraded by impulse noise of short duration and high energy 
because of the errors caused by noisy sensors or transmission channels [1]. 

There are many methods for removal of impulse noises from the images. Usage of 
linear filters such as averaging filters produces blurring of the images. Non linear 
filters such as median filters are the most popular technique for removing impulse 
noise because of its good denoising power and computational efficiency. However 
most of the median filters are implemented uniformly across the image and thus tend 
to modify both noisy and noise free pixels. Consequently the effective removal of 
impulse noise is often accomplished at the expense of blurred and distorted features 
thus removing fine details in the image. Switching median filters are shown to be 
simple and yet more effective than uniformly applied methods such as median filters 
[2] [11]. In the case of switching median filters it will identify the possible noisy 
pixels in the image and then replace them by using median filters and its variants 
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while leaving all other uncorrupted pixels unchanged. Impulse detection therefore 
becomes crucial to subsequent filtering in switching median filters.  

The earlier developed switching median filters were commonly found, being non 
adaptive to a given, but unknown, noise density and prone to yielding pixel 
misclassifications especially at higher noise density interference. There are different 
methods for impulse noise detection: fuzzy approaches [3-5], neural approaches [6] 
and boundary based approaches [7]. Among the three categories boundary based 
approach [7] is preferred due to its simplicity compared to computational complexity 
and system structure of other two categories. To address pixel misclassification issue 
in switching median filters at high density noise, a noise adaptive soft switching 
median filter (NASM) was proposed [8], which consists of a three level hierarchical 
soft switching process. The boundary based approach called boundary discriminative 
noise detection [7] is very good in detecting impulse noises of various densities. 
BDND [7] can handle image corruption with even up to 90% noise density. 

In noisy pixel replacement stage, many median based schemes have been 
proposed. The NASM [8] noise replacement strategy gives robust performance in 
removing impulse noise while preserving signal details across a wide range of noise 
densities, ranging from 10% to 50%. However, for those corrupted images with noise 
density greater than 50%, the quality of the recovered images become significantly 
degraded, due to the sharply increased number of misclassified pixels. The modified 
NASM [7] along with BDND detector gives better performance for high density 
impulse noises compared to filtering in NASM [8] but causes blurring of edges and 
loss of finer details in the image. To improve the visual quality of the restored image a 
noise adaptive weighted median filter is proposed in this paper.  

The proposed method uses BDND [7] detection method for determining the 
corrupted pixels in the noisy image and then a noise adaptive weighted median filter 
is applied on each corrupted pixels. The filtering window size is chosen adaptively 
and depends on the percentage of noise that corrupts the image. The initial filtering 
window size is taken as 3×3 and maximum window size is chosen depending on the 
percentage of noise that corrupts a local region around the detected noisy pixel in the 
image. The noisy pixels are replaced by the weighted median value of uncorrupted 
pixels in the filtering window. The proposed method is giving significant 
improvement in visual quality of the image especially in the case of high density 
impulse noises and the thinner edges and finer details in the images are restored more 
effectively than previous methods. 

This paper is organized as follows. In section 2 there is a brief introduction about 
the impulse noise models used in the paper. The section 3 describes the proposed 
method in detail. Section 4 describes various performance measures used. The section 
5 contains the results and discussion and section 6 contains conclusion.  

2   Noise Models 

In this section four different random impulse noise models are discussed. These 
models [8] are considered for extensively examining the performance of the proposed 
filter considering practical situations. 
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Noise Model 1: Noise is modeled as salt-and-pepper impulse noise, pixels are 
randomly corrupted by two fixed extreme values, 0 and 255 (for gray level image), 
generated with the same probability. That is, if P is noise density, then P1, the noise 
density of salt is P/2 and P2, the noise density of pepper is also P/2.  

Noise Model 2: This is similar to Noise Model 1, but here each pixel might be 
corrupted by either pepper noise or salt noise with unequal probabilities. That is 
P1≠P2. 

Noise Model 3: Instead of two fixed values, impulse noise could be more realistically 
modeled by two fixed ranges that appear at both ends with a length of m each, 
respectively. That is, [0, m] denotes salt and [255-m, 255] denotes pepper. Here for 
noise density P, P1=P2= P/2.  

Noise Model 4: This is similar to Noise Model 3 but here probability densities of low 
intensity impulse noise and high density impulse noise are different. That is, P1≠P2 

3   Noise Adaptive Weighted Switching Median (NAWSM) Filter 

The proposed method NAWSM filter is a double stage filter, where initially it will 
perform a detection stage for identifying the noisy pixel positions. When a noisy pixel 
is detected it is subjected to the second stage known as filtering stage. For detection 
purpose we are using the Boundary Discriminative Noise Detection method proposed 
by P.-E Ng et.al [7]. 

3.1   Noise Detection Stage  

The basic strategy of BDND [7] is to examine each pixel in its neighborhood from 
coarse to fine. If current pixel is categorized into “corrupted” in both “coarse” and 
“fine” stages, then it is considered to be contaminated. So the most critical part of this 
paradigm is the determination of the decision boundaries. Here two decision 
boundaries b1 and b2 are calculated, and depending on that, pixels are classified in to 
three clusters – low intensity impulse noise, uncorrupted pixels and high density 
impulse noise. If x(i,j) is the intensity of noisy image pixel under consideration and if 
x(i,j) ≤ b1, it is classified as low intensity impulse noise, if x(i,j) >b2, it is classified as 
high intensity impulse noise and otherwise it is classified as uncorrupted pixel. 

The following steps are used in the detection stage [9]. 

1) For each pixel x(i,j) in the image, impose a 21×21 window centers on x(i,j). 
2) Sort the pixels lie in the window region to an ordered vector vo and find the 

median med. 
3) Compute the difference vector of vo. 
4) Find the pixels which correspond to the maximum differences in the intervals of 

[0, med] and (med., 255]. And set these two pixels’ intensities as the decision 
boundaries b1 and b2 respectively. 
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5) Classify the pixels in current window into three clusters according to the rule - if 
x(i,j) ≤ b1, it is classified as low intensity impulse noise, if x(i,j) >b2, it is classified as 
high intensity impulse noise and otherwise it is classified as uncorrupted pixel. 

6) Validate the noisy candidates by imposing a 3×3 window, and repeat steps 2)–6). 

After such an application to the entire a two-dimensional binary decision map is 
formed at the end of the noise detection stage, with ‘1s’ indicating the positions of 
‘uncorrupted’ pixels and ‘0s’ for those of ‘corrupted’ ones.  
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This noise mask generated is used in the filtering stage by the proposed Noise 
Adaptive Weighted Switching Median filter (NAWSM). 

3.2   Noise Filtering Stage 

The proposed NAWSM filter is an improvement over modified NASM (MNASM) 
filter explained along with BDND method [7]. The restored image obtained by the 
application of MNASM filter suffers from smoothening of edges and loss of finer 
details in the image. But the proposed method uses a weighted median filter which 
produce restored image with more prominent edges and with retained finer details in 
the image. 

The NAWSM filter is applied to each pixel identified as noisy during detection stage. 
The noise mask or the binary decision mask generated by the BDND [7] detection 
scheme will contain a value ‘0’ in the noisy pixel position. First step in the filtering 
stage is to select appropriate window size for the filtering to achieve better results. 

The proposed NAWSM uses a square filtering window WF×WF with odd 
dimension as follows. 

WF (i,j)= W2s+1 (i,j)={X(i+m,j+n)}, where m,n∈(-s,………0,………s). 

In order to determine the filter’s window size WF×WF, the limit of the maximum 
filtering window size WD×WD is to be determined first. It is determined by considering 
local noise distribution around each corrupted pixel. In the case of MNASM filter it 
was determined globally from the binary decision map obtained from the detection 
stage. The local estimation of noise density is found to be giving an optimum value 
for WD×WD. 

For determining the limit of the maximum filtering window size WD×WD, a window 
of size K×K around each corrupted pixel is considered and percentage of noise that 
corrupts the image in that local window is calculated. This can be calculated by 
counting the number of zeros in the local region of the binary decision map that 
corresponds to noisy image and dividing it by total pixels in the K×K local window. 
The calculation of noise density p, for a local window K×K is given as shown below 

2
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where Zck is the zero count in K×K window and is given as 
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where Nk is the binary decision mask that corresponds to K×K window in noisy 
image. 

After calculating noise density p, the limit of the maximum filtering window size, 
WD×WD is determined according to Table 1. Table 1 is empirically established based 
on multiple test images, in which different window sizes are suggested for different 
noise-density levels of corruption estimated. 

Table 1. Window size for different noise densities 

Noise Density WD ×WD 
0% < p ≤ 20% 3×3 
20% <p ≤ 40% 5×5 
p > 40% 7×7 

After finding out the maximum window size WD×WD, filtering is done as follows. 
Initial filtering window size WF×WF is set as L×L. The filtering window is then 
iteratively extended outwards by one pixel in all the four sides of the window, 
provided that the number of uncorrupted pixels (denoted by Nc) is less than half of the 
total number of pixels (denoted by Sin=1/2[WF×WF]) within the filtering window, 
while WF ≤ WD. Filtering window will also be extended when the number of 
uncorrupted pixels is equal to zero in that window. That is, while (( Nc < Sin ) and 
(WF ≤ WD)) or Nc=0), window will be extended outwards in all the four sides of the 
window. Then noisy pixels are replaced by a weighted median value of the 
uncorrupted pixels in the filtering window. Weight value assigned to each 
uncorrupted pixel depends on its closeness to the central pixel. 

The weight value ws,t assigned to each uncorrupted pixel, that corresponds to the 
position (s, t) of the filtering window WF×WF is defined as follows.  

⎪
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where Ωn, denotes the n×n neighbourhood around the central pixel and is defined as 
below 

},/),{( ntsntsn ≤≤−=Ω  

If the filtering window is reached to its maximum size and Nc, the number of 
uncorrupted pixels in the filtering window is equal to zero (Nc =0), then the central 
noisy .pixel is replaced by performing a conventional median filtering on already 
restored pixels in the filtering window WF×WF.  

So each noisy pixel X(i,j) in the image is restored by a value Y(i,j) defined as 
follows. 
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where 2/)1(,2/)1(/),{( −≤≤−−= FF WtsWtsW  and X’(i,j) represents already 

restored pixel at (i,j)th location of the filtering window. 

4   Performance Measures  

The performance of the restoration process is quantified using peak signal-to-noise 
ratio (PSNR), structured similarity index (SSIM) and image enhancement factor 
(IEF), is defined as follows. 
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where O is the original Image, R is the restored image, P is the corrupted image, MSE 
is the mean square error, M × N is the size of the image, L is the luminance 
comparison, C is the contrast comparison, S is the structure comparison, μ is the mean 
and σ is the standard deviation. 

In this paper, we also used a qualitative-based performance measure named image 
quality index (IQI) to prove the efficiency of our proposed NAWSM algorithm. This 
universal objective image quality index was proposed by Wang and Bovik [10], 
which is easy to calculate and applicable to various image processing applications. 
IQI is designed by modelling any image distortion as a combination of three factors: 
loss of correlation, luminance distortion and contrast distortion. 

),(),(),( RwOwContRwOwLumRwOwCorrIQIj ∗∗=  

IQI is first applied to local regions using a sliding window approach with size 8×8. 
At the j th step, the local quality index IQIj is computed within the sliding window 
using the formula given above. Ow and Rw represent the sliding window of original 
and restored images, respectively. If there are a total of M steps, then the overall 
image quality index is given by ∑=

j
jIQIMIQI )/1( , where j varies from 1 to M. The 

dynamic range of IQI is [−1, 1], and the best value 1 is achieved if and only if 
restored image R is equal to the original image O. 
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5   Results and Discussion 

The performance of NAWSM filter has been evaluated qualitatively and 
quantitatively through experimental analysis. Although extensive simulations were 
carried out using standard test images, only performance evaluation using images 
such as Lena image of size 512×512, Peppers image of size 384×512 Goldhill image 
of size 512×512 and Boat image of size 512×512 are explained in this section. The 
Fig.1 shows the test images along with their edge maps obtained using Sobel operator. 

All the noise models described in the section 2 are used for measuring the 
performance of the proposed algorithm. For Noise Model 1 and Noise Model 3 
images are corrupted with salt and pepper noise with different noise densities ranging 
from 10% to 90%. For Noise Model 2 and Noise Model 4 we consider different noise 
densities for salt and pepper. For Noise Model 3 and Noise Model 4 the low intensity 
values in the range 0-9 and high intensity values in the range 246-255 is used. In our 
experiment, we have taken value of K as 7, value of L as 3 and maximum value of WF 
as 21. 

             

              

Fig. 1. The First row shows standard test images Peppers, Lena, Boat and Goldhill used for 
performance evaluation of our proposed NAWSM filter. The second row shows their edge 
maps obtained by Sobel operator.  

The Boat image corrupted by Noise Model 1 along with the restored images using 
modified NASM filter (MNASM) [7] and our proposed NAWSM filter for various 
noise densities are shown in Fig. 2.The Fig. 2 also contains the edge maps of restored 
images obtained by using Sobel operator. Fig. 3 and Table 2 shows various 
performance measures graphically and quantitatively. The corrupted Peppers image 
along with the restored images produced by modified NASM filter (MNASM) [7] and 
our proposed NAWSM filter for Noise Model 2 is shown in Fig.4. Table 3 shows 
quantitative measures of performance metrics. The noisy images generated using 
Noise Model 3 along with the restored images using modified NASM filter  
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Fig. 2. The first column contains Boat image corrupted by Noise Model 1 with noise densities 
90%, 70% and 30% respectively. The second column contains images restored by MNASM 
filter and third column contains images restored by proposed NAWSM filter. The fourth and 
fifth column shows edge maps (using Sobel operator) of restored images by MNASM and 
NAWSM respectively. 
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Fig. 3. Graphical representation of various performance measures for Boat image corrupted by 
Noise Model 1 
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(MNASM) [7] and our proposed NAWSM filter various noise densities are shown in 
Fig.5. The Fig.6 graphically demonstrates performance of NAWSM over MNASM in 
terms of quantitative measures such as PSNR, IEF, SSIM and IQI. The values of these 
measurements for various noise densities are given in the Table 4. . The corrupted 
Goldhill image generated using Noise Model 4 along with the restored images 
produced by the modified NASM filter (MNASM) [7] and our proposed NAWSM 
filter for various noise densities are shown in Fig.7. The comparison of various 
performance measures for restored images using MNASM filter and proposed 
NAWSM filter is shown in Table 5. It can be seen that in all cases there is a 
significant improvement in performance for NAWSM over MNASM for all the four 
noise models considered. 

Table 2. The performance measures obtained for Boat image corrupted by Noise Model 1 

Noise 
(%) 

         PSNR          IEF         SSIM           IQI 
NAWSM MNASM NAWSM MNASM NAWSM MNASM NAWSM MNASM 

90 22.9743 22.4115 50.4965 44.3593 0.9226 0.9101 0.4391 0.3584 
80 24.7634 23.6205 68.1491 52.3802 0.9488 0.9322 0.5698 0.48 
70 26.2207 24.6718 83.1641 58.2167 0.9634 0.9471 0.6661 0.5854 
60 27.6087 25.9988 97.979 67.6308 0.9736 0.9614 0.7413 0.6835 
50 28.8722 27.5804 108.9475 80.9163 0.9803 0.9733 0.8021 0.7728 
40 30.2706 29.6215 120.8469 104.0705 0.9858 0.9834 0.8523 0.8439 
30 32.0875 31.903 137.2288 131.5206 0.9906 0.9902 0.897 0.8955 
20 34.4578 34.4342 157.5554 156.6994 0.9946 0.9945 0.9364 0.9362 
10 37.4172 37.4059 157.645 157.2348 0.9972 0.9972 0.9683 0.9683 

 

 

      

Fig. 4. First figure is the Peppers image corrupted by the Noise Model 2 (20% salt and 60% 
pepper), second and third figure shows the images restored by MNASM and NAWSM filter 
respectively and fourth and fifth figures shows their corresponding edge maps (obtained by 
Sobel operator). 

Table 3. Performance comparison of MNASM filter with Proposed filter for Peppers image 
and Noise Model 2 

 Noise  (%)         PSNR           IEF          SSIM           IQI 
(Salt,Pepper) MNASM NAWSM MNASM NAWSM MNASM NAWSM MNASM NAWSM 
(20%,60%) 25.8187 26.6778 123.8491 150.942 0.9608 0.968 0.4621 0.5242 

(15%,45%) 31.835 33.8044 369.455 581.429 0.99 0.9937 0.8023 0.8555 

(10%,30%) 36.6686 37.3533 753.92 882.657 0.9967 0.9972 0.9155 0.9235 

(5%,15%) 40.685 41.0711 956.193 10451 0.9987 0.9988 0.9667 0.9673 
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Fig. 5. First column contains Lena image corrupted by 90%, 70% and 30% impulse noise of 
Noise Model 3, second column shows image restored by MNASM filter, third column shows 
image restored by proposed NAWSM filter, fourth and fifth column shows edge map of 
restored images by MNASM and NAWSM respectively.  
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Fig. 6. Graphical representation of performance measures of Lena image corrupted by Noise 
Model 3 
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Table 4. Performance measures of Lena image corrupted by Noise Model 3 

 
 Noise (%) 

             PSNR                IEF              SSIM              IQI 
NAWSM MNASM NAWSM MNASM NAWSM MNASM NAWSM MNASM 

90 25.5197 24.9038 86.033 70.9897 0.9597 0.9532 0.5268 0.4756 
80 27.8906 26.6817 124.6788 97.0024 0.9767 0.969 0.6491 0.589 
70 29.6107 27.9578 164.3794 115.6737 0.9843 0.9769 0.7295 0.6745 
60 31.1646 29.427 210.7852 138.7926 0.989 0.9835 0.79 0.7493 
50 32.5749 31.195 233.6758 172.5273 0.9921 0.9891 0.8374 0.8193 
40 34.4142 33.8186 292.0192 260.1284 0.9948 0.994 0.8816 0.8758 
30 36.3585 36.1799 346.8399 318.4747 0.9967 0.9965 0.9173 0.9162 
20 38.9164 38.8374 410.1349 399.6762 0.9981 0.9981 0.948 0.9481 
10 42.5845 42. 4369 488.0409 470.5334 0.9992 0.9991 0.9747 0.9743  

          

Fig. 7. First figure is the Goldhill image corrupted by the Noise Model 4(20% salt ,60% 
pepper),second and third figure shows the images restored by MNASM and NAWSM filter 
respectively and fourth and fifth figure shows the corresponding edge maps (obtained by using 
Sobel operator). 

Table 5. Performance comparison of MNASM filter with Proposed filter for Pepper image and 
for Noise Model 4 

Noise (%)          PSNR            IEF          SSIM           IQI 
(Salt, 
Pepper) 

MNAS
M 

NAWS
M 

MNAS
M 

NAWS
M 

MNAS
M 

NAWS
M 

MNAS
M 

NAWS
M 

(20%, 60%) 23.755 24.1048 59.5747 64.5718 0.9433 0.9482 0.3601 0.4312 
(15%, 45%) 28.1656 29.5656 118.095 163.018 0.9792 0.985 0.7052 0.7682 
(10%, 30%) 31.8601 32.3137 183.207 203.376 0.9912 0.992 0.8666 0.8758 
(5%, 15%) 36.1983 36.2206 261.116 262.462 0.9967 0.9967 0.947 0.9474 

 

The efficiency of the proposed algorithm is proved using standard images and has 
been found that NAWSM produces better results than MNASM in terms of both 
quantitative measures such as PSNR, SSIM, IEF and qualitative measures such as 
image quality index (IQI). On analysing the various performance measures and edge 
maps of the restored images, obtained by applying both the filters, it is clearly evident 
that, our proposed NAWSM filter outperforms MNASM [7] filter. 

6   Conclusion 

In this paper, we proposed a new efficient Noise Adaptive Weighted Switching 
Median filter for the restoration of images that are corrupted with high density of 
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impulse noises based on different noise models. NAWSM is an improved switching 
median filter in which the filtering is applied only to corrupted pixels in the image 
while the uncorrupted pixels are left unchanged. The corrupted pixels are identified 
using BDND detection. The advantage of NAWSM filter is that it is retaining the 
edge information in the case of high density impulse noises. 
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Abstract. In this paper, we present the implementation and verification of an 
secured adaptive modulation system on a Software Defined Radio (SDR) 
development platform. The SDR platform is supported by highly productive 
development system emphasizing the value of a structured development process 
that takes the developer through modeling, system analysis, implementation and 
verification by bit error rate analysis. SDR platform is a massively parallel 
processor in which transmitter and a part of receiver is implemented on DSP 
processor and demodulator is implemented on FPGA. For adaptive modulator-
demodulator architecture, a bit error rate analysis is presented. Result shows 
that for same BER, BPSK requires minimum SNR. 

Keywords: SMT 8036, Adaptive SDR system. 

1   Introduction 

Wireless communication devices are composed of three main entities; signaling, 
physical hardware, and its functionalities [1]. These three main streams, which 
complement each other, have evolved since the invention of the radio transmission by 
Guglielmo Marconi. The primitive communications devices had very simple 
signaling, analog hardware, and limited functionality.  

In time, each of these entities evolved significantly but J Mitola [2] had given a 
wonderful idea that if components that have typically been implemented on hardware 
(i.e. mixers, filters, amplifiers, modulators/demodulators, detectors. etc.) are instead 
implemented using software on a personal computer or other embedded computing 
devices which give birth to software defined radio. Simply Software Defined Radio is 
defined as "Radio in which some or all of the physical layer functions are software 
defined". The ultimate objective of Software Defined Radio (SDR) is to replace the 
entire analog signal processing in the wireless transceivers with digital signal 
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processing [3],This had changed the approach of the communication engineers for 
designing the communication equipments and develop number of ways to remove the 
threats for software of software defined radios [4]. SDR system is a useful and 
adaptable future-proof solution to cover both existing and emerging standards e.g. 
While dealing with SDR, frequency band, air interface protocol and functionality can 
be upgraded with software download and update instead of a complete hardware 
replacement [5]. In this paper, adaptive software defined radio system for different 
modulation scheme is designed. In this receiver can select its demodulator in 
accordance with the signal transmitted by transmitter. The signal to be transmitted 
will depend upon operator’s choice or it depends upon channel conditions [6]. For 
carrier frequency, fractional ‘N’ frequency synthesizer [7] is used. 

Modulator circuit is implemented on DSP processor while demodulator circuit is 
implemented on FPGA processor because demodulator circuit is complex and we 
prefer complex circuit to be implemented on FPGA because component to component 
difference in FPGA is very less so it will take less time to demodulate.  

This paper is organized as follows: System architecture is defined in section 2. 
Random number generator based Multi-modulation SDR transmitter and adaptive 
SDR receiver has been presented in section 2.1 and section 2.2 respectively. Platform 
used has been presented in section 3 and system level simulations and results are 
discussed in section 4 and finally conclusion and future scope is given in section 5. 

2   System Architecture 

System architecture includes a transmitter (which can transmit signal with modulation 
scheme like (FSK, BPSK, QPSK, 8PSK) and a receiver (which can detect the 
modulation scheme of received signal depending upon the frequency of received 
signal and detect the received signal). The brief explanation of transmitter and 
receiver is given below in next sections.  

2.1   Random Number Generator Based Multi-modulation Software Defined 
Radio Transmitter 

Figure (1) shows the block diagram of transmitter which is implemented on the DSP 
processor. Data input to transmitter is random generated bits, which is fed to data 
processing task. A random number generation block generates four values (one value 
after 10 sec) based upon which modulation scheme is selected as shown in table 1. 
There are two output lines of random number generation block (which has same 
values on it). Both output lines are used at the same time by the use of Threads in 
programming. 

Table 1. Value of random number generation block and corresponding selected modulation scheme 

S. No. Value at the output of 
Random number generator 

Modulation scheme 

1 0 FSK 
2 1 BPSK 
3 2 QPSK 
4 3 8-PSK 
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One of the output line of Random number generation block is given to selection 
switch, which selects the modulation scheme and data is given to data processing task 
where data is channel coded. After processing data is further modulated [8] (FSK, 
BPSK, QPSK, 8PSK) converted into analog signal. Modulation scheme changes 
dynamically by the change in the value of random number generation block. The 
other output line is connected to the software control up-convertor which up-converts 
the modulated analog signal. Up-conversion is done for different modulation schemes 
in different RF frequency bands. These bands are specified in table 2. After baseband 
to RF conversion signal is passed through RF filter and then transmitted.  

Table 2. Modulation scheme and their frequency bands 

S.No. Modulation scheme Frequency band MHz 

1 FSK <=2400 - 2425 

2 BPSK < 2425-2450 

3 QPSK < 2450-2475 

4 8PSK < 2475-2500 

This up-conversion is completed basically in three steps.  

1) Conversion of baseband signal to first IF signal in the range 70 ± 8 MHz 
2) Conversion of first IF signal to second IF signal in the range 374 ± 43 MHz 
3) Then finally 2nd IF signal to the RF signal in range 2.4 to 2.5 GHz. 

2.2   Adaptive SDR Receiver 

Block diagram of adaptive software defined radio receiver is shown in figure (2). The 
signal will be received from tunable receiver antenna, which is fed to the DSP 
processor through ADC-2 where the frequency of the received signal will be detected. 
Based on the received signal frequency, DSP processor modifies the parameters of 
software tunable (ST) band pass filter, ST down-converter, ST amplifier and sampling 
rate of analog to digital convertor (ADC-1). 

 

Fig. 1. Random number generator based Multi-modulation software defined radio transmitter 
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For the same received signal frequency, DSP processor activates the demodulator 
circuit (which is implemented on FPGA vertex (II)). The detection of received signal 
is done through selected demodulator circuit.  

 

Fig. 2. Adaptive software defined radio receiver structure 

 

Fig. 3. SMT 8036 module 

3   Platform Used 

There are many SDR Platforms given in the literature in which SDR is implemented 
on general purpose processors. Above described Adaptive software defined radio 
system for any modulation scheme is developed using hardware produced by 
Sundance SMT 8036 kit shown in figure 3. It includes C6416 (DSP Processor) and 
FPGA virtex II 2000 based module ‘SMT-365’, combined with a virtex II 1000 and 
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dual high-speed ADC/DAC module SMT-370, both plugged on a carrier board 
SMT310Q. Receiver calculations are complex so they are implemented on FPGA, 
which will give results very fast as compared to general purpose processors. It also 
has an additional IF/RF front end SMT-349 module with two omni-directional 
antennas working at 2.4GHz with 100MHz bandwidth. The benefits of system based 
on this PCI carrier board approach include low-cost, scalable system configuration, 
flexible task allocation and above all expandable system which allow future 
expansions. 

The programming environment for SMT-8036 is given by 3L Diamond where as 
Programming language supported is ‘C’ on DSP and ‘VHDL’ on FPGA. 

4   System Level Simulations 

In order to characterize the performance of the adaptive modulation techniques, a 
SDR based transmitter - receiver model has been constructed. The channel is assumed 
to be Gaussian and the noise considered as white. To evaluate the BER for different 
modulation schemes for each value of SNR, a frame consisting of 20000 bits is sent 
from the transmitter having random values 0 and 1. The results below have been 
obtained from 100 independent iterations of each such frame. 

 

Fig. 4. FSK modulation (baseband) 

 

Fig. 5. QPSK modulation (baseband) 
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Fig. 6. BPSK modulation (BPSK) 

 

 

Fig. 7. 8PSK modulation (baseband) 

Initially,random number is generated by random number generation block and 
modulation scheme is selected. After that if modulation scheme selected is FSK then 
1 bit per symbol period is selected to transmit. Then if the input data is 0 then signal 
of less frequency will be transmitted and if input data is 1 then signal of high 
frequency will be transmitted. These frequencies are corresponding to the mark and 
space frequencies. This can be seen in figure 4. 



 SMT-8036 Based Implementation of Secured Software Defined Radio System 211 

In QPSK, two bits per symbol period is selected to transmit. Then if the input data 
is 00 then signal of phase shift 0 will be transmitted and if input data is 01 then signal 
with phase shift 90 will be transmitted. Similarly we have the outputs of other 2 two 
inputs (i: e for 10 and 11). This can be seen in figure 5. 

In BPSK, one bit per symbol period is selected to transmit. Then if the input data is 
0 then signal of phase shift 0 will be transmitted and if input data is 1 then signal with 
phase shift 180 will be transmitted. This can be seen in figure 6. 

Similarly for 8-PSK, three bits per symbol period is selected to transmit. So we 
have 8 signals of different phase shifts. This can be seen in figure 7. 

At the receiver end, the coded signal is received at the tunable received antenna. 
The signal is divided into decision regions, one for each transmitted symbol. An error 
occurs if a symbol is received in a different region from the one it was transmitted. 
Thus, the maximum allowed error is equal to half the distance between two adjacent 
symbols. Recovered signal is sent to the Adaptive software defined radio receiver 
structure where decoding of signal is done. After decoding, the uncoded signal is 
considered as a reference signal and the decoded signal is compared with it and BER 
is evaluated. Figure 8 shows the adaptive SDR receiver based BER performance for 
different modulation schemes. From the figure 8 it is clear that for same BER, BPSK 
requires minimum SNR. 

 

Fig. 8. BER Comparison for different modulation schemes in Adaptive SDR receiver 

5   Conclusion and Future Scope 

The SMT-8036 based implementation of secured Software Defined Radio system for 
adaptive modulation technique is proposed and simulated. System here presented is 
highly secured because Random number generator block will generate number after 
every ten seconds. This can be detected only by the adaptive SDR receiver purposed 
in section 2.2 which selects a different demodulator circuit dynamically depending 
upon modulation of signal received. Other receiver circuits can not demodulate this 
because they cannot detect the correct modulation scheme selected at specific time. 
Simulation studies are conducted to evaluate the performance of the proposed system. 
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This product will be able to detect and demodulate the signals with adaptive 
modulation schemes. The above described SDR system can be used to transmit secret 
information in military applications with very high security. 
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Abstract. Diabetic retinopathy is a major cause of blindness. Earliest signs of 
diabetic retinopathy are damage to blood vessels in the eye and then the formation 
of lesions in the retina. This project presents a method for the detection of 
abnormalities in the retina such as the exudates in retinopathy images using 
computational intelligence techniques. The color retinal images are segmented 
using fuzzy c-means clustering following color normalization and contrast 
enhancement. For classification of these segmented regions into exudates and 
nonexudates, a set of initial features such as color, size, edge strength, and texture 
are extracted. A genetic based algorithm is used to rank the features and identify 
the subset that gives the best classification results. Using a multilayer neural 
network classifier, the selected feature vectors are then classified.  

Keywords: Fuzzy c-means (FCMs), Kmeans algorithm, Gabor filters, Neural 
Networks (NNs). 

1   Introduction 

Diabetic retinopathy is the most common diabetic eye disease and a leading cause of 
blindness. It is caused by changes in the blood vessels of the retina. Unfortunately, in 
many cases the patient is not aware of any symptoms until it is too late for effective 
treatment. Early detection of DR through screening can help prevent blindness and 
vision loss. For this, computer aided diagnosis technology is essential. As more than 
90% of screening images in a typical screening program do not contain abnormalities, 
the focus given here is on the development of a DR pre-screening system. This system 
should select only those images that might contain abnormalities associated with DR 
and present these to an ophthalmologist for further evaluation. 

Diabetic retinopathy can lead to several retinal abnormalities, including 
microaneurysms, haemorrhages, cotton wool spots, and exudate. Here main focus is 
on exudates because it provides information about early diabetic retinopathy. The 
main cause of exudate is proteins and lipids leaking from the bloodstream into the 
retina through damaged blood vessels. In retinal images, exudate manifests as hard 
white or yellowish localized regions with varying sizes, shapes, and locations. In this 
paper, the retinal images with exudates are to be automatically discriminated from 
normal images. This system can be used by non experts to identify exudates and can 
realize diabetic retinopathy in its earliest stage itself. 
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1.1   Related Works 

Gardner [2] used a neural network (NN) classifier to identify the exudates in grey 
level images. The authors reported a sensitivity of 93.1%. This was the result of 
classifying whole 20×20 regions rather than a pixel level classification. One novelty 
of the proposed method is that here exudates are located at pixel resolution rather than 
estimate for regions. Phillips investigated exudates detection and identification [1]. 
This paper provides lesion-based sensitivity between 61% and 100% based on 14 
images. This method had a drawback that other bright lesions (such as cotton wool 
spots) could also be identified as exudates.  

By using a minimum-distance discriminant classifier to identify the retinal bright 
lesions such as exudates and cotton wool spots, Wang [3] addressed the same 
problem. This work, which used image-based diagnosis, has 100% sensitivity and 
70% specificity based on a dataset of 150 images. But in this work, some of other 
abnormalities were also incorrectly classified as exudates. Hunter [4] conducted 
another NN-based exudates detection work. The NN was trained to distinguish 
exudates from drusen based on 16×16 pixel patches. The reported performance was 
based on whether each 16×16 pixel patch contains exudates, and no image-based and 
pixel-level validation was reported. 

Using selected threshold values, Sinthanayothin [5] applied a recursive region 
growing technique in gray-level images. In this paper, the processed retinal images 
are only including exudates, and other bright lesions were not considered. The author 
reported a lesion-based accuracy of 88.5% sensitivity and 99.7% specificity for the 
detection of exudates. 

Exudates were identified from green channel of the retinal images according to 
their gray-level variation by Walter [6]. This algorithm also did not discriminate 
exudates from cotton wool spots. Niemeijer [7] extracted the bright lesions, i.e., 
exudates, cotton wool spots, and drusen from color retinal images. The author 
reported a pixel resolution accuracy of 70.0% sensitivity, and 88.0% specificity for 
the detection of exudates,  

Past works based on detection of exudates mainly relied on gray-level information, 
and most of them were not evaluated on large datasets or failed to give good results for 
large numbers of images as encountered in a screening process. The majority of these 
methods were concentrated only in terms of either lesion-based [1]–[2], [4]–[5] or 
image-based [3] criterion. There were lots of errors reported in all those papers which 
were based on patch resolution accuracies due to the small areas, which some exudates 
could occupy. The diagnostic accuracy of the proposed method is in terms of both pixel 
resolution and image-based. It will overcome the disadvantages of past works which 
was based on lesion-based accuracy as it cannot find exudates occupy in borders. The 
proposed method also overcomes the drawback of the effects of misclassification errors 
for individual patches when the performance is based on patch resolution. 

2   Proposed Method 

2.1   Image Acquisition 

The input images were captured using 24 bit per pixel at a resolution of 800×602 
pixels by a Cannon nonmydriatic CR6-45NM camera. Of the 60 images in the dataset, 
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30 are of patients with no pathologies (normal) and the rest of the images are 
abnormal (contain pathologies such as exudates, cotton woolspots, microaneurysms, 
and hemorrhages). 

2.2   Preprocessing 

Input images are made to undergo two pre-processing steps before commencing the 
detection of exudates as the input images will be have wide variations in the color of 
fundus from different patients based on their iris color and race. Image pre-processing 
involves contrast enhancement and color normalization. The first step is to normalize 
the color of the retinal images across the dataset. The histogram specification [9] 
technique was independently applied to each individual RGB channel to match the 
shapes of three specific histograms of the reference image. This is to modify the 
values of each image such that its frequency histogram matched that of reference 
image. Here, the reference histograms were taken from an image, which represents a 
frequent retinal pigmentation color among the image dataset. In the next 
preprocessing step, the contrast between the exudates and the retina background was 
enhanced to facilitate later segmentation.  

Here local contrast enhancement is applied to distribute the values of pixels around 
the local mean. In this way, a pixel p in the center of a small running window w was 
changed to a new value pn and Max and Min are the maximum and minimum values 
in the whole image, while μw and ϭw indicate the local window mean and standard 
deviation, respectively. 

)
)Min(wφ-)Max(wφ

)]Min(wφ -)p(wφ[(*255=nP  (1)
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=)p(w

φ  
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The contrast enhancement improves the contrast of exudates lesions and may also 
enhance the contrast of some non exudate background pixels so that these pixels can 
wrongly be identified as exudate lesions. So a 3×3 median filter was applied to 
suppress the noise. 

2.3   Retinal Image Segmentation 

Retinal images are then segmented using a two segmentation algorithm based on 
Gaussian-smoothed histogram analysis and FCMs clustering. The first task in color 
image processing is to choose an appropriate representation using a color space 
definition. In a suitable color space, color pixels of interest can be clustered into well 
defined, less overlapping groups, which are easily bounded by segmentation 
algorithms in the color space. 

At the image segmentation stage, the algorithm utilizes the histogram information 
of the three 1-D color components to estimate the number of valid classes by a 
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statistical evaluation of the histograms. The convolution of a signal (histogram) f and 
a smoothing kernel g(x,σ) has to be done, then the smoothed signal at the scale σ can 
be written as: 

)σ,x(g*)x(f=)σ,x(F  (3)

where * denotes convolution. Having smoothed the image’s histograms based on 
Gaussian function, the coarse stage begins to segment the image using the located 
thresholds. Find histograms of each pixels and peak and valley thresholds are to be 
calculated. The valleys are obtained by computing the first and second derivative of 
each 1-D histogram, and find the locations that satisfy the following equation: 

0>)σ,x(Fxx,0=
dx

)σ,x(dg
*)x(f=)σ,x(sF  (4)

The histogram peaks represent the number of clusters, and are localized as follows: 

0<)σ,x(Fxx,0=
dx

)σ,x(dg
*)x(f=)σ,x(sF  (5)

A zero crossing in f(x) denotes a local maximum (peak) of f(x) when the Fxx is 
negative) and a local minimum (valley) when the Fxx is positive. By projecting each 
color image onto its three color components (L, u, and v), one can obtain the number 
of peaks in each colour component, i.e., NL, Nu, and Nv.  

Kmeans algorithm starts with some clusters of pixels in the feature space, each of 
them defined by its center. The first step consists in allocating each pixel to the 
nearest cluster. In the second step the new centers are computed with the new clusters. 
These two steps are repeated until convergence. By using Kmeans clustering, all 
peaks of 3 channels are clustered into one cluster. Similarly all valleys and 
intermediate pixels into separate clusters. Separating Luv space into several 
haexahedra can be obtained as Cartesian products of peak intervals for each color 
component is given as: 

∑
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where n is an index for hexahedral partitioned clustered  (i.e., n = 1, . . ., Nmax), L, u, 
and v are the image’s color components, and ∧ is a logical AND operator 

In the fine stage of segmentation, FCM assigns any remaining unclassified pixels 
(pixels from ambiguous regions) to the closest cluster based on a weighted similarity 
measure between the pixels in the image and each of cluster centers. Local extrema of 
this objective function are indicative of an optimal clustering of the image.  

The objective function [10] is minimized when high membership values are 
assigned to pixels whose values are close to the centroid for its particular class, and 
low membership values are assigned when the pixel data are far from the centroid.. 
Hence, in this paper, there is no need to recompute the class centers for exudate and 
nonexudate classes by using, and instead they are considered as sufficiently well 
approximated within the coarse segmentation phase. At this stage, pixels from 
ambiguous regions are assigned to the remaining clusters. 
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2.4   Feature Selection  

Once our color retinal images are segmented, each image is represented by its 
corresponding segmented regions. These regions, however, need to be identified in 
terms of exudates and nonexudates. This is attempted, in a bottom-up approach, by 
extracting a set of features for each region and classifying the regions based on the 
generated feature vectors. A 2-D Gabor function g is the product of a 2-D Gaussian 
and a complex exponential function. When the Gaussian part is symmetric, we obtain 
the following isotropic Gabor function: 

)θsiny+θcosx(λπjexp{}2σ2|2y+2xexp{=)y,x(σ,λ,θg  (7)

A Gabor filter [12] bank is used. This bank contains 72 filters, 6 orientations (θ 
spanning from 0◦ up to 180◦ at steps of 15◦), 3 wavelengths (γ =1.5, 2.5, 3.5), and 4 
scales (σ = 3, 5, 7, 9). The segmentation scheme begins by Gaussian filtering of Luv 
histograms of this image to derive the number of clusters and approximate the 
location of their centers. The segmentation algorithm requires two parameters, i.e., 
scale parameter (σ) which controls the smoothing extent of the histograms’ fine 
structures and the secure-zone parameter which has a direct effect in evaluating the 
lower and higher threshold values. Here, the optimum and secure-zone values are 
very much experimentally tuned according to prior knowledge of retinal image 
characteristics and the conducted experiments of different values. The response of 
such a filter bank to an input image is a set of filtered images.  

2.5   Region Level Classification 

For the classification of the segmented regions, NNs discriminative classifiers are 
used. Here the optimum feature set is selected and a corresponding 65-D feature 
vector is computed for each segmented region. Experiment with hidden layers 
through a range of 2–20 hidden units to find the optimum architecture where all 
networks are trained using back propagation (BP) learning method. This BP uses 
scaled conjugate gradient algorithm for training images. A single output node gives 
the final classification probability, and the sigmoid activation functions are used in the 
hidden and output layers.  

3   Results 

Input images of about 30 abnormal images and 30 normal images were collected. 
Detection of exudates in a sample image is shown here. Both reference image [Fig. 1] 
and abnormal input image [for example, Fig. 2] are matched together forms the color 
normalization output given in Fig. 3(a). Contrast enhancement was done to improve 
contrast between foreground and background which is given in Fig. 3(b). Gaussian 
function shown in fig.3(c) has applied to smooth the curve. Then coarse segmentation 
and then fine segmentation is done. Fig. 3(d) is shown as classification of 
exudates/cotton wools, blood vessels/red lesions etc. In fine segmentation figure, it is 
given as the remaining unclassified pixels are assigned to the valid classes.  
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Fig. 1. Reference image        Fig. 2. Abnormal image 

                                                  

                  (a)                               (b)                           (c)                               (d) 

                            

  (e)                                      (f) 

Fig. 3. a) Color normalized output (b) Contrast Enhancement output (c) Gaussian Smoothening 
output (d) Coarse segmentation output (e) Fine segmentation output (f) NN-based identified 
exudates 

Table 1. Classification results  

Classes Number of pixels Assigned color 

Exudates 911.00 red 

Non-exudates 477214.00 blue 
   

 

Fig. 4. Performance curve of training algorihm 
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All 30 images with σ =5 and secure zone=0.4 gives the most accurate segmented 
results. From the table I, it is shown that there were total 478125 pixels. After fine 
segmentation, it is classified as 911 exudates pixels which are denoted as red and 
477214 non-exudates pixels which are denoted as blue in color.  

Among several NNs containing varying numbers of hidden units that are trained, a 
network, with 2 hidden units performs best in terms of the overall generalization 
ability. The proposed method can identify affected retinal images with 95.5% 
sensitivity (correct classification of 28 out of 30 abnormal images) while it recognizes 
90.4% specificity (correct classification of 27 out of 30 normal images).  

The performance curve of mean squared error with regularization with number of 
epochs shown as fig.4 is plotted. 

4   Conclusion 

Here a study of detecting retinal exudates using FCM segmentation and a back 
propogation classifier is presented. The best diagnostic accuracy for the identification 
of patients with evidence of retinopathy was 95.5% sensitivity and 90.4% specificity 
in terms of image based classification. The results shown here indicate that automated 
diagnosis of exudates in diabetic retinopathy based on color retinal image analysis 
was successful. Hence, the system could be used to evaluate digital retinal images 
which can be used in screening programmes for diabetic retinopathy. The main use of 
this paper is that even non-experts can identify exudates from its early stage and can 
take necessary treatments. The diagnostic accuracy of method in terms of both pixel-
resolution and image-based criteria are evaluated. Here large majority of exudates 
were detected. The proposed system can correctly identify most of our normal 
images.  
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Abstract. Histogram equalization is the common methods used for improving 
contrast in image processing application. But this technique is not well suited 
for implementation in consumer electronics such as television as it introduces 
unnecessary visual deterioration such as the saturation effect. It causes changes 
in the brightness of the input image. Thus, for the implementation of contrast 
enhancement it should be able to maintain the original input brightness in the 
output image. By adapting the input histogram, input brightness can be 
preserved. The adapted histogram can then be accumulated to map input pixels 
to output pixels. By introducing designed penalty terms, the level of contrast 
enhancement can be adjusted. Thus it is possible to generate a modified 
histogram which is closer to uniform histogram. Experimental results show a 
comparison of various quantitative measurements. 

Keywords: Contrast enhancement, histogram equalization, histogram modification, 
image processing. 

1   Introduction 

Histogram equalization (HE) is a technique for enhancing the contrast of an image. 
This method maps the gray levels based on the probability distribution of the input 
gray levels. It flattens and stretches the dynamics range of the image histogram and 
resulting in overall contrast improvement. This can be applied in various fields such 
as medical image processing and radar image processing. HE is not commonly used 
in consumer electronics such as TV because it significantly changes the brightness of 
an input image and cause undesirable artifacts known as saturation effect. The 
brightness of the histogram-equalized output image is always lies in the middle gray 
level. Thus it does not preserve the input brightness. 

Contrast enhancement provides a more visually pleasing image. There are many 
contrast enhancement techniques to improve the contrast of an image. These are 
classified into two groups such as direct methods and indirect methods. In direct 
methods includes a contrast measure and try to improve it. This method establishes a 
criterion of contrast enhancement and enhance image by improving contrast measure. 
Contrast can be measured globally or locally. 

In indirect method modify the histogram by assigning new values to the original 
intensity levels. This method improves the contrast through using the under-utilized 
regions of the dynamic range without defining a specific contrast term. Indirect 
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method can enhance the contrast globally or locally. Indirect method can enhance the 
contrast globally or locally. In global histogram equalization method a single mapping 
function derived from input image is used. In local histogram equalization method the 
neighborhood of each pixel is used to obtain local mapping function. Although 
histogram equalization is an effective method, without adaptation result in excessive 
enhancement. 

Various methods have been proposed for limiting the level of enhancement, most of 
which are obtained through adaptation on HE. In HE produces images with mean 
intensity approximately in the middle of the dynamic range. Thus it does not preserve 
original image brightness. To avoid this problem the first work is proposed by Kim in 
1997 known as brightness preserving bi histogram equalization BBHE [1]. In this, two 
separate histograms from the same image are created and equalized independently. The 
first is the histogram of intensities that are less than the mean intensity and the second 
is the histogram of intensities that are greater than the mean intensity. Then equalize 
the two sub image separately. By doing this, the mean brightness of the resultant image 
will lie between the input mean and the middle gray level. In 1999, dualistic sub-image 
histogram equalization (DSIHE) has been proposed by Wan et al [2]. In which the two 
separate histograms were created using the median intensity instead of the mean 
intensity. DSIHE is better than BBHE in term of preserving an image’s brightness and 
entropy.  

Minimum mean brightness error bi histogram equalization (MMBEBHE) is 
proposed by Chen and Ramli to maintain the mean brightness [3]. In this method the 
differences between the mean brightness of the input and the mean brightness of the 
outputs that is produced from every separating intensity values are calculated. Then, a 
value is chosen that can produce the minimum difference between input and output 
means. The actual output image is obtained by bi-histogram equalize the input image 
with this value. 

Chen and Ramli proposed an enhancement scheme known as recursive mean 
separate histogram equalization (RMSHE) [4]. The technique separates the histogram 
into two parts based on the average input brightness. Then, the mean of each piece of 
the resultant sub-histograms is calculated. These sub-histograms are again divided 
into two parts based on the average brightness values. This process is repeated for r 
times, where the value of r is set by the user. Then, each sub-histogram is equalized 
independently. RMSHE is good brightness preservation technique as the value of r is 
large, output mean converges to the input mean brightness. 

There is also method for separating the histogram based on the shape of the 
histogram. Wongsritong et al [5], proposed multipeak histogram equalization with 
brightness preserving (MPHEBP). In this the histogram is first smoothed with one 
dimensional smoothing filter. Then, the histogram is divided based on the local 
maximums of the smoothed histogram. Each sub histogram is then independently 
equalized using histogram equalization. 

In brightness preserving dynamic histogram equalization (BPDHE) partitions the 
histogram based on the local maximums of the smoothed histogram [6]. Before the 
histogram equalization taking place, this method maps each partition to a new 
dynamic range. As the change in the dynamic range cause the change in mean 
brightness, this method involves the normalization of the output intensity. So, the 
average intensity of the resultant image will be same as the input. 
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Although these methods are visually good than HE, these techniques cannot adjust 
the level of enhancement. These are not robust to noise, which become a problem 
when the histogram has spikes. To deal with histogram spikes, method known as 
histogram low-pass filtering [7] can be applied. Another method is proposed to adjust 
the cumulative function of the histogram thus can alter the level of enhancement [8]. 
The modified contrast enhancement techniques perform well on some images but they 
can create problems when a sequence of images is enhanced, or when the histogram 
has spikes. To avoid this problem it incorporates additional penalty terms into the bi-
criteria optimization. It also presents a content-adaptive algorithm with low 
computational complexity. 

2   Histogram Adaptation  

To utilize the existing dynamic range, HE creates a uniformly distributed output 
histogram. For this it use a cumulated histogram as its mapping function. But HE 
produces excessively enhanced unnatural looking images. The problem with 
histogram equalization is due to large backward-difference values of transfer function. 
In order to avoid this input histogram should be adapted. The adapted histogram can 
be accumulated to map input pixels to output pixels. The resultant histogram is closer 
to a uniformly distributed histogram.  

The adapted histogram is a solution of a bi-criteria optimization problem. This 
histogram is represented as ћ that is closer to uniform histogram represented as u, make 
the residual h-hi small. In this hi is the input histogram. The bi-criteria optimization 
problem can be formulated as a weighted sum of the two objectives as (1) 

min|| h-hi  || +λ|| h-u|| (1)

where h, hi, ћ and u €€ R 256*1and λ is a problem parameter. The various levels of 
contrast enhancement can be achieved by varying λ. 

3   Methodologies 

3.1   Adjustable Histogram Equalization 

A systematic solution to bi-criteria optimization problem as in (1) obtained when the 
squared sum of the Euclidean norm is used as in (2). 

Ђ = argmin || h-hi ||2
2 + λ|| h-u||2

2 (2)

which results in the quadratic optimization problem 

Ђ=argmin (h- hi)
T (h- hi)+ (h-u)T (h-u)] (3)

The solution to (3) is  

Ђ= (hi+λu)/(1+λ)=(1/(1+λ))hi+(λ/(1+λ))u (4)

The modified histogram ђ, to be a weighted average of hi and u, by changing the 
value of λ the level of enhancement can be modified. 
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When the value of λ is zero, the adjusted histogram is equal to the input histogram 
which is similar as the standard HE applied. The resulting image is over-enhanced, 
with many unnatural details. When λ value is increased to one, the penalty term is 
introduced and the enhanced image is similar to the original image. For the value of λ 
=2, the level of enhancement is further decreased and the details are mostly preserved. 
Even if the stage of enhancement is decreased with increasing λ, the slope of the 
mapping at the fixed point is large. 

The problem of having a large slope arises from spikes in the input histogram. One 
way to deal with histogram spikes is to use norm for the histogram approximation 
term. Hence, the problem in (2) is changed to 

Ђ= argmin || h- hi ||+|| h-u||2 (5)

To transform this mixed norm problem into a constrained quadratic programming 
problem, the first term can be expressed as a sum of auxiliary variables as (6) 

Ђ=argmin[tT1+λ(h–u)T(h-u) (6)

subject to -t≤(h-hi)≤t                              

Where t €€  R 256*1 represents the auxiliary variables and 1€€  R 256*1of ones. But it has 
high computational complexity. Another way to deal with the histogram spikes in the 
input histogram is to use one more penalty term to measure the smoothness of Ђ, 
which reduces the modified histogram’s sensitivity to spikes 

3.2   Histogram Smoothing 

To avoid spikes that lead to strong repelling fixed points, a smoothness constraint is 
added. The backward difference of the histogram is used to measure its smoothness. 
A smooth modified histogram has fewer spikes as they are essentially abrupt changes 
in the histogram. The difference matrix is D€€  R 256*256 bi-diagonal as given in (7) 

 

(7)

With the additional penalty term for smoothness, the optimal trade-off is obtained 
as in (8)  

min || h-hi  ||2
2 + λ|| h-u||2

2
  +γ ||Dh||2 (8)

The solution of this three-criterion problem is 

Ђ = ((1+λ) I +γ DTD)-1(hi +λu) (9)

While (4) results in a weighted average of hi and u. It is further smoothes this 
weighted average to avoid spikes in (9) .The first term in (9) is given as in (10). 

S-1 = ((1 + λ) I + γ DTD)-1 (10)
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It corresponds to a low-pass filtering operation on the averaged histogram. This 
can be expressed as (11) 

S=((1+λ)I+γDTD)) (11)

where S is a tridiagonal matrix. Although histogram smoothing is good in avoiding 
histogram spikes, S-1 has to be computed for each image as γ to be adjusted based on 
the magnitude of the histogram spikes.  

Instead of using (9), a low-pass filtering on the histogram can also be performed. 
But the number of taps and the transfer function must also be adaptive. An approach 
that is less computationally complex is to use a weighted error norm for the 
approximation error h-hi. 

3.3   Weighted Histogram Approximation 

Histogram spikes occur because of the existence of large number of pixels with 
exactly the same gray-level values as their neighbors. This results in an input-output 
transformation that maps a narrow range of pixel values to a much wider range of 
pixel values. A large number of pixels having exactly the same gray-levels are due to 
large smooth areas in the image. So the average local variance of all the pixels with 
the same gray-level can be used to weight the approximation error. Histogram 
approximation error at the corresponding bin will be weighted with a smaller weight. 
Thus the modified histogram bin will not closely follow the input histogram’s spike 
bin to minimize the approximation error. The objective function with the weighted 
approximation error is given in (12) 

min [(h-hi)
 TW (h-hi)+λ(h-u) T(h -u) (12)

Where W €€  R 256*256 is the diagonal error weight matrix, and measures the average 
local variance of pixels with gray level. The solution of (12) is 

Ђ=(W+λI)-1(Whi+λu) (13)

This is computationally simpler than (9). Only simple division operations for the 
diagonal elements are needed to compute its inverse.  

3.4   Low-Complexity Histogram Modification Algorithm 

Low-complexity histogram modification algorithm deals with histogram spikes, 
performs B&W stretching, and adjusts the level of enhancement adaptively. In this 
dynamic range is better utilized which handle the noise visibility and the natural look 
requirements. Using histogram smoothing or weighted histogram approximation is 
computationally complex. Histogram smoothing requires either solving (9) or low-
pass filtering with adaptive filter length and transfer function. Weighted 
approximation with solution given in (13) requires division operation. 

3.4.1   Histogram Computation 
To deal with histogram spikes instead of smoothing or weighting the input histogram, 
change the way a histogram is computed. Histogram computation can be modified so 
as to take pixels that have some level of contrast with their neighbors. For a good 
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contrast enhancement, the histogram should be modified in such that the modified 
histogram represents the conditional probability of a pixel, given that it has a contrast 
with its neighbors.  

It can obtain by counting only those pixels that have contrast. To obtain the 
histogram, the local variation of each pixel can be used to decide if a pixel has 
sufficient contrast with its neighbors. For this use a horizontal variation measure by 
taking advantage of the row-wise pixel processing architecture. A horizontal one-
lagged difference operation is a high-pass filter, which will measure noise. The 
horizontal two-lagged difference operation is a band-pass filter which will attenuate 
high-frequency noise signals. Histogram is created using pixels with a two-lagged 
difference that has a magnitude larger than a given threshold. The number of pixels 
included in the histogram is also counted for proper normalization. 

3.4.2   Adjusting the Level of Enhancement 
It is feasible to adjust the level of histogram equalization to achieve natural looking 
enhanced images. The modified histogram is a weighted average of the input 
histogram and the uniform histogram. The contribution of the input histogram in the 
modified histogram is K* =1/ (1+λ). The level of histogram equalization adjusted 
depending on the input image contrast. Low contrast images have narrow histograms 
and with histogram equalization noise created. Therefore k is computed to measure 
the input contrast using the aggregated outputs of horizontal two-lagged difference 
operation. This multiplied by a user-controlled parameter, is then normalized to the 
range [0, 1] to get K. By choosing the maximum value that gk can take on as a power 
of two, the normalization is done using a bit-shift operation. To ensure that hi and u 
have the same normalization, u is obtained using the number of pixels that are 
included in the histogram. umin ensure that very low bin regions of the histogram will 
not result in very low slope in the mapping function.  

Black and White stretching is then performed. Parameters b, w and α can be 
adapted with the image content, b and w is usually derived from the histogram as the 
minimum and maximum intensities. For noise robustness b should be chosen as the 
minimum gray-level that is bigger than some predefined number of pixel intensities, 
w can be chosen similarly. The stretching parameter should also be adapted with 
image content. For dark images white stretching can be favored, while for bright 
images black stretching can be favored.  

4   Results and Discussion 

Histogram equalized images result in the best utilization of the dynamic range of the 
pixel values for maximum contrast. For this low contrast image is given as input. First 
histogram equalization is applied on the input image. Histogram equalization creates a 
uniformly distributed output histogram by using a cumulated histogram as its 
mapping function. But as shown in the Fig.1 (b) it creates an excessively enhanced 
output image. 

Adjustable histogram equalization is also applied on the input image to avoid the 
problem caused by HE. By varying the value of λ various level of contrast 
enhancement can be achieved. If the value of λ =0 is similar as the output ohtained in 
standard histogram equalization. As the value of λ increases it converge to preserve 
original image brightness in the output. 
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Examples of image and enhanced images using adjusted histogram equalization 
with three different values of λ (0, 1, and 2) are shown in Fig.1(c)-(e). The resulting 
image is over-enhanced, with many losses of details when normal HE is applied. 
When λ is increased to one, the penalty term comes into play and the enhanced image 
looks more like the original image, thus original image brightness preserved. For λ=2, 
the level of enhancement is further decreased and the details are mostly preserved. 

Histogram smoothing is also applied on the input image. It is useful in avoiding 
histogram spikes in the input histogram is shown in the Fig.1 (f) .But in this method 
parameter value is adjusted with spikes in the input image. 

Weighted histogram approximation for the input image is shown in the Fig.1 (g). 
This method is less computationally complex. Since the first term is a diagonal 
matrix, taking matrix inverse is avoided. Simple division operations for the diagonal 
elements are needed to compute its inverse. 

                   

                       (a)                           (b)                           (c)                        (d) 

                    

                             (e)                           (f)                          (g)                         (h) 

Fig. 1. (a)originalimage (b)equalizedimage (c)adjustable equalized with λ=0  (d) λ=1 (e) λ=2 (f) 
smoothining (g) weighted histogram approximation (h) low complexity method for boat image 

             

                               (a)                      (b)                       (c)                     (d) 

          

                                 (e)                      (f)                   (g)                       (h) 

Fig. 2. (a)originalimage (b)equalized image (c)adjustable equalized with λ=0  (d) λ=1 (e) λ=2 
(f) smoothining (g) weighted histogram approximation (h) low complexity method for boat image 
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The proposed method also can also be applied to medical images as shown in 
Fig.2. It shows that histogram adaptation scheme will achieve very good performance. 
The given input is a magnetic resonance image of axial normal brain of PNG type. It 
has pixel size of 256*256. 

The histogram  of  various mehods are shown in Fig(3) 

             

                            (a)                        (b)                       (c)                        (d) 

               

                          (e)                       (f)                         (g)                         (h)          

Fig. 3. (a)originalimage (b)equalized image (c)adjustable equalized with λ=0  (d) λ=1 (e) λ=2 
(f) smoothing (g) weighted histogram approximation(h) low complexity method for boat image 

Table (1) shows a comparison of various quantitative measurements. 

Table 1. Comparison of Various Quantitative Measurements 

Comparison of Quantitative Measurements for Boat Image 
 PSNR AMBE H 

Histogram equalization 15.380966 38.408205 7.076154 
Adjustable histogram equalization 21.835893 18.267295 7.224068 
Histogram smoothening 13.526498 43.588128 6.404968 
Weighted histogram approximation 14.285480 35.145796 6.142456 

Low Complexity Algorithm 23.136483 14.541140 7.167812 

5   Conclusion 

A general structure for image contrast enhancement is presented. It designed penalty 
terms to adjust the various aspects of contrast enhancement. Hence, the contrast of the 
image can be improved without introducing visual artifacts. The proposed method 
avoids complex calculations and obtained images are visually pleasing and natural 
looking.  

The proposed method is applicable to a wide variety of images including medical 
images also. It also offers a level of controllability and adaptively through which 
different levels of contrast enhancement can be achieved. Quantitative measurement 
can be obtained through measurements like PSNR which denotes Peak Signal to 
Noise Ratio, AMBE Absolute Mean Brightness Error and H entropy. From the values 
it shows that Low Complexity algorithm is working well.  
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For a low contrast image given as an input, output image with various level of 
enhancement is obtained. Such as normal equalized image, adjustable histogram 
equalized with various values of λ, histogram smoothing, weighted histogram 
approximation and finally Low Complexity algorithm is obtained.  Output image have 
high level of contrast comparable to input image. 
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Abstract. Speech based solutions have taken center stage with growth
in the services industry where there is a need to cater to a very large
number of people from all strata of the society. While natural language
speech interfaces are the talk in the research community, yet in practice,
menu based speech solutions thrive. Typically in a menu based speech
solution the user is required to respond by speaking from a closed set
of words when prompted by the system. A sequence of human speech
response to the IVR prompts results in the completion of a transaction.
A transaction is deemed successful if the speech solution can correctly
recognize all the spoken utterances of the user whenever prompted by the
system. The usual mechanism to evaluate the performance of a speech
solution is to do an extensive test of the system by putting it to actual
people use and then evaluating the performance by analyzing the logs for
successful transactions. This kind of evaluation could lead to dissatisfied
test users especially if the performance of the system were to result in
a poor transaction completion rate. To negate this the Wizard of Oz
approach is adopted during evaluation of a speech system. Overall this
kind of evaluations is an expensive proposition both in terms of time and
cost. In this paper, we propose a method to evaluate the performance
of a speech solution without actually putting it to people use. We first
describe the methodology and then show experimentally that this can
be used to identify the performance bottlenecks of the speech solution
even before the system is actually used thus saving evaluation time and
expenses.

Keywords: Speech solution evaluation, Speech recognition, Pre-launch
recognition performance measure.

1 Introduction

There are several commercial menu based ASR systems available around the
world for a significant number of languages and interestingly speech solution
based on these ASR are being used with good success in the Western part of
the globe [5], [3], [6], [2]. Typically, a menu based ASR system restricts user to
speak from a pre-defined closed set of words for enabling a transaction. Before
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commercial deployment of a speech solution it is imperative to have a quan-
titative measure of the performance of the speech solution which is primarily
based on the speech recognition accuracy of the speech engine used. Generally,
the recognition performance of any speech recognition based solution is quanti-
tatively evaluated by putting it to actual use by the people who are the intended
users and then analyzing the logs to identify successful and unsuccessful trans-
actions. This evaluation is then used to identifying any further improvement in
the speech recognition based solution to better the overall transaction comple-
tion rates. This process of evaluation is both time consuming and expensive. For
evaluation one needs to identify a set of users and also identify the set of actual
usage situations and perform the test. It is also important that the set of users
are able to use the system with ease meaning that even in the test conditions
the performance of the system, should be good, while this can not usually be
guaranteed this aspect of keeping the user experience good makes it necessary to
employ a wizard of Oz (WoZ) approach. Typically this requires a human agent
in the loop during actual speech transaction where the human agent corrects any
mis-recognition by actually listening to the conversation between the human user
and the machine without the user knowing that there is a human agent in the
loop. The use of WoZ is another expense in the testing a speech solution. All this
makes testing a speech solution an expensive and time consuming procedure.

In this paper, we describe a method to evaluate the performance of a speech
solution without actual people using the system as is usually done. We then show
how this method was adopted to evaluate a speech recognition based solution as
a case study. This is the main contribution of the paper. The rest of the paper
is organized as follows. The method for evaluation without testing is described
in Section 2. In Section 3 we present a case study and conclude in Section 4.

2 Evaluation without Testing

Fig. 1 shows the schematic of a typical menu based speech solution having 3
nodes. At each node there are a set of words that the user is expected to speak
and the system is supposed to recognize. In this particular schematic, at the
entry node the user can speak any of the n words, namely W1 or W2 or · · · or
Wn; n is usually called the perplexity of the node in the speech literature. The
larger the n the more the perplexity and higher the confusion and hence lower
the recognition accuracies. In most commercial speech solutions the perplexity
is kept very low, typically a couple of words. Once the word at the entry node
has been recognized (say word Wk has been recognized), the system moves on
to the second node where the active list of words to be recognized could be
one of Wk1, Wk2, Wk3, ... Wkp if the perplexity at the kth node is p. This is
carried on to the third node. A transaction is termed successful if and only if
the recognition at each of the three nodes is correct. For example, typically in a
banking speech solution the entry node could expect someone to speak among
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Fig. 1. Schematic of a typical menu based ASR system (Wn is spoken word)

/credit card/1, /savings account/, /current account/, /loan product/, /demat/,
and /mutual fund transfer/ which has a perplexity of 6. Once a person speaks,
say, /savings account/ and is recognized correctly by the system, at the second
node it could be /account balance/ or /cheque/ or /last 5 transactions/ (perplex-
ity 3) and at the third node (say, on recognition of /cheque/) it could be /new
cheque book request/, /cheque status/, and /stop cheque request/ (perplexity 3).

Note 1. Though we will not dwell on this, it is important to note that an error
in recognition at the entry node is more expensive than a recognition error at a
lower node.

Based on the call flow, and the domain the system can have several nodes for
completion of a transaction. Typical menu based speech solutions strive for a
3 - 5 level nodes to make it usable. In any speech based solution (see Fig. 2)
first the spoken utterance is hypothesized into a sequence of phonemes using
the acoustic models. Since the phoneme recognition accuracy is low, instead of
choosing one phoneme it identifies l-best (typically l = 3) matching phonemes.
This phone lattice is then matched with all the expected words (language model)
at that node to find the best match. For a node with perplexity n the constructed
phoneme lattice of the spoken utterance is compared with the phoneme sequence
representation of all the n words (through the lexicon which is one of he key

1 We will use / / to indicate the spoken word. For example /W1/ represents the spoken
equivalent of the written word W1.
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Fig. 2. A typical speech recognition system. In a menu based system the language
model is typically the set of words that need to be recognized at a given node.

components of a speech recognition system). The hypothesized phone lattice is
declared one of the n words depending on the closeness of the phoneme lattice
to the phoneme representation of the n words.

We hypothesize that we can identify the performance of a menu based speech
system by identifying the possible confusion among all the words that are active
at a given node.

Note 2. If active words at a given node are phonetically similar it becomes dif-
ficult for the speech recognition system to distinguish them which in turn leads
to recognition errors.

We used Levenshtein distance [1], [4] a well known measure to analyze and
identify the confusion among the active words at a given node. This analysis
gives a list of all set of words that have a high degree of confusability among
them; this understanding can be then used to (a) restructure the set of active
words at that node and/or (b) train the words that can be confused by using
a larger corpus of speech data. This allows the speech recognition engine to be
equipped to be able to distinguish the confusing words better. Actual use of
this analysis was carried out for a speech solution developed for Indian Railway
Inquiry System to identify bottlenecks in the system before its actual launch.

3 Case Study

A schematic of a speech based Railway Information system, developed for Hindi
language is shown in Fig. 3. The system enables user to get information on five
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Fig. 3. Call flow of Indian Railway Inquiry System (Wn is spoken word)

different services, namely, (a) Arrival of a given train at a given station, (b)
Departure of a given train at a given station, (c) Ticket availability on
a given date in a given train between two stations, and class, (d) Fare in a
given class in a given train between two stations, and (e) PNR status. At the
first recognition node (node-1), there are one or more active words correspond-
ing to each of these services. For example, for selecting the service Fare, the
user can speak among /kiraya jankari/, /kiraya/, /fare/. Similarly, for selecting
service Ticket availability, user can speak /upalabdhata jankari/ or /ticket
availability/ or /upalabdhata/.

Note 3. Generally the perplexity at a node is greater than on equal to the num-
ber of words that need to be recognized at that node.

In this manner each of the services could have multiple words or phrases that
can mean the same thing and the speaker could utter any of these words to refer
to that service. The sum of all the possible different ways in which a service can
be called (di) summed over all the 5 services gives the perplexity (N ) at that
node, namely,

N =
5∑

i=0

di (1)

The speech recognition engine matches the phoneme lattice of the spoken ut-
terance with all the N words which are active. The active word (one among
the N words) with highest likelihood score is the recognized word. In order to
avoid low likelihood recognitions a threshold is set so that even the best likeli-
hood wordis returned only if the likelihood score is greater than the predefined
threshold. Completion of a service requires recognitions at several nodes with
different perplexity at each node. Clearly depending on the type of service that
the user is wanting to use; the user has to go through different number of recog-
nition nodes. For example, to complete the Arrival service it is required to
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pass through 3 recognition nodes namely (a) selection of a service, (b) selection
of a train name and (c) selection of the railway station. While the perplexity
(the words that are active) at the service selection node is fixed the perplexity
at the station selection node could depend on the selection of the train name at
an earlier node. For example, if the selected train stops at 23 stations, then the
perplexity at the station selection node will be ≥ 23.

For confusability analysis at each of the node, we have used the Levenshtein
distance [4] or the edit distance as is well known in computer science literature.
We found that the utterances /Sahi/ and /Galat/ have 100% recognition. These
words Sahi is represented by the string of phonemes in the lexicon as S AA HH
I and the word Galat is represented as the phoneme sequence G L AX tT in the
lexicon. We identified the edit distance between these two words Sahi and Galat
and used that distance measure as the threshold that is able to differentiate any
two words (say T ). So if the distance between any two active words at a given
recognition node is lower than the threshold T , then there is a greater chance
that those two active words could get confused (one word could be recognized as
the other which is within a distance of T ). There are ways in which this possible
misrecognition words could be avoided. The easiest way is to make sure that
these two words together are not active at a given recognition node.

Table 1 shows the list of active word at the node 1 when the speech application
was initially designed and Table 2 shows the edit distance between all the active
words at the node service given in Fig. 3. The distance between words Sahi and
Galat was found to be 5.7 which was set at the threshold, namely T = 5.7. This
threshold value was used to identify confusing active words. Clearly, as seen in
the Table the distance between word pairs fare, pnr and pnr, prasthan is 5.2 and

Table 1. List of Active Words at node 1

W. No. Active Word Phonetic

W1 kiraya jankari K I R AA Y AA J AA tN K AA R I

W2 kiraya K I R AA Y AA

W3 fare F AY R

W4 aagaman jankari AA G AX M AX tN J AA tN K AA R I

W5 aagaman AA G AX M AX tN

W6 arrival departure AX R AA I V AX L dD I P AA R CH AX R

W7 upalabdhata jankari U P AX L AX B tDH AX tT AA J AA tN K AA R I

W8 ticket availability tT I K EY tT AX V AY L AX B I L I tT Y

W9 upalabdhata U P AX L AX B tD AX tTH AA

W10 arrival AX R AA I V AX L

W11 prasthan P R AX S tTH AA tN

W12 departure dD I P AA R CH AX R

W13 pnr jankari P I EY tN AA R J AA tN K AA R I

W14 pnr P I AX tN AA R
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Table 2. Distance Measurement for Active Words at Node 1 of the Railway Inquiry
System

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13 W14

W1 0 8.4 14.2 8.5 14.1 15.3 11 20 17.1 13 13 13.2 6.2 11.2

W2 8.4 0 7.2 13.8 8.5 14.7 17.8 15.7 11 7.2 7.8 7.7 11.2 6.2

W3 14.2 7.2 0 14.2 7.2 14.8 18.2 15.8 11.2 8.2 8.2 7.8 14.2 5.8

W4 8.5 13.8 14.2 0 8.4 15.9 9.6 19.7 14.3 13 13 14.7 8.2 11.2

W5 14.1 8.5 7.2 8.4 0 13.2 16.7 15.7 9.7 7.2 6.7 8.2 14.1 7.1

W6 15.3 14.7 14.8 15.9 13.2 0 18.7 18.9 15.5 9.4 13.7 7 17.3 11.8

W7 11 17.8 18.2 9.7 16.7 18.7 0 20 11.2 17.1 15.6 17.8 10.2 13.8

W8 20 15.7 15.8 19.7 15.7 18.9 20 0 14.5 15.8 17.5 16.5 18.6 15.7

W9 17.1 11 11.2 14.3 9.7 15.5 11.2 14.5 0 10 9.2 11.1 16.3 9.7

W10 13 7.2 8.2 13.1 7.2 9.4 17.1 15.8 10 0 8.5 8 13 7.8

W11 13.1 7.8 8.2 13.1 6.7 13.7 15.7 17.5 9.2 8.5 0 8.4 11.7 5.2

W12 13.2 7.7 7.8 14.7 8.2 7 17.8 16.5 11.1 8.1 8.4 0 12.1 6.8

W13 6.2 11.2 14.2 8.2 14.1 17.3 10.2 18.6 16.3 13.1 11.7 12.1 0 9.8

W14 11.2 6.2 5.8 11.2 7.1 11.8 13.8 15.7 9.6 7.8 5.2 6.8 9.8 0

Table 3. Recognition of Active Words at Node 1 of the Railway Inquiry System (before
restructuring active words)

W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13 W14

/kiraya jankari/ 40 0 0 0 0 0 0 0 0 0 0 0 0 0

/kiraya/ 0 40 0 0 0 0 0 0 0 0 0 0 0 0

/fare/ 0 4 20 0 0 0 0 0 0 0 0 0 0 16

/aagaman jankari/ 0 0 0 40 0 0 0 0 0 0 0 0 0 0

/aagaman/ 0 0 0 0 40 0 0 0 0 0 0 0 0 0

/arrival departure/ 0 0 0 0 0 40 0 0 0 0 0 0 0 0

/upalabdhata jankari/ 0 0 0 0 0 0 40 0 0 0 0 0 0 0

/ticket availability/ 0 0 0 0 0 0 0 40 0 0 0 0 0 0

/upalabdhata/ 0 0 0 0 0 0 0 0 40 0 0 0 0 0

/arrival/ 0 0 0 0 0 0 0 0 0 40 0 0 0 0

/prasthan/ 0 0 0 0 0 0 0 0 0 0 29 0 0 11

/departure/ 0 0 0 0 0 0 0 0 0 0 0 40 0 0

/pnr jankari/ 0 0 0 0 0 0 0 0 0 0 0 0 40 0

/pnr/ 0 0 17 0 0 0 0 0 0 0 19 0 0 4

5.8 respectively, which is very close to the threshold value of 5.7. This can cause
a high possibility that /fare/ may get recognized as pnr and vice-versa. One can
derive from the analysis of the active words that fare and pnr can not coexist
as active words at the same node. The result of the analysis was to remove the
active words fare and pnr at that node.
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Table 4. Recognition of Active Words at Node 1 of the Railway Inquiry System (after
restructuring active words)

W1 W2 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13

/kiraya jankari/ 40 0 0 0 0 0 0 0 0 0 0 0

/kiraya/ 0 40 0 0 0 0 0 0 0 0 0 0

/aagaman jankari/ 0 0 40 0 0 0 0 0 0 0 0 0

/aagaman/ 0 0 0 40 0 0 0 0 0 0 0 0

/arrival departure/ 0 0 0 0 40 0 0 0 0 0 0 0

/upalabdhata jankari/ 0 0 0 0 0 40 0 0 0 0 0 0

/ticket availability/ 0 0 0 0 0 0 40 0 0 0 0 0

/upalabdhata/ 0 0 0 0 0 0 0 40 0 0 0 0

/arrival/ 0 0 0 0 0 0 0 0 40 0 0 0

/prasthan/ 0 0 0 0 0 0 0 0 0 40 0 0

/departure/ 0 0 0 0 0 0 0 0 0 0 40 0

/pnr jankari/ 0 0 0 0 0 0 0 0 0 0 0 40

Table 3 presents result of actual recognition at Node 1 before restructuring
the active words at that node. The testing was done by 2 male and 3 female
users. Each of the 14 active words at that node was spoken 8 times by each user,
such that each active word was spoken 40 times in all by all the users. Analysis
was done before restructuring (see Table 3) and after restructuring (see Table
4) of the active words at Node 1. As seen in the Table 3, 16 and 4 out of 40
/fare/ was recognized as pnr (W14) and kiraya respectively. While 11 instances
out of a total of 40 instances of /prasthan/ was recognized as pnr, similarly
only 4 instances of a total of 40 instances of /pnr/ was recognized as pnr. This
confusion is expected as can be seen from the edit distance analysis of the active
words in Table 2. Table 4 presents result of the recognition at Node 1 after
restructuring active word list (removal of fare and pnr). As can be seen in Table
4, restructuring increased the recognition accuracy at Node 1 (Fig. 3) from 88%
to 100%. A similar analysis was carried out at other recognition nodes and the
active word list was suitably modified to avoid possible confusion between active
word pair. This analysis and modification of the list of active words at a node
resulted in a significant improvement in the transaction completion rate.

4 Conclusion

In this paper we proposed a methodology to identify words that could lead to
confusion at any given node of a speech recognition based system. We used
edit distance as the metric to identifying the possible confusion between the
active words. We showed that this metric can be used effectively to enhance the
performance of a speech solution without actually putting it to people test. There
is a significant saving in terms of being able to identify recognition bottlenecks in
a menu based speech solution through this analysis because it does not require
actual people testing the system. This methodology was adopted to restructuring
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the set of active words at each node for better speech recognition in an actual
menu based speech recognition system that caters to masses.
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Abstract. The paper presents a unified approach for quality evaluation of food 
using image processing and machine vision. In this paper basic tool is 
combination of computer and machine vision for image analysis and processing 
through which fast and accurate quality is achieved that too with the help of non-
destructive method. Machine vision in food has broadened its range of 
applications from grains, cereals, fruits to vegetables including processed products 
as well as spices in which there is a high degree of quality achieved as compared 
to human vision inspection. In this paper we quantify the qualities of various food 
products and figure out features which are directly or inversely affect the quality 
of the food product. Based on these features a generalized formula of quality is 
proposed to be used for quality evaluation of any type of food product.  

Keywords: Quality, Machine vision, Image processing, Fruit, Vegetables, 
Grains, Spices, Unification approach. 

1   Introduction 

The agricultural industry is probably too oldest and most widespread industry in the 
world. Quality control is of major importance in the food industry. After harvesting a 
food product based on quality parameter a food product has been sorted and graded in 
different grades. Also a continuous development in mechanical harvesting system and 
need for automatic grading system has arisen. In recent years due to rapid 
industrialization and massive rural-urban migration the necessity of agricultural 
mechanization needs to be grown faster.  

Non-destructive quality evaluation of food products is an important and very vital 
factor in food/agricultural industry. Various parameters which define quality of these 
products (e.g. size, shape, color, texture, external defects, smell etc.) are evaluated by 
human inspectors [35]. Together with the high labor costs, inconsistency and variability 
associated with human inspection accentuates the need for objective measurements 
systems. Efforts are being geared towards the replacement of human operator with 
automated systems, as human operations are inconsistent and less efficient [14].    
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Rapid advances in hardware and software for digital image processing have 
motivated several studies on the development of computer vision systems to evaluate 
quality of diverse raw and processed foods. Advancement in computer technology 
leads to use these in the domain of food processing like grading, sorting and quality 
inspection [32]. Computer vision systems are recognized as the integration of devices 
for non-contact optical sensing, and computing and decision processes which receive 
and interpret automatically an image of a real scene. Recently many different features 
like size, shape, color and texture of food products are combined together for their 
applications in the food industry. Normally, by increasing the features used, the 
performance of the methods proposed can be increased. However, in literature there is 
a need of a common evaluation scheme. In this paper we propose a unification 
approach to evaluate the quality of food products. 

In this paper we present a unified approach to evaluate the quality of food products 
using machine vision. Section 2 discusses basic machine vision technique for quality 
evaluation of food. Section 3 discusses background of various food products in which 
machine vision is used. We propose a unified approach for evaluation of quality of 
food products in section 4. Section 5 concludes the paper.  

2   Quality Evaluation Using Machine Vision 

Computer & Machine vision system for quality evaluation of food products contains 
standard hardware configuration as shown in figure 2.1. It consists of: 

1. Some means of presenting the object to be inspected to the camera 
2. Light source for proper illumination 
3. CCD Camera to acquire image 
4. A frame-grabber, to perform analog-to-digital conversion. 
5. Software, if a computer is used for image processing 

 

Fig. 2.1. Imaging setup of computer vision system [5] 

Illumination plays a vital role in quality of image. So here proper illumination is 
adjusted with the help of available light sources. Image acquisition is done (or image 
formation) to produce digital images of the food products. Image is captured by high 
quality CCD camera. Pre-processing is used to enhance, clean, and improve key parts 
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of the input images [15], [16]. During the process of image acquisition, captured 
images may suffer from severe noise and external disturbances this can be removed 
with the help of filtering process.  

Image can be converted from color to gray scale depending upon whether color 
parameter is of importance or not. Segmentation is done to identify relevant parts of a 
food product, as disjoint and non-overlapping regions separated from the background. 
To partition an image, thresholding is applied on image. Object recognition and 
measurement are done to quantify key features of the selected objects. Here different 
parameters based on size, shape etc. is calculated. Edge operators detect 
discontinuities in grey level, color, texture, etc. Region segmentation involves the 
grouping together of similar pixels to form regions representing single objects within 
the image. In interpretation, where the features extracted from the products are 
interpreted using application domain knowledge.  

3   Assesment of Food Products 

Food product images captured by vision system can be used to identify, analyze and 
quality assessment of food products.  

 
(1) Peanuts 
Peanut is a mass consumption item and is used for extraction of oil, for making butter, 
chikkies and chocolates, as an ingredient in making several food and various snacks. 
India is one of the largest producers along with the USA; China and Argentina. 
Gujarat, Andhra Pradesh, Tamilnadu and Maharashtra are the main cultivating states. 
Peanuts from the Saurashtra region of Gujarat are famous all over the world on 
account of their big size, nutty flavor and crunchy taste. Peanuts having a wide range 
of seed size and maturity are often obtained at harvest. Due to non-uniform maturity 
levels size variation has been seen in peanuts like a smaller sized seed would be 
immature seed and a big seed would be mature as shown in figure 3.1 [3] [11]. 

 

Fig. 3.1. Partial pictures of peanut in different verities’ [11] 

In 1978, J. I. Davidson derived a mathematical relationship for seed size distribution 
to describe relation between different seed (arachies hypogaea L.) varieties. A step 
further in 1989, F. E. Dowell, who developed an automatic peanut grading system 
based on machine vision system with the integration of mechanical component to 
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grade peanuts based on size or defect [11]. In 2009, H. Zhong-zhi and Z. You-gang 
compared 48 different peanut varieties. Using principal component analysis they 
developed an artificial neural network to establish a seed recognition model which was 
made up of 49 distinct appearance characteristics referred as shape, texture, color etc. 
Here they got variety recognition rate and quality recognition rate up to 91.2% and 
93.0% respectively [10]. In 2010, H. Zhong-zhi et al developed a neural network, 
which was based on 52 appearance features. They got success up to 95.6% in their 
results. This method has been used for appraisal of peanut quality in China. 

Seeing to the above studies on peanut the conclusion can be drawn that there are 
few quality parameters affecting the production of peanuts. For instance color (x1), 
texture (x2) are directly affecting the quality & non uniform maturity level i.e. size 
(major (y1) and minor (y2) axis) are inversely proportional to quality of peanuts.  

 
(2) Rice  
Rice is one of the leading food crops of the world and more than half of the world’s 
population relies on rice as the major daily source of calories and protein [4]. The 
quality of rice has distinct effect, so the proper inspection of rice quality is very 
important. There are two main factors for checking the quality of rice kernel: 
percentage of broken rice and percentage of the purity of rice as shown in figure 3.2. 

 

Fig. 3.2. Picture of rice characteristics [5] 

In 2002, Y. N. Wan developed an automatic grain kernel handling system in which 
1296 singularized kernel images per minute were taken for machine vision inspection. 
He developed a Windows-based software program for rice quality inspection. [33]. 
Later on S, Sansomboonsuk and N. Afzulpurkar (2008) developed image processing 
algorithms and used to extract features for kernels [30]. They measured and calculated 
area, perimeter, circularity and shape compactness as criteria in Fuzzy logic for 
classifying each kernel. From testing the image analysis algorithms, the results are 
obtained, they found accuracy averaging 92% for both of the broken rice and the 
purity of rice compared with human inspection.  

In 2009, B. Emadzadeh, S.M.A. Razavi, and R. Farahmandfar [9] compared three 
Iranian rice varieties, namely Tarom Mahalli, Fajr and Neda, determined parameters 
using micrometer and image processing methods. Comparison of the results obtained 
by both procedures showed that the geometric characteristics (length, width, height and 
projected area) of all three varieties decrease and sphericity increases after removing 
the outer and the brownish layers. It was found that the values of micrometer data are 
having lower for all the geometric factors and that the true size and sphericity. 
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In 2010, S. Shantaiya, U. Ansari developed digital image analysis algorithm based 
on color, morphological and textural features to identify the six varieties rice seeds in 
Chhattisgarh region [29]. Nine color and nine morphological and textural features 
were used for analysis. They developed a neural network-based classifier to identify 
the unknown grain types. In the test dataset, the classification accuracies were 
90.00%, 88.00%, 95.00%, 82.00%, 74.00%, 80.00% respectively. 

Seeing to the above studies on rice the conclusion can be drawn that there are few 
quality parameters affecting the production of rice. For instance area (x1), perimeter 
(x2), circularity (x3), sphericity (x4), shape compactness (x5) are directly affecting the 
quality & non uniform broken rice (y1) are inversely proportional to quality parameter 
of rice.  

 
(3) Bakery Products 
Appearance of baked products is an important quality attribute which influences the 
visual perceptions of customers and hence potential demands of the products. The 
appearance of the internal and external features contributes to the overall impression 
of the products quality. Consequently, the inspection of the bakery products occupies 
a major role in the manufacture process as it affects the taste, texture and appearance 
of the products. Computer vision system has been used to measure characteristics 
before packing. Variety of biscuits on which quality evaluation is done is show in 
figure 3.3. 

 

Fig. 3.3. 1Variety of biscuit [17] 

L. Hamey et al (1993) developed a prototype computer system for inspection of 
biscuit [17]. A system employs a monochromatic image and histogram of image to 
identify defect and classify a product as under backed, correctly backed and over 
backed [17]. J. C. H. Yeh et al (1995) [12] present the implementation of the 
inspection system with a hybrid neural network of self-organizing maps and feed 
forward neural networks. They have tested system and its grading performance on 
biscuit. The bake levels were evaluated and compared with trained human inspector. 
They found that the proposed color system with a hybrid neural network performed 
significantly better than the human inspector. They also found that the cross-validation 
technique can prevent over-training and preserve generalization of an ANN. Raji et al 
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(2000) developed a program in FORTRAN using the principle of edge detection in 
image analysis to determine the edge of sliced breads and biscuits (round and 
rectangular) with a view to detecting defects (breakage) [27]. 

The crispness of biscuit measured in acoustic sound and not in texture of biscuit. In 
crispness of biscuit or snacks the distraction could happen due to environment. So, 
this new initial method is purposed to analyze the texture to determine the crispness 
of biscuit. Here they have take care of all samples of the same size and thickness 
because the humidity can influence if these two criteria are different. The normal 
texture stored as a reference to the irregular texture image with lightning condition. 
They applied wavelet transforms in this analyzing together with image processing 
from machine vision. All the texture stored in a database as a comparison to 
determine the good quality of biscuit [22]. 

A prototype-automated system for visual inspection of muffins was developed by 
Zaid Abdullah et al. [36]. The color of 100 light brown and 100 dark brown muffins 
was evaluated using the vision system and discriminants analysis compared with 
visual examination. The automated system was able to correctly classify 96% of 
pregraded and 79% of ungraded muffins. [1] 

For bulk sugary products classification and identification developed by B. S. 
Anami et al (2009). [2]. they used gray level co-occurrence method for texture 
analysis and feature extraction and developed a neural network model to classify 10 
different varieties of bulk sugary food products. In the classification of Indian food 
products like Apple cake, Bundeladu, Burfi, Doodhpeda, Jamun, Jilebi, Kalakand, 
Ladakiladu, Mysorepak, Suraliholige, they got accuracy of 90%. 

Seeing to the above studies on bakery biscuits the conclusion can be drawn that 
there are few quality parameters affecting the baked biscuit. For instance area (x1), 
crispness (x2), thickness (x3) directly affect the quality & color variation (y1), less 
amount of ingredients (like amount of chocolate chips in chocolate cookies) (y2) are 
inversely proportional to quality of baked product.  

 
(4) Fruits and Vegetables 
Computer vision has been widely used for the quality inspection and grading of fruits 
and vegetables. The fresh fruit and vegetable postharvest sector is dynamic and 
largely to increasing consumer demand for quality product. The condition of fruit and 
vegetable at the time of harvest has an important effect on the consumer’s level of 
satisfaction at consumption. Computer vision offers the potential to automate manual 
grading practices and thus to Standardize techniques and eliminate tedious inspection 
tasks.  

Color provides information about estimating the maturity and also in examining 
the freshness of fruits & vegetables [18]. P. Sudhakara Rao et al uses HSI for color 
representation, which provides an efficient method for color discrimination. With the 
help of median density of Hue as a grading criterion, the image processing system 
achieved around 98 % accuracy in color inspection of Apples. They proposed new 
method namely Improved Radius signature [31]. This method can be effectively used 
for comparing many samples against a reference shape for the purpose of sorting and 
grading using correlation coefficient technique, Graphical analysis or Fourier 
transformation technique. Du and Sun (2004), shape features can be measured 
independently (for example, by Fourier descriptors of the planar image boundary, 
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invariant moments) or by combining size measurements (for example, circularity, 
aspect ratio, compactness, eccentricity, roundness). So with, the determination of fruit 
size parameters allows simple shape sorting [6]. 

 

Fig. 3.4. Pictures of Apples 

Color is the important parameter regarding freshness of fruits and vegetables. H. 
M. W. Bunnik et al developed a system which quantifies the color of entire object 
using mean, standard deviation, skew and kurtosis [19]. 

Seeing to the above studies on fruits & vegetables the conclusion can be drawn that 
there are few quality parameters affecting the quality. For instance area (x1), shape 
(x2), size (x3), color (x4), shape compactness (x5) are directly affecting the quality & 
black moles (y1), brown undubbed shapes (y2) are inversely proportional to quality 
parameter of fruits & vegetables.  

 
(5) Fennel and Cummin seeds 
The booming global spice market also possesses good opportunities for the Indian 
spice industry especially from Gujarat (Unjha) and Tamil Nadu to provide quality 
spices at competitive prices. Unjha faces stiff competition from China, Malaysia and 
Pakistan in terms of pricing of the products. Therefore the need of the manufacturers 
there is to ensure consistency in supply, product quality, pricing and marketing strategy 
to increase the share in exports. The major one out of all is of quality [14] [15].  

          

Fig. 3.5. figures of cumin & fennel seeds [14] [15] 

K. Jain et al [14] [15] proposed to use machine vision techniques for quality 
evaluation of cummin and fennel seeds. The approach was based on finding minor 
axis length, major axis length and area of the seeds. The classification of good and 
bad quality was done on finding the number of seeds with pedestals and foreign 
elements available in bulk of samples as shown in figure 3.5. Here, the quality was 
thought to be inversely proportional to number of seeds with pedestals (x1) and 
number of foreign elements (x2) present in the samples.  
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4   Proposed Unified Approach for Quality Evaluation 

General review in the field of quality depicts that there is a requirement of a unified 
approach for the quality evaluation of food products which widely range from raw to 
processed product. The old rule of thumb says that acquire an image, pre process it, 
segment it, then extract the features and finally find its quality based on those features 
by comparing it with the standard one. The features to be extracted would vary for 
each and every food product as discussed above. So it can be concluded in general that 
those features would affect the quality of specific food product. In general, some 
features (xi) will be directly proportional to the quality of the food product while other 
features (yi) will be indirectly proportional to the quality. Hence a general formula of 
quality of any food product based on machine vision extracted features can be given by 
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Where, wi and wj are weights for features xi and yj respectively. The weights can be set 
as per the food quality requirement. The constants c1 and c2 plays a major role in 
defining final grades from the quality. Example of grading can be found in [14], [15].  

5   Conclusion 

In this paper various food products quality evaluation is discussed in detail. For every 
product features are figured out for which the quality is either directly or inversely 
varied. A formula of quality is devised out which try to generate a unification 
approach for quality evaluation of all types of food products. The weighted sum of 
features based formula suggests using proper weights for each and every features on 
which the quality is dependent on.  
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Abstract. Conservative and reversible logic gates are widely known to be 
compatible with revolutionary computing paradigms such as low-power CMOS, 
nanotechnology, optical and quantum computing. A conservative reversible logic 
gate is the Peres Gate (PG). This gate is also known as New Toffoli Gate (NTG), 
combining Toffloi Gate and Feynman Gate. This paper presents an optical circuit 
for realization of Peres Gate in all-optical domain. Semiconductor optical 
amplifier (SOA) based Mach-Zehnder interferometer (MZI) can play a 
significant role in this field of ultra fast all optical signal processing.  

Keywords: Reversible logic, Peres gate, Mach-Zehnder interferometer (MZI). 

1   Introduction 

Reversible logic is of increasing importance to many future computer technologies. 
Reversible circuits are those circuits that do not lose information and reversible 
computation in a system can be performed only when the system comprises of 
reversible gates [1-5]. These circuits can generate unique output vector from each 
input vector, and vice versa, that is, there is a one-to-one mapping between input and 
output vectors. The conventional logic gates such as AND, OR, and EX-OR are not 
reversible, as they are all multiple-input single output logic gates. A gate is reversible 
if the gate’s inputs and outputs have a one-to-one correspondence, i.e. there is a 
distinct output assignment for each distinct input. Therefore, a reversible gate must 
have an equal number of inputs and outputs, inputs can be uniquely determined from 
its outputs unlike conventional gates, 

The output that is not used for further computations is called garbage output. A 
gate is conservative if the Hamming weight (number of logical one’s) at its input 
equals the Hamming weight at its output. A conservative reversible gate is 
simultaneously both conservative and reversible. Peres gate (PG), also known as New 
Toffoli Gate (NTG), combining Toffoli Gate and Feynman Gate is a 3X3 reversible 
logic gate [1-2]. Peres Gate is equal with the transformation produced by a Tofoli 
Gate followed by a Feynman Gate.  
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Design of reversible logic is highly demanding in many applications for lossless 
data processing. One or two such typical applications may include medical (for 
correct diagnosis) and military (for security reason through statistical test) data 
processing hat demand high reversibility in order to prevent data loss. To use in future 
applications, the present work is an attempt for an efficient circuit realization of Peres 
gate in all-optical domain. Semiconductor optical amplifier (SOA) based Mach-
Zehnder interferometer (MZI) can play a significant role in this field of ultra fast all 
optical signal processing. Simulation has been done with Mathcad-7 and results are 
reported. The different abbreviations used are as follows: 

BC: Beam Combiner; EDFA: Erbium Doped Fiber Amplifier; Wavelength 
Converter (WC), MZI: Mach-Zehnder Interferometer, CP: control pulse, A, B and C: 
inputs, X, Y and Z: outputs and (1) …….(16) are equation numbers. 

The rest of the paper is organized as follows. Section 2 describes SOA based MZI 
switch. Section 3 discusses proposed Peres gate architecture (or realization) with 
simulation. Section 4 presents simulation and performance evaluation, while 
concluding remarks are made in Section 5. 

2   SOA Based MZI Switch 

Mach-Zehnder interferometer (MZI) switch, as shown in Fig.1(a) and (b), is a very 
powerful optical device to realize ultra fast all-optical switching. In this switch, a 
semiconductor amplifier (SOA) is inserted in each arm of a MZ interferometer [6-8]. 
The pulsed signal at the wavelength λ1 enters the upper arm through coupler C2 such 
that most power passes through upper arm. At the same time, the incoming signal 
pulse at the wavelength λ2 entering port-1 is split equally by this coupler C1 and 
propagates simultaneously in the two arms. The intensity transmission characteristics 
at port-3 and port-4 can be expressed as [9] 

( ) ( )3 1 1 2 1 2 1 2 1 2
1( ) 1 1 2 1 1 cos( )4 G GT t G kk k k R kk k k R

⎧ ⎫⎪ ⎪⎛ ⎞ ⎛ ⎞⎨ ⎬⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭

= + − − − − − ΔΦ  (1)

( ) ( )4 1 1 2 1 2 1 2 1 2
1( ) 1 1 2 1 1 cos( )4 G GT t G k k k k R k k k k R
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, α  is the line width enhancement factor (taken 7.5 

here), 1k  and 2k are the ratios of the couplers C1 and C2, respectively. For simplicity 

we take 1 2 1 2k k= = . The output signal power at port-3 and port-4 are, 

( ) ( ) ( ),      3, 4.j ip jP t P t T t j= ⋅ =  (3)

where ( )ipP t  is the power of the incoming signal pulse. When both beams are present 

simultaneously (can it be written like this? With the simultaneous presence of both the 
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beams), the control pulse saturates SOA-1 on change in carrier density inside SOA. 
The gain of the SOA during this period is [10-12], 

  

Fig. 1. (a): MZI-based optical switch, (b): Schematic diagram of SOA based MZI optical switch 
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where satU is the saturation energy of the SOA and ( ) ( )
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consider a Gaussian pulse 
2

2
( ) expin

in

E t
P t

σσ π
⎛ ⎞

= −⎜ ⎟
⎝ ⎠

 as control signal, where 

inE  is the input pulse energy, σ  is the full width at half maximum (taken 2.8 here).  

The gain recovery is achieved in SOA-1 with time constant eτ . The momentarily  

(is this term is used widely in the domain or can be called as ‘instantaneous’) gain 
during this time is [11] 

( ) ( )exp

0
0

( ) ,      
s et t

s
s

G t
G t G t t

G

τ⎡ ⎤− −⎣ ⎦⎡ ⎤
= >⎢ ⎥

⎣ ⎦
 (5)

where, ( )sG t  is the gain after saturation of SOA-1. We show the gain change for 

SOA-1 in the Fig-2(a)(all the simulation and calculation are done with Mathcad-7). 

Here we take 0G = unsaturated amplifier gain =29.6 dB, eτ = 95 ps, in satE U = 0.1. 

From the graph in the Fig-2(a), we find st = 5.5 ps and ( )sG t = 7.969 dB. The beam 

in the lower arm experiences the unsaturated amplifier gain 0G  (as there is no strong 

optical pulse to saturate the SOA-2) i.e. 1 2G G≠ , recombines at the coupler C3, So 
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that πΔΦ ≈ . Hence all one bits are directed toward the bar port (upper port-3 in 

Fig. 1(a)). In the presence of control pulse, the output pulse at port-3 and port-4 is 
shown in the Fig-2(b). The transmitted intensity for both the ports are also shown in 
Fig-2(c). However, in the absence of the λ1 beam, both the incoming signal beams in 

two arms experience the same unsaturated amplifier gain 0G  in both SOA (i.e. 

1 2G G= ), recombine at the coupler C3, So that 0ΔΦ = .  

 

 

Fig. 2. (a) ): Gain Variation in SOA, (b) Output pulse at Bar and cross port when Control 
pulse=1,2(c): Intensity Transmission characteristics for port-3 and port-4 when Control 
pulse=1,(d): Output pulse at Bar and cross port when Control pulse=0 

It can be stated from equation (3) that 3 ( ) 0P t =  and the pulse only exits at the 

cross port (lower port-4 in Fig. 1(a)). In the absence of control pulse, the output pulses 
at port-3 and port-4 are shown in Fig. 2(d). Optical filters are placed in front of the 
output ports for blocking the λ1 signal. The MZ scheme is preferable over cross-gain 
saturation as it does not reverse the bit pattern and results in a higher ON-OFF 
contrast, simply because nothing exits from bar port during 0 bits. Now, it is clear that 
in the absence of control signal (λ1), the incoming signal (λ2) exits through cross-port 
(lower channel) of MZI as shown in Fig.1(a), while no light is present in the bar-port 
(upper channel). On the other hand, in the presence of control signal, the incoming 
signal exits through bar port of MZI as shown in Fig. 1(a), while no light is present in 
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the cross port. In the absence of incoming signal, bar-port and cross- port receive no 
light as the filter blocks the control signal. Schematic block diagram of MZI is shown 
in Fig.1 (b). 

3   Peres Gate (PG) Architecture and Its Simulation 

Peres gate is a (3*3) conservative reversible gate [1, 2, 4, 5]. It has three inputs (A, B, 
C) and three outputs (X, Y, Z) satisfy the relations as follows: 

X = A 
Y= A ⊕ B 

Z= A.B ⊕ C (6)

The truth table is in the Table-1. Schematic diagram is given in Fig. 3(a). 

Table 1. Truth table of Peres Gate 

Inputs Outputs 

A B C X Y Z 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 1 1 

1 0 0 1 1 0 

1 0 1 1 1 1 

1 1 0 1 0 1 

1 1 1 1 0 0 
 

 

Fig. 3. (a): Schematic diagram of Peres Gate 

3.1   Peres Gate (PG) Configuration Using MZI 

The MZI based circuit for all optical reversible Peres gate is given in Fig. 4. Light 
from input A is incident on beam splitter (BS) and is split into two parts. One part is 
directly connected with MZI-2 and acts as incoming signal for MZI-2. Another part is 
connected with MZI-1 through wavelength converter (WC) and erbium doped fibre 
amplifier (EDFA) so that they can act as control signal to MZI-1. In a similar way 
light signal from input B is connected with MZI-1 and MZI-2 as shown in Fig.4. The 
bar port of MZI-1 (B1) and MZI-2(B2) and cross port of MZI-2 (C2) are combined by 
a beam combiner BC-1 to get the output X. Light from cross port of MZI-1 (C1) and 
MZI-2(C2) are combined by BC-2 to get the final output Y. Light signal from MZI-
2(B2) is connected to MZI-3 that acts as incoming signal of MZI-3. The control signal 
of MZI-3 is taken from the input ‘C’. The input C is also connected with MZI-4 as 
incoming signal. MZI-4 gets its control signal from B2. The cross ports of MZI-3 and 
MZI-4 are combined by a beam combiner (BC-3) to get the output ‘Z’.  
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Fig. 4. Circuit for all-optical Peres Gate (PG) 

3.2   Functional Operations 

Let us discuss the operation in details. Here, the presence of light is taken as 1 state 
and absence of light is taken as 0 state. 

(1) When A=B=C=0 i.e. no light is present at input, the final outputs show no 
light condition i.e. X=Y=Z=0. 

(2) When A=B=0 and C=1, incoming signal is absent at MZI-1 and MZI-2. So 
no light comes out through cross or bar port of MZI-1 and MZI-2. Incoming 
signal is present at MZI-4 but control is absent. Hence, the light beam 
emerging out through C4 gives the output Z=1. Therefore, when A=B=0 and 
C=1 then X=Y=0, Z=1. It satisfies the second row of the truth table-1.  
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(3) When A=C=0 and B=1, then incoming signal is absent on MZI-2 and MZI-4 
but incoming signal is present at MZI-1. So no light comes out through cross 
or bar port of MZI-2 and MZI-4 but signal is present at cross port of MZI-1. 
Therefore, the conditions X=0, Y=1 and Z=0 are satisfied. 

(4) When A=0 and B=C=1, then the MZI-2 receives no light in the incoming 
signal, so B2=C2=0, and subsequently C3=0. Now for the MZI-4 the 
incoming signal receives light but the control signal receives no light, hence, 
C4=1. This indicates X=0, Y=Z=1. 

(5) When A=1 and B=C=0, then MZI-2 receives light in its incoming signal, but 
control signal is absent. So B2=0, C2=1 are obtained, which indicates C3=0 . 
Again as the input C=0, the incoming signal of MZI-4 is zero, so C4=0. X=1, 
Y=1 and Z=0 are satisfied. 

(6) When A=1, B=0 and C=1, then MZI-2 receives light as incoming signal but 
does not receive control light signal. Again light from input C acts as 
incoming signal of MZI-4. Hence X=1, Y=1 and Z=1 are satisfied. 

 

Fig. 5. F Flow chat for simulation of Peres Gate, BS: 50:50 beam splitter, BC: beam combiner, 
MZI: Mach-Zehnder Interferometer, CP: control pulse, A, B and C: inputs, X, Y and Z: outputs 
and (8) …….(16) are equation numbers 
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(7) When A=1, B=1 and C=0, then MZI-1 and MZI-2 receive light pulse as both 
the incoming and control signals. MZI-3 receives the incoming light pulse, 
but does not receive light in its control. The incoming signal of MZI-4 is 
absent, which means X=1, Y=0 and Z=1. 

(8) When A=1, B=1 and C=1, then all the MZI switches receive light pulse as 
incoming and control signals. The consequent results are B1=1, C1=0, B2=1, 
C2=0, B3=1, C3=0, B4=1, and C4=0, which indicates X=1, Y=0 and Z=0. 

 

Fig. 6. Simulation result of Fig. 4 [x- axis:  Time (ps) & y-axis: Power(dBm)] 
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4   Simulation and Performance Evaluation 

Simulation is done in Mathcad-7 taking the same values used in the section-2. The 
power of the input pulse is taken A=1.13 dBm, B=2.26dBm and C=1.13 dBm. Here 
we use 50:50 beam splitters. Power in different ports can be calculated from the 
equations given below. 

PB1  (t) = ½ PB(t)T3(t) (7)

PC1(t) = ½ PB(t)T4(t) (8)

PB2  (t) = ½ PA(t)T4(t) (9)

PC2(t) = ½ PA(t)T4(t) (10)

PX(t)  = PB1  (t) + PB2  (t) + PC2(t) (11)

PY(t) = PC1(t) + ½ PC2(t) (12)

PC3(t) = ¼PB2(t)T4(t) (13)

PC4(t) = ½ PC(t)T4(t) (14)

PZ(t) =  PC3(t) + PC4(t) (15)

The flow chart of this simulation is shown in Fig. 5. The equation numbers are also 
given. The simulated result is shown in the Fig. 6. 

5   Concluding Remarks 

In this paper, MZI based circuit has been proposed and described for realization of 
Peres gate. It is all-optical in nature. Simulations are done. As Peres gate is the 
conservative reversible logic gate so the different arithmetic and logic operations in 
reversible system can be performed. While constructing reversible circuits, some 
restrictions should be strictly maintained: 

• Fan-out is not permitted. 
• Loops are not permitted. 
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Abstract. With the massive growth in internet applications, there is a 
continuous need of efficient steganography techniques for the purpose of secret 
data communication and for the authentication and ownership identification of 
host data. This paper presents an efficient image hiding scheme using Particle 
Swarm Optimization (PSO) in the spatial domain of digital images. The 
proposed technique uses PSO to find the best pixel locations in an image where 
the secret image pixel data can be embedded. This PSO algorithm uses the 
Structural similarity Index (SSIM) as the objective function which is based on 
the simple visual effect of the human visual perception capability. As a result, 
the pixel positions generated by the proposed method, when used for 
embedding secret image data, result in minimum distortion of the host image. 
The results of the proposed technique have been analyzed qualitatively and 
quantitatively and also compared with some recent LSB techniques. The results 
show better stego image quality along with high embedding capacity.  

Keywords: Steganography, spatial domain, particle swarm optimization, image 
hiding. 

1   Introduction 

With the enormous growth of the internet and digital media technology, there is a 
large increase in digital communication. This has given rise to a number of issues 
related to data security in digital communication, invisible communication via digital 
media, copyright protection of digitized properties etc. Steganography [1] is the 
technique of encoding secret information in a communication channel in such a way 
that the very existence of information is concealed. The secret and host data may be 
image, text, audio or video. While embedding secret data in a host image, the 
emphasis is on producing a stego image with an acceptable level of quality so that the 
distortion resulted due to data embedding is imperceptible. 

A number of steganography techniques [2] are available for embedding 
information in an image. These can be broadly classified as spatial domain techniques 
[3-12] and transform domain techniques [13-15]. In the spatial domain, the simplest 
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technique is to embed the data in the Least Significant Bits (LSB) of each pixel in the 
cover image. LSB based embedding algorithms are vulnerable to frequency attacks 
but more robust to geometric attacks. Transform domain techniques work by 
computing the Discrete Cosine Transform (DCT) or the Discrete Wavelet Transform 
(DWT) or the Discrete Fourier Transform (DFT) of the host image and embed the 
message by modulating coefficients in the corresponding domain. Transform domain 
techniques are more resilient towards frequency based attacks but are more 
susceptible to geometric attacks as the distortions introduced by the embedded data 
into the transform coefficients will spread over all the pixels in the spatial domain. As 
a result the changes introduced in these pixel values are visually less significant but 
the overall image quality is reduced.   

Generally spatial data hiding schemes can be categorized as LSB substitution, LSB 
matching and Pixel Value Differencing (PVD) methods. LSB substitution is the most 
commonly used methods directly replacing LSB’s of pixels in the cover image to 
obtain the corresponding stego image [3]. In LSB matching [4], if one secret bit does 
not match the LSB of the cover image, then another one will be randomly added or 
subtracted from the cover pixel value. PVD based methods [5, 6, 7] calculate the 
difference of two consecutive pixels to determine the depth of embedded bits. Some 
techniques also used an Optimal Pixel Adjustment Process [8] (OPAP) to improve 
efficiency and enhance visual quality of the stego image. The above mentioned 
techniques replace the same length bits of each original pixel. However not all pixels 
can tolerate changes without noticeable distortion and hence the resulting stego image 
is of poor quality. 

Authors in [9,10] employed a genetic algorithm to generate a substitution table for 
transforming the value of the secret data to be embedded into each host pixel to 
another value in advance which is closer to the original value of the host pixel. 
However, it is possible that even if the substitution table is good, it may not be 
optimal. Chang et. al. [11] proposed their dynamic programming strategy to 
efficiently pick the best from all substitution tables. This paper proposes an efficient 
data hiding method to hide an image into a gray level image imperceptibly without 
degrading the quality of the resultant image in which the secret image is to be hidden.  
The proposed data hiding scheme uses Particle Swarm Optimization to obtain the best 
pixel positions in an image where secret image pixel data can be hidden. PSO was 
used in [12] to embed a message in an image using LSB. In the proposed work, PSO 
is used to hide an image within another image using LSB technique. The paper also 
proposes a technique to hide MSBs of the image in the LSBs of the cover image. The 
proposed techniques gives better results than the standard LSB technique and the 
techniques based on genetic algorithms and dynamic programming as it is based on 
the simple visual effect of the human visual perception capability. The better values 
of quality metrics like Peak signal Noise Ratio (PSNR), Mean Square Error (MSE) 
and Structural Similarity Index (SSIM) depict the effectiveness of the proposed 
technique in maintaining imperceptibility and improving stego image quality along 
with high embedding capacity. The rest of the paper is organized as follows: Section 2 
explains Particle Swarm Optimization. The proposed technique for secret image 
embedding is explained in section 3. Section 4 explains the method for extraction of 
the secret image. Section 5 presents the experimental results with discussion and 
finally, section 6 concludes the paper. 
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2   Particle Swarm Optimization 

Particle Swarm Optimization (PSO) [16, 17] is a population based stochastic 
optimization technique, inspired by social behavior of bird flocking or fish schooling. 
A PSO algorithm maintains a swarm of particles, where each particle represents a 
potential solution. A swarm is similar to a population, while a particle is similar to an 
individual. The particles are “flown” through a multidimensional search space, where 
the position of each particle is adjusted according to its own experience and that of its 
neighbors. Let xi(t) denote the position of particle i in the search space at time step t. 
The position of the particle is changed by adding a velocity vi(t) to the current 
position, i.e. 

                                          xi(t+1) = xi(t) + vi(t+1) .                                                (1) 

It is the velocity vector that drives the optimization process, and reflects both the 
experiential knowledge of the particle and socially exchanged information from the 
particle’s neighborhood. The experiential knowledge of a particle is generally referred 
to as the cognitive component, which is proportional to the distance of the particle 
from its own best position found since the first time step. The socially exchanged 
information is referred to as the social component of the velocity equation. PSO 
algorithms can be categorized as local best PSO and global best PSO. The local best 
PSO uses a ring social network topology where small neighborhoods are defined for 
each particle. For the global best PSO, the neighborhood for each particle is the entire 
swarm. The social network employed by the gbest PSO reflects the star topology. 
Here, all particles are interconnected and each particle can therefore communicate 
with every other particle. The social component of the particle velocity update reflects 
information obtained from all the particles in the swarm. In this case, the social 
information is the best position found by the swarm, referred to as ŷ(t). Each particle 
is attracted towards the best solution found by the entire swarm. For gbest PSO, the 
velocity of particle i is calculated as: 

 vij(t+1) = vij(t) + c1r1j(t)[yij(t) – xij(t)] + c2r2j(t)[ŷj(t) – xij(t)]                    (2) 

where vij(t) is the velocity of particle i in dimension j = 1,…,nx at time step t. xij(t) 
is the position of particle i in dimension j at time step t, c1and c2 are positive 
acceleration constants used to scale the contribution of cognitive and social 
components respectively. r1j(t), r2j(t)~ U(0,1) are random values in the range [0,1], 
sampled from a uniform distribution. The personal best position yi associated with 
particle i is the best position the particle has visited since the first time step. 
Considering minimization problems, the personal best position at the next time step 
t+1 is calculated as:   

yi(t+1) =     yi(t)       if f(xi(t+1)) ≥ f(yi(t)) (3) 

                            xi(t+1)   if f(xi(t+1)) < f(yi(t)) 

where f is the objective/fitness function which measures how close the corresponding 
solution is to the optimum, i.e. it quantifies the performance, or quality of a particle 
(or solution). The global best position ŷ(t) at time step t, is defined as: 
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ŷ(t) Є { y0(t),….,yns(t)} | f(ŷ(t)) = min{f(y0(t)),….,f(yns(t))} (4) 

where, ns  is the total no. of particles in the swarm. 

The PSO process is iterative. After generating an initial swarm the value of the 
fitness function is evaluated in every iteration and the velocity and position of each 
particle is updated accordingly. The algorithm is terminated when one of the 
following occurs: 

1. Maximum number of iterations has been reached. 
2. An acceptable solution has been found. 
3. No improvement is observed over a number of iterations.  

3   Proposed Technique 

The proposed data hiding algorithm (Fig.1) aims at searching optimum locations 
adaptively in the cover image so that the stego image thus produced is less distorted 
and is therefore of good quality. The method consists of the following steps: 

Step 1: Read the cover image I and the secret image S which is to be hidden. 

Step 2: Convert the secret image S to a sequence of binary digits that can be hidden in 
the cover image. For this purpose two approaches can be used.  

1) Convert each pixel value of S into its eight bit representation and concatenate 
them to obtain a sequence of bits. 

2) Extract four MSB’s of each pixel in S and concatenate them to obtain a 
sequence of bits to be hidden in I.  

In the former case the extracted secret image would be of the same quality as the 
input secret image but the quality of stego image would be lower, whereas in the latter 
case, the extracted image would be marginally lower in quality but the stego image 
quality would be much better. Moreover at the same level of distortion in the stego 
image, a much larger secret image could be hidden into the host cover image. Let the 
constructed bit stream of the secret image be of length len.  

Step  3:  Divide the I(mxn) into a number of blocks each of size pxq.  

Step 4: In order to obtain the best pixels for each block, set certain parameters for the 
PSO function. The number of iterations can be set according to the level of accuracy 
required. Specify the number of particles in the swarm depending on the bit stream 
size and the size of the cover image. Each particle has a dimensionality equal to the 
number of pixels that must be located for hiding which in turn depends on the number 
of bits to be hidden in each pixel. 

   For hiding 1 bit in a pixel the number of pixels required from the cover image is len. 
   For hiding 2 bits in a pixel the number of pixels required is len/2. 
   For hiding 3 bits in a pixel the number of pixels required is len/3. 
   For hiding 4 bits in a pixel the number of pixels required is len/4. 
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Fig. 1. Block diagram of the proposed technique 

Step 5: Set the objective function. The proposed method uses the Structural similarity 
index (SSIM) as the quality metric to be used as the objective function. It is the 
generalized form of the Universal Image Quality Index (UQI) [18] defined as follows: 

                  (5) 

where, x and y are corresponding windows of the same size of the original and stego 
images and  and   are the corresponding averages of x and y respectively. x

2  and   
y

2 are the corresponding variances of x and y and xy is the covariance of x and y. 
The quality index takes the Human Visual system (HVS) into consideration. It models 
any distortion as a combination of three different factors: the loss of correlation, the 
luminance distortion and the contrast distortion. In order to understand this, its 
definition can be rewritten as a product of three components:  .     (6) 
The first component measures the degree of linear correlation between x and y with 
dynamic range [-1, 1].The second component measures how close the mean 
luminance is between x and y with dynamic range [0, 1]. The last component with 
range [0, 1] measures how similar the contrasts of the images are. Therefore, the 
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Read Input cover image I and secret image S 

      Convert S to a stream of bits to be hidden in I

                  Divide I into equal sized blocks

For each block, set the initial population, no. of particles, 
no. of iterations and the objective function for the PSO 
module. Use PSO to find the best pixel positions for 
embedding secret image data 

The pixel positions thus obtained for each block are used for 
hiding the secret image bits to produce the output stego 
image. 
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dynamic range of Q is [-1, 1] with the best value of 1 and the worst value of -1. The 
UQI produces unstable results when either of the terms in the denominator are very 
close to zero. To avoid this problem the measure has been generalized to SSIM. 
Structural Similarity Index (SSIM) measures the similarity between two images and is 
defined as: 

      
          

 (7)
 

where, x and y are corresponding windows of the same size of the original and stego 
images and  and   are the corresponding averages of x and y respectively. x

2  and 
y

2 are the corresponding variances of x and y and xy is the covariance of x and y. c1 
and c2 are appropriate constants. Although the SSIM has a relatively simple 
mathematical definition, experiment shows that it outperforms the PSNR under 
different types of image distortion. The following objective function will be 
minimized by PSO. 

Fitness(I,S) = 1−SSIM( I,I’) .                                           (8) 

where, I and I’ are original and stego images respectively. 
 

Step 6: After setting all the parameters, PSO is executed for each block to minimize 
our objective function. The output gives us an array of locations in that block which 
are best suitable for hiding. The block which produces the minimum value of the 
objective function can be used to hide more bits than other blocks. In this way we can 
hide variable number of bits in different blocks. For this purpose, the output array of 
each block is used and  the secret image bits are hidden in 1, 2, 3 or 4 LSB’s of the 
cover image pixels to obtain the required stego image. 

4   Extraction of Secret Image 

The hidden image can be extracted by the reverse process. A secret key is used at the 
receiver end to extract the secret image data from the stego image. The secret key 
can be send to the receiver separately in a secure manner. This secret key consists of 
a set of ordered pairs of the image block number and the number of bits of the hiding 
scheme applied in that block. For example: if the secret key generated is [2 3;4 1;3 
2;1 3], then it signifies that the second image block applies 3 bit LSB substitution, 
fourth image block applies 1bit LSB substitution and so on. Using this secret key, 
the receiver can move to the corresponding image blocks and compute the indexes 
where the secret image bits are embedded in that block. The receiver then extracts 
the appropriate number of LSB’s as indicated by the secret key, from the set of best 
pixel locations. These bits are concatenated to get the bit stream of the original secret 
image S. 

5   Experimental Results 

The performance of the proposed technique has been evaluated and compared with 
the simple LSB technique, the Chang et al. [11] technique and the Khodaei et al.[10] 
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technique for hiding an image in another image. Matlab 8 has been used for the 
implementation of our technique. In the implementation, four standard images (Fig 2) 
of size 256x256 have been taken. All these images have been used to hide smaller 
images (Fig  3) of size 128x128 using the simple LSB and the proposed techniques, 
where the input image is divided into 4 blocks and PSO is run block wise to obtain 
best pixel locations in each block. 4 LSBs of one cover image pixel are  used to hide 4 
bits of the input bit stream of the secret image data. The objective quantitative 
measures used for comparison between the original and the stego images of dimension 
M x N are as follows:- 

• The simplest measure of distortion is the Mean Square Error (MSE) and is 
defined as : 

                                (9) 

where, O(i,j) and W(i,j)  are corresponding pixel intensities of the original and 
stego images respectively. 

• Peak Signal Noise Ratio (PSNR) defined as: 

 (10) 

where, O(i,j)and W(i,j) are corresponding pixel intensities of the original and 
stego images respectively.   

• Structural Similarity Index (SSIM) as already defined in eq (7) in the previous 
section. 

 

 

(a) (b) (c) (d) 

Fig. 2. Standard test covers of size 256x256.  (a)  Lena  (b) Baboon  (c)  Jet  (d) Elaine 

Table 1 and 2 list the comparative MSE values between cover and stego images for 
all the techniques.  Table 1 used the Boats image as secret image and table 2 used the 
Tank image as secret image. Similarly, Table 3 and 4 list the comparative PSNR 
values between cover and stego images for all the techniques. Table 3 used the Boats 
image as secret image and table 4 used the House image as secret image. The results 
for Chang method and Khodaei method have been taken from Khodaei et al. [10].  
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                              (a)                        (b) 

Fig. 3. Standard test images used as secret images of size 128X128.  (a) Boats  (b) House 

Table 1. Values of the quality measure MSE obtained after embedding the Boats image 

Host 
Image 

Simple 
LSB 

Method 

Chang et 
al [11] 
Method 

Khodaei 
et al [10]  
Method 

Proposed 
Method 

using PSO 

Proposed Method using PSO 
hiding only 4 MSB’s of the 

secret image 
Lena 18.74 15.62 16.92 15.26 8.2152 

Baboon 17.83 14.28 15.78 14.07 7.65 
Jet 17.47 15.12 16.01 14.84 7.82 

Elaine 18.10 15.71 16.24 15.56 7.53 

Table 2. Values of the quality measure MSE obtained after embedding the House image 

Host 
Image 

Simple 
LSB 

Method 

Chang et 
al [11] 
Method 

Khodaei 
et al [10]  
Method 

Proposed 
Method 

using PSO 

Proposed Method using PSO 
hiding only 4 MSB’s of the 

secret image 
Lena 18.36 16.27 17.01 15.75 10.85 

Baboon 17.51 14.70 15.89 14.59 9.68 
Jet 17.32 14.33 15.47 14.42 10.13 

Elaine 17.55 13.93 16.09 15.73 9.78 

Table 3. Values of the quality measure PSNR obtained after embedding the Boats image 

Host 
Image 

Simple 
LSB 

Method 

Chang et 
al [11] 
Method 

Khodaei 
et al [10]  
Method 

Proposed 
Method 

using PSO 

Proposed Method using PSO 
hiding only 4 MSB’s of the 

secret image 
Lena 35.40 36.19 35.84 36.29 38.98 

Baboon 35.61 36.58 36.14 36.64 39.29 
Jet 35.70 36.15 36.08 36.41 39.19 

Elaine 35.55 36.16 36.02 36.20 39.36 

Table 4. Values of the quality measure PSNR obtained after embedding the House image 

Host 
Image 

Simple 
LSB 

Method 

Chang et 
al [11] 
Method 

Khodaei 
et al [10]  
Method 

Proposed 
Method 

using PSO 

Proposed Method using PSO 
hiding only 4 MSB’s of the 

secret image 
Lena 35.49 36.01 35.82 36.15 37.77 

Baboon 35.69 36.45 36.11 36.48 38.27 
Jet 35.74 36.56 36.23 36.53 38.07 

Elaine 35.68 36.69 36.06 36.16 38.22 
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Table 5. Values of the quality measure SSIM obtained after embedding 

 Host 
Image 

SSIM when secret image is Boats SSIM when secret image is House 
Simple 

LSB 
Method

Proposed 
Method 
using 
PSO 

Proposed Method 
using PSO hiding 

only 4 MSBs of the 
secret image 

Simple 
LSB 

Method 

Proposed 
Method 
using 
PSO 

Proposed PSO 
Method  hiding 
only 4 MSBs of 
the secret image 

Lena 0.9050 0.9150 0.9515 0.9160 0.9163 0.9399 
Baboon 0.9596 0.9695 0.9832 0.9627 0.9691 0.9802 

Jet 0.9054 0.9130 0.9557 0.8972 0.9138 0.9473 
Elaine 0.9070 0.9183 0.9533 0.9139 0.9166 0.9440 

The comparative results of table 1 and 3 are further illustrated by graphs in Fig 4. 
Table 5 lists the SSIM values between cover and stego images for the simple LSB 
technique and the proposed techniques. The better values of all the quality metrics 
depict the effectiveness of the proposed technique in maintaining imperceptibility and 
improving stego image quality along with high embedding capacity. 

 
(a) (b)  

Fig. 4. Comparative (a) MSE and (b) PSNR values obtained from various techniques when 
Boats image was hidden in different host images 

6   Conclusions 

This paper presents a steganography technique using Particle Swarm Optimization 
(PSO) for hiding a secret image in another image. PSO is used for finding the best 
pixel locations in the cover image for hiding the pixel data of the secret image. The 
algorithm presented has been applied for hiding image data using all 8 bits of each 
pixel as well as using 4 MSBs of the image which we want to hide in 4 LSBs of the 
cover image. The performance of the proposed technique has been evaluated and 
compared with the simple LSB technique and with other dynamic programming and 
genetic algorithm based techniques. The results show the effectiveness of this method 
in producing high quality stego images even at a high embedding rate. Moreover, by 
hiding only 4 MSB’s of the secret image pixels in the host image, the distortion in the 
stego image reduces considerably thereby increasing its quality. 
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Abstract. To improve embedding efficiency, one of the most important 
steganographic scheme is Matrix embedding, otherwise known as syndrome 
coding. The schemes that employ matrix embedding is generally more secure 
because it brings about lower embedding changes.. In this paper matrix 
embedding scheme based on random linear codes of small dimension is 
considered. It is suitable for large payloads which makes it appropriate for 
practical applications. This scheme is efficient for embedding messages close to 
the embedding capacity. This scheme not only provides high embedding 
capacity but also enhances the quality of the stego image. The method is proved 
to withstand attacks like Chi-square and RS steganalysis. 

Keywords: Steganography, Binary Linear Codes, Matrix Embedding, Chi-
square, RS steganalysis. 

1   Introduction 

The term steganography is derived from Greek language and means covered writing. 
It is the art of communication through files in a manner that the very existence of the 
message is unknown. For a steganographic scheme, the main requirement is statistical 
undetectability. By undetectability, we understand the inability of an attacker to 
distinguish between stego and cover objects, given the knowledge of the embedding 
algorithm and the source of cover media.If two different embedding schemes share 
the type of cover media and embedding operation, the less detectable one will be that 
which introduces fewer embedding changes.  Embedding efficiency is the number of 
message bits embedded per one embedding change. Matrix embedding improves 
efficiency. 

2   Basic Concepts 

Let nF2
 denote the space of all n-bit column vectors x=(x1,..,xn). A binary [n,k] code 

C of block length n and dimension k is a k-dimensional vector subspace of Fn2, 
where the sum of two vectors and a multiplication of a vector by scalar are defined 
using the usual binary arithmetic. The k basis vectors are written as rows of a matrix 
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form the generator matrix G. The orthogonal complement of an [n, k] code is an  
[n, n - k] code (called the dual code to C) with an (n-k) x n generator matrix H with 
the property that Hx=0 for each x C. The matrix H is the parity check matrix of C. 

For any nFx 2∈ , Hxs = knF −∈ 2  is called the syndrome of x. For each syndrome 
knFs −∈ 2 , the set }{)( 2 sHxFxsC n =∈= is called a coset .Also, 0)0( =C

.Cosets associated with different syndromes are disjoint with each other. Also, from 
elementary linear algebra,every coset can be written as C(s) = x + C, where 

)(sCx ∈ is arbitrary. Thus, there are 
)(2 kn−
 disjoint cosets, each consisting of 

k2
vectors. The hamming distance is defined as the number of places where x and y 
differ,  

                    { }{ }][][,...1),( iyixniyxd H ≠∈=                                    (1) 

In the context of steganography, ),( yxdH   is the number of embedding changes. 

The hamming weight of nFx 2∈  is )0,()( xdxw H= , which is the number of 

non-zero elements in x. Any member of the coset C(s) with the smallest Hamming 

weight is called a coset leader and will be denoted as )(seL .  

The ball of radius r centered at x is the set  

{ }ryxdFyrxB H
n ≤∈= ),(),( 2                                          (2)  

The covering radius R of code C is defined as 

),(max
2

CxdR H
Fx n∈

=                                                    (3) 

where ),(min),( cxdCxd HCcH ∈=  is the distance between x and the code. In 

other words covering, the covering radius is determined by the most distant point x 
from the code. 

Hamming Weight of any coset leader is at most R, the covering radius of C. 

Consider nFx 2∈  and calculate its syndrome Hxs = .Then, 

Cc
HH

Fz
sewcxwCxdCzdR

n
∈∈

=−=≥= ))(()(min),(),(max
2

                       (4) 

because when c goes through all the codewords ,x-c goes through all the members of 
the coset C(s)[3].Constructing good covering codes for applications in Steganography 
is proposed in [5]. 

3   Matrix Embedding 

The matrix embedding theorem provides a recipe for how to turn any linear code into 
a matrix embedding method. The parameters of the code will determine the properties 
of the stegosystem, namely its payload and embedding efficiency. Let π be a bit 
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assignment function { }1,0: →χπ  that assigns a bit to each possible value of the 

cover element from χ .For example, }255,...0{=χ for 8-bit grayscale images and 

π  could be the LSB of the pixels. Thus a group of n pixels can be represented using a 

binary vector nFx 2∈ . 

The steganographic scheme is a pair of mappings Emb and Ext,        
 
with the property                                       

   
                              MmandFxmmxEmbExt n ∈∈∀= 2,)),((                                             

Here, ),( mxEmby =  is the vector of bits extracted from the same block of n pixels 

in the stego image and M is the set of all messages that can be communicated. 
Let us suppose that it is possible to embed every message in M using at most R 

changes, 
  
 
 
 
Embedding efficiency is hence     
 
 
 
 

where aR  is the average number of embedding changes over all messages and 

covers. The lower embedding efficiency is  

Since RRa ≤  we have ee ≤
−

[2]. 

4   Matrix Embedding Using Random Linear Codes for Large 
Relative Payloads 

The positive impact of matrix embedding on security is more important for long 
messages than for shorter ones because longer messages are easier to detect. When 

considering long messages, the relative payload is large or .1≈α The most time 
consuming part in matrix embedding is finding the coset leader. However,for 
structured codes, such as hamming codes finding a coset leader is particularly simple, 
for general random codes it is an NP-complete problem whose complexity increases 
exponentially with n. But, in this matrix embedding using random linear codes we can 
afford to keep the number of codewords small and find the coset leaders using brute 
force. For large relative payloads 1/)( ≈−= nknα , the codes in the matrix 

embedding [n, n-αn] have small dimension )1( α−= nk , and thus a smaller number 

of codewords.[1].Assume that the sender wants to embed n-k bits, knm −∈ }1,0{ , in n 
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pixels with bits nx }1,0{∈ .The code parity-check matrix H is generated randomly 

(from a shared stego key) in its systematic form ],[ AIH kn−= ,where knI −  is an 

)()( knkn −×− unity  matrix and A is a random [4].The generator matrix is thus 

],'[ kIAG =  

4.1   The Algorithm 

1. To embed M bits in an N element cover object, first find n such that αn ≤ 
M/N >αn-1.  

2. Read the next n bits x from the cover object and read the next message 
segment m of length n-k. 

3. Calculate the syndrome H*x. Find any )( HxmCy −∈
−

 that solves

HxmyH −=
−

.Because H is in its systematic form , for example 

kwhereHxmy }1,0{0),0,( ∈−=
−  

4.  Find the coset leader )( Hxme − .For this, find the codeword 
−
c  closest to,

))(()(min),(min),(, Hxmewcywcydcydy
Cc

H
Cc

H −=−==
−

∈

−

∈

−−−
 

Because the vector cy−
−

 goes through all the members of the coset. 

5.  [Embedding modifications]Modify the cover object so that 
)( Hxmexy −+= .If there are no more message bits to be embedded, 

stop, otherwise go to 1. 
6. [Extraction step] The message bits are extracted by following the same 

embedding path and calculating n- k bits m from each segment of n bits y of 
the stego object  m = H*y. 

5   Experimental Results 

This section depicts and analyzes the experimental results by using the matrix 
embedding method. Random linear codes with varying values of n and k were created 
and these were used for the embedding purpose. The random linear codes allows the 

sender to choose the code length n to closely match nknn /)( −=α   as the relative 

payload length and thus efficiently use the available embedding space in the cover 
object.In our experiments, we used about 150 images with size 512 × 512 to evaluate 
the performance of the scheme. Our evaluation starts with the well-known images 
Lena, Baboon and Tiffany which are shown in Figures 1(a)–1(c). Our experiments 
include embedding efficiency, visual quality, Chi-square attack and RS attack.A 
pseudorandom number generator with equal probabilities for bits “1” and “0” were 
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used to generate secret messages in our experiments. The generated stego-images 
shown in Figures 1(d)-1(f) shows that they contain no artifacts that can be identified 
by human eyes. 

 

     

        Fig(a)             Fig(b)               Fig(c)                 Fig(d)              Fig(e)                Fig(f) 

Fig. 1. Cover images (a)-(c) and Stego images (d)-(f) embedded using the linear code [100, 14] 

5.1   Embedding Efficiency 

Table 1gives the values of efficiency obtained for class of codes with n=100 and k=10 
and k=14. 

Table 1. Efficiency for codes with k=10 and k=14 

  N            K        Α        E 

100           10      0.90      2.704 

100           14       0.86      2.8202 

5.2   PSNR Values 

We compared matrix embedding using random linear code with LSB method. The 
PSNR value is used to compare the quality of stego-images under the same 
embedding payload. We can see that the matrix embedding has the least distortion. 

Table 2. PSNR values for different standard images 

Cover images           K=10   K=14 LSB method PVD 

Lena         52.8175      52.90      49.5 46.2 

Baboon        52.512      52.6     49.0 46.2 

Barbara        52.80      52.85     49.5 
 

46.1 

Tiffany        52.80      52.9     49.5 46.1 

Pepper        52.51      52.55      49.4 46.2 

Airplane        52.55       52.7      49.4 46.1 
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5.3   Chi-Square Attack 

Image formats of type bmp are mainly considered for this type of attack. The 
embedding percentages that are taken into consideration are 27%, 50%, 90%. 
Messages were embedded using matrix embedding scheme. Fig.2 shows the 
experimental result for a stego-image with the matrix embedding. The x-axis gives the 
percentage of pixels from 1% to 100%. The y-axis gives the  probability of a hidden 
message existing in the image. The Chi-square attack is said to be successful if the 
probability of embedding is nearly equal to 1[8].Using the matrix embedding to 
embed a message, the Chi-square index is always below 0.1, no matter what 
embedding rate is chosen and hence we conclude that matrix embedding resists Chi-
square attack. 

 

                                Fig. a.                                               Fig. b                    
 
Fig. 2. Chi-square attack.Fig .a Stego image (50% embedded using matrix embedding) Fig. b 
Stego image (90% embedded using matrix embedding) 

5.4   RS Attack  

To check whether the matrix embedding using random linear code can be detected 
with some newly announced related statistical steganalytic techniques, we tested the 
stego-images yielded by the method with the dual statistics method proposed by 
 

   

Fig. 3. RS diagram for matrix embedding using random linear codes 
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Fridrich et al. (2001) as a demonstration[6][7]. The results of RS attack on the matrix 
embedding scheme as shown by the RS-diagram of Fig. 3 indicate that the stego 
images seemingly do not contain any embedded data in their LSBs, because the 
expected value of Rm is seen close to that of R-m and so are the case of Sm and S-m, 

i.e., mm RR −≅ and mm SS −≅ . This proves that the steganographic method is secure 

from the perspective of the RS method. 

6   Conclusion 

Matrix embedding using random linear codes is a novel steganographic scheme that 
not only keeps high stego-image quality but also conceals large amount of data into 
cover images for secret communication. Since their relative embedding capacity 
densely covers the range of large payloads, it makes these codes suitable for practical 
applications. In terms of payload and stego-image quality, the proposed scheme 
proves to be better than the simple LSB method and PVD. Experimental results show 
that both the well-known Chi-square and RS steganalysis attacks are unable to detect 
the existence of secret messages embedded with the system. In future matrix 
embedding based on various non-linear codes and Trellis code can be analysed. 
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Abstract. This paper proposes a new efficient directional weighted median 
filter for impulse noise removal in medical images. The proposed method 
consists of two phases: noise detection and noise filtering. In this method, 
detection is done by Directional Weighted Median (DWM) detection [1], and 
filtering is applied to only corrupted pixels in the noisy image. The noise 
detection stage is based on the differences between the current pixel and its 
neighbours aligned in the main four directions in the considered window. The 
weighted median filter is then applied on directional pixel values as well as on 
uncorrupted pixels in the selected window by giving appropriate weights for the 
better restoration of corrupted medical images. Extensive experimental analysis 
shows that the proposed technique can be used for medical images with 
different impulse type noises. Both quantitative and qualitative analysis shows 
the superiority of the proposed method over other filters. 

Keywords: Directional Weighted Median (DWM), Efficient directional 
weighted median filter, Medical image denoising, Noise Models, Impulse noise, 
Salt and pepper noise. 

1   Introduction 

Medical images are often corrupted by noise due to various sources of interference 
and other phenomena during their acquisition and transmission that affects the 
measurement processes in imaging [2]. Preservation of useful diagnostics information 
and the suppression of noise is a challenging task. Impulse noise is a specific type of 
noise having random occurrences of energy spikes having random amplitude and 
spectral content, which results in modification or loss of the image details. 

There are many methods for removal of impulse noises from the images. Usage of 
linear filters such as averaging filters results in blurring of the images. Non linear 
filters such as median filter are good for removing impulse noise because of its noise 
suppression capability and computational efficiency [3][11]. Since the Median 
filtering approach applies the median value to all the pixels in the image, the image 
details from the uncorrupted pixels are also filtered which results in significant loss of 
image details. Also, the median filter is more effective in situations where the impulse 
noise density is low [4]. A solution to this problem is the use of switching median 
filter, which applies filtering to only the corrupted pixels in the image detected in the 
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noise detection stage [5-7]. But these filters replace the noisy pixel with a median 
value in the neighbourhood without taking into account the local features such as 
edges. The main challenge in the restoration of medical images is the removal of 
noise and preservation of the edges and texture information, as detail preservation is 
highly important in medical images. So these methods cannot be used for impulse 
noise removal in medical images. 

The proposed switching median filter uses the impulse detector [1] for determining 
the corrupted pixels in the noisy image, by making use of the differences between 
current pixel and its four neighbours. After detection of uncorrupted pixels, we use 
the information obtained from the four directions to weigh the pixels in the window in 
order to preserve the details while removing the noise. The robustness of this method 
is increased by giving more weight to the non-noisy pixel in the considered window. 
This approach has not been considered in other directional weighted median methods.  

This paper is organized as follows. In section 2 there is a brief introduction about 
the impulse noise models used in the paper. The section 3 describes the proposed 
method in detail. Section 4 describes various performance measures used. The section 
5 contains the results and discussion and section 6 contains conclusion.  

2   Noise Models 

In this section four different random impulse noise models are discussed. These 
models [8] are considered for extensively examining the performance of the proposed 
filter considering practical situations. 

Noise Model 1: Noise is modeled as salt-and-pepper impulse noise, pixels are 
randomly corrupted by two fixed extreme values, 0 and 255 (for gray level image), 
generated with the same probability. That is, if P is noise density, then P1, the noise 
density of salt is P/2 and P2, the noise density of pepper is also P/2.  

Noise Model 2: This is similar to Noise Model 1, but here each pixel might be 
corrupted by either pepper noise or salt noise with unequal probabilities. That is 
P1≠P2. 

Noise Model 3: Instead of two fixed values, impulse noise could be more realistically 
modeled by two fixed ranges that appear at both ends with a length of m each, 
respectively. That is, [0, m] denotes salt and [255-m, 255] denotes pepper. Here for 
noise density P, P1=P2= P/2.  

Noise Model 4: This is similar to Noise Model 3 but here probability densities of low 
intensity impulse noise and high density impulse noise are different. That is, P1≠P2 

3   An Efficient Directional Weighted Median Switching Filter for 
Impulse Noise Removal in Medical Images 

The proposed method EDWMS filter is a double stage filter, which consist of robust 
impulse noise detection stage and an improved Directional Based Weighted Median 
(DBWM) [9] filtering process to remove the impulse noise. For detection purpose we 
are using the Directional based Impulse detector proposed by Yiqiu dong et.al [1]. 
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3.1   Noise Detection Stage  

Basically, a noise-free-image consists of locally smooth varying areas separated by 
edges. The basic strategy of DWM filter [1] is to consider the edges aligned with the 
main four directions as shown in fig 1. 

 

Fig. 1. Directions in the selected window 

Let In (n = 1 to 4) denotes a set of coordinates aligned with the nth direction 
centered at (0, 0), i.e., 

I1 = {(-2,-2),(-1,-1),(0,0),(1,1),(2,2)} 
I2 = {(0,-2),(0,-1),(0,0),(0,1),(0,2)} 
I3 = {(2,-2),(1,-1),(0,0),(-1,1),(-2,2)} 
I4 = {(-2,0),(-1,0),(0,0),(1,0),(2,0)} 

Then, let 0
nI  = nI \ (0, 0) for all n from 1 to 4. In a 5 × 5 window centered at (i,j), 

for each direction, the direction index, (n)
ji,c is the sum of absolute differences of gray-

level values between the centre pixel and the pixels in the main four direction with 

(k,l) Є 0
nI . If the neighboring pixels are non-edges or non-noisy pixels then their gray 

scale value will be closer. So the absolute differences between those pixels are given a 
larger weight, before calculating the sum. If weight is very large, then the value of 

(n)
ji,c  is decided by the differences corresponding to weight. Thus,  

4n1   ,
0
nIl)(k,

ji,Xjk,iXlk,w
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The smallest direction index obtained from the four directions is used for the 
detection of noise in the image:  

4}n1  :min{cd (n)
ji,ji, ≤≤=  

In the considered 5×5 window, di,j can take any of the three values:  

1) When the center pixel is a non-noisy, non- edge pixel, di,j is small, since the four 
direction index     are small. 
2) di,j is small also when the centre pixel is an edge pixel, since at least one of 
direction index is small. 
3) di,j is a large value, if the centre pixel is an impulse pixel, because of the four large 
direction index. 

By applying a suitable threshold T, the pixel can be classified as noisy or noise-free 
pixel. This decision map is used in the noise filtering stage. Therefore, a pixel: 

⎪⎩

⎪
⎨
⎧

<

>
=

Tji,d if   , pixel free- noise 

T  ji,d if             pixel,noisy 

ji,X
 

(3)

3.2   Noise Filtering Stage 

The proposed EDWMS filter is an improvement over DWM filter [1]. The image 
restored by DWM filter and Fuzzy Logic & Direction based Weighted Median (FL & 
DWM) filter[9] suffers from smoothening of edges and loss of finer details in the 
image. But the proposed method uses a weighted median filter which produces 
restored image with more prominent edges and by retaining finer details in the image. 

In the noise filtering stage only the noisy pixels are replaced with the restored 
value based on the decision map obtained from the detection stage. The proposed 
method performs filtering in two stages. After impulse detection, most median-based 
filters replace the noisy pixels by median values in the window, which results in 
significant loss of information in the image. But in our method, the output of the 
median filter is improved by utilizing directional information.  

Both the filtering stages uses the window of size 5×5 around the center pixel X(i,j). 
The two stages are illustrated below.  

First stage:  
Here the Directional Based Weighted Median (DBWM) is calculated. To determine 

DBWM, we calculate the standard deviation n
ji,σ  of gray-level values for all Xi+k,j+l 

with (k,l) Є 0
nI (n=1…4) . The standard deviation describes how tightly all the values 

are clustered around the mean in the set of pixels. The four pixels aligned with a 
particular direction will be close to the each other, thereby having a small standard 
deviation. Therefore to preserve the edge the center value should be close to them. 
Mathematically it can be represented as: 

1...4}n:  
(n)

ji,{σ
n

minji,S ==  
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Then, the pixels aligned with the direction having minimum standard deviation are 
repeated in the considered window and the median is calculated. This median is called 
Directional Based Weighted Median (DBWM) denoted as Mdir[9].  

Second stage: 
The standard deviation is calculated as in the first stage. Si,j shows that the four pixels 
aligned with direction having minimum standard deviation are closer to each other. 
Therefore, the centre value should also be close. Thus, we assign a weight w to these 
pixels, and calculate the median of noisy pixels as: 
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                                    2}lk,2:l){(k,5Ω ≤≤−=  

The median values obtained from these two stages are then averaged as follows: 

mi.j = (medi,j + Mdir) / 2. 

The output of the EDWMS filter is: 
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 (5)

4   Performance Measures 

The performance of the restoration process is quantified using peak signal-to-noise 
ratio (PSNR), structured similarity index (SSIM) and image enhancement factor 
(IEF)[8], is defined as follows. 
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where O is the original Image, R is the restored image, P is the corrupted image, MSE 
is the mean square error, M × N is the size of the image, L is the luminance 
comparison, C is the contrast comparison, S is the structure comparison, μ is the mean 
and σ is the standard deviation. 

In this paper, we also used a qualitative-based performance measure named image 
quality index (IQI) to prove the efficiency of our proposed EDWMS filter algorithm. 
This universal objective image quality index was proposed by Wang and Bovik [10], 
which is easy to calculate and applicable to various image processing applications. 
IQI is designed by modelling any image distortion as a combination of three factors: 
loss of correlation, luminance distortion and contrast distortion. 

),(),(),( wRwOContwRwOLumwRwOCorrjIQI ∗∗= .

IQI is first applied to local regions using a sliding window approach with size 8X8. 
At the jth step, the local quality index IQIj is computed within the sliding window 
using the formula given above. Ow and Rw represent the sliding window of original 
and restored images, respectively. If there are a total of M steps, then the overall 
image quality index is given by IQI = . 1.M.  ∑j IQI j, where j varies from 1 to M. 
The dynamic range of IQI is [−1, 1], and the best value 1 is achieved if and only if 
restored image R is equal to the original image O. 

5   Results and Discussion 

The performance of EDWMS filter has been evaluated qualitatively and 
quantitatively. Although extensive simulations were carried out using various medical 
images, only performance evaluation using images such as MRI brain1 image of size 
256×256, MRI brain2 image of size 256×256, X-ray mammogram image of size 
250×350 and MRI knee image of size 200×200 are illustrated in this section. 
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For improving the efficiency of the filter, we applied our method iteratively with 
decreasing threshold. At early iterations with larger threshold values, the detection 
stage identifies only those pixels that are more likely to be noisy. To consider more 
noise, in the subsequent iterations, the threshold is decreased. Based on the 
experiments on a variety of gray scale medical images, the following selection of 
threshold yields a good result; 

T0 = 547 and Tk+1 = Tk . 0.8 (k ≥  0) 

Where T0 is the initial threshold and Tk is the threshold at kth step. The maximum 
number of iterations is between 6 and 13. Fig .2 shows the original test images along 
with the edge map obtained using the Sobel operator. 

         

         

Fig. 2. The First row shows medical images MRI brain1 image, MRI knee image, X-ray 
mammogram image and MRI brain2 image respectively used for performance measurement of 
our proposed EDWMS filter. The second row shows their edge maps obtained by Sobel operator. 

All the noise models described in the section 2 are used for measuring the 
performance of the proposed algorithm. For Noise Model 1 and Noise Model 3 
images corrupted with salt and pepper noise with different noise densities ranging 
from 10% to 90% is used. For Noise Model 2 and Noise Model 4 we consider 
different proportion of noise densities for salt and pepper. For Noise Model 3 and 
Noise Model 4 the intensity values for the uniformly distributed noise is in the range 
0-9 and 246-255 is used.  

The MRI brain1 image corrupted by Noise Model 1 and images restored using 
DWM filter [1], FL & DWM filter [9] and our proposed EDWMS filter for various 
noise densities are shown below in Fig.3.The Fig.4 contains the edge maps of restored 
images. Fig.5 and Table 1 shows various performance measures graphically and 
quantitatively. The corrupted X-ray mammogram image with the restored images and 
edge maps of FL & DWM filter, DWM filter and our proposed EDWMS filter for 
Noise Model 2 is shown in Fig.6. Table 2 shows quantitative measures of 
performance metrics. The noisy image of MRI Knee image generated using Noise 
Model 3 along with the restored images using FL & DWM filter, DWM filter and our 
proposed EDWMS filter for various noise densities are shown in Fig.7. Fig.8 contains 
the edge maps of these restored images. The Fig.9 graphically demonstrates 
performance of EDWMS over FL & DWM and DWM in terms of quantitative 
measures such as PSNR, IEF, SSIM and IQI. The values of these measurements for  
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(a)          (b)               (c)         (d) 

Fig. 3. Column (a) shows MRI brain1 image corrupted by Noise Model 1 with noise densities 
60%, 30% and 10% respectively, the restored images by (b) FL & DWM filter, (c) DWM filter 
and (d) the proposed EDWMS filter 

 

 

 

(a)                   (b)                   (c) 

Fig. 4. (a),(b),(c) shows edge map of restored images by FL & DWM, DWM and EDWMS 
respectively 

various noise densities are given in the Table 3. The corrupted MRI brain2 image 
generated using Noise Model 4 and the restored images and edge maps of FL & 
DWM filter, DWM filter and our proposed EDWMS filter for various noise densities 
are shown below in Fig.10. The comparison of various performance measures for 
restored images using FL & DWM filter, DWM filter and proposed EDWMS filter is 
shown in Table 4. The EDWMS algorithm is implemented in Pentium IV 3GHz  
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Fig. 5. Graphical representation of various performance measures for MRI brain1 image 
corrupted by Noise Model 1 

Table 1. The performance measures obtained for MRI brain1 image corrupted by Noise Model 1 

PSNR SSIM IEF IQI
Noise 
(%) 

FL& 
DWM 

DWM EDWMS FL& 
DWM 

DWM EDWMS FL & 
DWM 

DWM EDWMS FL&  
DWM 

DWM EDWMS 

10 32.326 34.471 35.211 0.993 0.996 0.996 69.761 118.596 135.092 0.926 0.925 0.932 
20 30.290 31.671 32.640 0.989 0.990 0.994 88.211 116.741 150.715 0.871 0.853 0.882 
30 28.485 29.753 30.419 0.984 0.988 0.990 86.646 102.041 127.600 0.815 0.805 0.773 
40 26.062 27.956 28.973 0.972 0.982 0.986 66.077 90.151 127.399 0.738 0.741 0.766 
50 23.599 25.835 26.672 0.951 0.971 0.976 47.046 78.640 94.714 0.654 0.636 0.684 
60 18.114 18.114 24.549 0.827 0.847 0.960 15.712 15.712 70.098 0.485 0.485 0.574 
70 14.064 17.501 21.306 0.583 0.823 0.914 7.234 16.081 38.495 0.259 0.319 0.379 
80 11.670 12.489 16.306 0.307 0.537 0.771 4.815 5.814 13.918 0.202 0.143 0.202 
90 10.467 7.5534 10.434 0.199 0.204 0.406 4.095 2.098 4.0658 0.184 0.055 0.077  

          

          

                              (a)                   (b)                    (c)                    (d) 

Fig. 6. (a) is the X-ray mammogram image corrupted by the Noise Model 2 (25% salt and 35% 
pepper), the restored images and its edge maps of (b) FL & DWM (c) DWM(d) the proposed 
EDWMS 
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Table 2. Performance comparison of FL & DWMF, DWMF with Proposed filter for the X-ray 
mammogram image of Noise Model 2 

% Noise             PSNR               IEF            SSIM IQI 
(Salt, 

Pepper) 
FL& 

DWM 
DWM EDWMS FL& 

DWM 
DWM EDWMS FL& 

DWM 
DWM EDWMS FL & 

DWM 
DWM EDWMS 

(0.4,0.6) 35.194 36.651 37.663 140.402 195.244 245.164 0.996 0.997 0.998 0.959 0.936 0.966 
(10,20) 31.450 32.616 33.863 192.239 315.150 331.845 0.992 0.995 0.995 0.884 0.874 0.891 
(20,30) 27.215 28.799 29.166 98.013 152.870 155.013 0.981 0.986 0.987 0.680 0.732 0.764 
(25,35) 24.944 24.264 27.833 76.267 65.587 148.724 0.968 0.964 0.983 0.622 0.519 0.705  

   

 

 

                                  (a)                     (b)                     (c)                 (d) 

Fig. 7. Column (a) represents  MRI knee image corrupted by 60%, 30% and 10% impulse noise 
of Noise Model 3, the restored images by (b) FL & DWM,(c) DWM and (d) the proposed 
EDWMS 

 

 

 

                        (e)                (f)                  (g) 

Fig. 8. (e),(f),(g) shows edge map of restored images by FL & DWM,DWM and EDWMS 
respectively 
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processor with 512 MB RAM using MATLAB 7.0 package. Table 5 shows the 
execution time taken for the three methods. It can be seen that in all cases there is a 
significant improvement in performance for all the noise models considered. From all 
the above experimentation results, it has been found that EDWMS produces better 
results than FL & DWM & DWM in terms of both quantitative measures such as 
PSNR, SSIM, IEF and qualitative measures such as image quality index (IQI).  
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Fig. 9. Graphical representation of performance measures of MRI knee image corrupted by 
Noise Model 3 

Table 3. Performance measures of MRI Knee image corrupted by Noise Model 3  

               PSNR                SSIM                 IEF                          IQI 
Noise(

%) 
FL & 
DWM 

DWM EDWMS FL& 
DWM 

DWM EDWMS FL & 
DWM 

DWM EDWMS FL & 
DWM 

DWM EDWMS 

    10 30.537 31.443 32.563 0.996 0.998 0.997 43.748 82.621 84.570 0.916 0.938 0.936 

20 25.212 29.127 29.995 0.988 0.995 0.996 24.824 62.813 76.541 0.853 0.863 0.867 

30 24.095 26.958 27.474 0.985 0.992 0.993 28.793 55.334 64.0527 0.784 0.813 0.788 

40 21.378 24.023 25.595 0.972 0.985 0.989 21.146 39.451 53.959 0.692 0.708 0.734 

50 19.273 21.749 23.174 0.956 0.974 0.981 17.324 29.391 40.213 0.545 0.618 0.695 

60 16.146 18.953 21.863 0.914 0.952 0.975 9.408 17.895 34.070 0.435 0.470 0.599 

70 12.316 16.340 18.168 0.801 0.915 0.942 4.674 11.092 17.772 0.134 0.309 0.364 

80 10.031 11.955 13.204 0.681 0.786 0.825 3.077 4.796 6.581 0.056 0.163 0.202 

90 8.0164 8.118 10.110 0.623 0.521 0.670 2.671 2.208 3.647 0.030 0.068 0.083 
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                           (a)               (b)                            (c)                         (d) 

Fig. 10. (a) is the MRI brain2 image corrupted by the Noise Model4 (25% salt and 35% 
pepper), the restored images and edge maps of (b) FL & DWM (c) DWM(d) the proposed 
EDWMS filter. 

Table 4. Performance comparison of FL & DWM, DWM with Proposed filter for MRI brain2 
image for Noise Model 4 

% Noise             PSNR               IEF            SSIM IQI 
(Salt, 

Pepper) 
FL& 

DWM 
DWM EDWMS FL& 

DWM 
DWM EDWMS FL & 

DWM 
DWM EDWMS FL& 

DWM 
DWM EDWMS 

(0.4,0.6) 32.412 33.409 34.520 82.944 98.973 136.390 0.994 0.995 0.996 0.764 0.760 0.771 
(10,20) 27.254 29.118 29.937 77.853 94.457 117.331 0.982 0.985 0.988 0.661 0.648 0.645 
(20,30) 21.484 23.874 25.144 29.537 55.325 67.265 0.933 0.962 0.970 0.475 0.487 0.511 
(25,35) 17.947 20.403 22.750 16.901 28.678 50.880 0.852 0.918 0.948 0.502 0.332 0.375  

Table 5. The computational time in seconds for Noise Model 4 corrupted with 20% salt and 
30% Pepper for FL & DWM, DWM and EDWMS 

Images FL& DWM DWM EDWMS 
Brain1 124.563 86.265  51.485 
Brain2 130.937 92.547 54.782 
Knee 72.813 59.765 34.797 
Mammogram 174.953 117.921 63.593 

6   Conclusion 

In this paper, we proposed a new efficient and improved Directional Weighted 
Median filter for the restoration of medical images that are corrupted with high 
density of impulse noises based on different noise models. EDWMS is an improved 
directional weighted median filter for medical images in which the filtering is applied 
only to corrupted pixels in the image while the uncorrupted pixels are left unchanged. 
Also the details and the edges which are highly important in the medical images are 
preserved. The advantage of EDWM filter is its high edge preservation capability, in 
contrast to DWM and FL & DWM. Also, the proposed method is computationally 
efficient than DWM and FL & DWM. 
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Abstract. Document image segmentation to textlines is a decisive stage
towards unconstrained handwritten document recognition. In this paper,
an improvised scheme for handwritten text line segmentation is proposed.
The proposed method is an improvised method to Alaei et al., 2010 [1]
by applying block separation and edge detection process. The proposed
method was tested on variety of handwritten documents pertaining to
English, Persian, and Kannada and the results was remarkable.

Keywords: Document Image Analysis, Unconstrained Handwritten Doc-
uments, Skew Estimation, Morphology and Edge Detection.

1 Introduction

Text line extraction is a critical stage towards handwritten document recogni-
tion that refers to the segmentation of a document image into distinct entities,
namely text lines. The overall performance of a handwritten character recogni-
tion system strongly relies on the results of the text line detection process. Text
line extraction of handwritten document is much more difficult than that for
printed documents. Unlike that printed documents have approximately straight
and parallel text lines. Several problems inherent in handwritten documents such
as the different in the skew angle between text lines or along the same text line,
the existence of adjacent text lines, un-uniformly curved.

There exist several methods for text line segmentation which are roughly cat-
egorized as follows. Smearing methods : short white runs are filled with black
pixels intending to form large bodies of black pixels, which will be considered as
text line areas. Smearing methods can’t deal well with touching and overlapping
components. Horizontal projections : a vector containing the sums of each image
line is created. The local minima of that vector are assumed to be the projec-
tion of white areas in between lines, and the image is segmented accordingly.
� Corresponding author.
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Horizontal projections can’t deal well with skewed, curved and fluctuating lines.
Hough transform considers any image to compose of straight lines. It creates
an angle, offset plane in which the local maxima are assumed to correlate with
text lines. Hough transform has trouble detecting curved text lines. Bottom-up
approaches : connected components or even pixels are connected to their close
ones based on geometrical criteria to form text lines. Other methods have also
been proposed such as: repulsive attractive networks, stochastic methods and
text line structure enhancing [7].

Many works have been done on English Chinese, and Arabic. However some
preliminary work has also done on Indian scripts. Louloudis et al, 2008 [5],
presents text line detection of handwritten documents. The proposed method
based on block based Hough transform. A text line segmentation by cluster-
ing with distance metric learning is proposed in [11]. The method is based on
minimal spanning tree clustering with distance metric learning techniques. A
steerable directional local profile technique for extraction of handwritten Arabic
text lines is described in [12]. The approach is based generalized adaptive local
connectivity map (ACLM) using a steerable directional filter. A steerable filter
is used to determine foreground intensity along multiple directions at each pixel
while generating the ALCM. Yin and Liu (2009) [10], proposed a variational
bayes method for handwritten textline segmentation. The method is based on
the Gaussian component and variational bayes technique.

A handwritten document image segmentation into texlines and words is pre-
sented in [8]. The presented approach is based on viterbi algorithm. The algo-
rithm tested on the benchmarking datasets of ICDAR-07 handwriting segmenta-
tion contents. Du et al (2009) [9], proposed textline segmentation in handwritten
document using Mumford shah model. The method used morphing to remove
overlaps between textlines and connected broken ones. Liwicki et al (2008) [4],
proposed combining diverse on-line and off-line systems for handwritten textline
recognition. The approach is based on multiple classifier system(MCS), Hidden
Markov Models (HMMs) and bidirectional long short-term memory networks
(BLSTM). A segmentation of Bangla unconstrained handwritten text is de-
scribed in [2]. To extract a text line, horizontal histogram of stripes and the
relationship of the minimal values of histogram is used. A text line extraction
from multi-skewed handwritten documents is presented in [3]. The method as-
sumes that hypothetical water flows, from both left and right sides of the images,
face obstruction from characters of text lines. The stripes of areas left unwetted
on the image frame are labeled for extraction of text lines.

Nagabhushan et al (2010) [6], describes tracing and straightening the baseline
in handwritten Persian/Arabic text line. The proposed technique identify the
candidate points from black and white blocks all along the text line. Using can-
didate points the algorithm traces the baseline, which is subsequently stretched
straight horizontally and subsequently. Recently an elegant method for uncon-
strained handwritten text line segmentation is proposed in [1]. The approach is
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based on painting technique. The painting technique enhances the separability be-
tween the foreground and background portions enabling for detection of text lines.

From the above literature survey, it is clear that, many works has been done
on Text line extraction for English, Arabic, Chinese, Persian and also some
of Indian scripts. Even though existence of many methods, performance does
not give compatible result to all languages. Especially south Indian language
like Kannada scripts. Kannada scripts text line extraction is a challenging task
due to additional modifier-characters, which get plugged in as bottom fixes or
top fixes, or as extensions, that remain as disconnected protrusions of a main
character. Under these circumstances, there is a need for developing a generalized
approach which works for these kind of script.

2 Proposed Method

The proposed method improves the existing algorithm mainly by applying block
separation, skew estimation process and edge detection. The proposed algorithm
uses the first step of existing method i.e., painting algorithm. The following
section briefly summarizes the improved version.

2.1 Painting Algorithm and Stripe Minimization

The idea of painting algorithm is extracted from [1]. Initially, by applying the
painting algorithm to input image we will obtain stripe wise painted image
(Please refer Figure 1(a) and Figure 1(b)). In painted image there may be dis
connectivities and also some of the rectangular white area may have longer height
as compared to other white areas. This indicate overlapping/touching portions
of adjacent text lines. The longer height of rectangular white area will be greater
or equal to twice the size of the average height of white area. Considering the
average height of the white area as threshold value which generally denotes over-
lapping/touching portion. All such bigger white areas are deleted from painted
image and the remaining white areas are smoothed using median filter technique
which is as shown in the Figure 1(c).

2.2 Line Drawing by Estimated Slope and Adding Words to Blocks

In [1], after the successful completion of painting algorithm and strip connec-
tivity, dilation operation is applied to bridge the connectivity’s. This action is

Fig. 1. (a): Kannada handwritten document (b): Result obtained after applying Paint-
ing algorithm (c):Result after smoothing operation
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Fig. 2. (a): Result after Dilation Operation (b): Result after connecting line to start
and end position

alright when we do not have any skewness in images. If we encounter any skew-
ness in images, it will be fail to separate lines from each other and leads to
improper result. So in order to cope up this problem, we proposed a method
based on slope. In order to find the skewness, we connect the strip squares to-
gether horizontally and divide image into two vertical parts. After this operation,
we calculated the mean of slope between line blocks in each part of the image
separately. The obtained skew is then used for proper dilation operation. Finally
we will eliminate Line Blocks whose length is less than 1/5 of image width and
which have critical situation (Please refer Figure 2(a)). We draw the line from
both sides (left and right) of each Line Block by the 2*slope that we have esti-
mated in each part of image until we touch a next pixel of other Line Blocks or
we reach to image borders (Please refer Figure 2(b)).

The next step is put all characters to Line Blocks. For doing so the simplest
way is:

– Overlap the two layer images (Image Block and Original document image)
together.

– Remove the regions from original image that are under Line Blocks.

The rest area characters in original image have this 3 status :

– A: The labels that are touching just one Line Block in Image Block.
– B: The labels that are between two Line Blocks and they don’t touch any

Line Block.(like points and signs between lines)
– C: The labels that are touching two Line Blocks.

The next step is to insert some of the labels of original image to Line Block,
such that it should not touch two Line Blocks. As we have said there are three
cases of this to sort labels: For the case (a) of Figure 3(a) there is no problem
of connectivity and we can put them to Image Blocks simply without any fear
of connectivity. Case (b) involve points and signs and some other stuff that are
out of lines. There may be some problem if it merges to a wrong Line Block.
So one good idea is to connect them to the nearest Line Block vertically by a
simple line such that its distance to nearest Line Block is more than thresh-
old T we will ignore that label. Here T = 2*mean Height of strips squares.



An Improved Handwritten Text Line Segmentation Technique 293

Fig. 3. (a): Image Block Overlapped with Original Image (b): Original Image

Fig. 4. (a): After inserting components to original image (b): Final Segmentation of
Individual Lines

Case (c) this sort of labels are always making problem in hand written line
segmentation process, in our paper we have proposed to cut them exactly from
center, Figure 3(a) part C.

2.3 Edge Detection Process

After inserting all the components to the Image Block, we may encounter some
holes in our result, because of using edge detection for line segmentation these
holes will make problem for us. So, in order to get rid of these holes, we used
image filling operation. Finally edge detection operator is used for line segmen-
tation. Refer Figure 4(a) and Figure 4(b) for components added and final seg-
mentation result.

3 Experiment Analysis and Comparative Study

This section presents the results of the experiments conducted to study the per-
formance the proposed method. The method has been implemented in MATLAB
8.0 on Pentium IV 2.0 GHz with 1GB RAM. For the experiment purpose, we
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Fig. 5. Final Segmentation of Proposed Method for Persian Script

Fig. 6. Final Segmentation of Proposed Method for Kannada Script

have collected around 300 different handwritten documents pertaining to Kan-
nada, Persian and English. It is worth to note that the data sets contain varieties
of writing styles. None of the documents include any non-text elements and al-
most all documents have two or more adjacent text lines touching in several
areas. Few documents have variable skew angles among text lines and having
text lines with different skew directions as well as document images having text
lines with converse skew angles along the same text line. For the experiment we
considered single column document pages.

We also compared our method with standard existing method [1]. The de-
tection rate of the proposed method and method by [1] was around 99.1% and
95.6% respectively. Figure 5 and 6 shows example of successful result of text
line extraction obtained using proposed model. Final segmetnation of method
proposed in [1] is also showed in Figure 7 and Figure 8. From the results it
is very clear that the proposed method segments text line accuretly compared
to method proposed in [1]. Figure 5 and 6 shows how the proposed method
accuratly segmented the modifiers (pelase see the enlarged portion). The pro-
pose model was tested on variety of unconstrained Kannada and Persian docu-
ments and paid encouraging results. The proposed method aimed at solving few
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Fig. 7. Final Segmentation of Method [1] for Persian Script

Fig. 8. Final Segmentation of Method [1] for Kannada Script

challenges such as (i) variability in skew between different texts lines (ii) fluctu-
ating lines (iii) variable intra-word gaps and (iv) influence of author styles (v)
touching line segementation.

4 Conclusion

In this paper, we proposed a, improved text line extraction scheme for uncon-
strained handwritten documents. The proposed model is an improvised scheme
to [1]. The major highlights of the proposed model are: (i) Application of skew
angle estimation for accurate dilation process (ii) Extracting modified compo-
nents (iii) Edge detection approach for final segmentation stage. The proposed
method aimed at solving real challenging issues such as, skew between differ-
ent texts lines, irregular lines, variable intra-word gaps and different writing
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styles. The experiment results was compared with well known existing method
and showed encouraging results under different real time documents. There is
a need for robust text line extraction algorithms, which needs to concentrate
documents corrupted by noise. In future, authors aim at working towards better
robust algorithms and to work on different Persian and Indian scripts.
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Abstract. Document skew estimation is one of the most important and
challenging phase in OCR system. Skew estimation of handwritten docu-
ments is still remains challenging in the field of document image analysis
due to a non-uniform text line. Hence, in this paper, we present a novel
scheme for handwritten documents. The proposed method is based on
mixture models. The expectation-maximization (EM) algorithm is used
to learn the mixture of Gaussians. Subsequently the cluster means ob-
tained from the individual words is used estimate the skew angle. Exper-
iments on different handwritten documents and documents corrupted by
noise shows the effectiveness of the proposed method.

Keywords: Document Image Analysis, Handwritten Documents, Skew
Estimation, Mixture Models, EM.

1 Introduction

The skew estimation of document images is particularly crucial among the doc-
ument processing operations as it affects the subsequent understanding of the
document. Estimating skew for handwritten documents is not as straight for-
ward as computing the skew for printed documents. This is due to varying style,
non-uniform text line skew and complexity involved in the script. Enormous
amount of papers have been proposed in the literature for the estimation and
correction of document skew. There are four broad categories of skew estimation
approaches: (i) Projection Profile (PP) based, (ii) Hough Transform (HT) based,
(iii) Nearest Neighbor Clustering (NNC) based and (iv) Cross Correlation. Many
hybrid approaches also have been proposed by combining two or more kinds of
these approaches.

Techniques using the well-known Hough transform have been explored by sev-
eral authors and are based on the observations that a distinguishing feature for
text is the alignment of characters and that text lines of a document are usually
parallel each other [8]. The horizontal (vertical) projection profile is a histogram
of the number of black pixels along horizontal (vertical) scanned lines [6]. The
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methods based on nearest neighbor clustering (NNC) aim at exploiting the gen-
eral assumptions that characters in a line are aligned and close to each other.
They are characterized by a bottom up process which starts from a set of objects,
connected components or points representative of them, and utilizes their mu-
tual distances and spatial relationships to estimate the document skew [5]. The
cross-correlation method proposed in [11] is based on the correlation between
two vertical lines in a document image.

From the literature it is clear that, lot of work has been carried out on estimat-
ing skew for printed documents. But efforts on estimating skew for handwritten
documents is very very less. A skew estimation algorithm for printed and hand-
written documents, based on the documents horizontal projection profile and its
WignerVille distribution, is presented in [4]. Skew Detection for Chinese Hand-
writing by Horizontal Stroke Histogram is described in [9]. An approach to skew
detection, correction as well as character segmentation for handwritten Bangla
words is described in [7]. Skew angle detection of a cursive handwritten Devana-
gari script is proposed in [3]. The method is based on Shiro-Rekha as inherent
feature of Devanagari. Skew angle correction and line extraction from hand-
written bengali text is proposed in [2]. Recently an approach based on mixture
models is proposed in [10]. This approach is used to estimate skew for printed
documents of south Indian scripts. In this paper, we explore the use of mixture
model to unconstrained handwritten word documents.

It is very clear from the above observations that, very few attempts have
been considered for handwritten skew. Attention to Indian scenario, particu-
larly on south Indian script of Kannada has not shown so far. The proposed
method is of first kind to estimate skew for unconstrained handwritten Kannada
script. The proposed method is based on mixture models in which Expectation-
Maximization (EM) algorithm is used to learn the mixture of gaussians. Subse-
quently the cluster means are used to estimate the skew angle. The organization
of the paper is as follows: section 2 describes about proposed mixture model.
Experiment results and comparative study is described in section 3. Finally dis-
cussion and conclusion is drawn at the end.

2 Proposed Method

Mixture models use a set of data points as an input for clustering input data.
To find a clusters in a set of data points is a considerable problem. To ob-
tain marginalization from joint distribution over observed and latent variables
is relatively complex. To solve this problem use of latent variable in a mixture
distributions in which the discrete latent variables can be interpreted as defining
assignment of datapoints to specific components of the mixture. EM algorithm
is a one of the technique for finding maximum likelihood estimation in latent
variable.

Considering the problem of identifying groups, or clusters of the datapoints in
a multidimensional space. Let x1, ...., xn is a data set consisting of n observation
of a random d-dimensional variable. Number of clusters requirement is obtained
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by k value. We can represent dataset as an n ∗ d matrix x in which the nth row
is given by xT

n . z is a latent variable matrix of size n ∗ k with rows zT
n .

The Gaussian mixture of conditional probability of z is given by

γ(zk) ≡ p(zk = 1|x) =
πkη(x|μk,

∑
k)∑k

j=1 πjη(x|μj ,
∑

j)
(1)

where πk and γ(zk) is the prior probability of zk = 1 and the quantity of
corresponding posterior probability of observed x respectively, μk is a mean
point associated with kth clusters.

The log likelihood function of i.i.d(independent and identically distributed)
for data points is given by

ln p(x|π, μ,
∑

) =
N∑

n=1

ln
K∑

k=1

η(xn|μk,
∑

k

). (2)

To obtain Maximum-likelihood function setting derivatives of ln p(x|π, μ,
∑

)
w.r.t means μk of the Gaussian components to zero

0 = −
N∑

n=1

πkη(x|μk,
∑

k)∑k
j=1 πjη(x|μj ,

∑
j)

∑
k

(xn − μk). (3)

The posterior probability, or responsibilies, given by (1) appear naturally on
the right-hand side

γ(znk) =
πkη(x|μk,

∑
k)∑k

j=1 πjη(x|μj ,
∑

j)
(4)

Multiplying by
∑−1

k and rearranging we obtain

μk =
1

Nk

N∑
n=1

γ(znk)xn (5)

where Nk is define as the effective number of points assigned to cluster k.

Nk =
N∑

n=1

γ(znk) (6)

The mean μk for the kth Gaussian component is obtained by taking a weighted
mean of all the points in the data set, in which the weighting factor for data point
xn is given by the posterior probability γ(znk) that component k is responsible
for generating xn.

To obtain a maximum likelihood solution for covariance matrix of single Gaus-
sian is given by

∑
k

=
1

Nk

N∑
n=1

γ(znk)(xn − μk)(xn − μk)T (7)
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The mixing coefficient for the kth component is obtaining by an average re-
sponsibility which that component takes for explaining the data points.

πk =
Nk

N
(8)

It is worth to emphasize to use of simple iterative scheme for finding a solution
to maximum likelihood problem from equations (5),(7), and (8). First choose
some initial values for the means, covariances, and mixing coefficients . Using the
alternate between the following two updates that call the E (expectation) step
and the M (maximization) step. In the E step, use the values for the parameters
to evaluate the responsibilities, or posterior probabilities from equation (1). Then
use these probabilities in the M step, to re-estimate the means, covariances,
and mixing coefficients using equations (5),(7), and (8). Like this update the
parameters resulting from an E step followed by an M step is guaranteed to
increase the log likelihood function. The algorithm is converged when the change
in the log likelihood function, or alternatively in the parameters, falls below some
threshold.

General procedure for EM algorithm

1. Initialize the parameters μk, Σk and πk and evaluate the initial value of the
log likelihood.

2. E Step Evaluate the responsibilities using Eq.(1) with current parameter
values.

3. M Step Re-estimate the parameters using the current responsibilities:

μnew
k =

1
Nk

N∑
n=1

γ(znk)xn

Σnew
k =

1
Nk

N∑
n=1

γ(znk) (xn − μnew
k )(xn − μnew

k )T

πnew
k =

Nk

N

where (Nk =
∑N

n=1 γ(znk))

4. Evaluate the log likelihood:

ln p(X/μ, Σ, π) =
N∑

n=1

ln
K∑

k=1

πkη(xn/μk, Σk) (9)

and check for convergence of log likelihood. If the convergence criterion is
not satisfied iterate from step 2.

Means of k clusters μk, ∀k = 1, . . . , K, is then used for estimating the skew
of a document. Selecting k value is a highly subjective in nature. Therefore, we
empirically fixes the value of k to 5. Figure 1 depicts the mean points obtained
for the input skewed word using mixture-of-gaussians.
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Fig. 1. Illustration of mixture-of-gaussians for skewed word

3 Experimental Results and Comparative Study

This section presents the results of the experiments conducted to study the
performance of the proposed method. The method has been implemented in
MATLAB 7.0 on a Pentium IV 3.0 GHz with 1GB RAM. The proposed method
first extracts individual handwritten text lines present in the document image
using the method described in [1]. This technique is based on component ex-
tension and morphology. The resultant text line obtained from this algorithm is
then passed to mixture model to extract mean vector points, which are further
used to estimate the skew angle. In this work we compared with different skew
estimators such as Linear Regression Analysis(LRA), Slope of a line and Second
Order Moments to estimate the skew angle.

Around 30 handwritten Kannada documents is considered for experiment.
We applied algorithm, which is described in [1] for extracting text line from the
documents. Vertical projection profile is then used to segment into individual
word. For experimentation purpose we considered around 500 words. The test
set contained various skew angles ranging from 0 to 15 degree. Table 1 shows the
accuracy obtained from different estimators. Accuracy is calculated using words
with actual angle to the estimated angle. From the table it is ascertained that
accuracy using Moments gives best results compared to LRA and Slope of a line.
The next best is LRA. By using moments one can study the distribution such
as how the distribution is skewed from its mean, or peaked. Another important
aspect is that it is not sensitive to outliers. Figure 2 shows the resultant image
after skew correction.

To check the robustness of the proposed algorithm, we tested our method on
words corrupted by noise. For this, we considered 10 noisy words and each were
rotated with four true angles. Here we used Salt-and-Pepper of noise density
0.02. Sample handwritten words contaminated by noise is as shown in Figure
3. Results obtained from the method are reported in Table 2. From the table it
is clear that proposed method works efficiently and shows robust performance
under noisy condition using Moments.

Table 1. Performance of the proposed method with various estimators

Different Estimators Accuracy

LRA 94.5

Slope of a line 51.1

Moments 98.8
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Fig. 2. (a) Original document image (b) Its skewed corrected

Fig. 3. (a) A Noisy handwritten word (b): Its illustration with mixture of four Gaus-
sians

4 Discussion and Conclusion

Mixture Models are a type of density model, which comprise a number of com-
ponent functions, usually Gaussian. These component functions are combined
to provide a multimodal density. GMM is widely used in data mining, pattern
recognition, machine learning, and statistical analysis. In many applications,
their parameters are determined by maximum likelihood, typically through iter-
ative learning of the EM algorithm. In this paper, we have effectively used this
model in estimating skew of handwritten words. The expectation-maximization
(EM) algorithm is used to learn the mixture of Gaussians. Subsequently the
cluster means obtained from the words is used to estimate the skew angle. This
is the first of its kind in the literature to estimate skew for handwritten Kan-
nada words. Experiments on different handwritten words and words corrupted
by noise shows the effectiveness of the proposed method.

Table 2. Mean and Standard Deviation for noisy handwritten Kannada word

Noisy Word
True Angle M SD

3 3.1 0.22
5 5.05 0.31
10 9.89 0.21
15 15.05 0.19
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Abstract. This paper mainly focuses on the recognition of both simple and 
conjunct handwritten characters in Malayalam, a South Indian language. The 
algorithm proposed recognizes these characters mainly based on the strokes and 
lines contained in them. Here the input is an image of handwritten Malayalam 
characters, which undergoes different phases of processing to produce an 
editable document of Malayalam characters in a predefined format as output. In 
this paper, detailed description of the methods for character identification is 
given. The whole OCR process is presented in three different modules: Pre-
processing, Skeletonization and Recognition. In Pre-processing, the input image 
is scanned and subjected to line and character separation. In Skeletonization, the 
digital image is transformed into a set of original components. In Recognition, 
the characters are classified based on their features. The feature extraction of 
the characters is done by the analyzing the position and count of the horizontal 
and vertical lines. A classification of the simple and conjunct characters is also 
devised based on the count and position of the horizontal and vertical lines 
which make up those characters. 

Keywords: Malayalam; Optical Character Recognition; Feature Extraction; 
Wavelet Transform; Neural Networks; HLH Patterns. 

1   Introduction 

Machine recognition of human reading has been a subject of intensive research for the 
last many decades. Handwritten Character Recognition systems can improve the Man-
machine interaction and integrate computers into the human society. Indian 
Handwritten Character Recognition is getting much more attention and researchers are 
contributing a lot in this field. But Malayalam, a South Indian language has very less 
works in this area and needs further attention.  

Reading handwritten texts is a very difficult task because of the diversities that exist 
in ordinary penmanship. Currently many OCR systems are available for handling 
handwritten documents of English, European and Asian languages [1][2][3] using 
methods of defining specifically-sized character boxes and read constrained 
handwritten entries. As there is no defined set of characters present in South Indian 
languages, there exist a lot of complex symbols [4][5][6][7][8]. Their characters set 
include basic characters and complex combined character set. Malayalam is a South 
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Indian language - which is the principal language of the State of Kerala [9][10]. The 
Malayalam script uses both old and new scripts for depicting characters. The old script 
concatenates various characters whereas new script separates the characters with a 
special character. The modern Malayalam script contains 13 vowel letters, 36 
consonant letters, and a few other symbols including vowel signs. 

Vowels are known as Svaram or Svarakshrangal in Malayalam. The vowel signs 
may be placed to the left (e, ē, ai) or right (ā, i, ī) of a consonant letter to which it is 
attached. The vowel signs o and ō may go to the left of a consonant letter or to the right 
of it. The figure 1, Set: 1 represents the vowels used in Modern Malayalam script.  

Consonants in Malayalam are known as Vyanjanam or Vyanjanaksharangal. A 
consonant letter, does not represent a pure consonant, but represents a consonant + a 
short vowel /a/ by default. In figure 1, Set: 2 represents the consonants used in Modern 
Malayalam script. 

A vowel sign is a diacritic attached to a consonant letter to indicate that the 
consonant is followed by a vowel other than /a/. The figure 1, Set: 3 represents the 
various vowel diacritics of one particular consonant /ka/. Next is conjunct characters 
shown in figure 1, Set: 4 that formed by the combination of more than one consonant 
and were widely used in old script. 

 

Fig. 1. Malayalam Script 

2   Proposed OCR System 

The architecture of the method is depicted in figure 2. The method focuses on the 
identification of  handwritten Malayalam characters. The main advantage of this 
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method is that the identification of different coloured characters written in same 
document is possible. Characters can also be identified even if they are written on a 
coloured background.  

 

Fig. 2. Architecture of the technique 

The method can identify background noises up to a certain extent. The character 
identification is done through 3 phases: Pre-processing, Skeletonization and 
Recognition.  

2.1   Pre processing Technique 

In this technique, the processes done before the actual identification[11][12] is 
performed. In this phase, colour of the background of the text and the written 
characters is checked. If they are of different colours, methods are applied to produce 
uniformly coloured characters. Background noises up to certain intensities can be 
identified and removed. In order to identify the characters, the characters are 
segmented first to produce individual units of characters. The scanned text is first 
subjected to line separation process where the written document is separated into line 
of characters. After line separation, each character in a line is subjected to the character 
separation process. The figure 3 illustrates line separation and character separation of 
both simple and conjunct characters. 

2.2   Skeletonization 

Skeletonization is the transformation of a component of a digital image into a subset of 
the original component. Skeletonization algorithms are the need to compute a reduced 
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amount of data or to simplify the shape of an object in order to find features for 
recognition algorithms and classifications. There are different categories of 
skeletonization methods: one category is based on distance transforms, and a specified 
subset of the transformed image is a distance skeleton. The original component can be 
reconstructed from the distance skeleton. 

Thinning is the process of peeling off a pattern as many pixels as possible without 
affecting the general shape of the pattern. The skeleton obtained must be as thin as 
possible, connected and centered. Individual pixels are either removed in a sequential 
order or in parallel. Normally, it is implemented by an iterative process of transforming 
specified contour points into background points. In case of conjunct characters, thinning 
should be performed carefully as the characters have more loops and complex strokes. 

 

Fig. 3. Line & Character Separation 

2.3   Feature Extraction and Recognition 

The final phase and the most important phase of the identification of characters involve 
a series of methods. The skeletonised and segmented characters are made to undergo 
functions which calculate the number of horizontal and vertical lines which form the 
features of the characters. Using the count of horizontal and vertical lines, the 
characters are classified into different groups. For example consider the character ‘Ra’. 
It has two vertical lines and a single horizontal line. So it can be classified into group 
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of characters having similar features. For recognition of certain characters, the count of 
horizontal and vertical lines is enough. But for other characters such as ‘La’, ‘Va’, ‘Pa’ 
etc the position of these lines are also important as these differentiate each other. 
Hence the positions of these lines are also calculated i.e. whether at the top, bottom, 
left or right. After calculating the count and position of horizontal and vertical lines, 
the characters are classified to form different groups. The same approach can be used 
for identification of conjunct characters but care should be taken while counting the 
strokes as conjunct characters involve more complex strokes and loops. The figure 4 
shows the feature extraction technique. 

 
Fig. 4. Feature extraction by counting the number of vertical lines in the characters 

Algorithm 1: To count the number of vertical lines in a character  
Step 1: Initially, the height and width of the character is calculated.  
Step 2: The character box is scanned horizontally from the top left position to find  
             the left most black pixel. 
Step 3: When a black pixel is found, count is incremented and the pixels which are  
             present at the top, bottom and diagonal to it are also checked. 
Step 4: If any of those pixels are black, the count is again incremented. This is done  
             to check for slanted or curved vertical lines.  
Step 5: Else if none of these pixels are black, check whether the count has reached  
             the character height. If so a vertical line has been found and the vertical line  
             count is incremented. 
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Step 6: Repeat the above steps by incrementing the x coordinate till the width of the  
  character. 

Step 7: The above process is repeated for each character in the text. 

 
Algorithm 2: To calculate the number& position of horizontal lines in a character  
Step 1:  Initially, the height and width of the character is calculated.  
Step 2:  The character box is scanned vertically from the top left position to find the   

left most black pixel. 
Step 3: When a black pixel is found, count is incremented and the pixels which are  

present at the left, right and diagonal to it are also checked.   
Step 4: If any of those pixels are black, the count is again incremented. This is done  

to check for slanted or curved vertical lines.  
Step 5:  Else if none of these pixels are black, check whether   the count has reached  

around the character width. If so a horizontal line has been found and the  
horizontal line count is incremented. 

Step 6: Divide the character box into three vertical segments in order to calculate the  
position of the horizontal lines. 

Step 7:  If the left end point of the horizontal line lies in left vertical segment and  
right end point in the right vertical segment, position of the line is in the 
middle. 

Step 8: Else if the left end point of the horizontal line lies in left vertical segment,  
position of the line is in the left. 

Step 9: Else if the right end point of the horizontal line lies in right vertical segment,  
position of the line is in the right. 

Step 10: Else, position of the line is in the middle. 
Step11: Check whether the horizontal line is at the top, bottom or centre of the  

character box. 

3   Classification of Characters Based on Features 

When the input data to an algorithm is too large to be processed and it is suspected to 
be notoriously redundant then the input data will be transformed into a reduced 
representation set of features or features vector. Transforming the input data into the 
set of features is called feature extraction. Figure 5 & Figure 6 shows the input and 
corresponding to the simple and conjunct characters respectively. 

Here we have proposed a new method of classification of Malayalam Characters 
based on their count of lines and the position of component lines. Here the main 
feature we have found common to all characters is the vertical line. Every single 
character is made up of more than 2 vertical lines. So the classification technique is 
developed based on the number of vertical strokes found in the character. The 
characters can then be divided into various sets based on the horizontal lines and their 
positions i.e. top horizontal line, middle horizontal line and bottom horizontal line. 
Figure 7 shows the classification according to vertical lines. 
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Fig. 5. Input Image of simple characters and the corresponding Character recognition process by 
calculating number of horizontal and vertical lines 

 

Fig. 6. Input Image of conjuncts and the recognized characters 

  

Fig. 7. Decision tree based on classification of number of vertical lines 
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According to the classification, there are mainly 6 types of characters which are 
illustrated in Table 1 & Table 2. 

Table 1. Details of each type of classification 

 

Table 2. Whole Classified Characters with vertical and horizontal bar count 
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Table 3. Recognition Results 

 

 

Fig. 8. Recognition results of the technique 

4   Experimental Analysis 

The experiment was conducted using different lines of text from various sources. We 
also tried the samples of handwritten characters of 9 different categories of persons. A 
set of specific characters were selected for sample formation and the character 
separation implemented. The accuracy of recognition is defined as the number of 
correct outputs to the total number of input characters that was supplied. Subsequently,  
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a graph is also drawn based on the experimental results. Table 3 below shows the 
experimental results and the recognition of characters are illustrated in figure 8 to 11. 
An accuracy of 93.83% is achieved through this method. 

 
Fig. 9. Recognition of Type 1 & 2 Characters 

 

Fig. 10. Recognition of Type 3 & 4 Characters 

 

Fig. 11. Recognition of Type 5 & 6 Characters 
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5   Conclusion 

In this paper, we have proposed an algorithm to recognize the simple and conjunct 
handwritten Malayalam characters on a scanned text to produce an editable document. 
Till now we have tried to accurately identify the characters written on any different 
coloured background. Pre-processing is done to improve the accuracy of recognition of 
characters and to remove the background noises. The major factor hindering the 
improvement of accuracy is the similarity in character shapes and features of certain 
Malayalam characters. The refinement of the system is possible by training the OCR 
Engine to handle commonly encountered errors. Further investigation is underway in 
order to recognize the old script of Malayalam. The future scope of this paper lies in 
the recognition of connected characters used in the script.  

The connected characters remain a challenge as they are two different characters 
separated by a space even though, should be considered as a single unit. One technique 
that can be applied for connected characters is probability distribution technique. Here 
the probability of the occurrence of a connecter next to a main character is calculated 
and the distribution of black pixel in that distance is evaluated to find out what type of 
connector is used. 
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Abstract. Many practical applications require analysis of digital images. An 
accurate analysis is possible only from an image free of noise. Image denoising 
with multiple image filters might produce better results than a single filter, but 
it is very difficult to find a set of appropriate filters and the order in which the 
filters are to be applied. In this paper, we propose a Fuzzy Genetic Algorithm to 
find the optimal filter sets for removing impulse noise from images. Here, a 
Fuzzy Rule Based System is used to adaptively change the crossover 
probability of the Genetic Algorithm used to determine the optimal sets of 
filters from a pool of standard image filters. Fuzzy Genetic Algorithm gives 
better results than conventional Genetic Algorithm. This method does not 
require any deep knowledge about the image noise factors; so it can be easily 
used in any image processing application.  

Keywords: Adaptive Genetic Algorithm, Fuzzy Genetic Algorithm (FGA), 
Fuzzy Rule Based System (FRBS), Genetic Algorithm (GA), Image filters, 
Impulse noise. 

1   Introduction 

Digital image processing plays a key role in medical imaging, satellite imaging, 
underwater imaging, robot vision and many such applications. Since images can be 
deteriorated during acquisition, storage and transmission, image denoising is a 
primary precursor for almost all image analysis tasks. Conventional smoothening 
filters and median filters are the most popular filters for noise reduction in digital 
images [1]. But, a single smoothening or median filter is not enough for completely 
removing the noise, especially when the noise level is high. Also, it may not preserve 
image details such as edges during filtering. Applying a set of denoising and 
enhancement filters successively on a noisy image may remove noise and preserve 
image details much more efficiently than a single median or smoothening filter. Such 
a set of standard filters is called a composite filter. The type of the filters in the 
composite filter, as well as the order in which the filters are applied must be 
appropriately chosen for good results.  

Jin Hyuk Hong, Sung Bae Cho and Ung Keun Cho proposed a method that used 
Genetic Algorithm (GA) [2] to determine composite filters that remove different 
levels of impulse noise from an image [3].They have extended this method to 
determine composite filters that performs local and global image enhancement [4]. In 
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these methods, the GA considers a set of possible filter combinations of a particular 
length, selects the best combinations among them according to a fitness value 
assigned to each combination based on a fitness function, and applies genetic 
operators such as crossover and mutation [2] on the selected combinations to create 
the next generation of composite filters. This process is repeated, enabling GA to find 
the optimal composite filters. In this method, GA parameters, which affect the quality 
of the solutions produced, are kept fixed. If these parameters are not assigned with 
suitable values, GA may converge to a sub optimal solution, or it may take a long 
time to converge to the optimal solution. However, choosing the best parameter 
values is difficult because the parameter values are problem dependent and the 
interaction of these parameters with the GA is complex. 

The performance of GA can be improved by adaptively varying its parameters 
instead of keeping them fixed. Fuzzy logic [7] based techniques have been used for 
adaptively selecting GA parameters [5] [8-10]. In Fuzzy Genetic Algorithm (FGA) 
[5], [8-10], a Fuzzy Rule Based System (FRBS) [7] is used to adapt any of the GA 
parameters.  

The proposed method is an extension of the method in [3]. Here, an FGA is used to 
determine the optimal filters that can remove different levels of impulse noise from 
images without relying on deep knowledge about the type of image noise factors. 
From a pool of standard filters, the GA part of FGA selects several filters and 
constructs a composite filter. GA analyses such a set of composite filters and 
determine the optimal filters for removing different levels of impulse noise. The 
crossover probability [2] of GA, which determines the number of selected solutions 
that undergo crossover operation, is adapted by the fuzzy part of FGA, where an 
FRBS determines the amount of variation that should be undergone by the crossover 
probability value in order to improve the quality of the solutions produced. The 
proposed method has been tested on benchmark images and its performance has been 
evaluated using performance metrics such as PSNR value, Tenengrad measure and 
IQI [6] value. These evaluations clearly show the superiority of the proposed method. 

The rest of the paper is organized as follows. Section 2 gives a detailed account of 
the determination of the optimal composite filters by GA. Section 3 is about the 
proposed method, where the design and working of the FGA is explained. Section 4 
discusses the experimental results. Section 5 provides conclusions. 

2   Genetic Algorithm Based Impulse Noise Removal 

When there are m filters in the filter pool, optimal composite filters containing l 
standard filters are to be determined from a total of (m+1)l filter combinations, where 
m+1 includes the case of not using any filter on the image. Trying all cases to find out 
the best one is practically impossible, especially when m is large. In this paper, GA is 
used to find the optimal composite filter, in which the proper type and order of filters 
are determined [3]. In GA [2], each solution to the problem to be solved is called an 
individual or a chromosome. GA starts by randomly initializing a set or a population 
of individuals. This is the first generation of individuals. Each individual is assigned a 
fitness value based on a fitness function. GA selects those individuals with a good 
fitness value and applies operations such as crossover and mutation on them to create 
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the next generation of individuals. This process is repeated until GA satisfies a 
predefined termination criterion such as the number of generations created, upon 
which GA is expected to have produced very good individuals. 

Table 1 shows the filter pool used in this paper which contains 30 image filters, 
each indexed by a value from 1 - 30. Value 0 represents the case where no filtering 
operation is performed. The first 3 filters are histogram brightness measures that 
adjust the value of the pixel p in the image according to equation (1) for a given scale 
(-100 <= s <=100). 
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Filters 4 – 7 are histogram contrast measures that adjusts the value of the pixel p 
for a given scale (-127 <=s <=127) as shown in equation (2). 
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Filter 8 performs contrast stretching by spanning the range of intensity values in an 
image, [c, d], to a desired range of values [a, b]. It scales each image pixel p 
according to equation (3). 

a
cd

ab
cpvpv oldnew +⎟

⎠
⎞

⎜
⎝
⎛

−
−−= *)()(  (3)

Filter 9 equalizes the histogram of the image, thereby improving the image 
contrast. Filters 10 – 15 are smoothening filters of different sizes and shapes. Filters 
16 – 19 are edge enhancement filters of different types. Filters 20 – 29 are standard 
median filters of different sizes and shapes. Filter 30 is an adaptive median filter with 
a maximum window size of 7 [1]. 

Table 1. Description of image filters used in this paper 

Group Filter Type Index 
Histogram Brightness 3 values 1~3 

Contrast 4 values 4~7 
Stretch - 8 

Equalize - 9 
Masks Smoothening 6 masks 10~15 

Sharpening 4 masks 16~19 
Median, Adaptive 

Median 
10 masks 20~30 

None   0 

Each composite filter is represented by a string of l real numbers corresponding to 
the filter index, where l is the number of standard filters in the composite filter.  
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The following procedure describes how GA determines the optimal standard  
filters [3]. At first, GA randomly initializes a population of composite filters. Then, 
the fitness of each composite filter is evaluated using the fitness function given in 
equation (4). Here, the objective of GA is to find the optimal composite filter that can 
remove impulse noise from all the training images in a given training set. The training 
images are created by artificially corrupting an image with different levels of impulse 
noise. In equation (4), n is the number of training images used, MAEi is the mean 
absolute error (MAE) of the output image obtained after applying the composite filter 
x on the ith training image, and MAEmax is the maximum MAE; it would be 255 for 8-
bit grayscale images. The fitness value f(x) is assigned to x. From equation (4), it is 
clear that the composite filter x receives a high fitness value if it can considerably 
remove the noise from all the training images (thereby producing low MAEi values).  

f(x) = )/(1
1

max
1

MAEMAE
n

n

i
i∑

=

−  (4)

GA then selects the composite filters with high fitness value using Roulette Wheel 
selection strategy [2], where selection is based on the probability assigned to each 
composite filter proportional to its fitness value. Then, genetic operators such as 
crossover and mutation are applied on the selected individuals, to produce the next 
generation. Elitist-strategy [2] that keeps the best individuals of the previous 
generation in the current generation is also used. From this current generation, GA 
produces the next generation using the above procedure. This process is repeated until 
a predefined termination criterion is satisfied. 

In the above method, the GA parameters such as the crossover probability are kept 
constant. The values assigned to these parameters may not be the best for this 
problem. Hence, the convergence of GA may be to a sub optimal solution. Even if 
GA converges to the optimal solution, it may take a large amount of time to do so. 
The proposed method, which is explained in the following section, avoids the 
occurrence of these problems by adaptively varying the crossover probability of the 
GA using an FRBS. 

3   The Proposed Method Using Fuzzy Genetic Algorithm 

An FGA [5], [8 – 10] is an adaptive GA in which an FRBS is used to adapt one or 
more of the GA parameters so as to increase the quality of the solutions produced by 
GA. In FGA, the FRBS accepts one or more measures, which indicate the quality of 
the outputs produced by GA, as inputs. These values are fuzzified [7] using the 
corresponding membership functions [7]. From these fuzzified input values, one or 
more fuzzy outputs are determined by the FRBS using a rule base [7]. These outputs 
are then defuzzified [7] using the output membership functions. The defuzzified 
outputs enable the adaptive variation of one or more GA parameters. Thus, the FRBS 
enables GA to converge to the most optimal solution. It also results in an increase in 
the speed of convergence of the GA to the best solution. 

In the proposed method, an FGA is used to determine the optimal composite filters 
for impulse noise removal. Here, an FRBS is used to adapt the crossover probability 
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of GA. The FRBS accepts Genotypic diversity (GD) and Phenotypic diversity (PD) as 
inputs [5]. GD and PD are two measures that depict the quality of the composite 
filters produced by GA. 

GD represents the genetic diversity of the population and it is evaluated as shown 
in equation (5).  

GD  = (d – dmin) / (dmax – dmin) (5)

Where d, dmax and dmin are the average, maximum and minimum distances of the 
chromosomes in the population from the composite filter with the highest fitness value. 

PD, as shown in equation (6), is the ratio of average fitness of the population, favg, 
to the best fitness fbest.  

PD = favg / fbest (6)

The output of the FRBS is a value δpc that controls the variation of the current 
crossover probability pc. δpc, which ranges from [0, 1.5], determines the degree to 
which the current pc value, which is kept within the range [0.25, 0.75], should vary. 
The variation is carried out by multiplying the δpc value obtained from the FRBS with 
the current pc.  

Figures 1(a), (b) and (c) shows the membership functions of GD, PD and δpc 

respectively.  

                             

                        (a)                                             (b)                                                (c) 

Fig. 1. Membership function of (a) GD (b) PD (c) δpc 

Table 2 shows the rule base using which the FRBS finds the value of δpc from GD 
and PD values. GD and PD values range from Low to High, for which the change in 
δpc, which ranges from Small to Big, is given in the respective cells. When GD and 
PD values are ‘Low’, the population is diverse, even if it has not converged to the best 
solution. In this case, a low crossover probability is desired to prevent loss of this 
diversity due to crossover. Hence, δpc is given a ‘Small’ value, to allow as little 
crossover operations as possible. Similar arguments follow for all the conditions 
specified in the rule base. 

Table 2. Rule base of FRBS 

GD PD 
Low Medium High 

Low Small Small Medium 
Medium Big Big Medium 

High Big Big Medium 
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In the proposed method, the GA part works as described in section 2. GA creates 
the first generation of composite filters using a randomly initialized pc value. The GD 
and PD values for this generation are fed into the FRBS, which calculates the value of 
δpc, which is multiplied with the current pc value. This adapted pc value is given to the 
GA, which uses it to create the next generation to produce a better population of 
composite filters. The entire process is repeated until GA satisfies its termination 
criterion.  

4   Results and Discussion 

The proposed method was implemented and tested using the following GA 
parameters: population size = 50, number of generations = 50, number of filters in the 
composite filter = 5, mutation probability = 0.05 and selection rate = 0.9. The initial 
value assigned to pc is 0.7. The adapted pc value obtained after 50 iterations is 0.75.  

The well-known Lena, Elaine and Peppers images, all of size 512 × 512, were used 
as benchmark images. These images are shown in figures 2 (a), (b) and (c) 
respectively. 5 Lena images artificially corrupted by impulse noise factors with 
corruption rates of 10%, 30%, 50%, 70% and 90% are used as training images. The 
test images are Lena, Elaine and Peppers images corrupted with various noise levels. 

                     

                           (a)                                (b)                               (c) 

Fig. 2. Benchmark images – (a) Lena, (b) Elaine, (c) Peppers 

Table 3 shows the composite filters created by the proposed method for different 
impulse noise levels by using the Lena training images. From now on, we call these 
composite filters as FGA filters. Here, the same composite filter, made up of 
relatively simple standard filters, can be used to remove upto 50% impulse noise. For 
higher noise levels, separate composite filters are evolved, which are composed of 
standard filters that either uses the information of larger neighbourhoods or perform 
further enhancements. 

4.1   Performance Evaluation 

The performance of FGA filters were compared with that of the composite filters 
produced by GA [3], using the filter pool in table 1, Lena training images and a pc 
value of 0.7. From now on, we call these composite filters as GA filters. FGA filters 
were also compared with a single 5 × 5 rectangular median filter, as a median filter is 
conventionally used for impulse noise removal [1]. 
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Table 3. Composite filters evolved by FGA for the training images 

Impulse Noise Level (%) FGA filter 
10 Adaptive median, Adaptive median, 

Unsharp (α = 0.5), 3 × 3 weighted averaging, 
3 × 1 vertical median 

30 Adaptive median, Adaptive median, 
Unsharp (α = 0.5), 3 × 3 weighted averaging, 

3 × 1 vertical median 
50 Adaptive median, Adaptive median, 

Unsharp (α = 0.5), 3 × 3 weighted averaging, 
3 × 1 vertical median 

70 Adaptive median, Adaptive median, 
Unsharp (α = 0.5), 3 × 3 weighted averaging, 

5 × 5 weighted averaging 
90 Adaptive median, Adaptive median, Radius 

3 disk median, Radius 5 disk median, 3 × 3 
averaging 

Following are the metrics used for performance evaluation:  
 
Peak Signal to Noise Ratio (PSNR) 
 PSNR value of a denoised image with respect to the original image is calculated as 
shown in equation (7). This value, represented in dB, denotes the closeness of the 
denoised image to the original image. A high PSNR value for the denoised image 
shows its closeness to the original image. 

)/255(10log10 2 MSEPSNR ∗=  (7)

where MSE is the mean squared error. 
 
Tenengrad Measure 
Tenengrad measure indicates the amount of edge details present in an image. Higher 
the value, the more edge details present in the image. Tenengrad method is based on 
obtaining the gradient magnitude from the Sobel operator. It is calculated as shown in 
equation (8). 
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Where T is a discrimination threshold value and ),( yxS∇ is the Sobel gradient 

magnitude value. Here, T is taken to be zero. When the TEN for the denoised image R 
is close to the original image O, it shows that the denoising process preserves the edge 
details in the image. TEN of R is less than TEN of O when the denoising process 
results in loss of edge details. TEN of R is greater than TEN of O when the denoising 
process creates false edge details.  
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Image Quality Index (IQI) 
IQI [6] is designed by modelling any image distortion as a combination of three 
factors: loss of correlation, luminance distortion and contrast distortion. It is 
calculated as shown in equation (9). The value of IQI ranges from [-1, 1]. A denoised 
image, which is much similar to the original image, and hence of high quality, has an 
IQI value close to one. 

),(),(),( ROContROLumROCorrIQI ∗∗=  (9)

The comparative analysis of FGA, GA and median filters was done for two cases. 
They are as follows: 
 
Case 1: Using training images for testing the filters 
Table 4 shows the values of different metrics obtained for the Lena training images 
denoised by the median filter, GA filters, and FGA filters in table 3 for respective 
impulse noise levels. It can be seen that using composite filter for impulse noise 
removal yields better results than using a single median filter. The difference between 
the PSNR values of the denoised images created by the median filter and composite 
filter becomes larger as the noise level in the input image increases. The quality of the 
denoised image produced by the median filter is less than that of the denoised image 
produced by the composite filters, as shown by their IQI values. The Tenengrad value 
for the original Lena image is 22034. For median filter, Tenengrad value is smaller 
than that for the composite filters for low noise levels, which indicates that loss of 
edge detail is more when using single filters. For high noise levels, this value is much 
higher than 22034 and the TEN values for the composite filters, which indicates that 
median filter creates more false edge details than composite filters. Altogether, 
composite filter is better than a single median filter for impulse noise removal with 
edge preservation. 

Table 4. Compairing PSNR, Tenengrad measure and IQI obtained for Lena training images  

Metrics Filter (s) 10% noise 30%noise 50%noise 70%noise 90%noise 
PSNR 
(dB) 

Median 30.528 27.1045   22.9126 14.0837 7.5496 

GA filter   32.4092 31.5173   30.2289  27.7124   18.5087 

FGA filter   34.7854 33.0935   30.9316  28.3021   19.5968 
IQI Median 0.6500 0.6245  0.5187 0.1495 0.0136 

GA filter   0.6855 0.6704    0.6431   0.5808    0.3134 

FGA   0.7984 0.7755    0.7279   0.614    0.3391 
TEN Median   5157 50688  27580 222462 2820290 

GA filter   9624 14764    45190   28856    63525 

FGA   30141 42917    66133   13801    17930 

From table 4, it can be seen that FGA filters yields better results than GA filters. 
The PSNR values and IQI measures for FGA filter outputs are higher than GA filter 
outputs for all noise levels. For low noise levels, FGA filters produces false edge 
details, as shown by their high TEN value. At the same time, in GA filter outputs, 
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edge details are lost, as indicated by their low TEN values. This situation is changed 
as the noise level in the image increases. While GA filters introduce a large amount of 
false details (indicated by high TEN values), FGA filters preserves some of the details 
without creating false details, as the TEN values for FGA filter outputs for high noise 
levels are near 22034 (TEN value for the original Lena image). 

 
Case 2: Using other images for testing 
Tables 5 and 6 compares the PSNR, TEN and IQI values obtained for denoised 
images formed from using 5 × 5 median filter, GA and FGA filters, for Elaine and 
Peppers images respectively. Here too, it can be seen that composite filters produce 
better results than the single median filter in noise removal and edge preservation.  

Here also, the overall performance of FGA is better than GA, as shown by their 
PSNR values and IQI measures. For Elaine, edge details in GA filter outputs are 
closer to the original image (TEN of Elaine = 374810) than FGA filter outputs. For 
Peppers (TEN = 536780), FGA filters result in better edge preservation for low noise 
levels. For high noise levels, GA filters result in better edge preservation. 

Table 5. Compairing PSNR, Tenengrad measure and IQI obtained for noisy Elaine images 

Metrics Filter (s) 10% noise 30%noise 50%noise 70%noise 90%noise 
PSNR Median  31.0845  27.3783  22.6409  14.0808  7.5133 

GA filter 32.3154 31.6214 30.8815 29.1725 19.2634 

FGA 32.9177 31.8163 31.2214 29.2903 20.2065 
IQI Median  0.5766   0.5552   0.4563   0.135   0.0011 

GA filter  0.6093 0.5940 0.5794 0.5190 0.3174 

FGA  0.7175 0.6871 0.6030 0.5444 0.3479 
TEN Median  407341   480621   296487   2063508   22050 

GA filter 386098 422531 340401 302723 327878 

FGA 337736 593210 437009 286386 204864 

Table 6. Compairing PSNR, Tenengrad measure and IQI obtained for noisy Peppers images  

Metrics Filter (s) 10% noise 30%noise 50%noise 70%noise 90%noise 
PSNR Median   31.2502  27.5245    22.8211    13.9771 7.3478 

GA filter 30.7426 30.7544 29.3661 26.9013 18.1285 

FGA 32.7587 30.9156 30.0693 27.3942 19.6296 
IQI Median   0.6302   0.6049   0.4983   0.1534   0.0151 

GA filter 0.6489 0.6408 0.6193 0.5646 0.3208 

FGA 0.7364 0.7168 0.6255 0.5743 0.3621 
TEN Median    268845   291954   122690   61623   2459871 

GA filter 284526 268773  260418 420438 29795 

FGA 548998 578615 496616 243475 27729 
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Figure 3 shows examples of outputs produced by GA filters, FGA filters and 5 × 5 
rectangular median filter from Peppers with 30% noise, Elaine with 50% noise and 
Lena with 70% noise. While some amount of impulse noise is present in the outputs 
of 5 × 5 rectangular median filter especially for high noise levels, noise is almost 
completely removed by the GA and FGA filters. 

                             

                             

                             

                  (a)                                 (b)                                    (c)                                 (d) 

Fig. 3. Column (a): Peppers with 30% impulse noise, Elaine with 50% impulse noise, Lena 
with 70% impulse noise. Column (b), (c), (d):Outputs produced by median filter, GA filter and 
FGA filter respectively 

5   Conclusion 

Median filters are commonly used for impulse noise removal. But, they result in loss 
of image details. Also, for high noise levels, they are not sufficient in completely 
removing the noise. In this paper, a FGA is used to determine the optimal composite 
filters for removal of different impulse noise levels without using deep knowledge 
about noise factors. Here, an FRBS is used to adaptively change the crossover 
probability of GA. Experiments on benchmark images shows satisfactory results. As 
future work, the proposed method can be used for impulse noise removal in satellite 
and medical images. 
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Abstract. In this work, we have introduced a feature extraction method
based on Chain Code Histogram (CCH) for facial images. A face veri-
fication (FV) system has been developed by using CCH feature. The
performance of the above system is comparable with that of subspace
analysis methods, i.e. Principal Component Analysis (PCA) and Linear
Discriminant Analysis (LDA) under degraded condition. All the exper-
imental results are shown upon a subset of IITG MV multi-biometric
database which is a real time degraded office environment database. Fi-
nally, a better improved verification performance is reported by using
the combination of both features which strongly validates the different
information representation of both methods.

Keywords: Chain Code Histogram, Face Verification, Degraded Envi-
ronment, Feature combination, PCA-LDA.

1 Introduction

Chain code histogram (CCH) is one of the most successful feature extraction
technique in character recognition task. The directional information captured by
the CCH is the key method in identifying the exterior information of any shape
or pattern. Hence, it has been widely used in Japanese, Devnagari, Oriya, Arabic,
handwritten character recognition applications with the higher recognition rate
[1–5]. Here we have introduced the feature extraction technique based on the
CCH method for facial image classification.

Face recognition is the most successful application of image processing. Face
recognition is the problem of identifying three-dimensional (3D) face objects
from two dimensional (2D) face images. Face recognition approaches can be
widely classified as feature-based approaches and appearance-based approaches.
However research is mainly concentrated in appearance-based approaches. This
is because even though feature-based approaches are less sensitive to variations
in illumination and viewpoint and to inaccuracy in face localization, the feature
extraction techniques needed for feature-based approaches are not still reliable
or accurate enough. Among the appearance-based methods, we use subspace
methods like principal component analysis (PCA) or eigenfaces followed by linear
discriminant analysis (LDA) or fisherfaces [6, 7]. Although PCA is extensively

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 326–333, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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used technique for dimension reduction, but it is not that much effective in facial
pattern classification task. Hence, PCA followed by LDA is one of the classical
template matching technique in face recognition.

By considering the importance of appearance-based methods in facial pat-
tern classification, we have presented the feature extraction technique for face
recognition task by computing the chain code histogram of edge representation
of the facial images. We have also explored the dynamic directional information
available in the skeleton image of face by taking the derivative of CCH feature.
The different information contained in the PCA-LDA and CCH features are also
exploited to make the face verification system more robust and accurate against
degraded conditions. Here we have used the well known vector quantization (VQ)
based nonparametric modeling and nearest neighbor classification technique for
face verification.

The organization of the remaining work is as follows: Section 2 describes the
face database used, Section 3 describes the feature extraction for face images
using chain code histogram method. All the phases of CCH based face verifica-
tion system is illustrated in Section 4. Experimental results and discussion are
presented in Section 5 and finally, summary and future work are provided in
Section 6.

2 Face Database

In this text, we make use of a subset of IITG MV multi-biometric database for
testing and analysis of facial images [8]. It consists of a total of 94 subjects. Each
subject has 40 images split into two sessions of 20 each. The images are mostly
frontal with pose, tilt, scale, intensity and face feature variation. Each session is
recorded as a video stream using a Logitech CMOS webcam in well illuminated
rooms. No restriction is put on the subjects with respect to their posture, dress,
facial expression, and hairstyle. The recording is done for a period of 10-20
seconds at a frame rate of 15 fps and a resolution of 640 x 480. Both sessions are
recorded at two different periods of time and the database demonstrates many
practical degraded-environmental effects as shown in Fig. 1.

Fig. 1. IITG MV face database sample images
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Fig. 2. Chain code directions (adopted from [3])

3 Chain Code Histogram (CCH) for Image Feature
Extraction

CCH is an extensively used technique in character recognition tasks. Considering
the importance of directional information captured by CCH the same approach
we have used in our face verification task. Here we have used the block processing
approach in CCH computation. To get the CCH representation of the input
binary image, we take the pixel value 1 as the object point and pixel value 0 as
the background point. If we consider a 3 × 3 window surrounded to any object
point, then there are 8 directions (shown in Fig. 2) in which neighboring points
may exist.

Let us consider a binary image IM×M of size M ×M . Now if we go for block
processing approach with block size of r × r then we get total B = M2/r2 no.
of blocks. For CCH computation we use the following procedure:

1. Step 1: Consider an object point in a given block and find out the directional
information of its surrounding points as shown in Fig. 2 by considering the
following points:
– If there is an object point in a particular direction then the feature value

of that direction is incremented.
– This procedure is repeated for 8 different directions. The feature indices

corresponding to the directions, right side, right upper corner, upper
side, left upper corner, left side, left lower corner, lower side, and right
lower corner are {1, 2, ..., 8} respectively.

2. Step 2: The above step is repeated for all the object pixels of that block.
Finally, it gives 8 feature values which represent total no. of object points in
those eight directions for that particular block. It is termed as 8-dimensional
CCH feature vector in this work.

3. Step 3: Step 1 and 2 are repeated for every block and finally, we get B no.
of 8-dimensional feature vectors for every image.

The CCH representation of the symbol ∑ is shown in Fig. 3. As the major
object part of the symbol image ∑ is in the horizontal directions, so we find
higher values at feature index 1 and 5 i.e. more number of object pixels, in CCH
representation of symbol ∑ . We also get some object pixels at feature index 2,
4, 6, and 8 as the middle part of the image is in slanted directions. As the object
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Fig. 3. Chain code histogram for the symbol
∑

part is almost absent in vertical directions so we get a few no. of object pixels at
feature index 3 and 7 for the same as shown in Fig. 3(b). This clearly illustrates
the effectiveness of CCH in directional information.

4 Face Verification System Using CCH Feature

Face verification (FV) system validates the identity claim of a person. A good
FV should accept all the true claims and reject all the false claims. In practical
scenario, some of the true trials may be rejected and some false trials may be
accepted. The block diagram of CCH based feature extraction for facial images,
used in the face verification system is shown in Fig. 4. The different stages used
in the CCH based FV system are illustrated in the following sections.

4.1 Preprocessing

In the preprocessing stage, the incoming colored images are resized to a default
dimension and converted to gray scale images as shown in Fig. 4. Before finding
feature vectors for each image, histogram equalization is done both in training
and testing.

4.2 Canny Edge Detection

The preprocessed gray scale image is fed to Canny edge detection algorithm
for finding the skeleton image of the facial pattern [9]. Canny edge detection
algorithm uses double-thresholding approach for finding the true maxima which
makes it a robust method for edge detection. The outcome of the edge detection
stage is the binary skeleton image as shown in Fig. 4.

4.3 CCH Feature Extraction

After getting the input binary skeleton image, the complete image is divided into
some particular number of blocks depending on the block size. Now
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Fig. 4. CCH based feature extraction for facial images

8-dimensional CCH feature is computed for every block using the procedure
as described in Sec. 3. Finally, we get same no. of 8-dimensional CCH feature
vectors as the no. of blocks available.

4.4 Verification System

In the training phase, models are built for every individual user from the ex-
tracted features of their respective facial images. The extracted CCH features of
a user are fed to vector quantization (VQ) modeling stage [10]. It builds a de-
fined size of codebook for every user by using binary split and k -mean clustering
algorithm.

In testing stage, after finding the test feature set by using the same CCH
feature extraction technique, euclidean distances of this feature set are computed
from all the code-vectors of the claimed model. Then the test image is classified
by using nearest neighbor classifier which works on minimum euclidean distance
criterion.

5 Experiments and Outcomes

A robust FV system should distinguish clearly between a positive claim and
negative claim. In the mismatched condition the performance of a verification
system is measured in terms of false rejection rate (FRR) and false acceptance
rate (FAR). Equal error rate (EER) is defined as the error rate at which both
FAR and FRR are equal. Hence we have evaluated the performance of FV system
in terms of EER using detection error trade-off (DET) curve plot [11]. FAR and
FRR are termed as false alarm probability and miss probability, respectively,
in case of DET plot. In order to compare the performance of the proposed FV
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system, the subspace based i.e. the PCA-LDA based, FV system is termed as
the baseline system. To capture the dynamic nature of facial skeleton images, we
have used first derivative of CCH feature, which is termed as ΔCCH [12]. Delta
(Δ) of CCH is computed using two preceding and two succeeding feature vectors
from the current feature vector. The performance of the FV system is computed
by using CCH and ΔCCH features and also compared with the PCA-LDA based
baseline FV system.

5.1 Experimental Details

For the present work, we consider 94 user set of IITG MV face database which
includes 74 male users and 20 female users. For every user, twenty frames col-
lected from the different segments of first session video stream are used in train-
ing stage. Ten different frames from the second session video stream of each user
are used for testing. Therefore for 94 user set, there are in total 940 test images
and each test image is tested against 11 random models, mentioned in detection
list, out of which one is genuine model and rest are impostor models.

We have used 96 × 96 resized facial images for our verification task. For 8-
dimensional CCH computation, we have considered block size of 16×16. Hence,
we get total 36 no. of 8-dimensional feature set for CCH and 32 no. of 16-
dimensional feature set for ΔCCH in each image, respectively. In the VQ mod-
eling stage, total 94 no. of 64-size codebooks are built for the complete user set.

5.2 Experimental Results and Discussions

The performance of face verification system for different feature extraction tech-
niques, in terms of EER is given in Table 1 and their corresponding DET curve
plots are shown in Fig. 5. We can clearly observe from the Tabel 1 that the
performance of ΔCCH is very much better than that of CCH based FV system
in degraded conditions. In case of ΔCCH, the dynamic nature of skeleton image
is captured in an effective manner by computing the first derivative of CCH
feature which results a relative improvement of 20% in verification performance.
It can be also observed from the DET plots as shown in Fig. 5 (a). The per-
formance of the ΔCCH feature is also comparable with that of subspace based
FV system, i.e. PCA followed by LDA. Hence, it shows the strong agreement
with this point that dynamic directional information captured by ΔCCH feature
effectively classifies the degraded facial patterns.

From the DET plot as shown in Fig. 5 (b), it is observed that the PCA-
LDA and CCH methods may contain some different information about the facial
patterns. Hence, the combination of both features (i.e. the multimodal approach)
should give better performance with respect to their individual performances.
This is also proved by the improved verification performance of proposed face
verification system which is built using the score level fusion of PCA-LDA and
ΔCCH, as shown in Table 1. This results in a relative improvement of 4.13%
in EER which can also be observed from Fig. 5 (b). The performance of FV
system for all the feature extraction techniques, those mentioned in this work,
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Table 1. Performance of face verification system in terms of EER

Feature Extraction Face Verification System
Techniques Performance (in EER)

PCA-LDA 22.87

CCH 36.27

ΔCCH 23.52

PCA-LDA + ΔCCH 19.68
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Fig. 5. DET curve plots of face verification system using different features; (a) CCH
and ΔCCH FV, (b) PCA-LDA, ΔCCH, and PCA-LDA + ΔCCH FV

is not very good enough to implement in a practical scenario due to a lot of
variations from training to testing data with respect to illuminance, pose, facial
expression, camera distance etc. This is due to the degraded office environmental
effects observed in our database as the video streams of facial images are collected
in conversational style, which is shown in Fig. 1.

6 Summary and Conclusions

We have presented chain code histogram based feature extraction technique for
facial pattern classification. A face verification system is developed by using CCH
and ΔCCH features and comparable verification performance is reported with
that of subspace based methods. All the experimental results show the effective-
ness of CCH feature for capturing the dynamic directional information available
in skeleton facial images. The different information available in appearance based
approach of facial images are exploited by the combination of PCA-LDA and CCH
features in degraded conditions. The improved performance justifies the robust-
ness of the proposed system in such a practical real time degraded database.

In future we may try to make the face verification system more robust and ac-
curate for degraded environment by exploring different classification techniques.
Future work may include to find a better feature representation of facial images
by using chain code histogram method.
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Abstract. Fuzzy morphological polynomial (FMP) signal representation 
provides the merits of compact representation and low computation complexity. 
Based on FMP representation, a theoretical study for object recognition is 
presented in this paper. The study indicates that superior properties of FMP can 
be used to develop an object recognition system. Examples are given to 
illustrate the effectiveness of FMP representation for object recognition.  

Keywords: fuzzy mathematical morphology, object recognition, signal 
representation. 

1   Introduction 

Object recognition is a highly important task for image processing and computer 
vision. An object recognition system [1] can be divided into a training phase and a 
classification phase as shown in Fig. 1. The goal of object recognition is to match a 
test object with a template object represented by a vector of measured features or 
parameters from an object representation. The features are stored in a template library 
as references and used to be matched with the object identify [2]. Therefore, the key 
step is to extract the features from the objects and use them to recognize objects 
uniquely regardless of their location, scale or orientation. 

Feature extraction techniques are generally categorized into local and global 
approaches. If the extracted features involve the whole domain of the object then it is 
global, otherwise it is local. Examples of global methods are invariant moments [3] 
and Fourier descriptors [4]. The drawbacks of using global features are intolerance to 
small distortions and closed object boundaries [5]. Local methods generally use the 
features of holes and points, line segments, curve segments [6] and sections [5]. 
Those techniques are less sensitive to distortions but are generally application 
dependent and computationally expensive. The general criterion used to discriminate 
the test objects is the concept of minimum distance [5] by using some types of norm. 
Here, we have reviewed two object recognition methods. Those two methods provide 
general rationale for using the combination of global and local information and using 
morphological methods to extract features from the object, respectively. 

Liu and his coworkers [5] recently proposed a fuzzy pyramid-based invariant 
object recognition method. The pyramid data structure is combined with fuzzy 
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mathematics and the human visual system features are incorporated into their method. 
Annular and sector windows are used for image segmentation, which is close to the 
way the human vision system segments an image. They have shown that using 
annular and sector windows are feasible to maintain the invariant properties (i.e., 
translation, scaling and rotation). They have also proposed extracting the localized 
global features to overcome the disadvantages occurred by using only the local or 
global features. The zero-order moments are adopted as the global features and 
localized inside the annular and sector windows. Then the extracted features are used 
to build the fuzzy feature pyramid similar to the conventional feature pyramid. The 
major purpose is to reduce the computational cost from various image operations after 
applying the divide-and-conquer principle [7]. This method provides a proper 
combination of global and local features and avoids the disadvantage of using either 
feature alone. 

 

Fig. 1. A general object recognition system 

 

Fig. 2. Fuzzy structuring functions using DLO 
polynomials for N=5 

Yu and Venetsanopouloss [6] proposed a local feature extraction method called 
Scatter Degree Technique (SDT). Geometrical features are extracted by 
morphological operators and used to measure the relationship between the peaks and 
the valleys of objects. After combining this technique with neural networks, good 
results can be achieved in object recognition. This method works on binary images 
and especially, for the recognition and classification of aircrafts. 

Fuzzy morphological polynomial (FMP) signal representation provides the merits 
of compact representation and low computation complexity as shown in reference [8]. 
In this paper, a theoretical study for object recognition based on FMP representation 
is presented. The study indicates that superior properties of FMP can be used to 
develop an object recognition system. Examples are also given to illustrate the 
effectiveness of the representation for object recognition. The rest of the paper is 
organized as follows. The background knowledge including fuzzy mathematical 
morphology and FMP signal representation is presented in Section 2. FMP object 
recognition is investigated in Section 3. Examples for one- and two-dimension object 
recognition are illustrated in Section 4. Finally, conclusions are given in Section 5. 

2   Background Knowledge 

2.1   Fuzzy Mathematical Morphology 

Recently, Sinha and Dougherty [9] proposed using the fuzzy set theory instead of the 
classical set theory to develop mathematical morphology. They have in fact, presented 
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a new approach of considering simultaneously binary and multilevel morphology. The 
concept of “umbra” is no longer needed to develop the multilevel case. Morphological 
operations are then applied on the “fuzzy” fitting so that for crisp sets the fitting still 
remains characterized as either 0 or 1, but for fuzzy or non-crisp sets it is possible to 
have a fitting characterized by a value between 0 and 1. The closer the value is to the 
unity, the better the fitting of the structuring element is. As in the classical 
morphology, fuzzy morphology can also transform a fuzzy set into another set. Such a 
transformation is performed by means of a fuzzy structuring set containing the desired 
geometric structure. 

If we let X be the universe of discourse and x be its generic element, the difference 
between crisp and fuzzy sets is the characteristic function of a crisp set C defined as 

}1,0{: →XCμ  while the membership function ]1,0[: →XFμ  of a fuzzy set F is 

defined so that )(xFμ  denotes the degree to which x belongs to the set F. Among 

those different operations on fuzzy sets, the following operations are described and 
will be used later: 

(a) Complement operation: )(1)( xx FcF
μμ −=  

(b) Translation of a fuzzy set F by a vector v∈ X: ( ) )()(; vxx FvFT −= μμ  

(c) Reflection of a set F: )()( xx FF −=− μμ  

(d) Bold union of two sets F and G:  

)]()(,1min[)( xxx GFGF μμμ +=Δ  (1)

(e) Bold intersection of two sets F and G: 

]1)()(,0max[)( −+=∇ xxx GFGF μμμ  (2)

The degree of fitting a set A into a set B is measured by an inclusion grade 
operator: 

I(A,B) =
Xx

inf
∈

 )(x
BcA Δ

μ   

                    = 1+min{0, Xinf ∈x [ ( )xBμ - ( )xAμ ]} 
(3)

where Δ is the bold union operator. According to the above index the degree of 
subsethood of two crisp sets A, B is either 0 or 1, while for fuzzy sets C and D I(C,D) 
∈ [0,1]. Moreover, if C ⊆ D then I(C, D) = 1 and in general 1D) I(C, 0 ≤≤ . The erosion 
operation can be defined by using such an index [9] and the dilation, opening, and 
closing operators can then be obtained. In fact if f(n) is a multilevel and k(n) is a 
structuring element with supports of F and K and respective membership functions of 

)(xfμ  and )(xkμ  then the following four operations can be defined: 

Erosion:               
(4) 

 
Dilation:                       
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Opening:           
 
Closing:        )()( )( nn kkfkf Θ⊕• = μμ  

2.2   Fuzzy Morphological Polynomial (FMP) Signal Representation 

The FMP representation [8] uses fuzzy morphological opening to obtain a 
representation similar to a polynomial representation by means of a geometrical 
decomposition of the signal. One of the difficulties encountered in the process was the 
selection of the structuring functions, which can be either arbitrary or derived from 
the signal. In our case, they are chosen from a complete set of ordered real-valued 
orthogonal polynomials in 1 0 −≤≤ Nn . In the examples, the discrete Legendre 
orthogonal (DLO) polynomials are used. Let )(nfμ  be the membership function of a 

given signal, and }10:)({ −≤≤ Nin
ikμ be one-dimensional fuzzy structuring functions, 

such that 1)(0 ≤≤ n
ikμ . Let {ai} be adaptive parameters used to make the fuzzy 

structuring function to be fitted with )(nfμ  closely. To take all possibilities into 

consideration, the fuzzy structuring functions { )(n
ikμ } are derived from a shifted and 

normalized set of orthogonal polynomials { )(n
igμ } and its complementary functions 

{ )(nc
ig

μ }. Fig. 2 illustrates the shifted and normalized functions of { )(n
igμ } when 

the discrete Legendre orthogonal polynomial of N = 5 is considered. 
The geometric decomposition for the given membership function )(nfμ  can be 

achieved recursively as follows: 

 Windowing with W(n): 

)()()(
0

vNnWnn f
v
z −×= μμ  (6)

 Adaptive recursive approximation of )(
0

nv
zμ : 

)()()(
1

nnn v

ikiaiz
v

iz
v

iz oμμμ −=
+

 (7)

where i = 0,1, L ,N-1, relates to the structuring functions of );(na
ikiμ  v = 0,1,2 L  

refers to the window W, and ai are adaptive parameters in [0,1]. Each window is 
processed similarly. 

The term )(
00 na kμ is essential to the above decomposition as it provides a coarse 

approximation to the signal membership function while { ),(na
ikiμ i > 0} gives the fine 

information of )(
0

nv
zμ . After applying equation (8) recursively, we have  

)()()( 1
00

nnn v

Nz
N
i

v

ikiaiz
v
z μμμ ∑ −

= += o  (8)

where the last term corresponds to the residual or the part of the signal that cannot be 
well-represented by N function ).(n

ikμ  The above representation can be considerably 

simplified by choosing values of { ai } such that  

)()( nan
iki

v

ikiaiz μμ =o  (9)

)()( )( nn kkfkf ⊕Θ= μμ o
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and equation (9) is converted into 

)()()( 1
00

nnan v

Nz
N
i iki

v
z μμμ ∑ −

= +=  (10)

This representation is analogous to a polynomial representation of the windowed 
signal. 

3   FMP Object Recognition 

In this section, how the FMP signal representation can be used for object recognition 
is investigated. The object is assumed to be represented by a membership function 
unless specified otherwise. Let )(nfμ and )(ngμ be two given signal membership 

functions of two different objects and }10:)({ −≤≤ Nin
ikμ be one-dimensional 

ordered fuzzy structuring functions, based on orthogonal polynomials on 
1 0 −≤≤ Nn , which are normalized so that 1)(0 ≤≤ n

ikμ . Let )(
0

nv
zμ  and )(

0
nv

wμ  be 

the signal membership functions of the vth window of )(nfμ  and )(ngμ . )(nv

Nzμ  and 

)(nv

Nwμ  are the signal residue membership functions of the vth window corresponding 

to )(nfμ  and )(ngμ . Let v
ia  and v

ib be the fuzzy adaptive parameters of the vth 

window for )(
0

nv
zμ  and )(

0
nv

wμ , respectively. If the FMP representations of two 

different objects are  

)()()( 1
00

nnan v

Nzik
N
i

v
i

v
z μμμ += ∑ −

=  (11)

)()()( 1
00

nnbn v

Nwik
N
i

v
i

v
w μμμ += ∑ −

=  (12)

then )(1
0 na

ik
N
i

v
i μ∑ −

= and )(1
0 nb

ik
N
i

v
i μ∑ −

= represent the gross approximation of two objects, 

and )(nv

Nzμ and )(nv

Nwμ represent the detailed variations of individual objects. If the 

objects are simple and have the same gross approximations for all windows, and their 
detailed variations for all windows are insignificant, then those two objects can be 
said to resemble each other. The following properties can be easily proven and give 
the idea of how FMP can be used for object recognition.  

Property 1. If two windowed objects of z0 (n) and w0 (n), 1 0 −≤≤ Nn  are related by 
z0 (n) = s w0 (n), where s is a scaling factor. Then the linearized and fuzzified objects 
are equal i.e., n. )()(

00
∀= nn v

w
v
z μμ  This property establishes that the FMP would be 

invariant to scaling factors. Using the FMP method, the objects under consideration 
are linearized and fuzzified objects, so that they are invariant to scaling factors. 

Property 2. For two windowed objects of ),(
0

nzμ 1, 0 −≤≤ Nn  and ),(
0

nwμ  

1, 0 −≤≤ sNn where s is a scaling factor, related as  ,)()(
00

snn wz μμ = ],1,0[ −∈ Nn  then 

we have the adaptation coefficients such that ,s
ii ba = 1-, 0, Ni L= and 

],1,0[ ,)()( −∈= Nnsnn
NwNz μμ where }.

)(

)(
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0
10 l
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ik
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ik
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i μ

μ
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−≤≤=  This property shows that 
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we can uniformly take same number of samples and same number of frames with 
same number of samples in each frame for every object to overcome the problem of 
different supports in the FMP representation of considering objects. 

Property 3. If two windowed objects of )(
0

nzμ and ),(
0

nwμ 0 ≤ n ≤ N-1 have the 
relationship n, ,)()(

00
∀= nn wz μμ then the coefficients are such that ii ba = for i=0, L , 

N-1. This relationship can also be applied to )(n
Nzμ and n, ,)( ∀n

Nwμ and vice versa. This 
property shows the identity conditions of two objects. The FMP coefficients and its 
residuals are required to recognize the object uniquely. If the residuals 

nnn
NwNz ∀= ),()( μμ , are insignificant, then the FMP coefficients can be used to 

recognize the object. 

Property 4. If two windowed objects of )(
0

nzμ and ),(
0

nwμ  0 ≤ n ≤ N-1 have the 
relationships of n, ,)()(

00
∀−= tnn wz μμ  and a t, then ii ba = for i=0, L , N-1. This 

relationship can also be applied to n, ,)()( ∀−= tnn
NwNz μμ  and a t and vice versa. This 

property establishes that if two objects have the same starting point, then the FMP 
coefficients and residuals of those two objects are same. 

Property 5. If two windowed objects of )(
0

nzμ and ),(
0

nwμ  0 ≤ n ≤ N-1 have the 
relationships of n, ,)()(

00
∀−= nn wz μμ then the corresponding FMP coefficients 

r
ii ba = for i=0, L , N-1 and n. ,)()( ∀−= nn

NwNz μμ The coefficients of r
ii ba , and the 

residues of )(n
Nzμ  and )( n

Nw −μ  are obtained by using the structuring function and 
its reflected version, respectively. This property establishes the reflection invariant 
property for the FMP method. 

Those properties indicate that the FMP representation can be used for recognizing 
object uniquely up to a space invariant factor. Those properties can be used to develop 
an object recognition system. 

 

Fig. 3. One-dimensional test objects 

 

Fig. 4. FMP coefficients 

4   Examples 

In this section, one- and two-dimensional examples are considered to illustrate the 
FMP properties. For one-dimensional (1D) object examples, the objects shown in  
Fig. 3 are used as the template objects. The test objects are the scaled-version of the 
template objects. FMP representations are applied in the discrimination process for 
the objects in Fig. 3. Each object is divided into frames with each containing several 
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points. The starting point is properly chosen and the same structuring function is used 
for the template and test objects. The FMP coefficients for those 6 objects are 
calculated and shown in Fig. 4. To measure the similarity of the template object and 
the test object, with coefficients v

ia  and v
ib for each frame, we use the distance 

measure given by 

d(a,b)= (
21

0
1

0 ||∑ ∑−
=

−
= −M

v
N
i

v
i

v
i ba )1/2 (13)

 

 

Fig. 5. Two-dimensional test objects 

 

Fig. 6. Transformed one-dimension objects 

Table 1. The distances between two objects (1D) 

d Sqr. S. Sqr. Circ. S. Cir. Tri. S. Tri. 
 Sqr. 0.00 1.00 1.40 1.23 1.43 1.43 

S. Sqr. 1.00 0.00 1.65 0.87 1.74 1.02 
Circ. 1.40 1.65 0.00 1.89 0.91 1.93 

S. Cir. 1.23 0.87 1.89 0.00 1.93 0.91 
Tri. 1.43 1.74 0.91 1.93 0.00 1.67 

S. Tri. 1.43 1.02 1.93 0.91 1.67 0.00 

The distances between those template and test objects are shown in Table 1. The 
column shows the template object and the row shows the test object. It has also 
shown that each object is discriminated by its FMP's zeroth order coefficients, that 
is, only the zeroth order coefficients (i.e., ,0

va ,0
vb v=0, 1, 2, L , M-1) are used to 

represent the objects. For two-dimensional (2D) object examples, we can use the 
above one-dimensional method if we proceed as follows. At first, corresponding 
binarized images can be obtained by using different threshold values. Then we 
compute the centroid point of each binarized image and then trace the object 
boundary to get the radius (r(n), 0 ≤ n ≤ L-1) at each sampled point for the template 
and test objects. The radii of the sampled points form a one-dimensional object in 
which we can apply the FMP method as in the previous example. It is convenient to 
let L be a power of 2 for two-dimensional objects in the same way as for the number 
of points in one-dimensional objects. As an example, we take the objects in Fig. 5 as 
test objects. For the threshold value of 0.5 and L=64, the results of the transformed 
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one-dimensional objects are shown in Fig. 6. The same procedures as those 
performed in one-dimensional objects are done on those objects. The distance is 
calculated and shown in Table 2. The results show that those objects can be correctly 
recognized by the FMP method. We also compute the distance between two objects 
using the zeroth order coefficients only. The results show that those objects can also 
be correctly recognized. Please note that the starting sampling point in the example is 
normalized. 

Table 2. The distances between two objects (2D) 

d Square Circle Triangle 8 Sided 
Square 0.00 0.77 0.98 0.47 
Circle 0.77 0.00 1.58 0.33 

Triangle 0.98 1.58 0.00 1.28 
8 Sided 0.47 0.33 1.28 0.00 

5   Conclusions 

In this paper, a theoretical basis for object recognition based on FMP has been 
presented. The properties of the FMP representation indicate that the FMP can be 
used to develop an object recognition system. Examples have been provided to 
illustrate the effectiveness of the FMP for object recognition. 
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Abstract. In this paper, notion of signature function is introduced for a 
segmented image with face and non-face regions. Then classification is 
achieved by considering the correlation of signature functions of the template 
and the segmented image. Proposed method is computationally elegant and 
results are satisfactory under the constraint of those costs.  

Keywords: Signature function, classification, correlation, detection. 

1   Introduction 

Face detection and localization is the task of checking whether the given input image 
or video sequence contains any human face, and if human faces are present, returning 
the location of the human face in the image. The face detection problem involves 
segmentation, extraction, and classification of the segmented and extracted region as 
face or non face irrespective of the background. Several researchers are at this task 
with different approaches, so that the machine detects and locates the faces efficiently 
as we human beings do in any complex scenarios.  

The faces play a major role in identifying and recognizing people. The area of face 
detection has gained considerable importance with the advancement of human-
machine interaction as it provides a natural and efficient way to communicate 
between humans and machines. Face detection and localisation in image sequences 
has become a popular area of research due to emerging applications in intelligent 
human-computer interface, surveillance systems, content-based image retrieval, video 
conferencing, financial transaction, forensic applications, and many other fields. Face 
detection is essentially localising and extracting a face region from the background. 
This may seem like an easy task but the human face is a dynamic object and has a 
high degree of variability in its appearance [10]. A large number of factors that 
govern the problem of face detection [4], [6].The long list of these factors include the 
pose, orientation, facial expressions, facial sizes found in the image, luminance 
conditions, occlusion, structural components, gender, ethnicity of the subject, the 
scene and complexity of image’s background. Faces appear totally different under 
different lighting conditions. A thorough survey of face detection research work is 
available in [4], [6]. In terms of applications, face detection and good localization is 
an important pre-processing step in online face recognition A number of techniques 
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have been developed by researchers in order to efficiently detect  human faces in any 
given input image or video sequence. 

There are several challenges while detecting and locating faces in skin toned 
regions, refer [9]. In spite of using combination of different colour spaces during 
segmentation, it is tedious to demarcate region boundaries between skin and pseudo 
skin regions and also eliminate these regions from searching process. The use of 
colour space alone sometimes fails to segment the boundary regions of the image. In 
order to overcome this problem combination of colour spaces for efficient skin 
segmentation followed by Canny and Prewitt edge detection to demarcate the region 
boundary is used for input image segmentation [9]. Due to variation in illumination, 
skin regions may not be properly identified as skin during skin segmentation. 
Locating faces in these circumstances is more complex as opposed to localizing faces 
with uniform, non skin-tone background. 

Face detection is a classification problem. It calls for classifying the selected 
segmented region as face or non-face. For efficient classification a robust feature set 
as well as robust classification method is very much essential. This calls for an 
efficient feature extraction method followed by efficient classification method.  Edges 
play an important role in extracting prominent facial features. For a detailed analysis 
of various edge detection algorithms, refer [2], [3]. 

2   Preprocessing 

Preprocessing step is the stage where the input image is processed to extract the 
regions of interest. The main task of this stage is to avoid processing regions which 
are not the candidate regions for the algorithm to process and eliminate these regions 
from further processing.  

Segmentation and feature extraction are the two important pre-processing steps that 
play a vital role in face detection and localisation Segmentation is a process that 
partitions an image into regions [2] of uniform texture and intensity. In the problem of 
face detection, segmentation based on skin plays a major role in identifying the 
candidate face regions [9]. Though there are different segmentation methods, 
segmentation based on colour is considered. For a detailed survey of colour spaces 
refer [7]. 

Segmentation of the input image is the most important step that contributes to the 
efficient detection and localization of multiple faces in skin tone colour images Skin 
segmentation of the input image based on skin pixel cue [1] combined with edges help 
to demarcate region boundaries and segment the image components efficiently [9].  

Segmentation of an image based on human skin chromaticity using different colour 
spaces results in identifying even pseudo skin like regions as skin regions. Hence 
there is a need for further eliminating these pseudo skin regions.  The segmentation 
using combination of colour spaces combined with Canny and Prewitt edge detection 
for obtaining the region boundaries segment better [9].  

Feature extraction is an important step in pattern classification. Face detection is a 
two class pattern classification problem classifying whether the given test pattern 
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belongs to face class or non face class. Feature extraction stage is responsible for 
finding a set of prominent and robust attributes that would help to correctly decide the 
object classification boundary. 

Facial features such as eyebrows, pupils, and lips appear generally darker than their 
surrounding facial regions and the edges associated with these regions provide a good 
feature set in detecting faces. For a detailed study and comparison of edge detecting 
techniques refer [3]. 

Wavelets are mathematical functions that initially cutup the data into different 
frequency components and then study each component with a resolution matched to 
its scale. Thus wavelets analyze according to scale and self-similarity caused by 
scales and dilations. Wavelet algorithms process data at different scales or resolutions. 
The wavelet analysis procedures adopt a wavelet prototype function called an 
analyzing wavelet or mother wavelet [5]. Prominent facial features are extracted using 
wavelets and different edge detection techniques. Wavelet decomposition of face 
images followed by edge extraction for approximation image results in prominent 
facial edges, which is evident from the images of the facial edges extracted for raw 
face image “Fig 1a” and “Fig 1b”, edges extracted for the approximation images after 
first and second level wavelet decomposition “Fig 1c” and “Fig 1d” respectively. The 
edges extracted for the approximation images eliminate unwanted noisy edges present 
in the image and reduces the dimension after wavelet decomposition. The column 
sum of noise free prominent facial edge images of frontal faces, when plotted produce 
definite facial edge signature “Fig. 2“. This signature function serves as a vital feature 
in classifying the image as face or non-face. 

              

      Fig. 1a. Input Face image    Fig. 1b. Edges of raw input image 

                                                    

Fig. 1c. Edges of first level approximation   Fig. 1d. Edges of second level approximation 

3   Proposed Algorithm 

The proposed algorithm is implemented in two stages namely feature extraction and 
classification stage. For feature extraction frontal faces containing only prominent 
facial features such as eyes, nose and mouth which fit in to a window of size 80X72 
are considered in this experiment.  
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Fig. 2. Mean Facial Edge Image 

 

Fig. 3. Mean Face Edge Signature 

3.1   Feature Extraction Stage 

Step-1: Wavelet decompose each histogram equalized face image containing 
prominent facial features with slight variation in pose and expression, retain only 
approximation image and discard the horizontal, vertical and diagonal details . 
Step-2: Apply Robert and Sobel edge extraction algorithm separately on the 
approximation images of each image considered for feature extraction. 
Step-3: Combine the edges of the approximation image obtained in Step-2, into a 
single edge image using pixel by pixel image multiplication. On this edge image 
perform morphological operations such as erosion and dilation to extract only the 
prominent facial edge features and remove noisy edges.  
Step-4: The extracted prominent facial edges called wavelet edges are stacked into a 
data edge matrix as column vectors. 
Step-5: Compute the mean facial edge image (Fig. 2) of the frontal faces from the 
wavelet edge matrix generated in step-4. 
Step-6: Compute the column mean of the mean facial edge image obtained in step-5 
and plot the column mean to obtain the signature function of the mean facial edge 
images shown in Fig. 3. 

The correlation coefficient of signature function of each approximation edge face 
image used for feature extraction with the mean facial edge image signature function 
is computed to fix up the correlation threshold T1. Also compute the two dimensional 
correlation coefficient of each approximation window image with the mean facial 
edge image of Fig. 2. This threshold is fixed considered T2. The following formula is 
used to compute the correlation. ( , ) ( )( )  

where x is the Mean Facial Edge vector and  y is the facial edge vectors.  
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3.2   Testing Phase 

Step-1: The given input colour image is skin segmented using the approach proposed 
by authors in [8]. For skin segmented regions with size larger than the window size 
considered, use sliding window technique proposed in [8]. 
Step-2: Histogram equalize each window image followed by wavelet decomposition. 
Retain only approximation image. Extract the edges of the approximation image using 
Step-2 and Step-3 of feature extraction phase. 
Step-3: For each window approximation edge image compute the column mean 
obtained in step-6 of feature extraction phase and plot the vector to generate the 
signature function. 
Step-4: Find the correlation coefficient between the signature functions of column 
mean of each window image of step-3 and column mean facial edge image obtained 
during feature extraction. Also the two dimensional correlation coefficient of each 
window approximation edge image with the mean facial edge image is computed. The 
positive correlation values above the threshold values indicate the presence of a face. 

4   Results 

In this method a window of size 80X70 was used. Color images containing multiple 
faces are segmented and tested with this algorithm. Around 3000 window contents 
were checked. Fifty of them were found to be false positives. There were no false 
negatives. The skin segmented input image is shown in Fig 4a, Fig 4c is the signature 
function of the window capturing the frontal face shown in Fig. 4b. 

        

Fig. 4a. Skin segmented image  Fig. 4b. Sliding window image 

 

Fig. 4c. Signature function of figure 4b 
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Table 1. 

Method  Distance     
Measure 

Windows 
Tested 

False 
Positive 

 False 
Rejection 

 Proposed   
Method 

 
 correlation 2000 

 
50 

 
0 
 
 

Approxima
tion image 
with Gray 
Scale 
Edges 
 

 
 Cityblock 1700 

 
44 

 
5 

Approximati
on Image 
without   
Edge 
Extracion 

Bhattacharya   
Distance 

 
1500 

 
128 

 
20 

  
 Cityblock 

 
1500 

 
44 

 
38 

     

5   Conclusion 

The results show that, the proposed method significantly reduces the false rejection 
rate while the false acceptance rate remains as good as other methods [ref].  Proposed 
method is computationally elegant since a segmented image n × n generates a 
unidimensional signature function of size n and is correlated with a function of same 
size. however in terms of recognition rate the proposed algorithm has limitations due 
to significant false acceptance rate. 
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Abstract. This paper describes a recurrent neural network (RNN) based 
phoneme recognition method incorporating articulatory dynamic parameters (Δ 
and ΔΔ). The method comprises three stages: (i) DPFs extraction using a 
recurrent neural network (RNN) from acoustic features, (ii) incorporation of 
dynamic parameters into a multilayer neural network (MLN) for reducing DPF 
context, and (iii) addition of an Inhibition/Enhancement (In/En) network for 
categorizing the DPF movement more accurately and Gram-Schmidt 
orthogonalization procedure for decorrelating the inhibited/enhanced data 
vector before connecting with a hidden Markov models (HMMs)-based 
classifier. From the experiments on Japanese Newspaper Article Sentences 
(JNAS), it is observed that the proposed method provides a higher phoneme 
correct rate over the method that does not incorporate dynamic articulatory 
parameters. Moreover, it reduces mixture components in HMM for obtaining a 
higher performance.  

Keywords: Distinctive Phonetic Feature, Multi-Layer Neural Network, 
Recurrent Neural Network, Inhibition/Enhancement Network, Local Features. 

1   Introduction 

Articulatory features (AFs) or distinctive phonetic features (DPFs) play an important 
role in automatic speech recognition (ASR) [1-3]. These features provide a higher 
word recognition performance in speech recognition in clean and noise corrupted 
acoustic environment [4-5]. Moreover, a higher phoneme recognition performance in 
different acoustic environments is also achieved using these features [6-7]. 

The reason for providing a better recognition performance is the generation of wide 
margin of acoustic likelihood between two phonemes, which is not affected much by 
the noisy environments. Besides, these methods incorporated context window of 
limited size instead of using context sensitive triphone models, which requires a large 
scale speech corpus and a large number of speech parameters, to resolve 
coarticulation effects. The context window in multilayer neural network (MLN)-based 
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speech recognition system reduces coarticulation effect slightly and consequently, 
provides a reasonable performance at fewer mixture components in the hidden 
Markov models (HMMs). 

On the other hand, a recurrent neural network (RNN) having feedback connections 
models a context window unto several number of frames and shows a better 
performances [8]. These performances were further improved slightly by adding an 
MLN in the method proposed by us [9], which reduces DPF fluctuations in phoneme 
boundaries. The reason not for obtaining a higher performance improvement further is 
that the second stage MLN has an inability of handing longer context. 

In this paper, we propose a phoneme recognition method, which incorporates 
dynamic articulatory parameters (Δ and ΔΔ) at second stage, to reduce coarticulation 
effect further. The method comprises three stages: (i) DPFs extraction using a 
recurrent neural network (RNN) from acoustic features, (ii) incorporation of dynamic 
parameters into a multilayer neural network (MLN) for constraining the context, and 
(iii) addition of an Inhibition/Enhancement network (In/En) network for categorizing 
the DPF movement more accurately and Gram-Schmidt (GS) orthogonalization 
procedure for decorrelating the inhibited/enhanced data vector before connecting with 
HMMs-based classifier. The specialty of this paper is the incorporation of dynamic 
articulatory parameters to solve the coarticulation effect further. 

The paper is organized as follows: Section 2 discusses the articulatory features. 
Section 3 explains the system configuration of the existing method with the proposed. 
Experimental database and setup are provided in Section 4, while experimental results 
are analyzed in Section 5. Finally, Section 6 draws some conclusion and remarks on 
future works. 

2   Distinctive Phonetic Features 

A phone can easily be identified by using its unique articulatory features or distinctive 
phonetic features (DPFs) set [10-11]. The Japanese balanced DPF set [4] for 
classifying Advanced Telecommunications Research Institute International (ATR) 
phonemes have 15 elements. These DPF values are mora, high, low, intermediate 
between high and low <nil>, anterior, back, intermediate between anterior and back 
<nil>, coronal, plosive, affricate, continuant, voiced, unvoiced, nasal and semi-vowel. 
Table 1 shows a part of this balanced DPF set. Here, present and absent elements of 
the DPFs are indicated by “+” and “-” signs, respectively.  

Table 1. Japanese balanced DPF-set 

   

-
-
+
-
-
+
-
f

...

-…+-nil
-…-+back
+…--anterior
-…+-nil
-…-+low
-…--high

-…++mora

r…eaDPF/Phone

-
-
+
-
-
+
-
f

...

-…+-nil
-…-+back
+…--anterior
-…+-nil
-…-+low
-…--high

-…++mora

r…eaDPF/Phone
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3   Phoneme Recognition Methods 

3.1   The Existing Method [9] 

This method comprises two neural networks: (i) RNN and (ii) MLN, which is called 
hybrid neural network (HNN) and shown in Fig.1. The RNN represents dynamics in a 
sequence of acoustic features to resolve coarticulation effects and the MLN reduces 
fluctuation of DPF patterns. The external input acoustic vector at time t, for the RNN, 
is formed by taking preceding (t-3)-th and succeeding (t+3)-th frames together with 
the current t-th frame. Each frame is composed of 25 local features (LFs) [12] that are 
same as the DPF-based phoneme recognition using MLN [4]. The RNN outputs 45 
DPF values of which 15 are for the preceding frame, 15 for the current frame, and the 
rest for the succeeding frame. Next, the MLN outputs 45 DPF values for the current 
input frame by reducing DPF fluctuation. 

Then, the 45 dimensional DPF vector outputted by the MLN are inserted into In/En 
network, which will be described in Section 3.2.2, to obtain categorical DPF 
movements and next, the inhibited/enhanced data vector are decorrelated with each 
other by using the GS orthogonation procedure [9] before connecting with an MLN. 

A fully recurrent neural network (FRNN), which has a hidden layer of 350 units 
and an output layer, is used for this approach. Each time total input vector is formed 
by taking the output layer (OL) feedback values and the hidden layer (HL) feedback 
values together with the external input (25x3) LF values of that time. The feedback 
values of the hidden layer and the output layer at time t0 are assumed to be 0.1. The 
back-propagation through time algorithm is used for training the RNN. Again, the 
MLN has three layers including two hidden layers and an output layer, and is trained 
by using the standard back-propagation algorithm. The hidden layers are of 180 and 
90 units, respectively.  
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Fig. 1. The existing method [9] without articulatory dynamic parameters 
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3.2   Proposed Method 

The proposed method diagram is depicted in Fig.2 and comprises three stages: (i) 
DPFs extraction using a recurrent neural network (RNN) from acoustic features, (ii) 
incorporation of dynamic parameters into a multilayer neural network (MLN) for 
constraining the context, and (iii) addition of an Inhibition/Enhancement network 
(In/En) network for categorizing the DPF movement more accurately and Gram-
Schmidt (GS) orthogonalization procedure for decorrelating the inhibited/enhanced 
data vector before connecting with HMMs-based classifier. 

  

 

Fig. 2. Proposed method with articulatory dynamic parameters 

3.2.1   DPF Extractor 
Kindly The RNN, which has same architecture and learning mechanism described in 
Section 3.1, generates a 45 dimensional DPF vector (15 DPFx3) for the current input 
frame t. The 45-dimensional context-dependent DPF vector provided by the RNN at 
time t, and its corresponding Δ and ΔΔ vectors calculated by three-point linear 
regression (LR) are appended into the subsequent MLN with four layers including 
two hidden layers of 300 and 100 units, respectively. The MLNDyn is trained using the 
standard back-propagation algorithm and outputs a 45-dimensional DPF vector in 
which context effects for the current "t"-th frame are reduced. 

3.2.2   Inhibition/Enhancement Network 
The In/En network is used to obtain modified DPF patterns from the patterns 
produced by the RNN+MLN. The algorithm for this network is given below: 

Step1: For each element of the DPF vectors, find the acceleration (ΔΔ) parameters 
by using three-point LR. 

Step2: Check whether (ΔΔ) is positive (concave pattern) or negative (convex 
pattern) or zero (steady state). 

Step3: Calculate )(ΔΔf  

if pattern is convex, 
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if pattern is concave, 

ΔΔ+
−

+=ΔΔ βe

c
cf

1

)1(2
)( 2

2
 

if steady state, 
0.1)( =ΔΔf  

Step4: Find modified DPF patterns by multiplying the DPF patterns with )(ΔΔf .  

4   Experiments 

4.1   Speech Database 

The following two clean data sets are used in our experiments: 

D1. Training data set 
A subset of the Acoustic Society of Japan (ASJ) Continuous Speech Database 

comprising 4503 sentences uttered by 30 different male speakers (16 kHz, 16 bit) is 
used [13]. 

D2. Test data set 
This test data set comprises 2379 JNAS [14] sentences uttered by 16 different male 

speakers (16 kHz, 16 bit).  

4.2   Experimental Setup 

The frame length and frame rate (frame shift between two consecutive frames) are set 
to 25 ms and 10 ms, respectively, to obtain acoustic features from an input speech. 
LFs are a 25-dimensional vector consisting of 12 delta coefficients along time axis, 12 
delta coefficients along frequency axis, and delta coefficient of log power of a raw 
speech signal [12]. 

Phoneme correct rate (PCR) for D2 data set is evaluated using an HMM-based 
classifier. The D1 data set is used to design 38 Japanese monophone HMMs with five 
states, three loops, and left-to-right models. In the HMMs, the output probabilities are 
represented in the form of Gaussian mixtures, and diagonal matrices are used. The 
mixture components are set to 1, 2, 4, 8, and 16. 

In our experiments of the RNN and MLN, the non-linear function is a sigmoid 
from 0 to 1 (1/(1+exp(-x))) for the hidden and output layers. 

For the In/En network, C1, C2, and β are set to 4.0, 0.25, and 80, respectively. 
To evaluate PCRs using D2 data set for observing the effects of articulatory 

dynamic parameters (Δ and ΔΔ), the following six experiments are designed, where 
input features for HMM-based classifier are DPFs of 45 dimensions for the existing 
and proposed methods. 

(1) DPF (RNN+Not-Δ.MLN, dim: 45) 
(2) DPF (RNN+Not-Δ.MLN+GS, dim: 45) 
(5) DPF (RNN+Δ.MLN,dim:45) 
(9) DPF (RNN+Not-Δ.MLN+In/En+GS, dim: 45) 
(i) DPF (RNN+MLN +GS, dim: 45) 
(q) DPF (RNN+MLN+In/En+GS,dim: 45) [Proposed].  
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5   Experimental Results and Analysis 

Figs. 3 and 4 explain the effects of ΔDPF and ΔΔDPF parameters, which are inputted 
to the second stage MLN of hybrid neural network (HNN)-based phoneme 
recognizer. From the Fig. 3, in which GS orthogonalization is not used, it is observed 
that an addition of Δ and ΔΔ parameters in the method (1) increase PCR by 1.37% at 
mixture component 16. Again, an improvement of 2.34% PCR, because of Δ and ΔΔ 
parameters, is shown in Fig. 4 at 16 mixture component by the HNN-based method 
(q) with the GS orthogonalization procedure.  
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Fig. 3. Effects of articulatory dynamic parameters (Δ and ΔΔ) on the method (1), 
DPF(RNN+Not-Δ.MLN,dim:45) 
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Fig. 4. Effects of articulatory dynamic parameters (Δ and ΔΔ) on the method (2) containing GS 
orthogonalization, DPF(RNN+Not-Δ.MLN+GS, dim: 45) 
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Fig. 5 also shows the effect of using ΔDPF and ΔΔDPF as input to the second stage 
MLN in the hybrid neural network-based phoneme recognizers with In/En and GS. In 
the figure, an addition of Δ and ΔΔ parameters always increases PCR significantly. 
For example, at mixture component 16, the proposed method (q) that incorporates Δ 
and ΔΔ parameters improves PCR by 0.73% in comparison with the method (9). 

It is claimed that the proposed method reduces mixture components in HMMs and 
hence computation time. For an example from the Fig. 5, approximately 81.50% 
phoneme correct rate is obtained by the methods (9) and (q) at mixture components 
16 and one, respectively. 

  

Clean

70

75

80

85

1 2 4 8 16

Number of mixture component(s)

P
ho

n
em

e 
C

or
re

ct
 R

at
e(

%
)

(9) DPF(RNN+NotΔ.MLN+In/En+GS,dim:45)
(q) DPF(RNN+MLN+In/En+GS,dim:45)

 

Fig. 5. Effects of articulatory dynamic parameters (Δ and ΔΔ) on the method (9) containing 
In/En and GS orthogonalization, DPF(RNN+Not-Δ.MLN+In/En+GS,dim:45) method with 
articulatory dynamic parameters 

6   Conclusion 

This paper has presented an articulatory feature based phoneme recognition method 
using a hybrid neural network for an ASR system, which incorporates articulatory 
dynamic parameters into it. From the experiments on Japanese Newspaper Article 
Sentences (JNAS), the following conclusions are drawn: 

i) The proposed method provides a higher phoneme correct rate over the 
method that does not incorporate dynamic articulatory parameters. 

ii) It reduces mixture components in HMM for obtaining a higher 
phoneme recognition performance. 

In near future, the authors would like to do some experiments for evaluating 
Bangla phonemes spoken by Bangladeshi People. Moreover, we have intension to 
evaluate word recognition performance using the proposed method.  
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Abstract. Telemedicine provides medical information and services using 
telecommunication technologies. Teledermatology, is a special part in the 
medical field of dermatology and one of the most common applications of 
telemedicine and e-health. Telecommunication technologies are used in 
Teledermatology to exchange medical information over a distance using audio, 
visual and data communication. Medical images require compression; Wavelet-
based image compression provides substantial improvements in picture quality 
at higher compression ratios. An ideal image compression system must yield 
high quality compressed image with high compression ratio; this ratio can be 
achieved using transform-based image compression, however the contents of 
the image affects the choice of an optimum compression ratio and the optimum 
compression method. This paper presents image compression method, Haar 
wavelet transform, which can be applied to compress dermatology images 
before the transmission through a communication channel.  

Keywords: Telemedicine, Teledermatology, Haar Wavelet Transform, Medical 
image compression, Adaptive White Gaussian Noise (AWGN), Optimum 
Image Compression. 

1   Introduction 

Telemedicine uses telecommunications technologies to obtain medical information 
and services via safe communication channels. Telemedicine systems can make use of 
well constituted and emerging wireless technologies and standards such as IEEE 
802.11, 802.15, and 802.16-based networks for the reliable delivery of medical 
information and supply of life-saving services [1]. 

Dermatology is one of the branch of medicine that deals with the conditions of the 
skin, along with sweat glands, hair, and other related body parts. Teledermatology, in 
its simplest terms, is the use of communication information technology to deliver 
dermatologic care. Typically, technology is applied when a conventional “face-to-
face” clinic visit cannot be performed; implying that distance or some other barrier 
prevents this conventional method of healthcare [2]. In these situations the patient 
and clinician are separated by a geographic barrier, with technology providing the 
link. This is actually a restricted view of how Teledermatology may be used in 
healthcare delivery but is, nonetheless, a useful way to describe the most common 
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rationale for Teledermatology implementation. A patient and a clinician separated 
from one another by distance [3], [4]. 

In recent years there has been an enormous increase in the usage of computers for a 
variety of tasks. With the invention of digital cameras, the most important problem in 
the field of storing the data, manipulation of images and transfer of the images 
through the communication channel has been arisen. The files that comprise these 
images, however, can be quite large and can quickly take up precious memory space 
on the computer’s hard drive. A gray scale image that is 256 x 256 pixels has 65,536 
elements to store, and a typical 640 x 480 color image has nearly a million! The size 
of these files can also make downloading from internet a lengthy process. 

Since the number of patient images increase considering the size and the quality, 
these medical images should be stored efficiently in digital format in the most 
economical way and effective data compression technologies are required to 
minimize mass volume of digital image data produced in the hospitals [5]. 

There has been a vast development in compression methods to compress huge data 
files such as images where compression of data in various kinds of applications has 
become more vital. Efficient methods of compression, to compress and store or 
transfer image data files while retaining high image quality and marginal reduction in 
size are needed due to the improvements of technology [6].  

Compression methods are being rapidly developed to compress large image data 
files, where data compression in multimedia applications has lately become more 
necessary. With the increasing growth of technology and the entrance into the digital 
age, a vast amount of image data must be handled to be stored in a proper way using 
efficient methods usually succeed in compressing images, while retaining good image 
quality and marginal reduction in image size. 

Wavelets are a mathematical tool for hierarchically decomposing functions. Image 
compression using Wavelet Transforms is a powerful method that is preferred  
by scientists to get the compressed images at higher compression ratios and PSNR 
values [7]. 

Image processing and image analysis based on the continuous or discrete image 
transforms are classical techniques. The image transforms are widely used in image 
filtering, data description, etc. Nowadays the wavelet theorems make up very popular 
methods of image processing, denoising and compression. Considering that the Haar 
functions that are the simplest wavelets, these forms are used in many methods of 
discrete image transforms and processing. 

Digital images needs large amount of memory to store and, when retrieved from 
the internet, can take a considerable amount of time to download. The Haar wavelet 
transform provides a method of compressing digital image data so that it takes up less 
memory [8]. 

For a Lossy Image Compression method, source encoder is to exploit the 
redundancies in image data to provide compression. In other words, the source 
encoder reduces the entropy, which in our case means decrease in the average number 
of bits required to represent the image.  

Wavelets are mathematical functions that were developed by scientists working in 
several different fields for the purpose of sorting data by frequency. Studying data at 
different levels allows for the development of a more complete picture. Both small 
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features and large features are discernable because they are studied separately. Unlike 
the discrete cosine transform, the wavelet transforms are not Fourier-based providing 
a better job of handling discontinuities within the data [9]. 

The Haar wavelet operates on data by calculating the sums and differences of 
adjacent elements. The Haar wavelet operates first on adjacent horizontal elements 
and then on adjacent vertical elements [10] [11].  

In communications, there are four types noise that can be created within the 
communication channel. These can be listed as Gaussian Noise, Poisson Noise, Salt & 
Pepper Noise and Speckle Noise. Gaussian noise will be considered in this 
application.  

An AWGN channel adds white Gaussian noise to a signal that passes through it. 
The AWGN channel is an applicable model for many satellite and deep space 
communication links. It is not a good model for most terrestrial links because of 
multipath, terrain blocking and interference. The channel, which may include other 
effects besides those of the physical medium, invariably distorts the transmitted 
modulation signals in random and non-random ways. It is often characterized by the 
way it distorts the transmitted signals [4]. In the additive white Gaussian noise 
channel model, zero mean noise having a Gaussian distribution is added to the signal, 
as shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. The Gaussian Noise Channel 

The Probability density function of a Gaussian random variable, z is given by; 

2 2( ) /21
( )

2
zp z e μ σ

πσ
− −=  (1)

Gaussian noise is a very good approximation of noise that occurs in many practical 
cases. The probability density of the random variable is given by the Gaussian curve 
shown in figure 2. White noise means constant power spectrum, very crude 
approximation of image noise.  

In this paper, Gaussian noise with the standard deviations of 0.005 and 0.025 has 
been applied to the dermatological image database and de-noised using Average filter 
[12]. Image compression has been applied to the same image database with a ratio of 
8:10 and the process of transmission has been applied again to see the effect of quality 
for non-compressed image set and compressed image set. Peak Signal to Noise Ratio 
has been preferred to be used in the decision of the quality of the reconstructed 
images [11]. 
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Fig. 2. Gaussian Probability Density Function 

The organization of the paper can be given as follows: Section two describes the 
dermatological image database, section three gives the HWT compression based 
Teledermatology System (HTS) and section four gives the results, discussions and 
concludes the system with suggesting the future work. 

2   The Dermatological Image Database 

The development and implementation of the proposed system for dermatological 
images uses 80 images from our medical image database, which contains 
dermatological images in different parts of the body. Figure 3 represents a set of 
samples from the image database. 

                             

Fig. 3. Dermatological Image Database 

                         
 Original Image            10%           20%          30%                    40% 

                         
50%               60%                      70%               80%             90% 

Fig. 4. An original from the database and compressed set of a dermatological Image 
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Haar Wavelet Transform based image compression has been applied to the 
dermatological image database using the nine compression ratios (10%, 20%, …, 
90%) as shown in Figure 4.  

3   The HWT Compression Based Teledermatology System (HTS) 

The suggested dermatological image compression system consists of a Haar Wavelet 
Transform based image compression system combined with a communication channel 
which Adaptive White Gaussian Noise has been applied.  

Table 1 gives the PSNR values of a dermatological image from the database with 
Haar wavelet transform compression applied showing that, the PSNR value decreases 
as the compression ratio increases. 

Initially, The Adaptive White Gaussian Noise applied system has been sent 
through the communication channel and the reconstructed images for the given 
database are taken and the reconstructed images with their peak signal to noise ratio 
has been computed. 

Table 1. A Sample image from the database with Peak Signal to Noise Ratio Results 

Image Name 
Compression 

Ratio 
PSNR 

Image 7 10% 66,758 
Image 7 20% 58,568 
Image 7 30% 52,739 
Image 7 40% 48,806 
Image 7 50% 45,288 
Image 7 60% 42,225 
Image 7 70% 39,223 
Image 7 80% 36,081 
Image 7 90% 32,271 

Table 2. AWGN applied image database with the PSNR Values 

Image Type Of Noise PSNR Type Of Noise PSNR 

Image_1 Gaus. Var.=0.005 32.5161 dB Gaus. Var.=0.025 30.5890 dB 

Image_2 Gaus. Var.=0.005 33.0740 dB Gaus. Var.=0.025 30.8569 dB 

Image_3 Gaus. Var.=0.005 34.3768 dB Gaus. Var.=0.025 31.3061 dB 

Image_4 Gaus. Var.=0.005 32.6498 dB Gaus. Var.=0.025 30.5949 dB 

Image_5 Gaus. Var.=0.005 33.3082 dB Gaus. Var.=0.025 31.3076 dB 

The Gaussian variance of 0.005 and 0.025 has been considered for this application. 
Table 2 shows the AWGN applied image set with the Peak-Signal-to-Noise-Ratios.  

Haar Wavelet Transform has been applied to the suggested database with different 
compression ratios in order to get the PSNR values of the images. The PSNR values 
of the reconstructed images are compared with the image database, before the 
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compression has been applied and after the compression has been applied before 
being sent through the communication channel. The compression ratio of more than 
80 percent has been discarded because of the blurring effect of the transform on the 
reconstructed images.  

4   Results and Conclusion 

In this paper, the suggested Teledermatology System has been applied using Haar 
Wavelet Transform and Additive White Gaussian Noise channel model in which the 
image information has been applied with an additive noise given as a white noise with 
a spectral density. Wavelet Transform is a lossy image compression technique applied 
on the digital signals such as images.  

Table 3 shows the results of the 5 images within the database after the compression 
has been applied.  

The main goal for this designed system is to deliver high quality dermatology 
images in a short period of time to the central hospital within minimum cost of time. 
In this paper, an image size of 256x256 pixels has been chosen to send the image with 
enough information and with minimum cost of time. Increasing the sizes of the 
images would provide more detailed information but would take more time to send 
through the communication channel and decreasing the sizes of the images would not 
provide enough information about the dermatological images to the inspector. 

Table 3. Haar Wavelet Transform applied images before AWGN with the PSNR Values 

Image Type Of Noise PSNR Type Of Noise PSNR 

Image_1 Gaus. Var.=0.005 32.9448 dB Gaus. Var.=0.025 30.8937 dB 

Image_2 Gaus. Var.=0.005 33.2061 dB Gaus. Var.=0.025 31.1451 dB 

Image_3 Gaus. Var.=0.005 34.5929 dB Gaus. Var.=0.025 30.8462 dB 

Image_4 Gaus. Var.=0.005 32.7471 dB Gaus. Var.=0.025 31.2412 dB 

Image_5 Gaus. Var.=0.005 33.6274 dB Gaus. Var.=0.025 31.2123 dB 

Figure 5 represents the original and reconstructed images without HWT 
compression and Figure 6 represents the original and reconstructed images with HWT 
Compression applied images. 

                            

                          (a)                                                                             (b) 

Fig. 5. Original and Reconstructed images without Haar Wavelet Transform Compression with 
(a)Gauss. Noise variance of 0.005 (b)Gauss. Noise variance of 0.025 
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      (a)                                                                           (b) 

Fig. 6. Original and Reconstructed images with Haar Wavelet Transform Compression with (a) 
Gauss. Noise variance of 0.005 (b) Gauss. Noise variance of 0.025 

Table 4 shows the results of 5 images from the database using the 0.005 and 0.025 
of gaussian variance applied to the images without the application of image 
compression and with the application of the 80% image compression. 

The results of the suggested system shows that the 73 images out of 80 (91.25%) 
has a higher value of PSNR. The advantage of the suggested system is that a 
compression of 80% provides better quality of image and less time of transmission of 
medical images due to the data compression. The future work will focus on the 
application of Biorthogonal Wavelet Transform based image compression applied on 
Teledermatology images and Back Propagation Neural Networks will be applied in 
the decision process of optimum compression ratio and optimum compression 
method. 

Table 4. Comparison of the PSNR Values for compressed and uncompressed image set 

 

Gauss. Var. 0,005 
without 

Compression 

Gauss. Var. 
0,005 with 

Compression 

Gauss. Var. 0,025 
without 

Compression 
Gauss. Var. 0,025 
with Compression 

Image_6 33.9153 dB 33.9227 dB 30.9221 dB 31.1159 dB 

Image_7 34.9135 dB 35.0613 dB 31.5637 dB 31.0352 dB 

Image_8 34.1508 dB 34.2447 dB 31.1044 dB 31.0139 dB 

Image_9 32.2566 dB 32.6455 dB 30.4086 dB 31.0937 dB 

Image_10 32.2768 dB 32.6160 dB 30.2741 dB 31.5317 dB 
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Abstract. Glaucoma is a disease caused due to neurodegeneration of the optic 
nerve which leads to blindness. It can be evaluated by monitoring intra ocular 
pressure (IOP), visual field and the optic disc appearance (cup-to-disc ratio). 
Glaucoma increases the cup to disc ratio (CDR), affecting the peripheral vision 
loss. This paper addresses the various image processing techniques to diagnose 
the glaucoma based on the CDR evaluation of preprocessed fundus images. 
These algorithms are tested on publicly available fundus images and the results 
are compared. The accuracy of these algorithms is evaluated by sensitivity and 
specificity. The sensitivity and specificity for these algorithms are found to be 
very favorable. 

Keywords: Glaucoma risk index, cup to disc ratio, multi-thresholding, active 
contours, region growing segmentation. 

1   Introduction 

Glaucoma is a progressive optic neuropathy leading to visual field changes due to the 
damage retinal ganglion cells and axons [1]. From the survey it is found that nearly 1-
million Indians, age 40 and over, have glaucoma [2].With disease progression the 
interconnection between the photo receptors and the visual cortex is reduced. This 
reduces the functional capabilities of the retina and changes the size of the cup. So 
cup-to-disc ratio (CDR) is used for measuring glaucoma progression. Fig.1 shows 
how the objects are perceived by normal vision and a patient having glaucoma. 
Raised intra-ocular pressure (IOP) is classified as a risk factor but is not part of the 
definition. However it causes typical structural changes of the optic nerve head 
(ONH) and the nerve fiber layer affecting the visual field of the subject [3]. The 
structural changes are the outcome of the slowly diminishing neuroretinal rim 
manifesting a degeneration of axons and astrocytes of the optic nerve resulting in 
expansion of cup size of the optic disc, as shown in fig. 2. However blood vessels are 
least affected. 

The CDR expresses the proportion of the disc occupied by the cup and it is widely 
accepted index for the assessment of glaucoma [3]. For Normal eye it is found to be 
0.3 to 0.5 [14] .The CDR value increases with the increase in neuro-retinal 
degeneration and the vision is lost completely at the CDR value of 0.8. Several 
methods of feature extraction from fundus images are reported in the literature [1, 3, 5, 
6, 9, 10, and 11]. Techniques described in the literature for optic disk localization are 
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Fig. 1. Normal vision vs. patient having glaucoma             Fig. 2. Major Structures of the ONH             
where peripheral vision is lost.[7]                                     visible in color fundus image 

typically aimed at either identifying the approximate center of the optic disk or placing 
the disk within a specific region such as a circle or square. Lalonde et al., uses canny 
edge detector and Ghafar et al., uses Circular Hough-transform to detect the optic 
disc(OD)[5][6]. By analyzing the various local maxima in the Hough space, one can 
find the best fitting circular approximation of the optic disk. Walter and Klein uses 
color space transformation and morphological filtering for optic disk localization. Here 
luminance channel of hue-luminance-saturation color space is used for localizing optic 
disk. Then thresholding is applied to locate locus of optic disk. Precise contour is 
determined using green channel of RGB color space via watershed transformation. In 
this method slight distortion occurs due to outgoing vessels or low contrast. Youssif et 
al., detects OD by using the blood vessel's direction matched filter where a mask is 
generated [1]. The mask labels the pixels belonging to the region of interest and 
excludes the background for further processing. Then opening, closing and erosion are 
applied respectively using small kernel to obtain final ROI. These methods are based 
on exploiting the edge characteristics. These papers do not discuss about the glaucoma 
progression or classification. Bock et al., uses the concept of principal component 
analysis (PCA), bitsplines and fourier analysis for feature extraction and support vector 
machine (SVM) classifier for glaucoma predication[3]. This method attains an 
accuracy of 88 %. However different methods for features extraction and use of 
classifiers make this system more complex. Our proposed methods for glaucoma 
detection are simple, easy to implement and give favorable results. 

In this paper three different image processing techniques namely multi-
thresholding, active contour model and region based segmentation methods are 
proposed for detection of glaucoma. The comparative study of these proposed 
techniques are done with respect to their approaches and results. The rest of this paper 
is organized as follows. Section 2 introduces all the three methods for glaucoma 
detection. Experimental results are shown in Section 3 and conclusions are presented 
in Section 4. 

2   Proposed Methods for Glaucoma Detection 

In this section, we discuss our work on retinal image analysis for glaucoma detection. 
We have developed a scheme for automated processing and classification of the 
acquired images based on the usual practice in the clinic. Fig. 3 shows our proposed 
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system which follows a standard 3-step image analysis pipeline consisting of (i) 
preprocessing; (ii) segmentation of preprocessed image and (iii) classification based 
on evaluation of CDR. Three different techniques i.e. multi thresholding, active 
contours and region growing methods are applied for the segmentation of pre-
processed fundus image in order to detect the disease by computing CDR. 

 

Fig. 3. Processing pipeline in detail: glaucoma risk calculation comprises of steps: (i) 
Preprocessing of input images for eliminating disease independent variations, (ii) Segmentation 
of preprocessed image and (iii) Classification based on CDR for generating Glaucoma Risk 
Index (GRI) 

2.1   Pre Processing 

The variations not related to the glaucoma disease are excluded from the images in a 
preprocessing step for emphasizing the desired characteristics. This includes 
variations due to image acquisition, such as inhomogeneous illumination and the 
blood vessels which are not directly linked to glaucoma. The main objective of 
preprocessing is to attenuate image variation by normalizing the original retinal image 
against a reference model or data set for subsequent viewing, processing or analysis 
[12]. The preprocessing retinal images may be classified in terms of the correction for 
non-uniform illumination, contrast enhancement and color normalization. 

2.1.1   Illumination Correction 
The peripheral part of the retina often appears darker than the central region because 
of the curved retinal surface and the geometrical configuration of the light source and 
camera. These interferences affect the illumination of the ONH and would have an 
influence to the subsequent statistical analysis, though they are not originated through 
glaucoma [3]. Homogeneously illuminated fundus image is obtained by subtracting 
the estimated retinal background from the original image. Various techniques for 
illumination correction like morphological operations, homomorphic filtering and 
median filtering have been published in the literature [13]. We implemented a 
correction method based on morphological operations as it has certain advantages 
over other techniques. The benefits of this technique over linear approaches include 
direct geometric interpretation, simplicity and efficiency in hardware implementation 
[14]. Uniformly illuminated image is obtained by subtracting the estimated 
background image from original image. Morphological opening is used to estimate 
the background illumination. Fig.4 shows the different steps needed to obtain an 
illumination corrected image. Original fundus image (i) is first converted into grey 
image (ii) and then background is estimated (iii). Image obtained from subtracting 
(iii) from (ii) is added with fixed dc level to get the final illumination corrected image 
shown in (v). 
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           (i)                  (ii)                 (iii)                     (iv)            (v) 

Fig. 4. Result of illumination correction using morphological operations 

2.1.2   Blood Vessels Removal 
Blood vessels are minimally affected by glaucoma disease; hence blood vessels need 
to be removed from the fundus images [15]. Blood vessel removal consists of two 
steps: (i) extraction of blood vessels and after that (ii) inpainting of extracted blood 
vessels. Image inpainting is the technique of filling in a region of an image based on 
the information outside the region [16]. The major blood vessel branches rising from 
the ONH hide large portions of the rim and their existence makes analysis of the 
visible parts of the ONH more difficult [3]. This can hinder the accurate segmentation 
of OD. Therefore, inpainting technique is applied to remove these blood vessel 
structures after the extraction blood vessels before further processing. The extracted 
blood vessels act as a mask and the region covered by the mask is inpainted. In this 
implementation, the vessel regions are filled iteratively layer by layer from outside 
inwards while the missing pixels get a weighted average of the already known 
neighboring values [17] [18]. Morphological operations are also used for removal of 
blood vessels from fundus image. Morphological closing consisting of dilation 
followed by erosion is applied to remove the blood vessels. Fig.5 shows the result of 
morphological operations for blood vessels removal. 

 

(a) Fundus image                       (b) Illumination corrected           (c) Blood vessels removed  

Fig. 5. Result of morphological operations for blood vessels removal 

Inpainting technique gives better results in comparison to morphological 
operations for blood vessels removal. However the major drawback of inpainting 
technique lies in the fact that it requires extracted vessels as the mask and iterations 
process increases the computational time. 

2.1.3   Normalization of the ONH Region  
Papilla (ONH) is the most important structure for observing changes in order to detect 
glaucoma. It appears as an extremely bright, mostly circular region in fundus images. 
The image obtained after blood vessels removal is normalized for better analysis. 
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2.2   Segmentation from the Preprocessed Image 

The preprocessed images are used for the segmentation of optic disc and cup which 
helps in classification of glaucoma. In this subsection, the three different techniques 
for glaucoma detection are discussed. 

2.2.1   Multi-thresholding Technique 
Multi-thresholding technique is one of the simplest methods and natural way to 
segment cup and disc of preprocessed fundus image. The preprocessed image 
containing the optic disc is converted to binary image and than multi-thresholding 
technique is applied. This technique allows the detection of cup, the brighter region of 
the optic disc with higher threshold value and the whole disc with lower threshold 
value. Fig.6 shows the detection of optic disc and cup from preprocessed image for 
glaucoma classification. 

 

 (a) Blood vessels removed               (b) Optic disc detection                    (c) Cup detection 

Fig. 6. Result of multi-thresholding for disc and cup detection 

It has shown correct segmentation for 19 images out of 25 set of images. The 
accurate segmentation was not possible for rest of 6 images as the optic disc and some 
portions of background image have similar illumination level. The quality of original 
images was also one of the reasons for improper segmentation. The major demerit of 
the method is the manual thresholding based on the pixel intensity values. Hence 
other techniques like active counter method based on adaptive thresholding and 
region growing segmentation methods are applied for cup and disc segmentations 
from the preprocessed fundus image for glaucoma classification. 

2.2.2   Snakes: Active Contours Method 
A snake is an energy minimizing spline guided by external forces and influenced by 
image forces that pull it toward features such as lines and edges in order to localize 
the object accurately [19]. Contours stops at nearby edges detecting the desired 
boundary, where the external energy is the minimum. Classical snakes and active 
contour models, uses an edge-detector, based on the gradient of the image, to stop the 
evolving curve on the boundary of the desired object. However in practical situations, 
the discrete gradients are bounded hence the stopping function is never zero on the 
edges, and the curve may cross the desired boundary. Therefore, we have used a 
different active contour model which is not based on the gradient of the image like 
classical methods for the stopping process but is instead related to a particular 
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segmentation of the image [20]. Fig.7 shows the results of successful implementation 
of this technique, used in detecting cup and disc of fundus images for evaluation of 
CDR, a measure for glaucoma detection. 

 

Fig. 7. Results of Active contour methods for cup and disc detection 

2.2.3   Region Growing Segmentation 
Region growing is a an approach to image segmentation based on selecting initial 
seed points and adding neighboring pixels to the region depending on certain feature 
such as intensity value, color similarity[8]. In our proposed method the maximum 
value in the green channel image serves as the seed for the region growing algorithm 
to be employed in the cup identification. The neighborhood pixels are iteratively 
connected if they fall below a certain threshold value. The centroid of the resulting 
region is calculated and a disk is estimated that can circumscribe the entire region. 
The radius of this estimated disk is noted as the radius of the cup. The area of the cup 
is hence known. The disk is further grown outwards till the point when a sharp 
intensity change is observed. This change marks the periphery of the disk and the 
radius at this juncture is noted as the radius for the disk. Thus we have a disk whose 
area is known. The ratio of area of cup to disk is evaluated and checked and if it falls 
below the value of 0.5 the eye can be concluded as a healthy one. If however, the 
value exceeds the limit, it is concluded to be defected with glaucoma. Experimental 
results on a 25 number of images demonstrate the effectiveness of the technique. 

3   Results and Discussions of Glaucoma Detection Techniques 
Based on CDR Evaluation 

The above discussed methods are applied to the publicly available Optic-disc 
databases, which consist of normal and pathological fundus images. The criteria that 
CDR for normal fundus images lies between 0.3-0.5 and is higher for glaucomous 
fundus images are used for the classification. In this section we mainly focus on the 
comparative approaches and results of the all three proposed systems namely multi-
thresholding, active contour methods and region based segmentation techniques used 
for glaucoma classification. 

3.1   Glaucoma Detection Based on Multi-thresholding 

The processed image obtained as discussed earlier is used to determine the CDR by 
finding the number of ones present in the cup region to that of number of ones in disc 
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region of binary image. CDR of 25 fundus images downloaded from 
www.opticdisc.org (7 normal and 18 abnormal images) is determined in order to 
detect glaucoma. Efficiency of the proposed method in identifying true positive and 
true negative is shown the column-I of the table-1. The performance measure of this 
method with sensitivity (classify abnormal fundus images as abnormal) of 80% and 
specificity (classify normal fundus image as normal) of 60 % is summarized in 
column-I of table-2. 

Table 1. Shows the comparative results of three methods namely (i) Multi-thresholding; (ii) 
Active contours and (iii) Region growing segmentation 

SL. 
No. 

Performance parameter Efficiency (percentage) 
Method I Method II Method III 

1 True Positive 88.89 94.44 100 
2 True Negative 42.85 57.17 85.71 
3 False Positive 11.11 5.56 0 
4 False Negative 57.17 42.85 14.29 

Table 2. Shows the comparative accuracy of three methods namely (i) Multi-thresholding; (ii) 
Active contours and (iii) Region growing segmentation 

SL. 
No. 

Accuracy parameter Efficiency (percentage) 
Method I Method II Method III 

1 Sensitivity 80 89.47 94.73 
2 Specificity 60 83.33 100 

3.2   Glaucoma Detection Based on Active Contour Method 

Active contour method is applied for detecting the cup and disc from the preprocessed 
fundus images as discussed in the subsection 2.2.2. Their effective radii are calculated 
for evaluation of CDR needed for the classification. The obtained results are found to 
be better in-comparison to multi thresholding technique as it is based on adaptive 
thresholding. Efficiency of this method in identifying true positive and true negative 
is shown the column-II of the table-I. The accuracy measure of this second proposed 
method with sensitivity and specificity of 89.47 and 83.33 % respectively is 
summarized in column-II of table-II. 

3.3   Glaucoma Detection Based on Region Growing Segmentation Technique 

Region growing segmentation technique is applied to estimate radius of cup and disc 
from the pre processed fundus image as discussed in subsection 2.2.3. Like the other 
two methods, CDR evaluation was the criteria for the classification of the disease. 
The results obtained by this third proposed method are better compared to other two 
mentioned techniques as it is based on clustering of homogeneous regions. It is able to 
classify all eighteen abnormal images as abnormal but two images were misclassified 
out of seven normal images. Efficiency of this method in identifying true positive and 
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true negative is shown the column-III of the table-I. The performance measure of this 
method with sensitivity and specificity of 94.73% and 100% respectively is 
summarized in column-III of table-II. 

4   Conclusion 

In this paper, an efficient framework for early detection of glaucoma has been 
developed. The CDR, an important glaucoma parameter of fundus images publically 
available from messidor and optic data bases were evaluated using three different 
methods namely morphological operations based on multi-thresholding techniques, 
active contour models and region growing segmentation techniques. As a comparative 
study to these methods for glaucoma classification, we observed that region growing 
segmentation technique gives better result in comparisons to other two methods. The 
proposed methods are simple and easy to implement. The results obtained can be used 
as an initial investigation step in the automated diagnosis of glaucoma especially in 
the screening programs. These proposed methods may further be combined with some 
other techniques for achieving better results with large databases. 
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Abstract. This paper investigates the performance of multi-user transmitter 
preprocessing (MUTP) based on singular value decomposition (SVD) technique 
for multiple input multiple output (MIMO) aided space division multiple access 
(SDMA) system over correlated and uncorrelated frequency-selective channels 
with two power allocation regimes, namely ‘water-filling’ and equal power for 
downlink (DL) communications. Specifically, we study the effects of delay 
spread distribution of vehicular channel model pertaining to Long Term 
Evolution (LTE). In multi-user MIMO downlink (DL) communications, users 
conflict multi-user interference (MUI) as well as multi-stream interference (MSI) 
which can severely degrade the achievable performance. It is demonstrated with 
the aid of simulation results that MUTP can yield better achievable bit error rate 
(BER) by mitigating MUI and MSI and can also obviate the need for employing 
complex multiuser detectors (MUDs) at the mobile stations (MSs). Further, our 
simulation study shows that invoking the ‘water-filling’ based power allocation 
regime results in better achievable capacity. 

Keywords: Multiple input multiple output (MIMO), preprocessing, post 
processing, multi-user transmitter preprocessing (MUTP), singular value 
decomposition (SVD), multi-user interference (MUI), multi-stream interference 
(MSI). 

1   Introduction 

Recent information theoretic results have shown that multiple input multiple output 
(MIMO) systems aided by antenna arrays both at the transmitter and the receiver can 
provide significant capacity gain through an increased spatial dimension [1]. This 
capacity gain comes at no expense of transmission bandwidth and power. Much of the 
research focus has been in the design of single user MIMO systems where only multi- 
stream interference (MSI) exists. Of late, space division multiple access system 
(SDMA) has been proposed as a possible design choice for multi-user MIMO 
systems. In multi-user MIMO systems, the multi-user interference (MUI) along with 
MSI at the mobile station (MS) in downlink (DL) communications is a critical issue 
that requires serious attention. To deal with these interferences, multi-user detection 
(MUD) can be employed [2] at the MSs, but its complexity increases excessively as 
the number of users grow in a system, thus making it impractical for implementation 
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even at the base station (BS) where complexity is acceptable. An alternative way to 
mitigate interference is to exploit multi-user transmitter preprocessing (MUTP) [3]. 
Such transmitter preprocessing techniques in the form of precoding have been widely 
studied in [4], [5]. In [6] and [7], it has been shown that dirty paper coding (DPC) can 
be applied with geometric mean decomposition (GMD) to pre-subtract the 
interference before transmission. Several non-linear precoders including Tomlinson-
Harashima precoder (THP) and linear precoders based on transmit zero-forcing (ZF) 
and minimum mean square error (MMSE) have been widely studied in [7], [8].The 
ZF preprocessing matrix has been derived using different methods, in [9]. In [7], the 
multi-user transmission schemes invoke the block diagonalization method, while in 
[10], SVD based MUTP is investigated in the context flat-fading channels. 
Furthermore, [9] obviates the need for a post processing matrix, by suppressing multi-
stream per-user interference at the transmitter. A number of joint transmission 
schemes have been reported for DL communications and the achievable system 
capacity has been approached with the aid of dirty paper coding [6].  

Motivation for our work is based on the recent study by W. Liu, et al. [10]. In their 
work, they have shown that MUTP can perfectly eliminate MUI, but their 
investigations were primarily in the context of space division multiple access (SDMA) 
system over flat-fading channels [10]. However, frequency-selective channels can 
result in significant performance degradation in terms of achievable bit error rate 
(BER). Also, insufficient angle spread or a lack of rich scattering environment will 
cause fading to be correlated thus severely affecting the performance of a MIMO 
system. Hence, in this treatise, in contrast to previous work, we present the 
performance of MUTP assisted MIMO SDMA system with two power control regimes 
in the context of single cell multi-user scenario over correlated and uncorrelated 
frequency-selective fading channels for vehicular channel model pertaining to Long 
Term Evolution (LTE) standard [11] along with flat-fading channel. 

The rest of the paper is organized as follows: Section II describes the system model 
of MIMO SDMA system with MUTP. Section III addresses the power allocation 
regimes for the considered system. Section IV details the performance results of our 
analysis and in section V conclusions are drawn. 

2   System Configuration 

In the considered system as shown in Fig.1, we assume that K users are arbitrarily 
distributed in a single cell for downlink communication (DL). Each of the K users is 
equipped with Nr receive antennas and the base station with Nt transmit antennas. In a 
multi-user scenario, the users conflict MUI, as well as multi-stream interference 
(MSI) and there will be (K-1)Nr interfering signals arriving at each of the mobile 
stations (MSs). Furthermore, both the BS and the MS support MUTP based on SVD 
technique for mitigating these interferences. 

The channel model parameters of the LTE vehicular profile detailed in Table 1 [11] 
is invoked for evaluating the performance of SVD based MUTP for single cell multi-
user MIMO space division multiple access (SDMA) system over frequency-selective 
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fading for downlink communications. With the aid of the parameters defined in  
Table 1, the channel fading coefficient connecting the ith transmit antenna and the jth 
receive antenna can be expressed as, 

)()(
1

l

L

l

l
jiji thth τδ −=∑

=

 (1)

where, l
jih is a zero-mean complex Gaussian random process with variance 

)( lp τ and l
jih is correlated with other paths and channels. L denotes the total number 

of paths between any pair of transmit and receive antennas. 

Table 1. Path Delays and Relative Power Levels- Vehicular Channel Model (LTE) 

Path 
Number(l) 

1 2 3 4 5 6 7 8 9 

Delay )( lτ  

(ns) 

0 30 150 310 370 710 1090 1730 2510 

Power )( lp τ  

(dB) 

0 -1.5 -1.4 -3.6 -0.6 -9.1 -7 -12 -16.9 

 

Fig. 1. MUI Elucidation 

For a single cell case, let the Nr component vector transmitted to kth user be dk. It is 
premultiplied by Nt × Nr preprocessing matrix Pk resulting in, 
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kkk dx P=  (2)

Here += ][ H
ksk VP  and T

kNkkk r
][ 21 dddd ⋅⋅=  formulates the 

preprocessing and the downlink symbol vector respectively [10]. In the case of a 
SDMA system, after downlink preprocessing, the Nt component symbol matrix 
denoted by,  

x=Pd (3)

will be transmitted to all the K MSs, where, 

TT
K

TT ],...,,[ 21 dddd =  (4)

denotes the KNr component symbol vector and ( )+= H
Ksss ]|...||[ 21 VVVP represents 

the Nt× KNr component preprocessing matrix. 
The received vector yk at the kth mobile station can be expressed as, 
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Upon carrying out the SVD on Hk, we arrive at, 
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where, Uk andVk are the (Nr × Nr) and (Nt ×Nt) unitary matrices, kΛ represents (Nr 

×Nt) diagonal matrix containing the eigen values of H
kk HH , (.)H denotes Hermitian 

transpose, Vks = (Nt×Nr) component matrix, constituting the eigen vectors 

corresponding to the nonzero eigen values of k
H
k HH , Vkn = [Nt × (Nt-Nr)] matrix, 

constituting the eigen vectors corresponding to the zero eigen values of k
H
k HH .  

Upon substituting (6) into (5), the received DL signal yk of the kth MS is given by, 

k
H

kskkk ndy += PVU 21Λ  (7)

The BS transmit preprocessing matrix P is designed so as to effectively mitigate 
MUI. The post processing matrix that completely eliminates MUI is given by [10], 

[ ]+= kk UG  (8)

where, +[.]  denotes the pseudo inverse of the matrix Uk. 
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Applying this post processing matrix into the received vector (7), we arrive at,  

kkkkkk ndy GUG += 21Λ  (9)

Substituting the value for G k  from (8) into (9), the received signal vector at the kth 
MS can be simplified to,  

kkkkk ndy G+= 21Λ  (10)

which results in the elimination of other user’s data. Thus the SVD based MUTP 
completely eliminate MUI. 

3   Power Allocation Policy 

The power allocation regime considered in this work is based on [12], [13] and [14]. 
As addressed in the previous section, the preprocessing matrix is chosen in such a 
way that it completely eliminates MUI. Also, to realize (7), the preprocessing matrix 

kP  of each user is formulated to satisfy the condition, 

kk
H

ks γ=PV  (11)

where, 
},...,,{ 21 rkNkkk diag γγγγ = designates the DL power control constraint of each user. 

To satisfy (11), kP  can be set to, 

kkk
H

ksk γγ PVP == +][  (12)

The overall preprocessing matrix is given by, 

γγ  PVP == +][ H
s  

(13)

where, 
}...,,..,,...{},...,,{ ,111121

1 rrr KNKNKN diagdiag γγγγγγγγ == is the overall DL power 

control constraint and
 

],...,,[ K21 PPPP = . 

Upon substituting (13) into (7), Nr length received vector at the kth MS can be 
expressed as, 

kkkkkk ndy G+= γ21Λ
 

(14)

In the DL communication, the power allocation is incorporated under the constraint 

that the total power ][
2

dPε
 
transmitted to all the MSs after preprocessing should 

not exceed the original transmission power ][
2

dε
 
i.e. 

rKNεε =≤ ][][
22

ddP  (15)
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To be specific, power allocation for each user can be implemented under the 
constraint, 

][][
22

kkk εε dd ≤P (16)

3.1   Joint Power Allocation Policy 

This power allocation scheme maximizes the total capacity of the K DL users. 
Incorporating the ‘water-filling’ principle, it can be shown that the overall capacity of 

the K DL users can be maximized if { }iiγ  
is chosen to satisfy, 
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where ( )+⋅ is )0,max(⋅ and μ is chosen such that the power allocation constraint of 

(15) is satisfied. Hence, the maximum overall capacity normalized by the total 
number of receive antennas KNr is given by, 
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where [ ].ε denotes Ergodic mean.  

3.2   Individual Power Allocation Policy 

This power allocation scheme aims at maximizing the capacity of each of the DL 
users. By invoking the ‘water-filling’ principle, the capacity of the kth MS can be 

maximized if { }kiγ is chosen to satisfy, 
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Hence, the maximum capacity of the kth MS normalized by the Nr receive antennas is 
given by, 
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4   Performance Results 

In this section, the simulation results for the performance of the MUTP assisted MIMO 
SDMA system (Nt =8 and Nr =4) deemed in this work for a single cell multi-user 
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scenario for correlated and uncorrelated fading channels are presented. The channel 
model considered here is based on LTE Vehicular channel specifications. Table I 
summarizes the channel model parameters. The modulation technique considered in 
this work is binary phase shift keying (BPSK). Perfect channel state information is 
assumed to be present both at the transmitter and receiver.  

 

Fig. 2. BER performance of MUTP assisted MIMO SDMA system for joint power allocation 
policy based on the ‘water-filling’ principle with BPSK modulation 

Fig. 2 illustrates the performance of MUTP assisted MIMO SDMA system for 
Vehicular channel model based on LTE specifications for joint power allocation 
policy. Here comparisons have been provided for flat-fading, uncorrelated frequency-
selective fading and correlated frequency-selective fading with MUTP with 
correlation ρ=0.4, a Doppler shift of 70Hz as well as for an uncorrelated frequency-
selective fading channel without employing MUTP. Monte Carlo simulation trials 
were carried out so as to evaluate the performance of the system and also for each 
SNR value, 5000 channel realizations were employed. It is discerned from the plot 
that MUTP based on SVD is effective in removing MUI. Also, it outperforms a 
system without MUTP.  

Figs. 3 and 4 show the capacity per channel use performance of MUTP assisted 
MIMO SDMA system for Vehicular channel model based on LTE specifications for 
joint and individual power allocation policies respectively invoking ‘water-filling’ 
principle and equal power allocation. It is discerned from simulation results that a 
system invoking ‘water-filling’ principle results in a significant performance gain in 
terms of achievable capacity.  
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Fig. 3. Capacity per channel use of MUTP assisted MIMO SDMA system for joint power 
allocation policy based on ‘water-filling’ principle and equal power allocation policy 

 

Fig. 4. Capacity per channel use of MUTP assisted MIMO SDMA system for individual power 
allocation policy based on ‘water filling’ principle and equal power allocation policy 
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5   Conclusion 

In this paper, we investigated the performance of multi-user MIMO SDMA system 
with two power allocation regimes for DL communications with the aid of multi-user 
transmit preprocessing. Our studies show that a system aided by MUTP completely 
removes MUI resulting in significant performance improvement in terms of 
achievable BER and capacity. Also, the power allocation policies based on the ‘water- 
filling’ principle resulted in better capacity per channel use when compared to equal 
power allocation policy. 
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Abstract. A face recognition system is a computer application for automatically 
identifying or verifying a person from a digital image or a video frame. In this 
paper, an improved codebook design method is proposed for Vector 
Quantization (VQ)-based face recognition which improves recognition 
accuracy. A codebook is created by combining a systematically organized 
codebook based on the classification of code patterns and another codebook 
created by Integrated Adaptive Fuzzy Clustering (IAFC) method. IAFC is a 
fuzzy neural network which incorporates a fuzzy learning rule into a neural 
network. The performance of proposed algorithm is demonstrated by using 
publicly available AT&T database and Yale database. Experimental results 
show face recognition using the proposed codebook is more efficient yielding a 
rate of 99.25% for AT & T and 98.18% for Yale which is higher than most of 
the existing methods 

Keywords: Face Recognition, Vector Quantization, Codebook, Integrated 
Adaptive Fuzzy Clustering, Self Organization Map. 

1   Introduction 

In most situations face recognition is an effortless task for humans. Machine 
Recognition of faces from still and video images is emerging as an active research 
area spanning several disciplines such as image processing, pattern recognition, 
computer vision, neural networks etc [1]. Face recognition technology has numerous 
commercial and law enforcement applications [1]. Applications range from static 
matching of controlled format photographs such as passports, credit cards, photo IDs, 
driver‘s licenses to real time matching of surveillance video images [1].  

A lot of algorithms have been proposed for solving face recognition problem [2]. 
Among these Principal Component Analysis (PCA) is the most common one. PCA [3] 
is used to represent a face in terms of an optimal coordinate system which contains 
the most significant eigenfaces where the mean square error is minimal. Fisherfaces 
[4] which use Linear Discriminant Analysis (LDA); Bayesian methods[5], which use 
a probabilistic distance metric; and SVM methods [6], which use a support vector 
machine as the classifier, are also present. Being able to offer potentially greater 
generalization through learning, neural networks have also been applied to face 
recognition [7]. Feature-based approach [8] uses the relationship between facial 
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features, such as the locations of eye, mouth and nose. Local Feature Analysis (LFA) 
[9], local autocorrelations and multiscale integration technique [10], etc are some of 
the methods.  

Kotani et al. [11] have proposed a very simple yet highly reliable VQ-based face 
recognition method called VQ histogram method by using a systematically organized 
codebook for 4x4 blocks with 33 codevectors. Chen et al [12] proposed another face 
recognition system based on an optimized codebook which consists of a 
systematically organized codebook and a codebook created by Kohonen‘s Self 
Organizing Maps (SOM) [16]. 

VQ algorithm [13] is well known in the field of image compression. A codebook is 
very important since it directly affects the quality of VQ processing. In [12] an 
optimized codebook is created based on classification of code patterns and SOM. The 
Kohonen self-organizing feature map has to assume the number of clusters a priori 
and to initialize the cluster centroids. SOM guarantee convergence of weights by 
ensuring decrease in learning rates with time. Such learning rates, however, do not 
consider the similarity of the input pattern to the prototype of the corresponding 
cluster [17].  

In this paper an improved codebook design method for VQ-based face recognition 
is proposed. At first a systematically organized codebook is created based on the 
distribution of code patterns [12], and then another codebook with the same size is 
created using Integrated Adaptive Fuzzy Clustering Method (IAFC) [17]. IAFC 
addresses the problems associated with SOM. In IAFC a fuzzy membership value is 
incorporated in the learning rule. This fuzzy membership value of the input pattern 
provides additional information for correct categorization of the input patterns. 
Moreover IAFC does not assume the number of clusters in the data set a priori, but 
updates it during processing of data [17].  

The two codebooks are combined to form a single codebook which consists of 2x2 
codevectors. By applying VQ the dimensionality of the faces are reduced. The 
histograms of the training images are created from the codevectors. This is considered 
as the personal identification information. It can represent the features of the facial 
images more adequately. The training set consists of 200 images from AT & T and 75 
images from Yale. A recognition rate of 99.25% and 98.18% are obtained for AT & T 
and Yale respectively.  

The rest of the paper is organized as follows: Related Work is discussed in section 
2. Proposed face recognition system based on systematically organized codebook and 
IAFC is explained in section 3. Proposed Adaptive Codebook design is discussed in 
section 4. Experimental results are presented and discussed in section 5. Conclusions 
are given in section 6. 

2   Related Works 

Face recognition has become a popular area of research in computer vision and one of 
the most successful applications of image analysis and understanding. A general 
statement of the face recognition problem can be formulated as follows: Given still or 
video images of a scene, identify or verify one or more persons in the scene using a 
stored database of faces.  
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Kotani et al. [11] have proposed a very simple yet highly reliable VQ-based face 
recognition method called VQ histogram method. In VQ Histogram method [11], a 
special codebook was used, which is systematically organized for 4x4 blocks with 33 
codevectors having monotonic intensity variation without DC component. A low-pass 
filtering is applied to the face image using a 2-D moving average filter. This low-pass 
filtering is essential for reducing high-frequency noise and extracting most effective 
low frequency component for recognition. The image is then divided into small 4x4 
blocks. The minimum intensity in the individual block is subtracted from each pixel 
in the block. Only the intensity variation in the block is extracted by this process. This 
is very effective for minimizing the effect of overall brightness variations[11]. 

Vector quantization is then applied to intensity-variation blocks (vectors) by using 
a codebook which is prepared in advance. The most similar (matched) codevector to 
the input block is selected. After performing VQ for all blocks divided from a face 
image, matched frequencies for each codevector are counted and histogram is 
generated. This histogram becomes the feature vector of human face. In the 
registration procedure, this histogram is saved in a database as personal identification 
information. In the recognition procedure, the histogram made from an input facial 
image is compared with registered individual histograms and the best match is output 
as a recognition result. Manhattan distance between histograms is used as a matching 
measure. 

Codebook which consists of typical feature patterns for representing the features of 
face image is very important. In this method the codebook consists of 32 codevectors 
and each codevector is of size 4x4[11]. This is created by changing the direction (8 
different directions) and the range of intensity variation (Step values are 2, 6, 10, and 
20). By adding one codovector having no intensity variation, complete codebook is 
organized [11]. 

Chen et al [12] proposed a face recognition system based on an optimized 
codebook which consists of a systematically organized codebook and a codebook 
created by Kohonen‘s Self Organizing Maps (SOM) [16].The optimized codebook is 
a combination of two codebooks. The first codebook is created by code classification 
and the second codebook is obtained by Kohonen’s Self Organizing Map. 

In [12] a second codebook is created using Kohonen’s SOM [16]. The self-
organizing feature map self-organizes its weights by incremental adjustments in 
proportion to the difference between the current weight and the input pattern. In real 
applications, it is often difficult to assume the number of clusters present in many real 
data sets. And, different initial conditions result in different results. This neural 
network also requires considerable time to train [17].So a better method for codebook 
design is needed. In the proposed method the second codebook is created using 
Integrated Adaptive Fuzzy Clustering (IAFC) [17] of the same size N. In IAFC a 
fuzzy membership value is incorporated in the learning rule. This fuzzy membership 
value helps in the correct categorization of the input patterns. Also IAFC does not 
assume the number of clusters in the data set a priori, but updates it during processing 
of data [17].Codebook design using IAFC is explained in section 4. The results 
comparing the existing method and the proposed approach are explained in section 5. 
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3   Proposed Face Recognition System 

The proposed method starts with the pre-processing step. During pre-processing each 
face image in the training set is processed to get the intensity variation vectors. Pre-
processing is explained in detail in section 3.1.Vector Quantization (VQ) is then 
applied to these vectors by using the proposed codebook which is a combination of 
two codebooks. The first codebook is developed by code classification [12]. The 
second codebook is created using IAFC [17]. During VQ the most similar codevector 
to each input block is selected.  

After performing VQ, matched frequencies for each codevector are counted and 
histogram is saved in the database as Personal Identification Information. This 
histogram becomes the feature vector of the human face. Thus histogram is a very 
effective personal feature for discriminating between persons. 

In the recognition procedure, the histogram made from an input test image is 
compared with registered individual histograms and the best match is output as the 
recognition result. Manhattan distance between the histograms is used as the matching 
measure. Figure 1 shows the block diagram of the proposed method.  

Codebook which consists of typical feature patterns for representing the features of 
the face image is important. The proposed codebook design is explained in section 4. 

 

Fig. 1. Proposed Face Recognition System 

3.1   Pre-processing 

During preprocessing initially a low pass filtering is carried out using a simple 2D 
mean filter [11]. A low pass filtering is effective for eliminating the noise component.  
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By applying the filter, detailed facial features degrading recognition performance such 
as wrinkles and local hairstyle, are excluded. Only the important personal features, 
such as the rough shape of facial parts can be extracted.  

The image is then divided into 2x2 overlapping blocks. Minimum intensity of the 
individual block is subtracted from each pixel in the block. Minimum intensity 
subtraction effectively excludes dc and vary low frequency component, such as shade 
variations due to small variations in lighting conditions and retains only the relevant 
information for distinguishing images. Figure 2 shows the steps in pre-processing. 

 

Fig. 2. Pre-processing Steps 

4   The Proposed Adaptive Codebook Design 

The proposed codebook for VQ is obtained from two codebooks. One codebook with 
size N is obtained by code classification [12] which is explained in section 4.1. This 
codebook is created by the variation in the intensity of the code patterns. It does not 
consider the intensity variations of the face images. So it cannot represent the facial 
features efficiently. So a second codebook is needed from the facial images to 
represent the facial features more efficiently.  

In [12] a second codebook is created using Kohonen‘s SOM [16]. The self-
organizing feature map self-organizes its weights by incremental adjustments in 
proportion to the difference between the current weight and the input pattern. In real 
applications, it is often difficult to assume the number of clusters present in many real 
data sets. And, different initial conditions result in different results. This neural 
network also requires considerable time to train [17]. In the proposed method the 
second codebook is created using IAFC [17] of the same size N. In IAFC a fuzzy 
membership value is incorporated in the learning rule. This fuzzy membership value 
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helps in the correct categorization of the input patterns. Also IAFC does not assume the 
number of clusters in the data set a priori, but updates it during processing of data [17].  

Thus a codebook of size 2N is obtained. To reduce the size of the codebook from 
2N to N, the face images in the training set is preprocessed to get the intensity 
variation vectors. Then VQ is applied to these intensity variation vectors, matched 
frequencies of each codevector are counted and histogram of each face image is 
generated. Then the average histogram of all images is calculated. Next, the 
frequencies of individual codevectors are sorted. From this sorted 2N codevectors, 
only the high frequency N codevectors are selected. Thus, the final codebook 
consisting of 2x2 codevectors is generated. 

4.1   Codebook Generated by Code Classification 

Nakayama et al. [14] have developed complete classification method for 2x2 codebook 
design in image compression. Figure 3 shows all categories for the 2x2 image block 
patterns without considering the location of pixels. In a 2x2 block, pixel intensities are 
marked by alphabet ‘a’, ‘b’, ‘c’, ‘d’, and a > b > c > d is prescribed. In ref. [14], it was 
found that the number of typical patterns for all 2x2 image block is only 11. The 
number of varieties in pixel arrangement of each 2x2 typical pattern is also shown in 
figure 3. That means the total number of image patterns for 2x2 pixel blocks is 
theoretically only 75.By the similar consideration, Chen et al. [15] classified and 
analyzed the code patterns in the face images. They found that in all filter size, the 
number of code patterns belong to categories 7, 10, and 11 are very few. It means such 
code patterns are almost not used in face images. Based on this result, a new codebook 
for 2x2 code patterns is created, and the rules of codebook creation are as follows.  

•  Change the intensity difference among the blocks to from 1 to 10.  
•  Create very small intensity variation codes. The total number of patterns is 16  
•  Create code patterns of category no: 2,3,4,5,6,8 and 9  
•  Add one code pattern having no intensity variation  

 

Fig. 3. Categories of 2x2 code patterns 

4.2   Codebook Design Using IAFC 

The lAFC model is a fuzzy neural network which incorporates a fuzzy learning rule 
into a neural network [17]. The learning rule, developed in IAFC, incorporates a 
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fuzzy membership value (μi), an intracluster membership value (π), and a function of 
the number of iterations (f (l)) into a Kohonen-type learning rule. The number of 
clusters in IAFC is updated dynamically. An intracluster membership value (π) is 
decided by the distance between the input pattern and the centroid of the chosen 
cluster. The combination of the π-function and a function of the number of iterations 
guarantee weights to converge. The lAFC model incorporates a similarity measure 
that includes a fuzzy membership value into the Euclidean distance. The similarity 
measure considers not only the distance between the input data point and the centroid 
of a winning cluster but also the relative location of the input point to the existing 
cluster centroids as the degree of similarity. Thus, it gives more flexibility to the 
shape of clusters formed [17].  

IAFC consists of three major procedures: deciding a winning cluster, performing 
the vigilance test, and updating the centroid of a winning cluster. The input pattern X 
is normalized prior to presentation to the fuzzy neural network and this normalized 
input pattern is fed to the fuzzy neural network in parallel to the input pattern. A dot-
product operation used to find the winner is shown below 

i

i
i VX

VX
bI

•
•=•  (1)

Where bi is the normalized weights from the input neurons to the ith output cluster, 
and Vi is the ith cluster centroid. The output neuron that receives the largest value for 
the equation (1) wins the competition. In this process, the winner is decided by the angle 
between the input pattern and the centroids of clusters. This can cause misclassifications 
because a cluster of which the direction of the centroid vector has the smallest angle 
with the input vector wins the competition even though its centroid is located farther 
from the input pattern than other cluster centroids. In such a case, Euclidean distance 
can be used as a better similarity measure to determine a winner. However, cluster 
centroids cannot approach appropriate locations during the early stage of learning, thus 
causing poor performance of clustering algorithms. To prevent both problems, the IAFC 
algorithm uses a combined similarity measure to decide a winner.  

After deciding a winner by the dot product, the IAFC algorithm compares the 
fuzzy membership value, μi of the input pattern in the winning cluster with  
the parameter σ that user can decide as a threshold of the fuzzy membership value. If 
the fuzzy membership value is less than the value of the parameter σ, the angle 
between the input pattern and the cluster centroid is the dominant similarity measure 
to decide a winner. On the other hand, if the parameter σ is high, the Euclidean 
distance between the input pattern and the cluster centroid is the dominant similarity 
measure to decide a winner. After selecting a winning cluster, IAFC performs the 
vigilance test according to the criterion: 

τγμ ≤− iVXe i  (2)

Where γ is a multiplicative factor that controls the shape of clusters, X is the input 
pattern, Vi is the centroid of the ith winning cluster, τ is the vigilance parameter and 
the value of γ is normally chosen to be 1[17]. The fuzzy membership value μi, is 
calculated as follows: 
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Where m is a weight exponent which is experimentally set to 2 [17] and n is the 
number of clusters. If a winning cluster satisfies the vigilance criterion, the centroid of 
a winning cluster is updated as follows: 
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being the number of iterations, and π decides the intra-cluster membership value of 
the input pattern X in the ith cluster as: 
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Where k is a constant  
IAFC algorithm for the codebook design can be summarized by the following 

steps:  

1. Initialize parameters τ and σ.  

2. Transform the facial images in dataset to intensity variation vectors, and 

combine all vectors together into one training set  

3. Initialize the weight vectors with the intensity variation vectors.  
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4. Select a new input pattern from the training set.  

5. Decide a winning cluster (best matching codevector) using the combined 

similarity measure.  

5(a) Calculate the dot product between the normalized input pattern and the 

normalized weight vector using equation (1)  

5(b) Calculate the Euclidean distance between the input pattern and the weight 

vector.  

6. Calculate the fuzzy membership value, μi of the input pattern in the winning 

cluster using equation (3).  

6(a) If μi < σ,  

the winner neuron is selected from 5(a)  

else  

the winner neuron is selected from 5(b)  

7. Perform the vigilance test using equation (2). If the criterion is satisfied then 

update the weights using equation (4)  

8. If all the input patterns are processed go to step 9 else go to step 4  

9. Stop  

 

Fig. 4. Sample Images from AT & T Database 

5   Experimental Results and Discussions 

Publicly available AT & T database [18] and Yale database [19] are used for 
recognition experiments. The AT & T database contains 400 images in pgm format of 
40 persons. There are 10 different images of each of 40 distinct subjects. The images 
were taken at different times, varying the lighting, facial expressions (open / closed 
eyes, smiling / not smiling) and facial details (glasses / no glasses) [18]. Figure 4 
displays some images from the AT & T database. The Yale Face Database contains 
165 grayscale images in GIF format of 15 individuals. There are 11 images per 
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subject, one per different facial expression or configuration: center-light, with glasses, 
happy, left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink 
[19]. Sample images from the Yale database is shown in figure 5. 

 

Fig. 5. Sample Images from Yale Database 

Five images were selected from each person’s 10 images (in the case of AT & T) 
and from 11 images (in the case of Yale) for training purpose. The remaining images 
are used for testing. So 200 images from AT & T are used for training and the 
remaining 200 is used for testing. But in the case of Yale 75 images are used for 
training and 90 images are used for testing.  
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Fig. 6. Comparison of the Recognition Rate Using AT & T Database 

It is necessary to choose a suitable size for the codebook. As the codebook size is 
large, number of codevectors increases, the resolution of histogram may become so 
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sensitive that noise corrupted codevectors may distort the histogram. On the contrary, 
if the number of codevectors is small, the histogram cannot sufficiently discriminate 
between faces. Recognition rate was observed for the codebook sizes 50, 60, 70, 80, 
90, 100 and 110. It is clear from the figures 6 and 7 that the best performance is 
obtained with a codebook of size 80 for AT & T and with sizes 70 and 80 for Yale. 
With that size a recognition rate of 99.25% is obtained for AT & T and 98.18 % is 
obtained for Yale. 
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Fig. 7. Comparison of the Recognition Rate Using Yale Database 

 

Fig. 8. Recognition Rate for different values of Vigilance Parameter (τ) 

Figures 6 and 7 also show a comparison between the proposed approach and the 
existing method with SOM [16]. It is clear from the figures that in all the cases the 
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proposed method yields a better recognition result than the existing method. It can be 
said that the proposed codebook is more efficient in representing the facial features 
than the existing method using systematically organized codebook and SOM [12]. 

Experiments are also done by varying the values for the vigilance parameter, τ .The 
results are shown in figure 9. It is clear from the figure that for the value, τ =2, a 
higher recognition rate is achieved. In all the cases the codebook size is 80 and the 
value for σ is 0.5. 

6   Conclusion 

In this paper a new, A Fuzzy Neuro Clustering based VQ for Face Recognition, 
method is presented. A simple and efficient codebook design algorithm for face 
recognition using vector quantization is proposed. The codebook is created from two 
different codebooks. One codebook is created by code classification. The other 
codebook is created from the face images using Integrated Adaptive Fuzzy Clustering 
(IAFC). To create the codebook, the face images are divided into 2x2 blocks with a 
fixed codebook size. A good initial codebook is created from these blocks by code 
classification. The resultant initial codebook is combined with the codebook which is 
created by IAFC to become the final codebook. Utilizing such a codebook of size 80, 
a recognition rate of 99.25% is obtained for the AT & T database. For codebook sizes 
70 and 80, a recognition rate of 98.18 % is obtained for Yale database. The results are 
more efficient than the existing method which consists of an optimized codebook with 
systematically organized codebook and Kohonen’s SOM. 
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Abstract. In this work we present a new 3D face recognition method
based on orientation maps. The proposed model consists of a method for
extracting distinctive features from range images of face that can be used
to perform reliable matching between different poses of a face. For a 3D
face scan, range image is computed and the potential interest points are
identified by searching at all scales. Based on the stability of the inter-
est point, significant points are extracted. For each significant point, we
compute the significant point descriptor which consists of vector made
of values from the convolved orientation maps located on concentric cir-
cles centred on the significant point, and where the amount of Gaussian
smoothing is proportional to the radii of the circles. Experiments have
been conducted on the standard 3D face image database. Experiments
show that the newly proposed method provides higher recognition rate
compared to other existing contemporary models developed for 3D face
recognition.

Keywords: Range Image, Local descriptor, Orientation map, 3D face
recognition.

1 Introduction

Automatic face recognition systems have wide range of applications in access
control, surveillance, personal identification and pervasive computing. Although
2D intensity based face recognition is easy to acquire and process, it is vulnerable
to the change of pose and illumination. Hence much of the research in the recent
days focused on 3D model based face recognition. 3D model based representation
of faces provides invariance to illumination and pose changes.

The 3D model based face recognition techniques are categorized based on the
global information or local information of range images. In [10], Heseltine et al.
applied the principle component analysis directly to the range images and used
the Euclidean distance to measure similarities. In [11], Hesher et al. made sta-
tistical analysis using principle component analysis and independent component
analysis, and then impose probability models on the coefficients. Achermann et
al. [2] utilized the eigen face and Hidden Markov Model for recognition on range
images. In [16], Moreno et al. analyze range image based face recognition on
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three classes: full, upper-half and left-side facial depth map. Two-dimensional
FLD based face recognition was proposed by Guru and Vikram [9].

On the other hand, we have seen the local feature based point descriptors
such as Scale Invariant Feature Transform(SIFT) and Speeded Up Robust Fea-
tures(SURF), that are widely used in the area of face recognition. It is shown that
these features are invariant to affine transformations and illumination changes.
In [15], Lowe introduced SIFT to perform matching between different views of
an object. This 128 dimensional descriptor is based on the local image gradient,
transformed according to the orientation of the significant point to provide ori-
entation invariance. Mian et al. [17] used SIFT descriptors for face recognition
under illumination and expression variations by combining the 2D and 3D lo-
cal feature. In [8][14], Guo et al. and Lo et al. used 2.5D SIFT Descriptor for
facial feature extraction in range images. In [7], Geng and Jiangs use variant
of SIFT called volume-SIFT and partial-descriptor-SIFT for face recognition on
2D faces. In [13], the SIFT descriptors are computed at specific points on a reg-
ular grid of the face image and robustness to illumination variations is achieved.
Bay et al. in [3] presented SURF as a detector and descriptor. Kim and Dahyot
[12] uses SURF for face components detection using support vector machines.
Yunqi et al. used SURF for 2D and 3D face recognition [20][21]. In [1], An et
al. used SURF for face detection and recognition with SURF for human-robot
Interaction. Tola in [18] proposed DAISY, an efficient dense descriptor applied
to wide-baseline stereo. This descriptor is inspired by SIFT and is computation-
ally efficient. Velardo et al. in [19] applied this work to face recognition on 2D
images.

Most of the works discussed above use the 3D data in the form of point clouds.
Here, the 3D sensors, used for face capture, produces 2.5D information [6]. This
data can be easily projected to a 2D image plane and is called depth image or
range image. A range image is a 2D image in which each pixel represents the
distance from a point of the face surface to a plane. It is observed that the range
image construction normally preceded with a pose normalization phase in or-
der to transform faces to a frontal configuration. We use Iterative Closest Point
(ICP) algorithm for this purpose. Using interpolation methods, irregularly sam-
pled 3D points are converted into regular (x, y) grid. Instead of comparing the
whole image, we choose significant point comparison to find the match between
two range images. The significant points are detected using Hessian based de-
tector followed by the significant point descriptor computation. The significant
point descriptor for all significant points are computed. The test face is matched
with all images in the dataset. Two range images are said to be matched if they
have maximum number of matching significant points.

The rest of the paper is organized as follows: The methodology of proposed
3D face recognition model is given in section 2. It describes the preprocess-
ing, significant point extraction, significant point descriptor computation and
matching. Database description and experimental results are provided in section
3. Conclusion is presented in section 4.
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Fig. 1. Block diagram of the proposed 3D face recognition system

2 Methodology

The proposed method mainly consists of following steps: significant point ex-
traction from the preprocessed range image, significant point descriptor compu-
tation and matching. The block diagram of the proposed face recognition system
is given in Figure 1.

2.1 Preprocessing

The 3D face point clouds are obtained from a 3D face database [6]. Since the
face scans of a person differ with pose, they need to be aligned. We use ICP
[4] to do the registration. It performs the registration operation automatically
without any human intervention. In our experiments all the scans of persons are
aligned with the first frontal scan of that person.

The face scans usually do not contain corresponding data with respect to
the each grid in the range image. So the scattered data is linearly interpolated.
We interpolated the data using a Delaunay triangulation. Then the nose tip is
identified. In our implementation, the point nearer to the scanner is identified
as nose tip which posses highest depth value. Since all the scans are aligned to
the frontal scan, the value with the highest depth value corresponds to the nose
tip. Keeping nose tip as the center, the range image is cropped elliptically. The
range images before preprocessing are shown in the left side of Figure 2 and on
the right side are the range images obtained due to preprocessing.

2.2 Significant Point Extraction

The significant points are extracted using the SURF detector [3] which is based
on the determinant of the Hessian matrix. We have used integral images to
reduce the computational burden of the significant point extraction. Integral
image helps in fast computation of sum of the rectangular region in an image.
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Fig. 2. All range images of a person before(left) and after(right) preprocessing of the
point cloud

Due to this box type convolution filters are computed quickly. For an image I,
the integral image IΣ is defined as follows.

IΣ(x, y) =
i≤x∑
i=1

j≤y∑
j=1

I(i, j) (1)

where x and y represent the row and column number of a pixel in image I.
IΣ(x, y) is the sum of all I(x, y) terms to the left and above the pixel (x, y).
Using integral images, the sum of the rectangular region in the image I can be
calculated using three arithmetic operations [3].

Hessian based SURF detector is chosen because it is more stable and repeat-
able. It uses the determinant of the Hessian matrix. For a point p = (x, y) in
image I, the Hessian matrix H (p, σ) is the matrix of partial derivatives of the
image I, in the following form,

H (p, σ) =
[
Lxx (p, σ) Lxy (p, σ)
Lxy (p, σ) Lyy (p, σ)

]
(2)

where Lxx(p, σ) is the convolution of the Gaussian second order derivative with
the image I in point p, and similarly for Lxy(p, σ) and Lyy(p, σ). Gaussians are
widely used for scale-space analysis [3]. Its discrete formations are used in ac-
tual implementation. The first two diagrams in Figure 3 show discrete Gaussian
second order derivative. The Hessian matrix is computed using the box filters
which approximate second order Gaussian derivatives. The last two diagrams in
Figure 3 illustrate the same. The 9x9 box filters in Figure 3 are approximations
of a Gaussian with Σ = 1.2 and represent the lowest scale for computing the
blob response maps. Suppose Dxx, Dyy and Dxy are the approximations to Ixx,
Iyy and Ixy, the determinant of Happrox is computed as,

det(Happrox) = DxyDxy − (wDxy)2 (3)

where w is the weight of the filter response used to balance the expression for the
Hessian’s determinant. The approximated determinant of the Hessian represents
the blob response in the image at location p.
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Fig. 3. The first two images represent the discretised Gaussian second order partial
derivative in y (Lyy) and xy direction (Lxy) respectively. The last two images represent
the approximation for the second order Gaussian partial derivative in y (Dyy) and xy
direction (Dxy). The gray regions assumed to be zero. (Image Courtesy [3]).

For a given image, the potential interest points are identified by searching
at all scales and based on the stability of the interest point, significant points
are extracted. Lowe [15] implemented the scale spaces using the image pyramid.
Each higher layer in the pyramid contains subsampled, smoothed image with
Gaussian kernels. Here the image size is reduced due to subsampling. But Bay
et al. [3], constructed the scale space by increasing the filter size keeping the
image size fixed. They used the box filters and integral images. Box filters of
any size can be applied on the original image at same speed. We employ the
technique proposed in [3].

The scale space construction followed by the non-maximum suppression in
the neighborhood is performed. The maxima of the determinant of the Hessian
matrix are then interpolated in scale and image space with the method by Brown
et al. [5]. This represents the significant point in the range image.

2.3 Significant Point Descriptor Computation

Significant point descriptor computation is similar to descriptor which was in-
troduced by Tola et al. in [18] for matching wide-baseline image pairs. In our
work, for each significant point, we compute the descriptor which consists of
vector made of values from the convolved orientation maps located on concen-
tric circles centered on the significant point, and where the amount of Gaussian
smoothing is proportional to the radii of the circles.

Significant point descriptor building process is divided into three stages: com-
puting orientation maps, convolving orientation maps with Gaussian kernels, and
concatenating significant point descriptor by reading the values from convolved
response maps.

For each significant point in the image I, we first compute eight orientation
maps, one for each quantized direction. Orientation map Gi(u, v) for the signif-
icant point (u, v), equals the image gradient at (u, v) in the direction i, if it is
greater than zero else it is equal to zero. Gi = (δI/δi)+ , 1 ≤ i ≤ H , where H is
the total orientation maps and (.)+ is the operator such that (a)+ = max (a, 0).

Each orientation map is then convolved several times with Gaussian kernels
of different Σ values to obtain convolved orientation maps for different sized
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Fig. 4. Original image (I), Orientation maps (Go) and Convolved orientation maps
(GΣi

o ) . (Courtesy [18]).

regions as GΣ
i = GΣ ∗ (δI/δi)+with GΣ a Gaussian Kernel. Different Σs are

used to control the size of the region. This can be done efficiently by computing
these convolutions recursively. Figure 4 shows these computations.

GΣ2
i = GΣ2 ∗ (δI/δi)+ = GΣ ∗ GΣ1 ∗ (δI/δi)+ = GΣ ∗ GΣ1

i (4)

where Σ =
√

Σ2
2 − Σ2

1 and Σ2 > Σ1.
The descriptor for every significant point is computed by picking the values

from the convolved response maps. As depicted in Figure 5, at significant point
location, say (u, v), descriptor consists of vectors sampled in the neighborhood
around it. These samples located on concentric circles and their amount of Gaus-
sian smoothing is proportional to the radius of these circles. Let hΣ(u, v) be the
vector made up of the values at location (u, v) in the convolved response maps.

hΣ(u, v) =
[
GΣ

1 (u, v), GΣ
2 (u, v), ..., GΣ

8 (u, v)
]T

(5)

where GΣ
1 , GΣ

2 , ..., GΣ
8 denote the Σ convolved response maps. Before concate-

nating these vectors to a descriptor, we normalize them to unit vector, and
denote the normalized vectors by h̃Σ(u, v). The full descriptor D(u, v) for the
significant point location (u, v) can be defined as a concatenation of vectors and
can be written as:

D(u, v) = [h̃T
Σ1

(u, v),

h̃T
Σ1

(I1(u, v, R1)), ..., h̃T
Σ1

(IN (u, v, R1)),

h̃T
Σ2

(I1(u, v, R2)), ..., h̃T
Σ2

(IN (u, v, R2)),
...

h̃T
ΣQ

(I1(u, v, RQ)), ..., h̃T
ΣQ

(IN (u, v, RQ))]T

(6)

where Ij(u, v, R1) is the location with distance R from (u, v) in the direction
given by j when the directions are quantized into N values. Figure 5 shows the
sample locations when N = 8, and significant point descriptor is made up of
values extracted from 25 locations and 8 response maps. Therefore, descriptor
length is 200 (i.e. 8 × 25).
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Fig. 5. Shape of the sampling locations of the descriptor. The ’+’ sign indicates the
sampling locations. The radius of the dashed circle represents the size of the Gaussian
kernel.

2.4 Similarity between Two Face Images

Once we have represented all face images as a set of interest points and their
corresponding descriptions, the next step to be carried out is to find the simi-
larity measure between two face images, in order to decide whether such images
correspond to the same person or not. The comparison of two images is done
by comparing the significant points. For each point of the first image, the best
and second best matching points of the second image must be found. If the first
match is much better than the second one, the points are said to be alike. Equa-
tion 7 shows how to apply such condition, where points B and C in range image
I2 are the best and second best matches, respectively, for point A in range image
I1. ∣∣DA

I1
− DB

I2

∣∣∣∣DA
I1

− DC
I2

∣∣ < threshold (7)

3 Experimental Results

3.1 Database

We conducted experiments using FRAV3D face database [6]. It contains the
3D point clouds of 106 persons with 16 scans per each person. This includes
facial scans with frontal (1,2,3,4), 25 right turn in Y direction (5,6), 5 left turn
in Y direction (7,8), severe right turn in Z direction (9), small right turn in Z
direction (10), smiling gesture (11), open mouth gesture (12), looking up turn
in X direction (13), looking down turn in X direction (14), frontal images with
uncontrolled illumination (15,16). The 2D image of all 16 scan of a subject is
shown in left image of the Figure 2.
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Table 1. Comparison of recognition accuracy of the proposed model with subspace
analysis based techniques

Test Total Training Testing Samples Recognition Rate
configuration persons samples samples tested (2d)2 FLD PCA Proposed Model

T1 90 1,2,3 4 90 96.67 95.56 98.89

T2 90 1,2,3,4 11 90 85.56 88.89 84.44

T3 90 1,2,3,4 12 90 52.22 46.67 81.11

T4 90 1,2,3,4 15.16 180 94.44 97.22 100.00

T5 90 1,2,3,4 7.8 180 94.44 87.22 90.00

Table 2. Comparison of recognition accuracy of the proposed model with local de-
scriptor based techniques

Test Recognition Rate
configuration SIFT SURF Proposed Model

T1 95.56 98.89 100.0

T2 80.00 84.44 90.00

T3 78.89 78.89 90.00

T4 96.67 100.0 100.0

T5 81.11 90.56 93.89

3.2 Results

We compared recognition accuracy of the proposed model with subspace anal-
ysis based techniques and local descriptor based techniques. Experiments are
conducted with different test configurations.

In the subspace analysis based techniques, we used (2D)2FLD and conven-
tional PCA directly on range image. Table 1 shows the results of various com-
binations of training and testing samples using these techniques. We used range
images of frontal face scans in training for all test configurations. In test con-
figuration T1, high recognition rate is observed because training and testing
data contains only the frontal scan. In T2 and T3, test input contains a ges-
ture. In T4, it is observed that illumination variation does not affect the 3D face
recognition. Compared to T1, T5 results have less recognition rate due to self
occlusion. On an average, it shall be observed from Table 1 that the proposed
model outperform the subspace analysis based techniques.

In local descriptor based techniques we choose SIFT and SURF descriptor
based algorithms proposed for 3D face recognition. Here the average number
of significant points per face range image is fixed to 24. The experiments were
conducted using the same test configuration as given in Table 1. Table 2 shows
these results. It is observed that proposed model gives better accuracy with fewer
number of significant points when compared to SIFT and SURF.

Experiments are also conducted using the leave-one-out strategy taking all
16 face scans of subjects. The results are given in Table 3. The recognition rate
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Table 3. Comparison of proposed model using leave one out strategy

Total Samples Recognition rate
subjects tested (2d)2 FLD PCA SIFT SURF Proposed model

10 160 91.25 93.12 91.25 96.25 98.75

20 320 87.81 91.56 92.50 96.25 95.31

30 480 86.04 90.00 91.88 95.83 94.79

40 640 84.84 87.81 90.00 94.38 94.69

90(All) 1440 81.60 86.18 87.22 91.84 92.85

decreases with the increase of persons used for experiments. It is observed that
the test face with open mouth mismatches most of the times. Here also, the
proposed method outperforms the other methods.

4 Conclusion

We have developed an algorithm for 3D face recognition based on the significant
points described by orientation maps. Experimental results show that, the pro-
posed model out performs the conventional holistic face recognition techniques
and other local descriptor based models.
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Abstract. The main idea of speech compression is to reduce the bite rate of the 
speech for communication or storage without significant loss of quality. There 
are mainly three functional categories of speech processing methods in use. The 
new technique called wavelet transform is being used for speech signal analysis 
and synthesis. The major issues regarding the design of real time wavelet based 
speech coder are choosing optimal wavelets for the compression, and selecting 
suitable frame size etc. The performance of the different wavelets families on 
speech compression is evaluated  and compared based on different parameters. 
Male and female speech is used for the comparison and analysis.  

Keywords: Speech Compression, Wavelet family, Discrete Wavelet, Isolated 
Malayalam Spoken words. 

1   Introduction 

Speech is a perfect form of acoustic signal by nature and it is the most effective 
medium for face to face communication and telephony application. Speech is 
produced when the vocal tract responds to excitation signals and it is capable of 
conveying information with a touch of emotion [1]. Due to the rapid growth of the 
multimedia application, wireless communication and cellular telephony, the demand 
for transferring or storing digital information increased significantly. One solution to 
overcome this type of obstacle is to compress information by removing the 
redundancies present in the digital data [2]. In data compression it is desired to 
represent data by as small as possible number of coefficient with in an acceptable loss 
of visual quality. The success of the compression is based on the simplicity of the 
technology and algorithm used in the system. In general, compression methods can be 
classified in to three functional categories 

• Direct Methods: the samples of the signal are directly handled to provide 
compression. 

• Parameter Extraction methods: A preprocessor is employed to extract some 
features that are later used to reconstruct the signal (LPC). 

• Transform Methods such as Fourier Transform (FT) Discrete Cosine Transform 
(DCT) and Wavelet Transform (WT).  

 

Each method has its own advantage and disadvantage based on the application for 
which it is used. Fourier Transform (FT) and Discrete Cosine Transform (DCT) 
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techniques are commonly used as methods for speech compression and its application 
[3]. Wavelet is a new technique used for speech and image processing. In wavelet 
processing any signal can be represented by a set of scaled and translated versions of 
a basic function called mother wavelet. This set of wavelet function forms the wavelet 
coefficient at different scales and positions and results from taking the wavelet 
transform of the original signal. The localization feature of wavelets, along with its 
time frequency resolution properties makes them well suited for coding of speech 
signals [4].The motivation behind speech compression involves real time processing 
in mobile satellite communication, cellular telephony, internet telephony, audio for 
video phones or video teleconferencing system. Another major application of speech 
compression includes storage, interactive PC software, voice memo wrist watch etc. 
This work is based on promising and flexible compression schemes based on different 
wavelets. This paper is organized as follow: Section 2 cover the wavelet family and 
Discrete Wavelet Transforms. Section 3 gives details about the data base used for the 
experiment. Section 4 discusses wavelet based speech compression. Section 5 
discusses performance measurement tools. Section 6 shows the results finally section 
7 gives conclusion. 

2   Choice of Wavelet  

The choice of the suitable mother wavelet function has prime importance in the 
design of high quality speech coding. Choosing a wavelet that has compact support in 
both time and frequency in addition to a significant number of vanishing moments is 
essential for an optimum wavelet speech compression [5]. Several criteria can be used 
for selecting an optimal wavelet function. The objective is to minimize reconstructed 
error (MSE) variance and maximize Peak signal to Noise Ratio (PSNR). In general 
optimum wavelets can be selected based on the energy conservation properties in the 
approximation part of the wavelet coefficient [6]. Fig.1 shows the entire Daubechies 
wavelets family. We cannot say one type of wavelet is better than another because 
every type has its own applications. The effectiveness of a wavelet family depends 
upon how suitable it is for a particular application. A wavelet which performs very 
well in one application may not be equally good in another case. 

 

Fig. 1. Plots of Different Daubechies Orthogonal Wavelets 
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2.1   Discrete Wavelet Transform 

Feature extraction involves the information retrieval from speech signal. Discrete 
wavelet transforms an alternative approach to traditional signal processing. Such as 
Fourier analysis for breaking a signal up into its constituent part. In wavelet transform 
the basic functions are compact in time. This feature allows the wavelet transform to 
obtain time information about a signal in addition to frequency information [7]. The 
original signal is successively decomposed into components of lower resolution while 
high frequency components are not analyzed any more. 

The Discrete Wavelet Transform for one dimensional signal is defined in the 
following equation 1.  

W (j, K) =ΣjΣkX (k) 2-j/2Ψ (2-jn-k) (1)

Where Ψ (t) is the basic analyzing function called the mother wavelet 
The DWT of the original signal is then obtained by concatenating all the coefficients, 

a[n] and d[n], starting from the last level of decomposition. The successive high pass 
and low pass filtering of the signal can be depicted by the following equations: 

Yhigh[k]= Σnx[n]g[2k-n] (2)

Ylow[k]= Σnx[n]h[2k-n] (3)

Where Y high and Y low are the outputs of the high pass and low pass filters obtained 
by sub sampling by 2 [8]. Fig 2 shows a level 3 DWT decomposition of an input 
signal S. 

 

Fig. 2. Decomposition of DWT Coefficient 

2.2   Signal Reconstruction 

The original signal can be reconstructed or synthesized using the Inverse Discrete 
Wavelets Transforms (IDWT). The synthesis starts with the approximation and 
detail coefficient cAj and cDj, and then reconstructs cAj-1 by up sampling and 
filtering with the reconstruction filters. The reconstruction filters are designed in 
such a way as to cancel out the effect of aliasing introduced in the wavelet 
decomposition phase. The reconstructed filters (Lo_R and Hi_R) together with the 
low and high pass decomposition filters form a system known as Quadrature Mirror 
Filters (QMF) for multilevel analysis. The reconstructed process can itself be iterated 
producing successive approximation at finer resolution and finally synthesize the 
original signal [8]. 
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3   Data Base used for the Experiment 

The speech signals are chosen from the Malayalam (one of the south Indian 
languages) spoken words database. A speaker independent database has been used for 
the experiment. The data base consists of 10 isolated Malayalam spoken words from 
10 different speakers. The speech samples were recorded from five male speakers of 
age above 20 years and five female speakers of age above 18. The speakers were 
native speakers of Malayalam and free from speech disabilities. The speech is 
recorded using commonly used recording microphone, at a sampling rate of 8 KHz  (4 
KHz band limited). The recorded speech is processed, labeled and stored in the data 
base. The isolated spoken words in the data base and their IPA format are given in 
table1. 

Table 1. Speech data base and their IPA format 

Words in 
Malayalam 

Words in 
English 

IPA format 

 amme //æ/m/ m/ æ// 

 acha //æ///tʃʰ/ ɑː// 

 mole // m/ ɒ/ l/ ɛ// 

 mone // m/ ɒ/ n/ ɛ// 

 eda // ɛ/ d/ɑː// 

 lethe // l/ ɛ// θ/ ɛ// 

 devi // d/ ɛ/ v/ ɪ// 

 njano // n/ dʒ/ɑː/ n/ ɒ// 

 kutty //k/ʊ/t/t/i// 

 maye // m/ ɑː/ j/ ɛ// 
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4   Experiment  

The isolated Malayalam spoken word compression was carried out by using haar and 
different wavelet family. Since the speech files were of short duration, the entire 
signal was decomposed at once without framing. The samples in the data base are 
compressed using haar, db2, db4, db6, db8, db10 and db20, sym1, sym2, sym4, sym6 
and sym8 wavelets. To simplify the comparison we use the most commonly spoken 
word amme (//æ/m/ m/ æ//) for the experiment. In each level of compression the 
speech signal is decomposed without losing its audibility by splitting it into high 
frequency and low frequency components. The compressed signal is chosen from the 
third level of the decomposition for the reconstruction. Further enhancement beyond 
the level 3 decomposition affects the intelligibility of the spoken words. The 
synthesized signal from the compressed one ensures perfect audibility.  

5   Performance Measurement Tools 

The performance of the wavelet based speech coder in terms of both reconstructed 
signal quality after decode and compression scores can be assessed by applying 
different qualitative parameters [9].The following parameters are compared. 

• Mean Square Error (MSE) 
• Retained Signal Energy (RSE), 
• Peak Signal to Noise Ratio (PSNR), 
• Normalized Root Mean Square Error (NRMSE) 
• Compression Ratios (CR). 

The results obtained for the above quantities are calculated using the following 
formulas: 

5.1   Mean Square Error 

N -1
2

( i) ( i)
i= 0

1
M S E = [S -S ' ]

N ∑  (4)

Where S(i) is the original speech signal data and S’(i) is the reconstructed signal 

5.2   Peak Signal to Noise Ratio 

2

10 2
10 log

|| ||

NX
PSNR

x r
=

−
 (5)

N is the length of the reconstructed signal, X is the maximum absolute square 
value of the signal x and ||X-r||2is the energy of the difference between the original 
and reconstructed signals. 
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5.3   Normalized Root Mean Square Error  

( )
( )

2

2

( ) ( )

( ) ( )X

x x n r n
N R M S E

x n nμ
−

=
−

 (6)

x(n) is the speech signal, r(n) is the reconstructed signal, and ( )X nμ is the mean of 

the speech signal. 

5.4   Retained Signal Energy (RSE) 
2

2

| |x (n ) | |
R S E = 1 0 0 *

||r (n ) | |
 (7)

||x( n )|| is the norm of the original signal and ||r( n ) || is the norm of the 
reconstructed signal. For one-dimensional orthogonal wavelets the retained energy is 
equal to the L2-norm recovery performance. 

5.5   Compression Ratio 

L e n g th (X (n ))
C =

L e n g th (c W C )
 (8)

cWC is the length of the compressed wavelet transform vector. 

Table 2. Performance of Male Speakers 

Wavelet MSE PSNR NRMSE RSE C-RATIO 

haar 0.032718 81.6258 1.6426 30.9648 15.9682 

db2 0.030106 82.0465 1.6059 29.5173 15.3973 

db4 0.032894 81.6674 1.6377 28.9723 15.7807 

db6 0.03485 81.6685 1.6511 28.9387 15.0593 

db8 0.033586 81.65 1.6587 28.8379 14.7514 

db10 0.032964 81.6005 1.6426 28.7903 14.4341 

db20 0.032893 81.6279 1.6426 28.8014 13.0293 

sym1 0.032718 81.6258 1.6059 30.9648 15.9682 

sym2 0.030106 82.0465 1.6768 29.5173 15.7807 

sym4 0.034115 81.4613 1.6596 28.9763 15.3973 

sym6 0.033233 81.6315 1.6695 28.9021 15.0593 

sym8 0.033702 81.5235 1.6527 28.7569 14.7514 
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Fig. 3. Performance Analysis of Different Wavelet (Male Speakers)  

Table 3. Performance of Female Speakers 

Wavelet MSE PSNR NRMSE RSE C-RATIO 

haar 0.38013 62.7569 1.4554 49.1982 15.9626 

db2 0.35681 63.0559 1.4253 46.0076 15.8311 

db4 0.37878 62.7824 1.4423 44.5469 15.5573 

db6 0.38988 62.6345 1.4703 43.5732 15.2957 

db8 0.39131 62.6241 1.4684 44.042 15.0481 

db10 0.38686 62.6853 1.4734 43.3773 14.8087 

db20 0.38436 62.6506 1.4758 43.1865 13.6999 

sym1 0.38013 62.7569 1.4554 49.1982 15.9626 

sym2 0.35681 63.0559 1.4253 46.0076 15.8311 

sym4 0.40392 62.477 1.4998 44.4044 15.5573 

sym6 0.38853 62.614 1.4929 43.9496 15.2957 

sym8 0.39703 62.5578 1.4919 43.7974 15.0481 

5.6   Mean Opinion Score (MOS)  

Subjective evaluation by listeners is still a method commonly used in measuring 
quality of reconstructed speech. MOS provides a numerical indication of the 
perceived quality of received media after compression and / or transmission. The 
MOS is expressed as a single number in the range 1 to 5. Where 1 is the highest 
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perceived quality and 5 is the lowest perceived quality. When taking subjective test, 
listeners focus on the difference between the original and reconstructed signal and 
rate it. The MOS is generalized by averaging the result of a set of standards, 
subjective tests, where a number of listeners rate reconstructed speech signals. In our 
experiment the average MOS rate was 1.35 in all experiment.  

6   Result 

The results of these performance measures are given in table 2 and table 3and the 
graphical representation of the performance analysis is given in figure 2 and 3 
respectively for the different wavelets we used. 

 

Fig. 4. Performance Analysis of Different Wavelet (Female Speakers)  

7   Conclusion 

This paper is a performance analysis based on the effect of different wavelet 
transforms on Malayalam spoken word compression. To simplify the comparison we 
exploit the most commonly used spoken word amme (//æ/m/ m/ æ//) for the 
experiment. The compressed signal is chosen from the 3rd level of the decomposition 
for the reconstruction. Further enhancement beyond the level 3 decomposition 
influence the intelligibility of the spoken words. The compressed signals are 
reconstructed back to their initial form with full audibility. In this work we have 
obtained average MSE is 0.3829, average NRMSE is 62.7209; average PSNR is 
1.4647, average RSE is 45.1074 and average compression ratio is 15.3249 in the 
performance analysis for female speakers. In the case of male speakers average MSE 
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is 0.05730, Average NRMSE is 1.63482 average PSNR is 76.04585, average RSE is 
30.0228 and average compression ratio is 15.1383. In general a good reconstructed 
signal is the one with low MSE and high PSNR. That means the signal has low error 
and high signal fidelity. In both male and female experiment; we have obtained low 
MSE and high PSNR while using db2 and sym2 wavelet for speech signal 
decomposition. It is also observed that both these wavelet gives highest compression 
ratio also. The obtained result can be improved by preprocessing the input signals. 
But in this work we opted raw signal for the experiment to reduce the computational 
complexity and to test it usefulness in real time application. The performance analysis 
of different wavelet is plotted in figure 2 and 3. The findings lead to the conclusion 
that db2 and sym2 are the optimum wavelet for spoken Malayalam speech 
compression and its application.  
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Abstract. Document skew commonly occurs during document scanning; it 
should be avoided because it dramatically reduces the accuracy of the OCR. 
Noise removal is an important procedure before on going further processing. 
This paper describes an approach towards noise removal, skew detection and 
correction for text in scanned documents. Preprocessing is a stage, comprising 
number of adjustments in order to obtain the noise reduced results, and then the 
skew angle is estimated. Instead of deriving a skew angle from the text lines, 
the proposed method uses various types of visual content of image skews, and 
HDT algorithm is used to select the useful image region dynamically. A 
bootstrap estimator is finally employed to combine various cues on local image 
blocks. Once the skew angle is being estimated it has to be rotated in the 
opposite direction in order to correct the skew angle. 

Keywords: Bagging estimator, Visual content, Preprocessing.  

1   Introduction 

Document processing is affected by document skews. Document skews commonly 
occur during the scanning process. This has detrimental effect on document analysis, 
document understanding, character segmentation and character recognition. Skew 
estimation and correction becomes an important issue in the field of document image 
analysis and understanding. This paper focuses on skew detection and correction for 
noisy document images. Preprocessing is a stage in typical OCR system, which 
focuses on enhancing the acquired image to increase the ease of feature extraction and 
to compensate for the eventual poor quality of the scanned document. Optical 
character recognition (OCR) has many important applications such as: Automatic 
bank cheque processing, mail address recognition, and historical document 
recognition. If the acquired image contains noise, it is subjected to the preprocessing 
stage where the “de-noising” of the image takes place. Furthermore, when a document 
is fed into the scanner either mechanically or by a human operator, a few degrees of 
skew (tilt) is unavoidable. Skew correction is a process which aims at detecting the 
deviation of the document orientation angle from the horizontal or vertical direction. 

There are different kinds of noises that can be occurred during scanning. Such as 
ink blobs, salt & pepper noise, stray marks, marginal noise, clutter noise [15] A kind 
additive noise called “Salt and Pepper Noise”, the black points and white points 
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sprinkled all over an image, typically looks like salt and pepper, which can be found 
in almost all documents. Many methods have been proposed for removing salt and 
pepper noise from images such as the k-Fill Algorithm, Applied k-Fill Algorithm and 
Median Filter [15-16]. There exist five classes of skew estimation techniques they are 
based on (1) projection profile, (2) Fourier method, (3) Nearest neighbor method, (4) 
correlation, (5) Hough transform technique respectively. [3][4]In general, Projection 
profile methods are limited to estimate the skew angle within ±10 degrees. [13] 
Hough transform is applied to find the best detection of the straight lines in 
documents. Another group of skew correction methods uses k-nearest neighbor 
clustering on connected components, and they try to find the best overall direction of 
neighboring components.  

The proposed method can remove these noises of any size that are smaller than the 
size of document objects. This method is fast and can be used effectively on binary, 
gray scale and color image.  

2   Prior and Related Work 

Amin and Fischer [1] presented a basic model for document “skew detection method 
using the Hough transform”. Hough transform is widely used technique for skew 
detection. It first transforms an image into its parameter space and then searches for 
the local maxima of the space to estimate the skew angle. The main disadvantage of 
Hough transform is it cannot be directly implemented in the real-scanned document 
images due to its great memory demanding and high time complexity. 

Bo Yuan and Chew Lim [2] proposed a new method of “Skew Estimation for 
Scanned Documents from Noises”, skew estimation method that is based on the 
presence of a special kind of "noises" – the straight lines or edges exist in the images, 
which include the straight lines that separate columns or paragraphs, the inserts of 
photographs or drawings that have rectangular sides, the black bars around the 
borders of a scanned page due to the incomplete coverage of the scanning surfaces of 
the scanners or copiers, and any non-textual elements that purposely or accidentally, 
fully or partially possess straightness. The mapping Scheme is by probe-lines rather 
than Wallace's original feature-points based bounds intersections. 

Faisal Shafait et al. [3] proposed “Response to “Projection Methods Require Black 
Border Removal” a novel evaluation method based on a vectorial score, and 
demonstrates its utility and validity by comparing it to the results obtained using Mao 
and Kanungo’s method. 

Gaofeng Meng et al. [4] proposed a new method for “Circular Noises Removal 
from Scanned Document Images” in this method a fast and robust algorithm is 
presented to detect and correct these circular defects in scanned document images. 
Most of punched holes in the images can be fast detected and located after the size of 
the original image is appropriately reduced. To ensure that all of punched holes are 
correctly located, apply Hough transformation only in the roughly located regions to 
further confirm them. Finally, each located circular noise is removed by fitting a bi-
linear blending Coons surface which interpolates along the four edges of the noisy 
region. 
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Liu et al. [5] proposed a method for “Skew detection for complex document 
images using robust borderlines extracted from text and non-text regions”. In general, 
the straight text lines based methods work well for most document images. The main 
disadvantage of this method is often severely affected by the presence of scan-
introduced distortions and large areas of non-textual objects.  

Y. Lu and C. L. Tan [6] proposed a “nearest-neighbor chain based approach to 
skew estimation in document images”, the nearest neighbors clustering based method 
first extracts connected components from a document image. For each component, the 
direction of its nearest neighbor is estimated and accumulated in a histogram. The 
angle that corresponds to the maximum peak of the histogram is taken as the 
dominant image skew. 

Martin and Pattichis [7] has proposed the “Characterization of Scanning Noise and 
Quantization on Texture Feature Analysis” A quantitative approach as suggested by 
Halpern uses a calibrated test pattern for direct quality control with the digital media. 
This test pattern is designed to characterize the various scanning artifacts and noise. 
And it provides a mathematical model for describing the distortion of the original 
image due to the scanning process.  

Mudit Agrawal et al. [8] presented “Clutter Noise Removal in Binary Document 
Images” and it is a novel approach toward clutter detection and removal for complex 
binary documents. And it uses an SVM classifier to detect clutter. The novelty of this 
approach is in its restrictive nature to remove clutter, as text attached to the clutter is 
neither degraded nor deleted in the process.  

M. Sarfraz et al. [9] proposed a “Novel Approach for Skew Estimation of 
Document Images in OCR System” and this is a new Technique for skew estimation 
utilizing the multi- scale analysis of image.  

Shen and Sun [10] proposed a new method for “Skew detection using wavelet 
decomposition and projection profile analysis”. Typically the method first calculates 
the projection profiles of a document image at various angles. Each projection profile 
is then evaluated by a criterion function. The function should reach its maximum 
when the projection profile is calculated at the correct skew angle.  

The main disadvantage of the existing method is: 

• Sensitive to document layouts and the presence of non-textual objects, 

•  Performance often deteriorates with short and sparse text lines, 

• Separate mechanism required for the separation of text and non-textual objects. 

3   System Description 

Proposed system mainly focuses on, 

• To remove the noises present in the document image using preprocessing 
techniques. 

• Image blocks selection using the proposed HDT algorithm. 

• To estimate the skew angle using bagging technique. 
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Fig. 1. Overall proposed architecture 

Proposed system contains the following modules: 

3.1   Preprocessing 

Preprocessing is a stage in typical OCR system, which focuses on enhancing the 
acquired image to increase the ease of feature extraction and to compensate for the 
eventual poor quality of the scanned document. In the proposed system preprocessing 
involves removal of noise present in the document as well as image block division. 
After noise is being removed document image is divided into non overlapped squared 
blocks with equal size L*L. 

3.2   Noise Removal Algorithm 

In this algorithm, a black pixel is defined as ON, a white pixel as OFF and k is the 
dynamic window size. The algorithm follows:  

 

3.3   Image Block Selection 

It is observed that some image blocks are non informative or even erroneous, 
especially when few visual cues of image skew are available. Only high informative 
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4   Experimental Results 

Original document image is taken as the input. Different levels of noises are added 
into the original image. Each pixel in an image has probability p/2 (0<p<1) to be 
corrupted into either a white dot (salt) or a black dot (pepper). There are different 
types of filter to reduce noise. Some of them are, 

1. Mean Filter 

2. Median Filter 

4.1   Mean Filter 

Mean filer is implemented by a local averaging operation where the value of each 
pixel is replaced by the average of all the values in the local neighborhood. The 
original image is taken into matrix form it contains ‘n’ number of columns. For each 
and every row Place 3×3 Window. For each and every pixel mean filter is being 
applied.  

4.2   Median Filter 

The median is estimated by first sorting all the pixel values from the surrounding 
neighborhood, and then replacing the neighborhood value by the median value. The 
original image is taken into matrix form it contains ‘n’ number of columns. For each 
and every row Place 3×3 Window.  

Noise filtering algorithms are applied on images to remove the different types of 
noise that are either present in the image during capturing or document scanning. 
When document images are being scanned salt and pepper noise will occur usually. In 
this work, two different image filtering algorithms are compared at three different 
noise intensity levels. 

 

      3(a) Original Image            3(b) Noisy Image               3(c) Mean Filter            3(d) Median Filter 

Fig. 3. Noise Removal Filters 

The performances of the filters are compared using the Peak Signal to Noise Ratio 
(PSNR) and Image Enhancement Factor (IEF). Peak Signal to Noise Ratio (PSNR): It 
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dropped. Instead of using fixed threshold for the image block selection dynamic 
thresholding method HDT is being applied to select the image blocks having more 
visual content. Fig. 6.(a) shows the different image blocks, Fig. 6.(b) shows the radon 
energy graph for different blocks, In radon energy graph x- axis represents series of 
angles θ in degrees, y-axis is represented as x’ (radial axis). Once the radon energy 
graph is being obtained, it has to be plotted against set of fixed angles. Fig. 6.(c) gives 
the energy graph for the corresponding blocks In which energy graph is the mapping 
between the radon energy with serious of angles. 

 

Fig. 6. (a) various types of local image blocks, (b) Radon transform energy, (c) corresponding 
energy functions of Radon transform 

 

Fig. 7. Cascaded Energy Graph 

Fig.7. shows the cascaded energy graph. By using bagging estimator skew angle is 
being estimated. Then by refined estimation the skew angle is being refined in order 
to get accurate results. The estimated skew angle for the image specified above is,  
SKEW ANGLE = 2˚.  

(a)

(b)

(c) 
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Fig. 8. Performance Graph 

Fig.8. shows the performance graph with different intensity level for different 
document images. Different noise intensity level is taken in the x-axis, performance 
metrics such as IEF, PSNR is taken in the y-axis. Our proposed algorithm gives better 
performance than the median filter. It is clearly observed that salt & pepper noise is 
completely removed when using our proposed method.  

5   Conclusion 

This paper describes an approach towards noise removal, skew detection and 
correction for text in scanned documents. Preprocessing stage comprises a number of 
adjustments in order to obtain the noise reduced results. This proposed algorithm can 
remove these noises of any size that are smaller than the size of document objects. 
This method is fast and can be used effectively on binary, gray scale and color image. 
It is highly competitive in execution speed and estimation accuracy, and extremely 
robust to document noises, multiple different skews, short and sparse text lines, and 
the presence of large areas of non-textual objects of various types and quantities. 
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Abstract. Recognizing face image under difficult lighting conditions is a 
challenging task in the Face Recognition system. Existing feature extraction 
using the Local Binary Pattern (LBP) fails to detect the eye position and is 
sensitive to noise in uniform image regions. These issues have been considered 
in our proposed Advanced Ternary Pattern (ATP) Feature set. The detection of 
eye position is based on the construction of eye model and localization of eye 
coordinates. Further, normalization technique attempts to solve the low 
sensitivity to noise in uniform image regions such as cheeks and forehead under 
difficult lighting. ATP feature set uses the Efficient Feature Orientation (EFO) 
method for effectiveness of inaccurate face normalization. The proposed 
scheme improves the False Acceptance Rate (FAR) up to 90% for the less dark 
images and about 78% in the fully dark images, thus improvising the previous 
results. Experimental results show that the proposed technique is promising in 
achieving the illumination invariant for facial images.  

Keywords: Feature extraction, illumination, advanced ternary pattern, noise 
removal, image classification. 

1   Introduction 

A face recognition system (FRS) automatically identifies or verifies a person from a 
digital image or a video frame. Face recognition system entrenches the cutting edge 
technologies that can be applied to a wide variety of application domains including 
access control for PCs, airport surveillance, private surveillance, criminal identification 
and as an added security for ATM transaction. FRS also helps in identifying the 
blurred images of the terrorist got through any media. For example, a derived image of 
a terrorist or criminal under difficult illumination that is obtained from the news media 
has to be matched with the correct image in the data set available. 

This paper primarily focuses on the issues from LBP [6] such as the difficulty in 
detecting eye position and the sensitivity against noise in uniform image regions. In 
the proposed design, the noise removal technique further eliminates the unwanted 
illuminations in the face image. The difficult lighting conditions of the input image 
are generally classified as less dark image, darker background image, shadowed 
image, partially darker image and fully dark image. The main processes in the face 
recognition system under difficult lighting condition include: equalization of 
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illumination, feature extraction and image classification. The equalization of 
illumination consists of the noise removal techniques that remove the unwanted noise 
in the first level. The feature extraction has the ATP and LTP feature sets for 
extracting the individual features from the face image. Next is the image classification 
which uses the np classification mechanism. In this classification the original face 
image is compared along with the noise free image, if the image matches then the face 
is finally recognized else it is unrecognizable. 

2   Related Work 

Gradient Transform Synthesis (GTS) is a new illumination formulation method which 
is used for estimating the too-bright and too-darker face regions. The main issues in 
this method include the lighting direction and correct estimation of the quality [7]. 
The illumination changes in a face image are an important issue in the face 
recognition system. 

In feature extraction, the Differential Local Ternary Pattern (DLTP) is a method 
used for fusing the upper and lower kernels. The DLTP method is not strictly 
invariant to Gray-level transforms [6]. LBP, another feature extraction technique is 
not robust against local changes in the texture features at various view points and 
illumination directions [9]. The main problem in Gradient method is in reducing the 
dimensionality which leads to Heavy Small Sample Size (SSS) problem in Fisher’s 
linear discriminant method (FLD). The SSS problem is greatly weakened since the 
dimensionality of the input feature for each FLD is much lower [5]. 

Yanwei Pang, et al [10], presented the Gabor method which is based on a 
localization of image features and a spatial constellation search over the localized 
features. An improved algorithm for image feature localization is used here. The 
Gabor filter is used in the feature extraction process that uses the Gradient Gabor (G- 
Gabor) filter which is used to extract multi-scale and multi-orientation features. This 
method is used to represent and classify a face that is defined based on the weighted 
Gaussian function which does not have much speed compared with Gabor Wavelet. 

Face recognition system consists of several subtasks in a sequential manner, they 
are: face detection, face segmentation, normalization, and face verification. The main 
issues in the face recognition system are the illumination problem and the pose 
problem. The illumination problem is that the same face appears to be different in 
various lighting conditions. The changes induced by illumination could be larger than 
the differences between individual systems based on comparing images to misclassify 
the identity of the input image [14]. The next issue is the pose variations in the face 
images. Here the same face appears differently due to changes in viewing conditions. 
The analysis and classification of various pose problems are performed using a 
reflectance model. The pose problem is divided into three categories: (i) the simple 
case with small rotation angles; (ii) the most commonly addressed case when there are 
a set of training image pairs; (iii) the most difficult case when training image pairs are 
not available and illumination variations are present. An even more difficult case is 
the combined problem of pose and illumination variations.  
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3   Empirical Model of the Proposed System 

The architecture of the proposed system is illustrated in Fig. 1. The first is the noise 
removal technique which consists of the four noise removal steps in which the 
unwanted noise in the image is removed. The second process is the feature extraction 
in which the image features are extracted from the pre-processed image. The third is 
the face recognition system which comprises image identification, classification and 
recognition.  

 

Fig. 1. Functional Architecture 

3.1   Noise Removal Technique 

Noise removal is a technique by which the difficult lightings are removed prior to 
the filtering process. During the transmission of images over the network, some 
random usually unwanted variation in brightness or color information may be added 
as noise. The noise removal technique consists of four functions that help in feature 
extraction [8] namely gamma correction, difference of gaussian filtering, masking, 
and equalization.  

Gamma Correction. It is a transformation which converts the gray-level value with 
the user defined parameter. Gamma correction explains that the intensity of the light 
reflected from an object is the product of the incoming illumination L and the total 
surface reflectance R.  

Difference of Gaussian Filtering (DoG). This filter is an easy way to achieve the 
resulting band pass values. Fine details remain critically important for recognition so 
the inner (smaller) Gaussian is typically quite narrow (σ0 ≤ 1 pixel). The outer one 
might have σ1 of more than 4 pixels. The high-pass filtering removes the incidental 
information in the face image thus increasing the overall system performance.  

Masking. Masking is the process by which the facial regions which are said to be 
irrelevant at any point are masked out.  

Equalization. Equalization is the final step of the noise removal technique and it 
rescales the image intensities to normalize the overall contrast variations. The extreme 
values which are produced by the highlights, small dark regions near nostrils and at 
the image borders are compressed to a normalized form.  
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3.2   Feature Extraction 

LTP Feature Set. The LTP feature set is a 3-valued code in which the face image is 
divided into 3x3 matrix format. The pixel values are -1, 0, and 1 according to the 
threshold t. The threshold value is calculated using the equation (1): 

T = HX X WY / TP 
Np (1)

Here, HX is the height of the region, WY is the width of the region, TP is the type of 
pattern and Np is the number of neighborhood values. The central pixel represents the 
threshold value of the face image. The values above the threshold T are set as +1; the 
values equal to threshold T is set as 0; and the values less than threshold T is -1. The 
LTP feature set [4] is sensitive to high noise level and it has larger bit size histogram 
that makes it very complex [3].  

The problem with the detection of eye position in LBP is overcome by using the 
construction of eye model bunch, which is represented in three scales namely 
256x256, 128x128, and 64x64 for locating the eye position correctly. First, Eye 
Model Bunch [11] of each eye is constructed from the normalized model of face 
images of size 256×256 followed by the second eye model bunch of size 128×128 
down sampled from 256 × 256 model face images. Subsequently, the third eye model 
bunch about 64×64 is constructed in the same way. Next method focuses on the 
localization of eye coordinates that includes face detection, face normalization and 
multi-scale eye localization. Localized eye coordinates in 64×64 face image is based 
on Gabor jet similarity and it is achieved by taking the average eye coordinates [11]. 
Thus the issue mentioned in LBP is tackled in our proposed design and the resulting 
images are shown in Fig. 2. The face image in Fig. 2(a) shows the eye coordinates 
attained from LBP method whereas Fig. 2(b) spots the precise eye coordinates 
obtained from ATP method. 

          

(a) Face image from LBP                   (b) Face image from ATP 

Fig. 2. Face images showing the eye coordinates 

ATP Feature Set. ATP feature set presents the advanced version of the LTP feature 
set, which incorporates the normalization technique that helps in grouping the similar 
features preciously. Fig. 3 lists the pseudo code for the EFO method which is a part of 
ATP.  
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Fig. 3. EFO Algorithm 

Gradient Computation. It uses many-feature extraction method and ensures 
normalized color and gamma values. For the gradient computation, the gradient scale 
matrix G is calculated from equ (2): 

G= sqrt (double (Gx*Gx+Gy*Gy)) (2)

where x, y are the gradient scales. The binary values from the matrix are converted as 
-1, 0, and 1 as done in LTP method and the values are fed into the gradient 
computation. This gradient filters the unwanted noise from the matrix scale x and y. 

 

Fig. 4. Result of Feature Orientation 

Feature Orientation. The result of the feature orientation process is shown in Fig. 4. 
Feature orientation step in EFO algorithm involves creating the cell histograms. Each 
pixel within the cell casts a weighted vote for an orientation-based histogram channel 
based on the values found in the gradient computation. The feature orientation is 
estimated as shown in equ (3): 

Fo= tan (Gy/Gx) + pi/2 . (3)

where pi is the pixel value of both the gradient scale x and y. Pixel contribution for the 
vote weight can either be the magnitude of the gradient, or some function of the 
magnitude. Other options for the vote weight could include the square root or square 
of the gradient magnitude, or some clipped version of the magnitude. 

Descriptor Blocks. In order to account for the changes in illumination and contrast, 
the strength of gradient must be locally normalized, which requires grouping the cells 

Input: the normalized image 
Step 1: check for the parameter’s validity M, N, K. 
Step 2: set the standard deviation value as, 
                 Δ= cell x block*0.5 
Step 3: calculate the gradient scale matrix G as in equ (2) 
Step 4: calculate feature orientation matrix Fo as given in 
              equ (3). 
Step 5: next calculate the block slide step B1, B2 from the 
              equ (4) and (5) 
Step 6: normalize the block values 
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together into larger and spatially-connected blocks. Equ (4) and (5) explain the 
computation of blocking steps: 

B1= N- cellx* blockx+1 . (4)

B2= M- celly*blocky+1 . (5)

Generally on a dense grid of uniformly spaced cells there presents overlapped cells 
and blocks. The above equations try to avoid such overlapping and to improve the 
accuracy of local contrast normalization. Thus the blocking feature of EFO method 
solves the high sensitivity in uniform image region as mentioned in LBP.  

Block Normalization. Normalization follows the blocking. Let v be the non-
normalized vector containing all histograms in a given block, | | v | | k be its k-norm for 
k = 1, 2 and e be a small constant. Then the normalization factor can be stated as 
follows: 

L1= norm: f= ν/ (||ν||1+e) . (6)

For improved accuracy, the local histogram can be normalized by contrast. The 
measure of intensity is calculated across a larger region of the image called a block 
and then this measure is used to normalize all the cells within the block. After the 
feature extraction is completed, the EFO normalization method controls the noise in 
the uniform image regions to be less sensitive as illustrated in Fig. 5(b). Dark traces in 
the forehead and cheeks of face image shown in Fig. 5(a) represent the noise resulting 
from LBP. This infers that ATP method is less sensitive to noise in uniform regions 
compared to LBP. 

                     

(a) Image after feature extraction in LBP    (b) Image after feature extraction in ATP  

Fig. 5. Face images showing the noise in uniform image regions 

Face recognition and classification System. The dataset of the face images is trained 
first using the noise removal and feature extraction process. Features extracted from 
images are classified into groups according to its range of features. The normalization 
range is from 1-10 and the images belonging to different ranges are grouped and 
classified accordingly. After the classification of images, the input image is compared 
with the data set containing images under normal lighting conditions. If any of the 
image matches with the input image then the output will be the recognized image 
from the dataset else invalid message is displayed. For easier classification process 
the nearest feature space (NFS) metric is used to seek a NFSA subspace to improve 
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the discriminating power of the subspace for classifications [1]. In this method, the 
feature space (FS) of each class is constructed in the manner similar to the FL 
constructed in NFL to model the variants of the training samples. 

4   Empirical Analysis 

The empirical analysis gives the intermediate results of various methods and 
techniques used in this paper. The noise removal technique eliminates any type of 
noise in the input image like gaussian, speckle, salt and pepper and in addition to this 
our paper also considers the noise due to lighting and illumination. ATP scheme is 
highlighted with the effective noise removal under fully dark lighting condition. It is 
observed that the fully dark image without the noise removal process produces the 
histogram value up to 18000, whereas the presence of noise removal process yields an 
improved histogram value of 30000. This implies that a lesser noise in the given 
image improves overall FAR rate. The histogram shown in Fig.6 (a) represents the 
fully dark image without equalization, and Fig. 6 (b) shows the histogram after 
equalization. The effectiveness of LTP and ATP on FAR with respect to equalization 
is illustrated in Fig. 7 and FAR reaches up to 70% and 78% respectively. 

             

           (a) Fully dark image without equalization         (b) Image after Equalization  

Fig. 6. Histogram comparison of FD image 

The efficiency of the ATP method is illustrated by experimenting with the 
Extended Yale-B data base. Yale-B data set [13] comprised about ten human faces 
under 64 different illumination conditions has been recently upgraded as Extended 
Yale Face data set [12] to have 38 subjects under various 9 poses and 64 illumination 
conditions. The images are divided into five subsets according to the angle between 
the difficult lighting directions. Face recognition system is evaluated with five 
difficult lighting conditions and the results are given graphically in Fig.7. 

From the results shown in Fig. 7, it is observed that ATP is the efficient feature set 
compared to other feature sets. 78% of FAR is the outcome of ATP in the case of FD 
image whereas LBP and LTP features produce a FAR of 65% and 70% respectively. 
Error, while recognizing the face, occurs when: (i) the respective image may not be 
available in the data set; (ii) the feature extraction process may not be efficient; (iii) 
the extracted image may not match with the exact normal image. The second situation 
is kept completely under control in ATP feature set and the error rate is restricted to 
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be within 0.1. In the case of less dark image (LD), ATP also shows a better FAR 
compared to that of LBP and LTP. The performance measure of ATP with and 
without EFO normalization is explained graphically in Fig. 7. 
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Fig. 7. FAR rate for the images under difficult lighting conditions 

 

Fig. 8. Performance of ATP with and without normalization 

Observations from Fig. 8 again prove that ATP feature set performs better under 
difficult lighting conditions. ATP with EFO normalization exhibits an improved 
acceptance rate under fully dark condition. EFO mainly contemplates in regularizing 
the features extracted from the illuminated face image. Strong illumination on a 
normal image may tend to change the shape and texture of the face resulting in 
imprecise feature extraction. EFO is preferred since it equalizes the illuminated 
features to a standard quality range from 1-10.  

Now, ATP feature set is compared with other popular pre-processors such as 
histogram equalization (HE), multiscale retinex (MSR), logarithmic total variation 
(LTV), gross and brajovic (GB) methods. Fig. 9 shows a higher Face Recognition 
Rate (FRR) for ATP when compared with the above three noise removal methods.  
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Fig. 9. Comparison of ATP with many other pre-processors 

5   Conclusion 

This paper has presented the Efficient Feature Orientation (EFO) algorithm used in 
ATP feature extraction, which is able to normalize the given image under difficult 
lighting condition. The major issues in LBP and LTP methods have been overcome 
by ATP mechanism using EFO normalization. Our proposed model of face 
recognition with ATP feature set can be recommended in law enforcements, such as 
tracing the terrorist with his/her picture under difficult lighting condition. The future 
work includes the exploration of various other efficient feature sets for improving the 
false acceptance rate under fully dark. ATP will also be enhanced to achieve 100% 
percentage of FAR, compared to the rest of the feature sets. The FAR rate can be 
further improved by using more efficient noise removal techniques. 
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Abstract. A fractional part of biggest wavelet coefficient is enough to describe 
the characteristics of an image texture. Based on this concept a mammogram 
classification algorithm is developed. Using this classification algorithm, we 
classified the mammogram image into different classes as normal, benign and 
malignant. Ten percent of the images in each class are used for creating a class 
core vector. This class core vector acts as the base for the classification. The 
Euclidean distance is measured between the test image feature vector and the 
class core vector of the each class. A test image is classified into the appropriate 
class, which has minimum Euclidean distance measured between the test image 
and class core vector. Using this classification algorithm we classified 134 
mammogram images into the exact class out 162 test images in the dataset. This 
algorithm results a detection rate of 75% for normal images, 88 % of detection 
rate for malignant and 100% detection rate for benign images respectively. The 
overall detection rate is 83%. 

Keywords: Class core vector, Feature Vector, image texture, mammography, 
microcalcifications, Region of Interest. 

1   Introduction 

Breast cancer is the one of the most dangerous type of cancer found in the women all 
over the world. It is the second leading cause of death among the women. One among 
every eight women gets affected by the breast cancer at some point during their 
lifetime [1]. Early detection is the only provision for preventing this. However early 
detection of the beast cancer is not an easy task. The most accurate detection method 
adopted by medical experts is the biopsy. It involves some risks, patient discomfort 
and high cost. It also involves a high percentage of negative cases. The screen film 
mammography is the best suitable method accepted today for the diagnosis. It reduces 
the negative biopsy ratio and the cost to society by improving feature analysis and 
refining criteria for recommendation for biopsy 

Clustered microcalcifications (MCS) are one of the mammographic hallmarks of 
early breast cancer. However not all MCS are the indication of malignancy, since they 
can occur during the course of other benign disease too [2]. X-ray mammography is 
currently considered as standard procedure for breast cancer diagnosis. But the 
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performance of X-ray mammography for breast screening is only about 75 % from the 
various studies performed by the different experts in this field[3]. So propose an 
efficient new algorithm for screening mammography is required. A digital 
mammogram is created when conventional mammogram is digitized through the use 
of specific mammogram digitizer or camera so that it can be processed by a computer 
[4]. Thus Digital Mammography is the best suitable diagnostic method for breast 
imaging today. It is widely used to detect and characterize breast cancer because of its 
high performance and low costs. The digital Mammography is a convenient and easy 
tool in classifying tumors and many applications in the literature prove its effective 
use in breast cancer diagnosis. 

Texture information plays an important role in image analysis and detection in 
medical diagnosis. Texture is one of the important characteristics used in identifying 
an object or region of interest (ROI) in an image [5]. Since medical images are low 
contrast, complex anatomical structure and variability associated with their 
appearance, it is usually very difficult to distinguish between benign and malignant 
microcalcification clusters. An image region may be called cancerous (positive) or 
normal (negative) and a decision for detection result may be either correct (true) or 
incorrect (false). A decision for a detection result, therefore, will be one of four 
possible categories: true positive (TP), true negative (TN), false positive (FP) and 
false negative (FN). FN and FP represents two kinds of errors. An FN error implies 
that a true abnormality was not detected and a FP error occurs when a normal region 
was falsely identified as abnormal. A TP decision is correct judgment of an existing 
abnormality and a TN decision means that a normal region was correctly labeled [6].  

In this paper we propose a new method for classifying mammogram images using 
discrete wavelet transformations. This method is an exact simulation of supervised 
classifier for classifying mammogram tumors into three categories, i.e. normal, 
benign and malignant. For the effective classification we formulated a class core 
vector for each class of ROI images extracted from the Mini-Mias database. Then 
each mammogram image in the database is tested using its feature vector against the 
class core vector created for each class using minimum Euclidean distance measure 
between them. We created class core vector using the ten percent image for each class 
of the image in the dataset. By using this algorithm, we classified more than fifty 
percent of the images in the Mini-Mias database to its appropriate classes. The ROIs’ 
are extracted based on the abnormality center of the image in the database. This paper 
consists of six sections. Section II discusses the properties of mammogram images 
and the literature review of the recent works in mammogram classification using 
wavelet decomposition. The wavelet transformations and its characteristics are 
presented in Section III. In section IV we discussed the proposed method. The results 
in terms of numerical values are presented in Section V and finally Section VI 
concludes the work with its future scope. 

2   Digital Mammograms 

Mammography is a one of the most diagnostic method of analyzing breast cancer 
using X-rays. It is widely used to detect and characterize breast cancer because of its 
high performance and low costs. It is the most suited imaging technique for screening 
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programs. Mammogram images obtained using X-rays are gray scale images, which 
indicates the details inside the patient breast by means of its contrast. The details 
could be normal tissues, vessels, muscles, different types of masses and noise. 

Each type of masses has different properties of shape, size, distribution, and 
brightness which act as a feature that help the radiologist to effectively diagnosis the 
breast tumors. This means that the experience of the radiologist and the image quality 
are the important factors in this manual classification. Micro calcifications are small 
groups of calcium deposit that has a long scale in form, size and distribution [7].In 
this study we used a set of mammogram images provided by Mammographic Image 
Analysis Society (MIAS) [8] for the testing purpose. These images are investigated 
and labeled by an expert radiologist. The original mammograms are 1024 x 1024 
pixels. From the selected images a regions of interest (ROI’s) are extracted with size 
of 128 x 128 pixels. These ROI’s are abnormality centered. 

Cristiane Bastos Rocha Ferreira et. al. proposed and constructed a supervised 
classifier for classification of radial, circumscribed, micro calcifications, and normal 
samples. This paper also discussed the classification of benign, malign and normal 
mammograms using special sets of the coefficients as the features for separating each 
of the classes in the mammogram images using the minimum Euclidean distance 
measure [9]. 

H. Soltanian-Zadeh et. al presented an evaluation and comparison of the 
performance of four different texture and shape feature extraction methods for 
classification of benign and malignant micro calcifications in mammograms [10]. 
They extracted micro calcification clusters, texture and shape features using different 
approaches like conventional shape quantifiers, co-occurrence based method of 
Haralick and multi level wavelet transformations. They achieved better results on 
multi level wavelet transformations. 

Essam A Rashed et al developed a supervised diagnosis system for digital 
mammograms [11]. In this model, a diagnosis process is done by transforming the 
data of the images into feature vector using wavelets multilevel decomposition. This 
vector is used as the features for separating different mammogram classes. This model 
classified mammogram images into tumor types and risk level. The results obtained 
by this method are very promising. 

Essam A Rashed et al also suggested a multiresolution analysis system for 
interpreting digital mammograms. This system is based on using fractional amount of 
biggest wavelets coefficients in multilevel decomposition. They used 25% of the Mini-
Mias images for creating a class core vector and the entire ROI’s of mammogram 
images from Mini-Mias database is classified by taking the minimum Euclidean 
distance measure from each mammogram images to the class core vector [12]. 

3   Wavelet Transformations 

Image texture, especially in medical images are confusing measurement that depends 
mainly on the scale in which the data are observed. Different types of images have 
different types of texture [13]. Earlier studies proved that the texture of mammograms 
is an irregular texture. To classify the mammogram images, we have to investigate the 
transformation data into different domain. Thus wavelet multiresolution domain is the 
best choice for automatic classification of mammogram images. 
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Wavelets Transform(WT) [14] were first introduced to medical imaging research 
in 1991 in a journal paper describing the application of wavelet transforms for noise 
reduction in MRI images. The wavelet transform is a decomposition of an image onto 
a family of functions called a wavelet family, in which all of the basic functions 
(called wavelets) are derived from scaling and translation of a single function that is 
called the mother wavelet (or analyzing function). The Wavelet transform gives a 
time-frequency representation of a signal that has two main advantages: (a) an 
optimal resolution both in the time and frequency domains; and (b) the lack of 
stationary nature of the signal. It is defined as the convolution between the signal X 
(t) and the wavelet functions ψa, b (t). 

Wψ X(a,b)=<X(t)|ψ(a,b)(t)> (1)

Where ψa,b)(t) are dilated (contracted) and shifted versions of a unique wavelet 

function ψ (t) 

            Ψ(a,b)=|a|
-½ ψ (

a

bt −
) (2)

(a, b are the scale and translation parameters, respectively).The WT gives a 
decomposition of X (t) in different scales, tending to be maximum at those scales and 
time locations where the wavelet best resembles X(t). Moreover, Eq. (1) can be 
inverted, thus giving the reconstruction of X(t). The WT maps a signal of one 
independent variable t onto a function of two independent variables a, b. This 
procedure is redundant and not efficient for algorithmic implementations. In 
consequence, it is more practical to define the WT only at discrete scales a and 
discrete times b by choosing the set of parameters {aj = 2 –j; bj,k = 2-j k}, with integers 
j, k. 

Contracted versions of the wavelet function match the high frequency components 
of the original signal and on the other hand, the dilated versions match the low 
frequency oscillations. Then, by correlating the original signal with wavelet functions 
of different sizes we can obtain its details at different scales. These correlations with 
the different wavelet functions can be arranged in a hierarchical scheme called multi 
resolution decomposition. The multi resolution decomposition separates the signal 
into ‘details’ at different scales, the remaining part being a coarser representation of 
the signal called ‘approximation’. 

In this study, using discrete wavelets mammogram images are decomposed into 
four different levels. The decomposed image contains four scales of details and an 
approximation. The lower levels give the details corresponding to the high frequency 
components and the higher levels corresponding to the low frequencies. The 
decomposition coefficients produced are: 

-Low frequency coefficients (A). 
-Vertical high frequency coefficients (V). 
-Horizontal high frequency coefficients (H). 
-High frequency coefficients in both diagonal directions (D). 
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Fig. 1. Wavelet sub band decomposition 

After the decomposition of the mammogram images, class core vector and feature 
vectors are generated by using the approximation coefficients (low frequency 
components of the decomposition) in each level for three different wavelet families: 
Daubechies, Biorthogonal spline and Haar. Both the core class vector and feature 
vectors are created using a fractional part of the biggest coefficients of low frequency 
components of the decomposition. 

4   Proposed Method 

The method proposed in this paper is a modification of the work suggested by Rocha 
Ferrerira et al and E.A Rasheed et al in their papers[9][11]. In the modification part, 
we computed class core vectors for each class of mammogram images and the 
comparison also performed with each image feature vector with the corresponding 
class image core vector instead of the core vector of the entire dataset by [11].The 
class core vector is also created using only 10 percent of the images in each class. But 
the earlier study uses 25% of mages from the entire dataset. The distance measure for 
the classification is also done for each class of the core vector instead of the entire 
class core vector of the earlier study. Using this way of classification, this algorithm 
has no misclassification of the method suggested in [9][11]. This method is analogous 
to the supervised classification method used in Artificial Neural Network. As a first 
step of the classification, we created a class core vectors for each class of images 
using wavelet multi level decomposition. Then the feature vectors of the individual 
test images are generated in the same way and classified the test image using 
minimum Euclidean distance measure. 

The class core vectors of the image in each level of the wavelet decomposition is 
created randomly using 10% of the images from normal, benign and malignant classes 
of images in the Mini-Mias database. This is done by creating the class core vectors in 
four different levels of wavelet decompositions of three different wavelet families 
named Daubechies, Haar and Biorthogonal wavelets. In each level of the wavelet 
decomposition, a percentage of the biggest low frequency coefficients are used to 
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represent the mammogram feature vector. The selection of the percentage of low 
frequency coefficients is varied from small percentage to high for covering all 
possible values of the low frequency coefficients of the class core vector and feature 
vector. This may contribute promising results to the exact classification of the images 
in the database. 

A set of 322 ROI’s are extracted based on the abnormality center of the original 
mammogram images from the Mini-Mias database. For benign and malignant classes 
ROI’s of size 124 x 124 are extracted based on abnormality centre. In the case normal 
images ROI’s of same size are extracted from the center part of the image. After 
creating the ROI’s, ten percent of the images, randomly selected from each class are 
used for generating class core vector. The class core vectors are created on each level 
of the wavelet decomposition using the following equation: 

j
mC  = 

N

1
)(

1

iA
N

n

j
m∑

=

 (3)

Where j
mC the mth class core vector at j level decomposition, Nj is the number of 

ROI’s selected to produce the class core vector and A j
m is the fraction of biggest 

wavelet coefficients of the ROI’s selected from the mammogram image for the class 
m at decomposition level j. 

The testing of individual mammogram image in the dataset is accomplished by 
designing a new classifier algorithm, which is based on calculating the distance 
between the feature vector and the class core vector on all four different levels of the 
wavelet decomposition. This new system automatically classifies the test image by 
finding the minimum Euclidean distance between feature vectors of the test image to 
the each of the class core vector by following equation: 

Dist(A, j
mC )  = ∑∑ −

J m
j

m
j iCiA

J 1 1

2))()((
1

     (4)

Where Am is the coefficient vector of the jth decomposition level for the test image, 
j

mC
 
is the class core vector for class m at decomposition level j and m is the number 

of classification classes. Here m is 3 (Normal, Benign and Malignant ). 

5   Results 

The classification algorithm described in this paper is implemented in Matlab 7.0 and 
tested the algorithm on images in the Mini-Mias database. In this experiment we tried 
to classify the risk level of images in the database. For the classification, we created a 
class core vector for each class using ten percent of images from all the three 
categories randomly. Then 162 images consists of 98 normal images, 38 benign and 
26 malignant images are randomly selected from the dataset for testing purpose.  

The Daubechies-4, Daubechies-8 and Daubechies-16 from Daubechies family, 
Haar wavelet from Harr family and Bior2.8 from Biorthogonal family are used for 
creating class core vector of the training class and feature vector for test image in 
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wavelet multilevel decomposition. In each class, four levels of decompositions are 
performed, and a fractional part of the biggest coefficients are used for creating class 
core vector. The feature vector of the test image of each class is also created. Then the 
Euclidean distance between the class core vector and the feature vector of the test 
image is calculated by taking average mean distance between the class core vector 
and the feature vector of the image in all four different levels of the wavelet 
decomposition. The tested image is then labeled to the respective class where 
Euclidian distance between feature vectors is minimum to that of class core vector. 

Table 1. Successful classification rate of mammogram images using Daubechies wavelet 
decomposition 

Coef. 

In 

% 

Daubechies 

Db4 Db8 Db16 

 

 

25 

 N B M N B M N B M 

N 72 09 17 73 08 17 72 09 17 

B   0 37 01   0 38   0   0 38   0 

M 04 03 19 04 03 19 04 03 19 

T 76 49 37 77 49 36 76 50 36 

 

 

50 

N 74 06 18 74 06 18 74 06 18 

B   0 38   0   0 38   0   0 38   0 

M 02 02 22 02 02 22 02 02 22 

T 76 46 40 76 46 40 76 46 40 

 

 

75 

N 69 06 23 69 06 23 69 06 23 

B   0 36 02   0 36 02   0 36 02 

M 02 01 23 02 01 23 02 01 23 

T 71 43 48 71 43 48 71 43 48 

 

 

100 

N 68 03 27 68 03 27 68 03 27 

B   0 36 02   0 36 02   0 36 02 

M 02 01 23 02 01 23 02 01 23 

T 70 40 52 70 40 52 70 40 52 

N : Normal Images  B:Benign Images M: Malignant Images T:Total  

The classification results of each 162 mammogram images’ using this 
classification algorithm is shown in Table 1 and Table 2. For 98 normal images 74 
images are correctly classified using the 50% of the biggest wavelet coefficients in 
both Daubechies and Haar wavelet family decomposition, which is 75.5 %. Out of 38 
benign images, all the 38 images are correctly classified in Db4, Db8, Db16 and Haar 
using 50% of the biggest wavelet coefficients in the decomposition, which is 100%. 
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The same percent of result is obtained in Db8 and Db16 of Daubechies family using 
only 25 % of wavelet coefficients. In 26 malignant images, 23 images are correctly 
classified by this system using 75% of wavelet coefficient for all the three wavelet 
families, which is 88%. Using Biorthogonal wavelet, irrespective of all fractional part 
of the wavelet coefficients, identified 23 malignant images correctly. In addition to 
the individual classification 134 images in the whole 162 images are correctly labeled 
and classified using this supervised classification algorithm, which is 83% of 
detection rate. 

Table 2. Successful classification rate of mammogram images using Haar & Biorthogonal 
wavelet decomposition 

Coef. 

In 

% 

Haar Biorthogonal 

 

 

 

25 

 

 N B M N B M 

N 72 09 17 68 03 27 

B 0 37 01 0 36 02 

M 04 03 19 02 01 23 

T 76 49 37 70 40 52 

 

 

50 

N 74 06 18 68 03 27 

B 0 38 0 0 36 02 

M 02 02 22 02 01 23 

T 76 46 40 70 40 52 

 

 

75 

N 69 06 23 68 03 27 

B 0 36 02 0 36 02 

M 02 01 23 02 01 23 

T 71 43 48 71 40 52 

 

 

100 

N 68 03 27 68 03 27 

B 0 36 02 0 36 02 

M 02 01 23 02 01 23 

T 70 40 52 70 40 52 

N : Normal Images  B:Benign Images M: Malignant Images T:Total  

6   Conclusions 

The ultimate aim of this project is to formulate an effective automated mammogram 
classification system, which is something really should happen? The method used in 
this paper is the concept of using biggest wavelet coefficients as the feature vector 
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and the idea of multilevel decomposition of mammogram analysis. This works 
identifies 134 mammogram images into its respective class of images from the 162 
images selected randomly out of 322 images in the Mini-mias database. The extension 
of this work should be the exact classification all images (322) in the database. In 
addition to this, the work also should be extended to the sub classification of benign 
and malignant images into micro calcification, speculation, ill defined, asymmetrical 
distortion and circular lesions. The future works should be the effective sub 
classification of this. Also we plan to make comparative study of this classification 
using stationary wavelets. 
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Abstract. The feature extraction and similarity measure of CBIR algorithms   
involve highly computation intensive and repetitive operations on a large data 
set yet have to satisfy the real time application requirements. One way to 
supplement software approaches for this purpose is to provide hardware support 
to the system architecture. We propose an algorithm and architecture for 
hardware implementation of trace transform based feature extraction for CBIR 
system. The proposed algorithm is focused to reduce the computational 
complexity in the addressing block for trace based feature extraction and is also 
optimized for memory consumption and speed for distance calculations in the 
similarity measure phase. Synthesis results show that the above measures are 
responsible for reducing the response time of the retrieval process by being able 
to process 2725 images per sec. 

Keywords: Content Based Image Retrieval, Trace Transform, FPGA. 

1   Introduction 

The rapid growth in internet technology ,combined with increased  computational 
processing power of hardware and software have all lead to increased ability to store 
and manipulate more complex data types involving images and videos .Retrieving of 
images from a huge data base offers   challenges that demands a different approach 
towards the design of algorithm for retrieving from the traditional text based approach 
.Text based image retrieval system has its roots in the traditional information retrieval 
and relies on textual description of images, mostly using keywords. However, it has 
been shown that there are three major difficulties to this approach; subjectivity, 
volume, and explicability. These disadvantages of text-based image retrieval 
techniques call for another relatively new technique known as Content-Based Image 
Retrieval (CBIR). CBIR Technology boils down to two intrinsic problems i) how to 
mathematically describe an image ii) how to assess the similarity between a pair of 
images based on their abstracted descriptions. The mathematical description of the 
image for retrieval purpose is referred to as the image signature. The image signature 
is computed   directly from visual features of the image such as colors, shapes, 
contrast, etc. These features are used to describe the entire image and provide a 
dramatic reduction of data, which is required to perform online retrieval. The 
approach towards similarity measure depends on the types of signatures. Euclidean 
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and geodesic distance measures have been adopted for feature vector based signature 
whereas weighted sum of vector distances is used for region based signature. 

The feature extraction and similarity measure of CBIR algorithms involve highly 
computation intensive and repetitive operations on a large data set yet have to satisfy 
the real time application requirements. One way to supplement software approaches 
for this purpose is to provide hardware support to the system architecture [1] . 
Unfortunately, very little has been explored in this direction, partly due to the lack of 
agreed-upon indexing and retrieval methods. There are a notable few hardware 
implementations reported in the literature [2, 3, 4, 5]. The authors of [2] propose an 
FPGA implementation for sub image retrieval within an image database for binary 
image. Color histogram based method has been proposed by [3]. The proposal 
implementation in hardware proved very efficient, since it requires elements such as 
filters and shifters, which perform very well on hardware in terms of speed and silicon 
area. The authors of [4] have proposed a parallel architecture for distance calculations 
in the similarity measure stage of the architecture proposed in is based on the unique 
combination of reconfigurable resources combined to Flash memory, and allows for a 
speed-up of 45 as compared to existing software solutions. In [5], a hardware 
implementation of a fuzzy modified ant colony processor that is suitable for image 
retrievals is presented for the first time. The main characteristic of the proposed 
digital circuit is the use of pipelined data supply and parallel processing. examples of 
micro-architectures related to the dominant colors descriptor and the compact color 
descriptor. 

We propose an algorithm and architecture for hardware implementation of trace 
transform based feature extraction for CBIR system. The proposed algorithm is 
focussed to reduce the computational complexity in the addressing block for trace 
based feature extraction and is also optimized for memory consumption and speed for 
distance calculations in the similarity measure phase. The above measures are 
responsible for reducing the response time of a retrieval process. 

2   Proposed Algorithm and Architecture for Trace Transform 
Based Feature Extraction 

Transform based feature extraction for CBIR algorithms have been implemented 
using wavelet, Radon, Hough and Trace transform. Wavelets [6] have often been 
considered for their locality and their compression efficiency. Wavelet transforms 
have been applied to texture representation [7, 8] sometimes in conjunction with 
Markovian analysis. The authors of [9] propose two rotation and scale invariant 
features extracted from the Hough transform domain to guide a CBIR system in the 
search of relevant building images. [10] have used local Radon Transform  by 
aligning the centre of the Radon Transform with the centroids of the region of interest 
to provide a robust CBIR feature. [12] Propose a radon transform and 1-D Discrete 
Cosine Transform based hashing algorithm which is more secure and robust.  

Trace transform [13] which is an alternative image representation and from which 
we can construct the so called triple features. In [14] it was shown how one can 
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construct such features invariant to rotation, translation and scaling, hence object 
signatures invariant to affine transforms can be constructed.  The trace transform is a 
generalization of the Radon transform in such a way that instead of computing only 
the integral along the lines tracing image many functional [Table 1] can be computed 
of the image function to obtain the trace matrix or the trace image in Fig 1. Applying 
two others functionals (Circus and Diametric) to the each parameter of tracing line, 
yields to a Triple feature, which characterize the original image in number format. To 
compute invariant Triple features a sophisticated combination of three functionals 
(Trace, Circus and Diametric) is needed.  

We propose to use trace transform for obtaining the image descriptor as the 
transform is invariant to translation, rotation, scaling, local texture distortion, and local 
geometrical deformation. We have selected trace functionals among the multitude of 
well defined trace functionals that are suitable for hardware implementations. The 
selected functionals involve integers and not floating point operations and hence are 
appropriate for FPGA environment. The identifier so obtained has comparable 
performance in terms retrieval accuracy at the same time performing better in terms of 
retrieval speed with respect to the reported CBIR algorithms. 

 

Fig. 1. Algorithm flow 

2.1   Proposed Algorithm 

I. PRE-PROCESSING 

 i. The input colored image is converted to grey scale. 
 ii. Image is downscaled to 64 X 64 size. 
 iii. Apply median filter to remove the noise. 

II. FEATURE EXTRACTION 

    i. Trace Transform is applied to obtain the trace transform matrix. 
ii. A diametric function is applied to obtain –1d. 
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Fig. 2. Functional diagram of the proposed architecture 

III. EXTRACTION OF BINARY BIT STRING TO BE STORED IN DATA BASE. 

IV.  STEPS 1, 2 AND 3 ARE REPEATED FOR QUERY IMAGE. 

V.  SIMILARITY MEASURE IS DONE USING XOR OPERATION. 

2.2   Proposed Architecture 

2.2.1   Pre-processing 
Preprocessing involves conversion of images to grey scale, filtering and down 
scaling the images.  Grey scale conversion contributes to the reduction in the volume 
of the input data hence also the memory size. Filtering is achieved using median 
filters. The choice of median filters is that they belong to a class of spatial window 
based filters and involve integer operations and hence are suitable for 
implementation on FPGA platform. Architecture for implementing median filter has 
been proposed in [15].  Median filters show optimum performance in the removal of 
impulsive noise and impulsive noise effects the results of trace transform functional, 
especially those that involve the minimum and maximum intensity values along the 
trace lines when compared to Gaussian noise because impulsive noise changes the 
pixel values drastically. Median filters effectively remove these outliers thus have an 
averaging effect on the pixel values which contributes to the robustness of the 
identifier against transformations like rotation. Downscaling is utilized to decrease 
the run-time of the feature extraction process complexity and the storage space 
requirement. Downscaling does not affect retrieval accuracy of the trace feature 
based retrieval algorithm. 

2.2.2   Trace Transform Matrix 
We have used functional 1 of Tab.1.to obtain the 2D trace transform matrix. Trace 
transform involves mapping of the pixel value from spatial domain to the trace 
domain Fig.3. The pixels in the trace domain are defined by the trace line t which is a 
function of angle θ and distance d from the origin. The pixels along the trace lines 
need to be addressed for applying the desired trace functionals. Though the 



448 M. Meena, K. Pramod, and K. Linganagouda 

computation of the trace functionals is simple the extraction of the pixels is a 
complicated task. For an image of size NxN, the maximum number of trace lines nt 
for each angle of rotation θ, are √2 . Let the number of rotation angles be , then 
the number of pixels along the trace line will be  √2 , the total number of 
addresses to be generated is 

    . 

      2   
Each address is obtained by 
 

′ sin  cos  

′ sin  cos  

The cost of addressing in terms of operations for one degree resolution is 
 1400  2  

Table 1. Trace Functionals 

 

 

Fig. 3. Trace Transform 

Trace Transform Functionals
1 T (f(x, y)) =

∫∞
0

f(t) dt

2 T (f(x, y)) =
∫∞
0

(f(t))2 dt

3 medianr≥0{f(r), (f(r))1/2}wherer = t − c
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We have applied two diametric functions sum along the columns of the trace 
matrix , and maximum slope along each column to obtain   the identifier bit string. 
We have reduced this complexity by rotating the image by (90 – θ), so that the trace 
lines are horizontal and the pixels can be addressed in scan mode Fig 3. One of the 
factors to be looked into while using this approach was that size of the rotated image 
changes due to which we need to consider only those pixels along the trace line within 
the image hence we have calculated the start and end points for the trace lines Xmin  

and  Xmax for each angle of rotation θ.These values are stored in  the LUT. Addresses 
for each trace line  are generated by simply incrementing from Xmin  until Xmax is 
reached. Table 2 gives the comparison of the of the costs with [16] where the 
reduction in the addressing complexity is achieved by using LUT for sin θ and cos θ. 

Table 2. Comparison of costs 

 

3   Implementation and Results 

The proposed architecture for trace transform based feature extraction has been 
captured using VHDL and designs instantiated using Spartan 3. Xilinx ISE 12.2 with 
XST synthesizer was used in the synthesis of this design. ModelSim-XE III 6.5c  
has been used for functional simulation and testing. Table 3 summarizes the 
implementation results of the proposed architecture. Fig 4 gives the RTL schematic. 
Fig 5 gives the functional simulation of the proposed architecture for downscaled 
image of size 64x64 and angle resolution of 5 degrees. Fig 6 gives the functional of 
the proposed architecture when parallelism is used by operating on four rotated 
versions simultaneously. Synthesis results are given in Table 3. 

Table 3. Synthesis Results 

 

Sl. No. Approach Memory Size Mathematical Complexity
1 LUT for sin θ and

cosθ [16]
6Kbytes Ctot = 1400N2[Cmul + Cadd]

Floating point multiplications
and additions

2 LUT for all the
required pixel ad-
dresses

84 Mbytes(256X256) Nil.

3 LUT Xmin and
Xmax

3Kbytes nθ ∗ nt comparator operations

One Image Parallel Approach(4 Images)
No. of Slices: 1 out of 768 No of Slices:4 out of 768
No. of 4 i/p LUTs: 1 out of 1536 No of 4 i/p LUTs: 1 out of 1536
No of IOs: 51 No of IOs: 51
No of bonded IOBs: 51 out of 124 No of bonded IOBs:51 out of 124
No of BRAMs:1 out of 4 No of BRAMs:4 out of 4
No of GCLKs:1 out of 8 No of GCLKs:1 out of 8
Frequency: 681.4 Images/Sec Frequency: 2725.58 Images/Sec
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Fig. 4. RTL Schematic for Trace Functional 

 

Fig. 5. Snapshot of Trace Sum 

 

Fig. 6. Snapshot of Trace Sum ( Four Images parallel) 

4   Conclusion 

We have proposed architecture for trace based feature extraction which has reduced 
addressing complexity by using a scan mode of addressing to retrieve the pixels along 
the trace line in scan mode at the cost of extra memory (10 KB) for storing the start 
and end addresses of the trace lines. The proposed algorithm reduced the 
computational complexity of trace functional based on integer operations. The 
architecture was further optimized for speed by introducing parallelism to calculate 
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the functional on four rotated images simultaneously at the cost of incremental 
increase in the memory. Implementation results show optimization in speed and 
device utilization when compared to reported architectures [3,16].  

We propose to optimize the architecture for similarity measure and memory 
utilization for the identifier database. 
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Abstract. In this paper, we have proposed a speech emotion recognition system 
based on multi-algorithm fusion. Mel Frequency Cepstral Coefficients (MFCC) 
and Discrete Wavelet Transform (DWT), the two prominent algorithms for 
speech analysis, have been used to extract emotion information from speech 
signal. MFCC, a representation of the short-term power spectrum of a sound is 
a classical approach to analyze speech signal whilst the DWT, a multiresolution 
approach mainly approximate the frequency information along with time 
information. Feature level fusion of algorithms has been performed after 
extraction of features by acoustic analysis of speech emotion signal. The final 
emotion state was determined by classification using Support Vector Machine. 
Popular Berlin emotion database is used for evaluation of the proposed system. 
The results achieved are very promising as the proposed fusion algorithm 
performed well compared to individual algorithms. 

Keywords: Multi-algorithm Fusion, MFCC, DWT, Speech Emotion Recognition. 

1   Introduction 

Natural human-human interactions are made in two ways: verbal which includes 
speaking, singing and tone of voice, and Non-verbal which involves facial expression, 
body language, sign language, touch, eye contact etc. Emotion can be present in both 
types of communication i.e. verbal and non-verbal. Emotion helps to improve the 
level of interaction. Emotion is expressed in several ways: facial expressions, body 
gesture and speech are few of them. Recognizing emotion from human speech is an 
interesting and challenging problem for researchers working in the field of human 
computer interaction. Emotion recognition is one of the prime factors of Human-
computer Interaction (HCI). 

Fundamental frequency is an important voice feature for emotion recognition from 
speech signal [1] and can be easily extracted. Vocal expressions are conveyed by 
prosodic features, which include the fundamental frequency, intensity and rhythm of 
the voice [2]. Other important attributes that can be used for emotion recognition are 
pitch intensity and spectral measures. [3]. Some attributes are very proficient in 
particular emotion state, such as pitch is good to capture anger and fear whereas 
intensity is good for happiness. The success of the emotion recognition system 
depends upon the features incorporating different emotion states of the speaker.  
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We have already proposed [3] a novel approach for emotion recognition based on 
relative amplitude of speech signal. Many researchers have used wavelet based 
approach [4, 5] for emotion recognition [6, 7] used MFCC features for emotion 
recognition. Liqin Fu et. al. [8] utilized temporal features i.e. pitch, amplitude energy, 
energy frequency value, and zero cross ratio and formant frequency. 

We propose a multi-algorithm approach for emotion recognition from speech 
signal. The MFCC and Discrete Wavelet Transform based algorithms have been 
successfully used to extract emotional information from speech signal. MFCC is a 
classical approach to analyze speech signal. It represents the short-term power 
spectrum of a sound, based on a linear cosine transform of a log power spectrum on 
a nonlinear Mel scale of frequency [9]. In the other approach approximation and 
detail coefficients were calculated by decomposing the input speech signal using 
DWT. The wavelet features for each input speech signal are obtained from 4th and 
6th level decomposition using db4 wavelets. The similarity between the extracted 
features and a set of reference features is calculated by K-NN and SVM classifiers.  
We have used Berlin emotion database to evaluate the proposed system. The results 
obtained from fusion are better as compared to the separate performance reported in 
the literature [4, 5, 6, 7]. 

The rest of the paper is organized as follows: MFCC and wavelet transform 
algorithms are described in section 2. Multi-algorithm fusion is explained in section 3. 
Finally the experiment and the result analysis are given in section 5 and concluding 
remarks are given in section 6. 

2   Our Approach 

We have been used wavelet transform and Mel Frequency Cepstral Coefficient 
(MFCC) algorithms to recognize emotion from speech signal. The emotion recognition 
system based on multi-algorithm fusion is given in figure 1. 
 

 
 
 
 
 
 

 
  Speech 
 
 
 
 

Fig. 1. Multi-algorithm fusion emotion recognition system 
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2.1   Wavelet Transform 

Wavelet transform provides a compact representation that depicts the energy 
distribution of the signal in time and frequency domain [10]. We have used 
discrete wavelet transform to decomposes the signal into multilevel successive 
frequency bands utilizing two sets of function called scaling function  and 
wavelet functions ( ) associated with low pass and high pass filters respectively 
[11]. Information captured by wavelet transform depends on properties of wavelet 
function family like Daubechis, Symlet, Biorthogonal, Coiflet etc. and properties 
(waveform) of the target signal. Information extracted by wavelet transforms using 
different family of wavelet function need not be same. It is required to choose or 
evaluate the wavelet function that provides more useful information for particular 
application. 

In Discrete wavelet decomposition of signal, the output of high pass filter and low 
pass filter can be represented mathematically by equation 1 and 2. 

 

                                      ∑ −= ]12[][][ kgnXkYhigh                                       (1) 

                                      ∑ −= ]12[][][ khnXkYlow  (2) 

Where highY  and lowY  are the outputs of the high band pass and low band pass 

filters respectively. 

 

 

Fig. 2. Schematic of Discrete Wavelet decomposition of a speech signal 

2.2   Mel Frequency Cepstral Coefficients (MFCC) Algorithm 

MFCC’s are based on the known variation of the human ear’s critical bandwidths 
with frequency. The technique is based on two types of filters, namely linearly spaced 
filter and logarithmically spaced filters. The phonetically important characteristics of 
speech can be captured by representing the signal at the Mel frequency scale. This 
scale has a linear frequency spacing below 1000 Hz and a logarithmic spacing above 
1000 Hz. Normal speech waveform may vary from time to time depending on the 
physical condition of speakers’ vocal cord. MFFCs are less susceptible to these 
variations [12]. 
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The process of calculating MFCC consists of the following 
steps: 
 

• Framing: In this step the speech signal segmented into 
N samples with 25% overlapping frames. 
• Windowing: this step is applied for spectral analysis 
of the speech signal. We have used Hamming window, given 
in equation 3. 

 

                   
(3) 

 

Where 0 <= n <= N-1 
 

• Fast Fourier Transform (FFT):  FFT was applied on each 
frame to obtain the spectral information from the time 
domain signal.                
• Mel-frequency: For a given frequency, the Mel scale is 
being calculated by equation 4. 

 
(4) 

 

• Cepstrum: Finally the discrete cosine transform (DCT) was 
applied to the signal in order to obtain MFCC coefficients. 

2.3   Fusion of Algorithms 

Information fusion from different streams is a major challenge, specially an adaptive 
and optimal fusion of information. Information fusion can be at three levels: (i) signal 
level (ii) feature level (iii) decision level. In this study we performed feature level 
information fusion of both algorithms. The fusion of algorithms is illustrated in fig 3. 

 
 

Fig. 3. Feature level fusion of algorithms 
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We get two feature vectors ),....,( 21 mmfcc fffF =  and  ),....,( 21 nwav fffF =  by 

applying mfcc algorithm and wavelet transform respectively. The feature vectors having 
vector length n and m. Let ),....,( 21 nmfffFi += be the fused feature vector of feature 

vectors Fmfcc and Fwav. Fi  is obtained by augmenting the normalized feature vectors mfccF  

and wavF ,  then performing the feature selection on the concatenated vector formed.  

3   Feature Extraction 

3.1   Feature Extraction from Wavelet Transform 

The speech signal is passed into successive high pass and low pass filter in order to 
extract wavelet coefficients. Selection of suitable wavelet coefficients and the number 
of levels of decomposition is important. Daubechis wavelet family provides good 
results for non-stationary one dimensional signal analysis [13]. Therefore we have 
used Daubechis wavelet in this study. The feature vectors obtained at six level 
wavelet decomposition provides compact representation of the signal. The 
coefficients occur in the whole bandwidth from low to high. The original signal can 
be represented by the sum of coefficients in every sub band, which is cD6, cD5, cD4, 
cD3, cD2, cD1. Feature vectors are obtained from the detailed coefficients applying 
common statistics i.e. standard deviation, mean etc.  

 

Fig. 4. Feature extraction process using MFCC and DWT 
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3.2   Feature Extraction from MFCC 

For the short period of time the characteristics of the speech signal are fairly 
stationary, therefore the short-time spectral analysis is the most common way to 
characterize the speech signal [14]. The input emotion speech signal is segmented into 
a number of frames. Windowing operation is performed to capture the static property 
of the signal. Hamming window with 20 ms size and 25% overlapping has been used 
here. Then Fast Fourier transform is applied to produce the spectral characteristic of 
the speech signal.  For the given frequency the mel frequency was calculated by 
equation 4. Finally the log Mel spectrum is converted back to time domain in order to 
get mel frequency cepstral coefficients (MFCC). 

4   Feature Matching 

K-NN algorithm has been used for feature matching between feature set (reference 
features) and query feature. The training set s contains l points n

lxl Rfff ∈      },,......,{ 1  

and their corresponding class labels },.....,1{     ,y     },,.......,{ i1 cN Nccyy =∈  where cN  is the 

number of different classes. 
The distance between two vectors X and Y  having length n  can be calculated by 

Euclidean distance, Manhattan distance etc.  

Euclidean distance is defined as follow: 

                                        ∑ −=
=

n

i
ii yxYXd

1

2)(),(                                                         (5) 

5   Experiments and Results 

The Berlin emotional dataset, recorded by speech workgroup headed by Prof. Dr. W. 
Sendlmeieris was used for experimental purpose [15]. The database accommodates 
spoken sentences of 10 actors (5 males and 5 females) in seven states of emotional 
references: Anger, Boredom, Disgust, Fear, Joy, Sad and Neutral. The actors have 
spoken 10 predefined sentences with each emotion. They are sampled at 16 KHz 
sampling frequency. We have rearranged the database by renaming the folder of each 
emotion state from one to seven for seven emotion classes. Then we also renamed the 
emotion files from one to thirty. All the experiments were performed on MatLab 7.0 
platform.  

The steps involved are Pre-processing, segmentation, coefficient extractions, 
feature vector generation, features normalization and classification. The feature 
vectors obtained from multi-algorithms has been normalized using min-max 
normalization for classification purpose. The normalization was applied into both 
feature vectors obtained from MFCC and wavelet transform. We have seven emotion 
classes and each class contains thirty emotion files. Twenty five emotion files were 
used for training and rest files were used for testing. The experiments were also 
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performed individually by taking wavelet and mfcc features. A feature level fusion 
was also performed as discussed in section 3. Each emotion samples of same emotion 
state was assigned same class i.e. twenty-five emotion samples of same emotion states 
were assigned the same class.  In this way the whole dataset is grouped into seven 
classes for seven emotion states. Euclidean distance was used to calculate the 
distances among feature vectors. 

The wavelet coefficients were formed by 6th level wavelet decomposition of 
emotion samples. General statistics was applied on wavelet coefficients in order to 
form feature vectors. Feature vectors are generated by applying common statistics 
described in section 3. The performance results of different algorithms are shown in 
table1 and corresponding graph is illustrated in figure 5. 

Table 1. Classification Results 

Sl. Emotion  Wavelet MFCC Fusion 1 Anger Vs Boredom 0.10 0.15 0.10 2 Boredom Vs Disgust 0.30 0.25 0.20 3 Disgust Vs Fear 0.25 0.35 0.25 4 Fear Vs Happy 0.20 0.25 0.15 5 Happy Vs Neutral 0.25 0.34 0.20 6 Neutral Vs Sad 0.30 0.25 0.20 

 

Fig. 5. Performance graph of different algorithms with fusion 
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6   Conclusion 

In this study, we have proposed speech emotion recognition system based on MFCC 
and Wavelet Transform. Features were extracted using the proposed algorithm and 
evaluated using Berlin emotion speech database. A Comparative study is also 
performed here. The experimental results are very promising. A feature level fusion 
of algorithms was performed in this study. 
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Abstract. The performance of an fingerprint recognition system is mea-
sured by its accuracy in recognition. For a feature-based fingerprint
recognition system, the accuracy is heavily depend on the chosen feature
set. A fingerprint image may suffer from problems like translation, rota-
tion, scaling and elastic distortion due to different imaging conditions. A
fingerprint recognition algorithm should address these problems before
building the feature set. We present a novel method of representing the
fingerprint ridge shape as the feature set by combining chain code and
fourier descriptor for fingerprint recognition. Experimental results shows
that our proposed algorithm is reliable for fingerprint recognition.

Keywords: fingerprint matching, chain code, fourier descriptors.

1 Introduction

Fingerprint is one of the reliable and widely accepted biometric systems for auto-
matic personal identification. Also, due to their uniqueness and unchangeability,
it is a trusted biometric system for many security purposes. An automatic fin-
gerprint identification/verification system either verifies an individual for a one-
to-one template match or identifies an individual for a one-to-many template
match. The performance of an fingerprint recognition system can be measured
using its matching accuracy and matching speed and these two criterions heavily
depends mainly on methods of feature extraction and matching algorithm used.

A fingerprint matching algorithm compares two fingerprints, the one which
stored in the database and the other which is queried, and returns either a
similarity score (score between 0 and 1) or a binary decision (matched/non-
matched). One of the most popular method is to utilize the feature set extracted
from the fingerprint image as an input for the fingerprint matching. Fingerprint
feature extraction and matching algorithm are quite similar for both fingerprint
verification and identification problem [11]. Due to different imaging conditions,
feature extraction from a fingerprint image may suffer from problems like trans-
lation, rotation, scaling and elastic distortion and thus also same for fingerprint

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 460–468, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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matching. Fingerprint matching can be broadly classified into minutiae-based,
correlation-based and feature-based.

The most popular and widely used methods are minutiae-based [6,8]. These
use a feature vector extracted from fingerprints as sets of points in a multi-
dimensional plane. Minutiae-based matching method consider minutiae points,
special points of fingerprint impressions representing ends and bifurcations of
the fingerprint ridge structure, that has maximum number of pairing.

Minutiae-based fingerprint recognition often fails because minutiae extraction
is extremely difficult in low-quality fingerprint images. The feature-based recog-
nition methods use features such as local orientation and frequency, ridge shape,
and texture information for its matching [11]. The features for these types may
be extracted more reliably than those of minutiae.

In correlation-based matching two fingerprint images are superimposed and
the scores from the intensities of the corresponding pixels are computed [11].

In an automatic fingerprint recognition system, feature-based matching would
be better because the deterioration is gradual in a noisy image. This paper
proposes a novel method of representing fingerprint ridge shape as the feature
set by combining fourier descriptor with freeman chain code [3] for fingerprint
recognition. Chain code is extensively used in [9,10,15,4] representing the contour
of an object. The advantage of using chain code to represent the shape of an
object is that, it gives a lossless representation of the contour. But chain code
processing is computationally costly and does not has much discriminating power
for a match. On the other hand, fourier descriptor method can overcome the
effect of noise and boundary variations on shape feature extraction by analyzing
shape in spectral domain. In addition, shape representations based on fourier
descriptor method are compact and computationally light. Furthermore, they
are easy to normalize and their matching is very simple process [7].

2 Shape Representation

In general, a shape representation is any 1-D function representing 2-D area or
boundaries. The following sections represent two popular methods for represent-
ing the shape.

2.1 Chain Code

Chain codes describe an object by a connected sequence of straight-line segments
of length and direction [9]. This representation is based on 4-connectivity or 8-
connectivity of the segments [5]. The direction of each segment is coded by using
a numbering scheme as shown in (Fig. 1) below. Chain code representation of
object contour is extensively used in document analysis [10].

The contour can be represented using 8-connectivity chain encoding [3]
method. When 8-way connectivity is used, we will get 8 different representa-
tion of directions, where each direction varying in 450 angle from the previous
one. A chain code can be generated by moving along a boundary of an object in
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Fig. 1. Chain code Direction: (a) chain code in four directions (4-connectivity), (b)
chain code in eight directions (8-connectivity)

an anti-clockwise direction and assigning a direction to the segments connect-
ing each pair of pixels. This direction along the object boundary varies from
0,1,2,....,7 in anti-clockwise direction. It is compact and translation invariant in
representing an object, however, it depends on rotation and scaling transforma-
tions. Processing the resulting chain code, also, poses difficulties, since they tend
to be quite long.

3 Fourier Descriptors

The Discrete Fourier Transformation (DFT) is generally used to describe the
shape features from the image boundary and so it is a popular method for shape
analysis [13,16]. The fourier transformation utilizes the coefficients form the
fourier descriptors of the object shape. The advantage of using fourier descriptors
is that, it represent the object shape in frequency domain. The lower frequency of
the fourier descriptor contain information about the global features of the shape,
and the higher frequency contain information about local details of the shape.
The high frequency information that specifies the local details of the shape does
not contain the discriminating power for shape classification since it contains
noises, and therefore, they can be ignored. Since only a subset of the coefficients
generated from the transform would suffice in capturing the overall features of
the shape, the dimensions of the fourier descriptors get significantly reduced.
The Discrete Fourier Transformation method is explained below.

Consider that the boundary of a particular object shape has K pixel points
numbered from 0 to K-1. Starting from an arbitrary point the coordinate pairs
of these pixel points can be (x0, y0), (x1, y1), ......., (xk−1 , yk−1) by traversing the
boundary in some order. Therefore, we can describe the boundary as:

x(k) = xk

y(k) = yk

Here the coordinate pair of the point in an image plane can be converted as
a complex number by writing

z(k) = x(k) + iy(k)
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The complex-valued boundary function using the Discrete Fourier Transform
(DFT) to form the descriptors [5]. The discrete fourier transform of z(k) is

ak = 1
k

∑K−1
k=0 z(k)e−j2πuk/K , u = 0, 1, ......, K − 1

The complex coefficients ak are called the Fourier Descriptors of the boundary.

4 Proposed Method

In the proposed method of fingerprint recognition, we combine two shape signa-
tures, Freeman chain code [3] and Fourier descriptor.

4.1 Pre-processing

The first step in preprocessing is to binarize the fingerprint to make the image
pixel values to range between 0 and 1. We used Otsu’s algorithm [12] for the
purpose of selecting the threshold and binarizing the gray scale images, so that
the binarized image has 0 (black) as background pixels and 1 (white) as fore-
ground pixels. The noises in the image is removed using morphological open and
close operations. Then we performe labeling using connected component labeling
method. Connected Component Labeling scans a fingerprint image and projects
out fingerprint ridges based on their pixel connectivity.

4.2 Chain Code Processing

Fingerprint ridge contour is chain encoded by using 8-way chain encoding [3]
method. We have chosen contour instead of a thinned image as thinning intro-
duces some loss of information and takes high processing time. Our chain code
extraction method is obtained by the following method:

Step 1: Scanning the image from top to bottom and right to left
Step 2: Detect the transition from black (background) to white (foreground)
Step 3: Trace the contour anti-clockwise by analyzing the pixel label
Step 4: Mark the chain code number and express it as an array elements
Step 5: Repeat the Step 1 to 4 for every fingerprint ridges

But before extracting the contour using chain code, image has to be normal-
ized to fixed sample of points. This is important because the length of the chain
code of an object shape tends to be too long. In addition, shape normalization
is also important due to the fact that stored object shape and querying obe-
jct shape can have different size. The sampling process not only eliminates the
noises along the shape boundary but also corrects the small details along the
shape boundary as well. In order to facilitate the use of the fast fourier trans-
form (FFT), the number of sampled points is chosen to be power-of-two integer.
There are generally three methods of normalization (i) equal points sampling
(ii) equal arc sampling and (iii) equal arc length sampling. Among the above
three sampling methods, we have used the equal arelength sampling method
mentioned in [17].
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Fig. 2. (a) Original Image (b) Image after Binarization and Labeling (c) Plot of direc-
tion of chain encoded ridge contour(For viewabiltiy only part of the ridge is plotted)

4.3 Fourier Descriptor

For a given shape described above, z(k), k = 0, 1, ......, L assuming it is normal-
ized to N points in the sampling stage, the discrete fourier transform of z(k) is
given by

zn =
1
N

N−1∑
i=0

z(k)e−j2πnt/N , n = 0, 1, ......, N − 1 (1)

The coefficients zn, n = 0, 1, ..........., N −1, are usually called Fourier Descrip-
tor (FD) of the shape denoted as FDn, n = 0, 1, .........., N − 1

Our method of computing fourier descriptor follows the following steps:

Step 1: Represent the chain code numbers of the fingerprint ridges in the com-
plex plane using the lookup table (Table 1) as described in [14]

Step 2: Apply the fourier transform to these set of numbers using equation(1)
Step 3: Obtain the fourier descriptor coefficients
Step 4: Repeat Step 1 to 3 for every array elements

Table 1. Lookup Table [14]

Chain code 0 1 2 3 4 5 6 7

Complex number 1 1+i i -1+i -1 -1-i -i 1-i

4.4 Feature Extraction

Feature extraction is a critical phase in any automatic fingerprint matching sys-
tem. The performance of a matching algorithm is directly related with how good
the features extracted from the image. As in the case of fingerprint image, its the
global shape feature determines the different fingerprint classes. A valid feature
set extracted should be able to capture this global information effectively. Due
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to different imaging conditions, a fingerprint image may suffer from problems
like translation, rotation, scaling and elastic distortion. In order to make a valid
match between stored object shape and queried object shapes, the feature set
extracted from the object shape must be invariant to the above transformation.
Shape invariance is difficult to achieve under spatial domain. Most invariance
techniques in spatial domain, especially rotation invariance techniques, involve
large amount of computation. However, shape invariance is easy to achieve in
frequency domain using FDs.

The FD’s are invariant under translation by its nature. Rotation invariance
of the FD’s are achieved by ignoring the phase information and by taking only
the magnitude values of the FD’s. Scale invariance is achieved by dividing the
magnitude values of all the other descriptors by the magnitude value of the
second descriptor [17].

For the object shape representations using complex coordinates, all the de-
scriptors are needed to describe the shape. The DC component depends only on
the contour position of the shape, it is not useful in describing shape and thus
is ignored [7,17].

The invariant feature vector used to describe the shape [17] is then given by

f = [ |FD2|
|FD1| ,

|FD3|
|FD1| , ......,

|FDN−1|
|FD1| ]

4.5 Matching Similarity Measures

In this proposed method Euclidian distance in the equation(2) is used as the
measure of similarity for matching the input image. During the matching process
the feature extracted are compared against the stored feature data set. The
difference score between the queried feature set (fq) and stored feature set (fs)
will be calculated. Features of the image having less score are more similar.

score = (
N∑

i=1

|f i
q − f i

s|2)
1
2 (2)

5 Test Results

The proposed reference point estimation method has been tested with a sample
set of fingerprint images taken form Neurotechnologija web site [2] named Ver-
ifinger Match DB. From the database we have taken 400 fingerprint images (8
fingerprint images of 50 persons)

To evaluate the performance of the proposed matching method, False Accep-
tance Ratio(FAR) and False Rejection Ratio(FRR) are used. A Receiver Oper-
ating Characteristic (ROC) curve is used to plot the Genuine Acceptance Rate
(1-FRR) against False Acceptance Rate.

To compute the False Acceptance Rate (FAR)

FAR =
Number of accepted imposter claims

Total number of imposter accesses
∗ 100 (3)
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and the False Rejection Rate (FRR)

FAR =
Number of rejected genuine claims

Total number of genuine accesses
∗ 100 (4)

In ideal case these two values would be zero. But in real scenario, in ROC
curve these two values will meet at an operating point. An Equal Error Rate
(ERR) is the point where these two values meet in an ROC curve.

To compute FAR and FRR, the genuine match score and imposter match score
need to be calculated. To compute genuine match score for the entire database,
one fingerprint sample of each person is matched against other fingerprint sam-
ples of the same person. To compute imposter match, one fingerprint sample is
matched against the remaining sample of the other persons.
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Fig. 3. Performance Measure Plots (a) ROC curve from similarity measures with
the Neurotechnologija Verifinger Match DB database (b) DET curve. EER is shown
with a label ’O’

The results has been plotted using Biosecure Tool, a program for performance
evaluation of a biometric verification system [1]. Fig.3 shows the performance
measure plots on the Neurotechnologija Verifinger Match DB database.

Table 2. Confusion matrix of the fingerprint image matching

R L W A T

R 30 0 0 0 0

L 0 26 3 0 0

W 0 3 21 0 0

A 0 0 0 6 0

T 0 0 0 1 15
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For a classification problem, we manually classified the fingerprint images of
the database into five different class such as Whorl, Arch, Tented Arch, Right
Loop, and Left Loop. Out of 105 sample test images, the matching algorithm
produced a classification accuracy of 93.3%. The confusion matrix is shown in
the (Table 2). By classifying into five different classes, no fingerprint images
were rejected during the classification stage. More misclassification occurred in
the Whorl class due to its small interclass variation.

6 Conclusion

The performance of an fingerprint recognition system can be measured using
its matching accuracy and matching speed and these two criterions heavily de-
pends mainly on methods of feature extraction and matching algorithm used. We
present a novel method of representing the fingerprint ridge shape as the feature
set by combining chain code and fourier descriptor for fingerprint recognition.
Fingerprint ridge shape is a good feature set for fingerprint matching because
fingerprint is formed by ridges and valleys. By using fourier descriptor a trans-
lation invariant feature set can be extracted from the chain encoded fingerprint
image. The experiment results shows that this proposed method can be used
reliably for fingerprint matching.
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Abstract. The present work investigates the performance of different multi-
resolution transforms in the application of emotion recognition from facial 
images. Multi-resolution analysis of image provides frequency information along 
with time information in different scale, orientation and locations. The emotion 
information from facial images was being captured by different multiresolution 
algorithm such as Wavelet Transform, Curvelet Transform and Contourlet 
Transform. Wavelet transform mainly approximate frequency information along 
with time whereas curvelet transform is best to capture edges information with 
very few coefficients. Various statistical features obtained from different 
algorithms have been used to build reference model. The classification part was 
done using support vector machine (SVM) and K-Nearest Neighbor (KNN) 
classifier with JAFFE, a Japanese facial emotion database. The individual as well 
as comparative study of different algorithms was done successfully. 

Keywords: Multi-resolution transforms, Emotion Recognition, Curvelet 
Transform, Wavelet Transform, Contourlet Transform.  

1   Introduction 

In Human Computer Interaction (HCI) domain, nowadays researchers focus on to 
make a better interactive system that should be capable to perceive, interpret and 
express emotions as like human being. From the machine perspective, recognizing the 
user’s emotional state is one of the main requirements for computers to successfully 
interact with humans [1]. Multi-media and man-machine communication systems 
could promote more efficient performance if machine understanding of emotion is 
improved [2].  

Natural human interaction occurs through either two ways: verbal which involving 
speaking, tone of voice and Non-verbal involves facial expression, sign language etc. 
Emotion can be present in both type of communication i.e. verbal and non-verbal. It 
helps to better human-human interactions. Emotion can be expressed by several ways; 
facial expressions, body gesture and speech are few of them. Recognizing human 
facial expression and emotion by computer is an interesting and challenging problem 
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before today researchers emphasis on better human computer interaction. Emotion 
recognition is one of the prime factor in the Human-Computer Interaction. 

Multiresolution methods provide frequency information in different scale, 
orientation and locations. The multiresolution transforms can be successfully used to 
analyze the image. In this study we used three different multiresolution transforms 
namely Wavelet, Curvelet and Contourlet Transform. Wavelet transform well 
approximate the frequency information along with time however some properties like 
directionality and anisotropy are not supported by wavelet in image processing. So we 
have to explore new transform like curvelet and contourlet for image representation. 
The main characteristic of curvelet transform is that edge information can be better 
approximated by curvelet and few curvelet coefficients are required to capture edge 
information. Most facial expression recognition systems are of the unimodal type, as 
they focus only on facial expressions when determining mental activities. However, 
the evaluations of multiple communication channels may robustness as well as 
improve correct interpretation of facial expressions in ambiguous situations. At 
present, most attempts of channel fusion are of the bimodal type and integrate voice in 
addition to facial expressions [3]. 

We propose a framework for human emotion recognition using different 
multiresolution transforms. The Curvelet Transform has problem of redundancy. 
Contourlet has all the desirable properties of curvelets including directionality and 
anisotropicity and at the same time reduces the redundancy of the curvelets [4]. The 
similarity between the extracted features and a set of reference features is calculated 
by means of Support Vector Machine (SVM) and K-Nearest Neighbor (KNN) 
classifier. JAFFE database has been used in experiments. 

The organization of the paper is as follows: Related works are discussed about in 
section 2. Section 3 described different multiresolution algorithms i.e. wavelet, 
curvelet and contourlet algorithms. Experimental setup is explained in section 4 and 
concluding remarks are given in section 5. 

 

 
 
 
 

 

 
  Speech 

 

Fig. 1. Typical model of Emotion Recognition System 

2   Related Work 

Multi-resolution approaches are relatively new for emotion recognition, hence few 
research work has been reported in this area. Wavelet transform based study is 
discussed in [5] and [6]. Many researcher emphasis that the emotion recognition 
system should be multimodal as single modality is not sufficient to recognize emotion 
completely. Muharram Mansoorizadeh [7] has proposed a multimodal information 
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fusion framework for human emotion recognition. Curvelet based emotion recognition 
work has been presented by [8, 9]. Chien-Cheng Lee et al. [10] used contourlet features 
and a regularized discriminate analysis for facial expression analysis. 

3   Multi-resolution Image Analysis 

Multi-resolution image analysis provides both spatial as well as frequency 
information of image. It yields good time resolution but poor frequency resolution at 
higher frequencies, on the other hand good frequency resolution and poor time 
resolution at lower frequencies [11]. Multi-resolution techniques approximate the 
frequency information along with time information, eventually useful in image 
analysis. In this study, we investigated different multi-resolution algorithms i.e. 
wavelet, curvelet and contourlet transform with their pros and cons.  

3.1   Wavelet Transform 

The two-dimensional wavelet can also be constructed from the tensor product of one 
dimensional  and  by setting: [12] 
 

 
 

where   are wavelet functions. 
Wavelet transform analyzes the image at different scales or resolutions. It 

decomposes the image into subbands that are localized in both space and frequency 
domains. A wavelet coefficient is large only if the singularities are present in the 
support of a wavelet basis function. The magnitudes of coefficients tend to decay 
exponentially across scale. Maximal energy of images concentrates on these large 
coefficients. Wavelet coefficients of images tend approximately de-correlated because 
of the ortho-normal property of wavelet basis functions. 

Wavelet transform makes it possible to be multi-resolution by providing the means 
to analyze an image signature at several levels of resolution. DWT decomposes a 
signal in multilevel successive frequency band utilizing two sets of functions called 
scaling function  and wavelet functions ( ) associated with low pass and high pass 
filters respectively [13]. Information captured by wavelet transform depends on 
properties of wavelet function family like Daubechies, symlet, biorthogonal, coiflet 
etc and features (waveform) of target signal.  

3.2   Curvelet Transform 

The Curvelet transform is a higher dimensional generalization of the Wavelet 
transform designed to represent images at different scales and different angles [14]. 
The benefit of using Curvelet transform is that curved singularities can be well 
approximated with very few coefficients and in a non-adaptive manner [14]. The 
limitation of wavelet transform is that it fails to represents objects containing 
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randomly oriented edges and curves as it is not good at representing line singularities 
[15]. The curvelet transform is able to catch the edge singularities efficiently. Fig.1 
shows the curvelet construction. 

There are two variants of discrete curvelet transform namely Unequispaced FFT 
transform and Wrapping transform. In unequispaced FFT, the curvelet coefficients are 
formed by irregularly sampling the Fourier coefficients of the image. In wrapping 
algorithm, curvelet coefficients are formed by using a series of translations and a 
wraparound technique. The wrapping based algorithm performs faster in computation 
and more robust as compare to USFFT however both algorithms give the same 
output. Therefore we have used wrapping based algorithm to find out curvelet 
coefficients. Figure 2 shows curvelets in frequency as well as spatial domain. The 
shaded area is one of the wedge. The wedges are formed by dividing the frequency 
plane into different partitions and the spatial plane is divided in respect to θ (angular 
division). The angular division partitions each subband image into different angles. 

 

Fig. 2. Curvelets in frequency domain (left) and spatial domain (Right) [16] 

The Algorithm (USFFTs)  
 
Algorithm for finding the curvelet coefficients [22]: 
 
STEP1: Take the Fourier transform of the signal 
 
STEP2: Divide the frequency plain into polar wedges (as 
shown in fig.2) 
 
STEP3: Find the curvelet coefficients at a particular 
scale (j) and angle (θ) by taking the inverse FFT of each 
wedge at scale j and oriented at angle θ. 
 
Discrete curvelet coefficient can be given by the equation 
1 [16] 
 

(1) 
 
 

Here          is digital curvelet transform. j is scale, 
l is orientation and (k1, k2) are location parameters. 
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3.3   Contourlet Transform 

The Contourlet Transform is a directional transform, which is capable of capturing 
contours and fine details in images. The contourlet expansion is composed of  
basis function oriented at various directions in multiple scales, with flexible aspect 
ratios [17]. 

The contourlet transform is implemented by pyramidal directional filter band 
proposed by Minhdo and Vetterli [18]. It computes the multi-scale decomposition into 
octave bands where low pass channel is sub-sampled. A directional filter bank (DFB) 
was applied to each high pass channel. As DFB is designed to capture high frequency 
components (representing directionality), the LP part of the PDFB permits subband 
decomposition to avoid “leaking” of low frequencies into several directional 
subbands, thus directional information can be captured efficiently. Fig. 3 depicts the 
directional filter bank decomposition. for more reading please refer to [19]. 

 
Fig. 3. Double filter bank decomposition [17] 

4   Experiments and Results 

4.1   Emotion Corpus 

JAFFE database [20]: The experiments were performed on JAFFE database. The 
JAFFE database contains 213 images of 7 facial expressions (6 basic facial 
expressions and one neutral) posed by 10 Japanese female models. As shown in Fig. 5 
(a), the images were taken against a homogeneous background with extreme 
expression variation, and the image size is of 256×256.  

4.2   Experimental Setup 

The performance of the face recognition system depends upon the features extracted 
from images. The features should have high intraclass similarity and low interclass 
similarity. The experiments comprise two modules: training and testing. Different 
Transforms were applied to decompose each image in order to extract the coefficients 
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Fig. 4. Face detection and crop operation on JAFFE Database 

as discussed in section 2. To extract the curvelet coefficients we applied fast discrete 
curvelet transform to images with 4th and 6th level decomposition using Curvelab-
2.1.2 [21]. We used only basic software of Curvelab and further modification was 
done by us. Some common statistical methods applied on each coefficient obtained 
from different transforms at each subband level to get feature vector.  The curvelet 
subbands at 4th level decomposition are {1x1 cell}    {1x16 cell}    {1x32 cell}    {1x1 
cell} and 6th level decomposition {1x1 cell}    {1x16 cell} {1x32 cell}    {1x32 cell}    
{1x64 cell} {1x1 cell}. Min-max algorithm has been used for feature set 
normalization in order to improve the recognition accuracy before the classification 
for large dataset. All the experiments are performed on Mat Lab 7.0 

Table 1. Classification Results with SVM 

Sl. Emotion  Wavelet Curvelet Contourlet 

1 Anger Vs Disgust 35 40 35 

2 Disgust Vs Fear 25 60 50 

3 Fear Vs Happy 50 45 40 

4 Happy Vs Neutral 20 50 50 

5 Neutral Vs Sad 55 45 40 

6 Sad Vs Surprise 30 50 45 
 

Table 2. Classification Results with KNN 

Sl. Emotion  Wavelet Curvelet Contourlet 

1 Anger Vs Disgust 56.6 36.6 35.5 

2 Disgust Vs Fear 53.3 73.3 70.2 

3 Fear Vs Happy 53.3 46.6 40.5 

4 Happy Vs Neutral 60 66.6 55.6 

5 Neutral Vs Sad 50 50 45.2 

6 Sad Vs Surprise 36.6 36.6 36.0 
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5   Conclusion 

A multi-resolution based facial emotion recognition approach has been proposed in 
this paper. The wavelet, curvelet and contourlet transform was used to extract the 
coefficients from input images. KNN and SVM classifier have been used for pattern 
matching. The experiments were performed on JAFFE database. The experimental 
result shows comparative performance among different multi-resolution algorithms. 
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Abstract. An image watermarking scheme is introduced with an aim to satisfy the 
imperceptibility and robustness requirements. The image is divided into spatially 
disjoint areas. Watermarking is done by interleaving DCT (Discrete Cosine 
Transform), DWT (Discrete Wavelet Transform) and DFT (Discrete Fourier 
Transform). Multiple watermarks are simultaneously embedded in a single  
image in random order. Each area is selected sequentially and watermarked 
independently. The main advantage of this concurrent watermarking method is 
that it makes the watermark invariant to all the available frequency based attacks 
and geometric attacks. The shortcomings of one transform based watermarking 
scheme are overcome by the other. DFT based watermarking is invariant to 
geometric attacks and watermark detection attacks but it is not best suited for 
frequency based attacks like filtering and noise addition. Its shortcomings are 
overcome by applying the DCT and DWT based method in other areas which are 
resilient to frequency based attacks but fail against geometric attacks. Hence if 
any method fails against an attack the watermark can be efficiently extracted by 
the other implemented methods. Simulation results show that proposed method is 
able to withstand many image processing attacks. 

Keywords: Digital Watermarking, Discrete Cosine Transform, Discrete Fourier 
Transform, Discrete Wavelet Transform. 

1   Introduction 

With the growth of the internet, exponential growth rate has been observed in the use 
of digital media for data transfer. And this increased use has led to piracy of data in 
transit. It is due to this reason that the protection of intellectual property rights has 
gained so much of importance. Digital watermarking [3, 10] is one such technique for 
protection of the digital data by inserting some visible or invisible classified 
information into it such that the ownership of the media can be claimed. Digital 
watermarking has been divided into three broad categories depending upon the media 
in which the watermark is embedded as image, audio and video watermarking.  

The paper implements a strategy for image watermarking. Image watermarking can 
again be deployed in two domains as: spatial and frequency. In spatial domain the 
watermark is embedded by modifying the pixel values of the image as in contrast to 
the frequency domain techniques in which the watermark is inserted by modifying the 
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transform coefficients applied on the image. A large variety of transforms are 
available that exploit various characteristics of the image to make the embedded 
watermark resistant towards various attacks. The technique implemented here for 
image watermarking uses the transforms viz. DFT, DWT and DCT. Watermark is 
embedded in different areas of the image by exploiting the advantages of each 
transform.  

The organization of the paper is as follows. Section 2 reviews related works in this 
area, Section 3, 4, 5 describe the theory of DCT, DWT, DFT watermarking 
respectively. Section 6 elaborates upon the implemented strategy. Section 7 shows 
simulation results and section 8 puts forward the conclusions. 

2   Related Works 

Several image watermarking algorithms, with the application of multiple transforms, 
have been proposed to meet the requirements of robustness and security. An algorithm 
based on joint DWT and DCT transform is proposed [7] in which a binary image is 
embedded in three levels DWT transform of host image. For each DWT sub-band, the 
DCT transform is computed and the binary bits of the watermark are inserted in the 
middle frequency coefficients.  

Another watermark embedding scheme by Kang et al. [6] deals with DWT and 
DFT together. In DWT domain a spread spectrum based watermark is embedded in 
the coefficients of the LL sub-band while in DFT domain a template is embedded in 
the middle frequency components. 

Approach on combined DWT-DCT transform by Ali Al-Haj [1] is proposed. In this 
method the DWT non-overlapping sub-bands are calculated. Second level DWT is 
applied on horizontal resolution (HL) sub-band. Now the block based DCT is applied 
in the second level DWT HL sub-band.  

Liu et al. [9] describes a blind watermarking algorithm in mixed transform domain. 
A chaotic sequence is used for locating the watermark. The DCT is applied on the low 
frequency coefficients obtained through the DWT and chaotic sequence is used to 
locate the position of the watermark information in DCT domain. 

A blind watermarking algorithm [14] is based on combination of DCT and DWT 
where the DWT of image is performed and the DCT of LL sub-bands is computed. 
The watermark is scrambled using Arnold and the pseudo random sequence bits are 
embedded into the middle frequency components of the blocks of DCT. 

3   Theory of DCT Watermarking 

Discrete Cosine Transform [4] watermarking uses the block based approach. DCT-
based method transform 8×8 sized block image into the transform coefficients with 
the same size and watermark is embedded by modifying them [2].  For extraction the 
image is divided into similar sized blocks and DCT is applied to them. The watermark 
is extracted by employing the same approach as in embedding process. The complete 
schema of watermarking procedure is shown in Figure 1 (a). 
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Fig. 1. (a) Schema of DCT based watermarking. (b) Schema of DWT based watermarking. 

4   Theory of DWT Watermarking 

The DWT based watermarking method utilizes the characteristics of decomposition of 
image using DWT [15]. DWT is performed on the image to decompose it into four 
non – overlapping multi-resolution coefficient sets LL1, HL1, LH1 and HH1. HL1 
coefficients are further decomposed by applying DWT and then watermark is 
embedded in second level coefficients, which is performed using ‘haar’ wavelet and 
the coefficient mean Ej of each wavelet block SD is computed [6]. 
 

 
 

Cj
(l,s)(x, y) is the wavelet coefficient of the  jth  sub-block, l is  the  level  of  wavelet  

decomposition, s  refers  to the three  sub bands LH, HL and HH, (x, y) is  the  
coordinate of  the wavelet  coefficient  in  the  wavelet-block SD, M  is the total 
number of wavelet coefficient in SD. 

If wm(j)  =1  ,  we modify  the  whole  wavelet coefficients in SD,  using to the 
given equation : 

 

If wm(j)  = 0,  we use following equation : 

 
 

Here P is defined as P = A + T(j) * B and T(j) is defined as 

 

 

 

 

   
(a)                                                                     (b) 
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Texture (j) is the local variance of the jth wavelet sub-block and β is a constant. The 
complete schema of DWT watermarking is shown in Figure 1 (b).A 2-level DWT 
decomposition of each block is done to extract the embedded bits from a sub-block, 
Then  we  compute  the  coefficient  sum  (Sum*)  of  the wavelet-block SD,  using 
equation:  

 

Sum* is compared with the predefined constant threshold T to decide whether the 
coefficient carries a bit'0' or 'l' using the formula: 
 

 
 
Where wm(j) is an extracted watermark bit. 

5   Theory of DFT Watermarking 

Discrete Fourier Transform (DFT) of a 2 dimensional matrix (image) is calculated as 
follows. 

 

Where I is the matrix storing the DFT coefficients, N1, N2 are the dimensions of the 
image. These coefficients are complex numbers. The watermark used with the DFT 
watermarking is circularly symmetric [12]. 

Watermark in DFT domain is embedded in the magnitude part of the coefficients. 
The magnitude of DFT coefficient is resistant to the RST attacks, which makes DFT 
transform based watermarking scheme RST attacks invariant [5]. The magnitude is 
given by the absolute value of the DFT coefficients.  
 

 
 
This phase information is required to rebuild the image from the DFT coefficients and 
calculated as follows. 

 

To insert the watermark into the magnitude, additive watermark is applied after 
multiplying the watermark by watermark strength factor α [11]. 

 
 

The function f is defined as: 
 

 

 

 

 

 

( ) 
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To rebuild the image we use 
 

 
 

As a result of the above equation the watermarked magnitude again transformed into 
the complex values representing the watermarked DFT coefficients. Now inverse 
DFT is applied to these coefficients so that these are converted into the image 
intensities. The correlation between the watermarked image DFT magnitude and the 
watermark W is used for watermark detection purpose. This correlation is performed 
by following equation. 

 
 

So W’ is the finally extracted watermark from the image. Figure 2(a) gives the 
schematic diagram of the DFT based watermarking. 
 

 
 

 
(a)                                                                    (b) 

Fig. 2. (a) Schema of DFT based watermarking. (b) Embedding schema using multiple transforms. 

6   Proposed Spatially Disjoint Watermarking Procedure 

In this paper, a unique image watermarking method is introduced for interleaving the 
same or different watermarks using various watermarking strategies. The interleaving of 
watermarks is done by dividing the image into several equal sized areas. The image is 
divided into four equal areas. Each of the areas is then watermarked with a different 
strategy. For every area a different watermarking procedure is applied treating that 
particular area as a reduced sized image. All the four areas are watermarked 
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independently with same watermark or using the same watermark as a seed to generate 
the watermark. After the watermarking procedures, all the four areas are joined at their 
original spatial location to get the final watermarked image as depicted in Figure 2(b).To 
extract the watermark the watermarked image has to be broken into the same number of 
areas of same size as it was done during watermark embedding. Each area is then fed to 
various watermark embedding modules which return the extracted watermark. 

7   Experimental Results 

The images shown here for the simulation are Baboon and Lena of size 512 x 512. A 
circularly symmetric watermark is constructed by using watermark as a seed. The 
watermark for embedding in the DCT and DWT based methods is also generated by 
using the same watermark. Both the watermarks are shown in Figure 3.   
 

 
Fig. 3. Watermarks used in DFT, DCT and DWT based schemes 

The scheme embeds these four watermarks alternatively to the four areas of Lena 
image as shown in Figure 4. Figure 5 shows the original and watermarked image of 
Baboon. 

 

 
Fig. 4. Image Lena divided into four equal sized partitions and four watermarks embedded into 
the image 

 

Fig. 5. Original and watermarked image Baboon 
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7.1   Result Analysis for PSNR  

This scheme is tested on gray scale images Lena and Baboon. PSNR is the universally 
chosen metric for watermark information added to the original image. As a measure 
of the quality of a watermarked image, the peak signal to noise ratio (PSNR) is 
typically used. For image with 255 gray levels, the PSNR is defined as:  
 

 
 

M and N represent image size. Here the host images are taken as Lena, Baboon and 
Peppers. n is the number of bits used for storing the pixel intensities. For gray scale 
images n=8. MSE is the mean standard error. x and x’ denote the intensity values of 
pixels of the original and the watermarked images respectively.  

7.2   Result Analysis for Similarity Factor 

The similarity factor (SM) is a metric which determines the similarity between the 
watermark inserted and the extracted watermark. The watermark can be extracted from 
watermarked images with SM 1 and 0.9991 respectively. SM is the similarity factor 
ranging from 0 to 1. SM=1, when the embedded watermark and the extracted 
watermark are same. Any other value indicates the difference between them. Generally 
value of SM >.75 is acceptable. SM can be calculated using the following equation [4]: 
 

 
 

The expression has w and w* as the original and the detected watermark. 

7.3   Results for PSNR and SM against Various Signal Processing Attacks 

The PSNR value of the watermarked image having hidden watermarks is 39.61 dB for 
Baboon image and 40.06 dB for Lena image. These values are quite high and provide 
good quality of the watermarked image even with the presence of four watermarks. 
The attacks applied to the watermarked image are implemented from Stirmark 
Benchmark tool [11]. The table 1 shows the performance of the watermarking 
algorithm against various signal processing attacks. Results consist of SM values 
detected during the experiments of extraction of watermark from Lena and Baboon 
images. The high SM values prove that at least one of the watermarks is extractable 
from any of the areas even after application of attacks. Also the attacks where DFT 
watermark is not invariant, the DCT based watermark can be detected with high SM 
values. It depicts the usefulness of the proposed watermarking scheme. Higher the 
PSNR, better the watermarked image quality. 

It is concluded from the results that DCT and DWT performs well for frequency 
based attacks. Figure 6 shows the watermarked image Baboon which is filtered with 
disk filter with filtering coefficient 0.8 and watermarks extracted from the filtered 
watermarked image. The results also show that there is no effect of addition of 
various types of noise to the image in the detection of the watermarks. 
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Fig. 6. Watermarked image Ba
the filtered watermarked image

It is also seen that the D
RST (Rotation, Scaling an
DFT based watermark. The
the image through 300 or sc

 

Fig. 7. Watermarked image B
rotated watermarked image 

Table 1. Results of Wa

Attack Category 
W

DF
Average filter (2×2) 1.0
Median filter (5×5) 0.9
Gaussian filter (5×5) 0.9
Gaussian noise 0.6 0.9
Salt and Pepper noise 0.9
Blurring  0.6 1.0
Sharpening 0.6 1.0
Rotation 30o 1.0
Scaling 1.5 0.9
JPEG compression 20% 1.0
JPEG compression 40% 1.0
Shape Distortion 
Affine transform 1.0
Random Shape 1.0
Inverting Pixels  
Side by side 1.0
Diagonally 1.0
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aboon filtered with Gaussian filter and watermarks extracted fr
e 

DCT and DWT based watermarks are not robust aga
nd Translation) attacks. This problem is counterfeited
e watermark can be detected completely even after rotat
caling up to 1.5 times as shown in figure 7. 

 
Baboon rotated through 30o and watermarks extracted from 

atermark Extraction forBaboon and Lena image SM values 

Watermarked  Image(Baboon) Watermarked  Image(Lena) 

FT DCT DWT DFT DCT DWT 
0000 0.7971 0.6764 1.0000 0.6926 0.6602 
9984 0.4917 0.6421 0.9865 0.5102 0.6160 
9695 0.9854 0.9853 0.9382 0.9732 0.9756 
9123 0.5207 0.7282 0.9217 0.2936 0.7100 
9832 0.4476 0.7282 0.9764 0.2496 0.7406 
0000 0.9483 0.8109 1.0000 0.9111 0.8083 
0000 0.9342 0.8203 1.0000 0.9210 0.8002 
0000 0.3243 0.6971 1.0000 0.3200 0.6463 
9894 0.5018 0.6055 0.9887 0.5016 0.6012 
0000 0.3615 0.4023 1.0000 0.3378 0.4112 
0000 0.5006 0.6123 1.0000 0.5100 0.6111 

      
0000 0.4919 0.7282 1.0000 0.4432 0.6743 
0000 0.5436 0.6136 1.0000 0.5623 0.6159 

     
0000 0.5051 0.6239 1.0000 0.4432 0.4532 
0000 0.5533 0.5952 1.0000 0.5114 0.5589 

 

 

485 

from 

ainst 
d by 
ting 

m the 



486 R. Gunjan et al. 

The results of JPEG compression for Lena and Baboon images are also shown in 
Table 1. JPEG 20 means the JPEG image is compressed by 20%.  Even after this 
compression the SM between the original and the detected watermark is very high due 
to invariance of DFT watermark against JPEG compression. 

8   Conclusion 

In the proposed strategy, the watermark embedding is done using three transforms, 
DCT, DWT and DFT simultaneously in different spatially disjoint areas of the image 
making the method robust against different type of signal processing and geometric 
attacks. Experimental results demonstrate that after JPEG compression the PSNR is 
high due to invariance of DFT watermark against JPEG compression. The high 
watermark detection ratio (SM) values prove that the watermark is extractable even 
after the application of attacks. The scheme suffers from the disadvantage that the 
transformations have not been implemented by taking into account the statistical 
properties of the image. The transformations can be applied depending upon the high 
and low frequency regions of the image. The size of the areas can be further reduced 
which may increase the processing time but at the same time making the algorithm 
more robust. 
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Abstract. In the certain applications, a human hand like robotic hand is needed 
to do the operations alike human can do. The fingers in the human hand have 
the capability to bend on different angles and they can apply the force or can 
hold an object. Current focus of our research is on controlling the robot fingers 
using vision based techniques, which have the joints in finger like human hand. 
This paper describes our approach of robotic fingers positions calculation using 
supervised Artificial Neural Network. User has to show a gesture to the system 
without any limitation or restriction. Hand cropping gives the region of interest 
and made the algorithm faster by processing smaller image. The gesture would 
be extracted from the input image and after detecting fingertips in the region of 
interest, fingers bending angles would be calculated using ANN.    

Keywords: Human Computer Interface, Intelligent Systems, Artificial Neural 
Network, Fingertip Detection, Action Recognition, Digital Image Processing. 

1    Introduction 

There are applications or situations like bomb detection and diffusion, landmine 
removal, and others where more degree of freedom is required than a static machine 
shaft, the shaft should have more functionality. People have an urgent need of a 
robotic hand, which can work same as the human hand. The robotic hand should be 
able to bend fingers like human and it should be easily controllable. Also it should 
be able to work in user interactive situations with a near to real time response time. 
                                                           
*  Author is currently working toward his PhD at Machine Vision Lab, Central Electronics 

Engineering Research Institute, Pilani INDIA (www.ceeri.res.in), affiliated to the Birla 
Institute of Technology & Science, Pilani, INDIA (www.bits-pilani.ac.in). 
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This paper describes a novel method to calculate positions of robot fingers using 
Artificial Neural Network. In the past researchers have done significant work in this 
area of hand gesture recognition but they used a wired glove in which sensors were 
planted or they used colors on fingers to recognize the gesture clearly in the image. 
This work requires no use of sensors or no use of colors or no paper clips are 
required to detect fingers in the image. The detection of moving fingers in real time 
needs a fast and robust implementation. Processing time is the very critical factor in 
real time applications which depends on several factors. Our vision based system 
that can be used to control a remotely located robotic hand. it would be able to 
perform same operation as the human hand. User have to bend his fingers to hold 
object (virtual object), and the robotic hand will do the same to hold actual object 
on its location. Our system capture images in 2D, which will be preprocessed and 
skin filter, segmentation will be applied on the images. This will result in region of 
interest (ROI) in hand gesture even if there are skin colors like objects in the 
gesture background. It detects fingertips and center of palm in ROI and calculates 
the distances between each fingertip and centre of palm and classifies it with ANN. 
The block diagram of proposed system is given in the figure 1. 

 

Fig. 1. Block Diagram flow of the system in different phases 

2   Related Work 

The survey and current state of our system can be found in [1-3]. Nolker [4] focuses 
on large number of 3D hand postures in her system called GREFIT. She used finger 
tips in hands as natural determinant of hand posture to reconstruct the image. It takes 
192x144 size gray scale image to process. Nolker used ANN based layer approach to 
detect fingertips. After obtaining fingertips vectors, it is transformed into finger joint 
angles to an articulated hand model. For each finger separate network were trained on 
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same feature vectors, having input space 35 dimensional while output dimensional as 
only 2. Lee [5] used Hidden Markov Model (HMM) for gesture recognition using 
shape feature. Gesture state is determined after stabilizing the image component as 
open fingers in consecutive frames. He also used maxima and minima approach like 
Raheja [6] for construction the hand image and FSM. Wang [7] proposed an optical 
flow based powerful approach for human action recognition using learning models. It 
labels hidden parts in image also. This mas-margin based algorithm can be applied to 
gesture recognition. Kim [8] in his system used learning model for dynamic gestures 
recognition. Many other applications could be found in literature of real time control 
in human computer interaction, Computer games control [9], human robot interaction 
[10], and sign language recognition [11]. 

3   System Description 

Our system use real time input from the user and calculate the fingers positions in 
different gestures. There are no restrictions on user to use any kind of sensor or wired 
device, even it is not mandatory to wear full sleeve shirt. User is free to show hand 
gesture in any direction to the camera. Hand can be on any angle in any direction 
from the camera. System first has to find out the direction of hand to extract ROI. The 
captured image would be pre-processed and then skin filter and segmentation would 
be applied on the image. The pre-processing details of captured image sequences are 
discussed in our previous work [2]. In gesture recognition colour based methods are 
applicable because of their characteristic of colour footprint of human skin. The 
colour footprint is usually more distinctive and less sensitive than in the standard 
(camera capture) RGB colour space. Then system detects fingertips and centre of 
palm in the extracted gesture image. Finally it measures distance between centre of 
palm and fingertips in pixels and calculated angle for each finger with the help of 
ANN. 

The image was captured using a simple camera which was connected to a windows 
XP® running PC. There can be different lightning conditions, in which user is giving 
input to system. An HSV color space based skin filter was applied on the RGB format 
image to reduce lighting effect. The resultant image was segmented to get a binary 
image of hand. To remove errors in the resultant image, the BLOB was applied to the 
noisy images, and then we find out the wrist in the image to know hand direction. 
ROI was extracted by image cropping by using formula shown below. 

 

Where imcrop represents the cropped image, Xmin, Ymin, Xmax, Ymax represent the 
boundary of the hand in the image. 
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Fig. 2. Results of Hand cropping process [2] 

Some results of image cropping for different inputs are shown in figure 2 where the 
arrows in the main frames indicate the direction of scan which is found from hand 
direction detection step. In all the histograms in figure 2 it is clear that at the wrist 
point, a steeping inclination starts in the scanning direction. 

Fingertips have been used in different systems for different purposes. In our 
approach the hand directions are already known, so fingertips would be found out 
using the following function:- 

 

Here Fingeredge would give the fingertips. Automatic centre of palm (COP) would 
be detected by applying a mask of dimension 30x30 to the cropped image and 
counting the number of on pixels lying within the mask. This process was made faster 
using summed area table of the cropped binary image for calculating the masked 
values. The fingertips and COP detection result is shown in the figure 3. 
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Fig. 3. Fingertips and Center of palm detected in the extracted image 
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Fig. 4. Training State using 1000 Iterations 

 

Fig. 5. Data Validation State Graph 
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4 ANN Implementation 

A supervised ANN was implemented using the 8000 sample data for all fingers in 
different positions and ANN was trained for 1000 iterations. The training state during 
iterations and data validation is shown in figure 4 and figure 5 respectively. ANN 
architecture has 5 inputs for all fingers positions and 5 outputs for corresponding 
angles. The design includes 2 hidden layer and 23 Neurons for processing, which we 
found out for better results after many iterations for different designs. The input data 
include the distance from COP to fingertips for all fingers at different angles. The 
Mean squared error in ANN is of the order of 10-12 as shown in figure 6. 

 

Fig. 6. Mean Squared Error in the ANN 

5 Results 

The system takes 160x120 frame resolution in RGB format, to which it process 
internally. It takes the reference distance (RD) from the first frame of hand, which 
user has to show as straight hand without bending any finger. This RD will work 
throughout the session of system. If hand disappears from the camera view, the 
system will take the new RD in the same session, so different users can work in the 
same session. Now if the user bends the fingers, the new distance (ND) will be 
calculated from the COP. The ratio of ND to RD would be sent to ANN to match with 
manually collected data and ANN will results in the corresponding angles for all  
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Fig. 7. Output Vs Training Graph 

the five fingers. The output vs training graph for ANN is shown in figure 7. The 
response time of the system to display angles for one gesture is 0.001 seconds, that is 
very satisfactory and near to real time. 

6   Conclusion 

This paper gives a new research direction in gesture recognition technologies where 
trained ANN is used to calculating fingers positions online. The system is able to 
detect the fingertip in the real time movements of hand. The gesture was extracted 
even from the complex background and cropping of image made the algorithm faster. 
User can show any hand to camera in any direction, and fingertips and centre of palm 
would be detected in the captured image sequences. The bending angles of fingers 
were calculated using the ANN by performing gesture in front of camera without 
wearing any gloves or markers. The results are satisfactory and this technology can be 
used in a many real life applications to save human life. We are still working to refine 
the results and fasting the response time. 
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Abstract. Classification of words plays a primary vital role to develop
a robust automatic speech recognition (ASR) applications due to the di-
versity in the vocal tract of speakers. This paper presents Neural Network
based word classification using the combination of features like, MFCC,
Zero Crossing, Zero-Crossing Rate (ZCR) and Formants. The results of
word classification are promising.

Keywords: MFCCs, Zero-Crossing Rate (ZCR), Formants, Speech
Classification.

1 Introduction

Automatic speech recognition (ASR) is one of the hottest topics for the last
several decades and it has lot of applications in man-machine communication
systems, mobile phones and security applications [8]. Recently many approaches
have been developed to find relevent features from the speech [3].

The most widely used features are cepstral coefficients (LPCCs) obtained
through Linear Predictive Coding (LPC) [6] [18], Perceptual Linear Prediction
(PLP) Coefficients [14] [17] [24], Me1-Filter Bank (MFB) [6], Mel-Frequency
Cepstral Coefficients (MFCCs) [2] [4] [5] [10] [15] [19] [20] [21] [24], Auto-
Correlation based MFCCs (AMFCCs) [18], Fractional Fourier Transform based
MFCCs (FrFT-MFCC) [13], Minimum Mean Square Error (MMSE) [10], ZCR
[1] [2] [23] [26]. The RASTA-PLP, Normalization, Principal Component Anal-
ysis (PCA), Independent Component Analysis (ICA) [11], Linear Discriminant
Analysis (LDA) are the other methods to achieve the relevant features [15]. Each
of these methods and features has advantages.

In this paper, we make use of MFCCs, Zero Crossing Rate (ZCR) and For-
mants for word classification using Neural Network. The results of classification
are promising.
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This paper is organized as follows. Section 2 gives a short description of the
features used. Section 3 presents the results and discussion. Section 4 concludes
the paper.

2 Features for Classification

2.1 Mel-Frequency Cepstral Coefficients (MFCCs)

The Mel-Frequency Cepstral Coefficients (MFCCs) are the dominant features
widely used for speech processing applications such as identification, classifica-
tion and recognition [22]. Mel-Frequency Cepstrum (MFC) is the short-term
power spectrum of a sound based on the linear cosine transform of the log
power spectrum on the Mel-Scale frequency. Mel-Frequency Cepstral Coefficients
(MFCCs) collectively make up a MFC and are derived from the cepstral rep-
resentation of the sound files. The difference between the Cepstrum and the
Mel-Frequency Cepstrum is that the frequency bands are equally spaced on
the Mel-Scale, which approximates the human auditory system’s response more
closely than the linearly-spaced frequency bands used in the normal cepstrum.
The block diagram for extracting MFCC is shown in the below fig.1.

Fig. 1. Block Diagram of extracting MFCCs

In this paper MFCCs on the short-time frames are extracted as described
below.

1. 20 Short time frames are extracted with 50% overlapping for each of the
words (wav files). As the result of overlapping total number of frames is 39.

2. High pass pre-emphasis filter appllied with the coefficients denominator a =
1 and numerator b = [1, -0.97].

3. Multiply by the Hamming window into each frame.
4. Fast Fourier Transformation (FFT) is applied to each frames with size of

FFT is 512.
5. The amplitudes of the mel-scale filter bank are calculated with number of

filters as 24.
6. The log spectrum of each filter is calculated.
7. Discrete Cosine Transformation (DCT) is applied to produce the Mel-filtered

cepstral coefficients.
8. Mel-Frequency Cepstral Coefficients (MFCCs) are produced in 24 dimen-

sions in each frame.
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2.2 Formants (F1, F2, F3 and F4)

The peaks of energy in the spectrum at particular frequencies of a wav file which
contribute to the perceived quality of that wave are called Formants or Harmon-
ics frequencies. Formants are powerful frequency features to describe sounds
produced by humans, but also by instruments and are caused by the acoustic
resonance phenomenon. The formants with lower frequencies are dominant in
distinguishing the vowel patterns [9] [13]. Here we used the first four formants
F1, F2, F3 and F4, calculated by an Auto-Regressive Model which is linear
prediction model that gives an output y(n) as a linear combination from the
preceding outputs [y(n-1), y(n-2), y(n-3), ..., y(n-p)].

The formants are extracted as given below.

1. Auto-Regressive Model applied to the input sound.
2. Transfer function and frequency responses are computed.
3. Peaks locations of the frequency response have been detected.
4. Resonant frequencies of all peaks are extracted and limited on the lowest

four frequencies.

2.3 Zero Crossing Rate

The number of zero crossings (ZC) of the input sound is divided by the duration
of the frame to get the rate of zero crossings (ZCR) [1]. Zero-Crossing Rate
(ZCR) is associated to the mean frequency for a given input signal. The number
of zero crossings is null in the silent [23]. Occurrence of null zero-crossings is a
relevant feature for identifying speech activity.

3 Results and Discussions

The speech material have been prepared too narrow and recorded in the closed
room by the use of normal microphone with the sampling rate 16 KHz. The
structure of the utterances or words is with the 12 initial vowels ”short A, long
A, short I, long I, short U, long U, short E, long E, dipthong AI, short O,
long O and dipthong AU” available in Tamil language. The form of producing
the utterance in each speaker is <Amma> <Aadu> <Ilai> <Iitty> <Ural>
<Uudha> <ERumbu> <EeNi> <Aindhu> <Ottakam> <Oodam> <Auvai>.
Totally 504 word utterances have been recorded from 42 speakers with 30 female
and 12 male. MFCCs, Formants (F1, F2, F3 and F4), Zero Crossings and Zero
Crossing Rate (ZCR) are extracted for all the 504 utterances and got the feature
vector with the size of 504 X 942 for the classification. The Feature Matrix shown
in Table 1.

Neural Network is an optimal classifier to provide pattern classification as a
result of the ability to train and recognize the patterns. In this work we used
pattern recognition network which is a feed-forward network with tan-sigmoid
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Table 1. Feature Matrix

Feature No. of No. of Size of
Speakers Utterances Features

MFCC 42 12 504 X (39 X 24)
F1,F2,F3 and F4 42 12 504 X 4

ZeroCrossings (ZC) 42 12 504 X 1
ZCR 42 12 504 X 1

Total Features 42 12 504 X 942

transfer functions in both the hidden layer and the output layer. We used 100
neurons in one hidden layer for the function-fitting. The Scaled Conjugate Gra-
dient algorithm has been used for training with the 50% of the feature vector
extracted from the 15 female and 6 male speakers. The remaining 50% of the
feature vector has been used to testing process. The performance goal has been
evaluated by Mean Squared Error (MSE).

Four combinations of the features have been used to find the best feature sets
and the results are deployed. The results show that the proposed method with
combination of MFCCs and Formants (F1,F2,F3 and F4) gives better classifica-
tion accuracy.

Two times cross validation has been done by interchanging the training and
testing features. Table 2 shows the average word classification rate for two cross
validation with input runs of each validation.

Table 2. Word Classification Rate

No. Method Classifaction

1 MFCC + NN 85.01 %
2 MFCC + Formants (F1,F2,F3 and F4) + NN 90.77 %
3 MFCC + ZeroCrossing + NN 85.95 %
4 MFCC + Formants + ZeroCrossing + NN 87.47 %

The classification results are comparable with the work done by Ching-Tang
Hsieh et.al. [7], Jaehwan Kang et. al. [16], Hisham Al-Mubaid [12] and Tong
Zhang et.al. [26]. The comparison results are shown in Table 3.

Table 3. Comparison of Classification Rate

Author Classifaction

Ching-Tang Hsieh et.al. [7] 88.86 %
Jaehwan Kang et. al. [16] 71.50 %
Hisham Al-Mubaid [12] 86.57 %
Tong Zhang et.al. [26] 86.00 %
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4 Conclusion

This paper has proposed a word classification method by use of pattern recog-
nition neural network classifier. The feature matrix consists MFCC, Formants
(F1,F2,F3 and F4), Zero Crossings and Zero Crossing Rate is computed and
applied to neural net for classifying the words. The classification results are
promising.
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Abstract. In recent years, the small-scale wind power generation increases 
rapidly worldwide. The wind power depends on the wind speed, which is a 
random variable and is irregular. For efficient operation of wind power plants 
accurate short-term forecasts are essential. The knowledge of future power 
generation from wind turbines is useful for schedulers, transmission operators 
and energy traders. In this paper, wind speed and the power generation are 
predicted using a particle swarm optimization (PSO) algorithm -Neural hybrid 
system. The neural network is used in many prediction systems and it gives 
very successful results compared to other forecasting techniques like 
persistence, mean methods etc. At present many prediction systems are built 
with ANFIS but it is a more complex structure and not suitable for small scale 
wind power plants. The result of this hybrid system shows that it is more 
accurate and reliable for short term wind power forecasting. In this paper we 
have compared the results of hybrid model with the earlier available techniques 
like standard neural network and Genetic Neural Network for verification 
purpose. 

Keywords: Short term wind power forecasting, Artificial neural networks, 
particle swarm optimization, Wind power generation, Artificial intelligence.     

1   Introduction 

It is seen from the literature survey that the trend towards the sustainable energy and 
green power sources such as wind energy was largely increasing [1]. Wind energy is 
one of the economic renewable sources and a valuable supplement to conventional 
energy sources. The important problems in wide usage of wind power are difficulties 
in accuracy of wind power forecast and it is not able to store. Fluctuations in wind 
power production, also makes it difficult for owners of wind power plants to compete 
in electricity markets. Economical efficient schedulers are required to meet an 
accurate forecast for grid operators with the demand of electrical customers [2]. In the 
operation of wind power forecasting, up to 48 hours ahead is recognized from wind 
                                                           
* Corresponding author. 
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farm operators, transmission system operators, and other end-users, which is a major 
contribution for a reliable addition of wind generation in a power system. 
Enhancement in the position of wind energy as a prediction tool can be seen in the 
open market environment with other forms of power generation. 

The Back Propagation Neural Networks (BPNN) is one the most popular method 
for wind speed prediction due to its simple ANN structure. But the training process of 
a BPNN is slower and could fall into a local minimum easily because of the 
unrestricted nonlinear optimization process of the BPNN [3, 4]. So here we use the 
particle swarm optimization algorithm in combination with neural network to avoid 
the convergence towards nearer local minima and to obtain accurate results. 

The key factor of the wind power generation forecasting is prediction of the wind 
speed, because there is a huge relationship between the wind speed and the wind 
power generation of a wind turbine. Many study works have been done in the area 
of the short-term wind speed prediction based on the wind speed measurement data. 
So the most significant factor influencing wind power generation is the local wind 
speed [7]. 

This paper consists of two models; the first one is PSO-neural network which is 
used to predict the wind speed and second one is back propagation neural network 
which is used to predict the future power generation of a plant. In PSO-neural hybrid 
system, PSO algorithm is used to update the weights and bias of the neural network. 
Due to this combination of PSO-neural network the very short term wind power 
prediction will be more accurate compared to other systems [5]. In other cases there is 
a possibility to calculate the power mathematically using standard power curves of the 
wind turbine. 

2   PSO-Neural Network  

The PSO-neural network system is a cascaded model that uses particle swarm 
optimization algorithm to find optimal solution for a fitness function, which will be 
given as an input to the first neural network and another neural network is used to 
predict the future power generation from the predicted values of first neural network. 
The weights and bias are optimized using PSO and given to neural network depending 
upon the error equation i.e. fitness function. 

2.1   Artificial Neural Network 

Artificial Neural Networks (ANNs) are non-linear mapping architectures based on the 
neurons structure in the human brain. ANN is powerful tools for prediction, especially 
when the data relationships are unknown. ANNs can learn correlated patterns from 
input data sets and target values. After training, ANNs can be used to predict the 
outcome of new independent input data. ANN mostly deals with data which are vague 
and noisy. Thus they are  ideally  suited  for  the  modeling  of wind power data 
prediction which  are  known  to  be  complex  and  often  non-linear.  

A neural network can perform pattern matching task that has a large number of 
highly interconnected processing elements (nodes). The interconnection of neurons 
gives the ability to learn and generalize the training patterns. A strong learning 
capability is the major advantage of neural network in prediction system [10].  
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respect to fitness, which is some regions are better than others. A number of particles 
can be evaluated and there is presumed to be some kind of preference or attraction for 
better regions of the search space. 

The fitness function for a particle swarm optimization algorithm is given as: ( ) ∑ | ( ) ( )|  .                                                   (1)  ( ) .                                                                            (2) 

Here  ( ) is the output and ( ) is the target supplied to the neural network, and 
their difference is the error value and n is the number of iterations. The solution with 
minimum error will give maximum fitness and vice versa. 

3   Short Term Wind Power Forecasting 

The wind power forecasting process consists of two separate phases, the first one for 
predicting the wind speed and second for predicting the wind power. By the two 
cascaded prediction system, the total power (i.e.) predicted wind power is most 
accurate for very short term wind power forecasting process compared to other single 
prediction models. 

3.1   Wind Speed Prediction 

In this first step, the future wind speed is predicted from a past wind speed data using 
a PSO-neural network by training it to get the most accurate result. A past wind speed 
data series collected from a real wind farm is given as an input and target data to this 
network. The input data values may be used in the range of 6 to 18 hours and the 
target data can be 1 to 6 hours for better result. The training data for the network is 
taken consists of values of wind speed at a regular interval about 10 minutes. This 
step makes a suitable training data for the network that gives very less RMS error and 
the network is now ready to forecast the wind speed of the future. For this, another set 
of measured data is given as an input and the system is simulated. Now the RMS error 
is calculated as a difference between the actual measured output data and the 
simulated output data. 

This predicted wind speed is used as an input for the next step of the work. By this 
separate prediction of wind speed and power generation, the operators can easily get 
both the predicted values of wind speed and power generation instead directly 
predicting the wind power from wind speed. 

3.2   Wind Power Prediction 

The second step of this work is to predict the wind power generation from the 
predicted wind speed using another neural network. This network may have different 
learning functions and number of inputs and outputs from the first one because each 
system handles different patterns. So this network is designed to give minimum root 
mean square (RMS) error with respect to its pattern of inputs given to it. 
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For this power forecasting network the training data are: predicted wind speed, hub 
height and power generation. The power generation is the target and other two are the 
inputs for the training process. The relation between the wind speed and the power 
generated is similar as in the manufactures power curve, but with varying height of 
the mast the output power is also varied proportionally, so that is major necessity of 
this second stage of prediction. From this two-step prediction system the operators 
can get both the predicted wind speed and wind power, but if we used single stage 
prediction system the predicted wind speed can’t able to get. The key factor to use 
second neural network for this stage is variation of hub height from sea level. So this 
network is trained with a various values of hub height and from that it gives the exact 
wind power value in simulation period. This system has equal number of inputs and 
outputs i.e. for every input of wind speed a respective output power value is available. 
After training process the predicted wind speed is given to this network and is 
simulated to get a power generation value of the turbine. The relationship between 
wind speed and the respective wind power generation value is predicted using a 
manufacturer power curve. 

4   Results 

The two models are trained with a real wind farm data from the Western North 
Carolina Renewable Energy Initiative research lab located near the Pinnacle Inn 
Beech Mountain and turkey ridge.  

Here we used 500 samples of real wind speed data taken at interval of 10 minutes 
and the first 400 samples are used in training process and the remaining 100 is used 
for the validation or checking process of the system. 

The RMS error of the system during training period is shown in the figure 2. From 
that we can notice that the RMS error is gradually reduced and at 150 iterations it 
reaches a minimum value of less than 0.31 in the training period of the first PSO-
neural network. The simulated PSO-neural network predicted output and measured 
wind speed is shown in figure 3. The second neural network is trained with a standard 
power curve. After training process the standard power curve and predicted power 
curves are plotted as shown in figure 4. The second neural network is now simulated 
with an input of forecasted wind speed and it predicts the respective wind power 
generation output of a system as shown in figure 5. It shows that these two systems 
are performed well and gives reduced RMS error compare to other methods of 
prediction like standard back propagation neural network and genetic algorithm with 
neural network.  

This simulation is done in a MATLAB environment and the results are given in 
Table 1. It includes the power generation prediction errors of neural network, genetic 
neural network and PSO-neural network system. From Table 1, we can know that the 
minimum Root Mean Square Error (RMSE) of proposed system was perceptibly less 
compared to genetic neural network and standard neural network. So the two stages of 
neural network model give most accurate results to predict wind speed and wind 
power generation of a wind turbine. 
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Fig. 2. RMS error during the training period 

 

Fig. 3. Measured and Forecasted wind speed outputs. 

 

Fig. 4. Standard and predicted power curves 
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Fig. 5. Measured and Forecasted wind power outputs. 

Table 1. Prediction Errors of Wind Speed for Various Methods 

METHODS RMSE 

Standard neural network with BP 0.384 

Genetic neural network 0.298 

PSO neural network 0.162 

5   Conclusion 

This paper presented is an overview of the use of modern forecasting techniques for 
predicting wind power generation and wind speed by combination of particle swarm 
optimization technique and neural network models. We considered the areas of 
application of neural based methods [5], genetic neural network [3] and PSO-neural 
network, which offers a promising approach to building very short-term wind power 
prediction models. By combining the two systems, we can obtain a powerful tool for 
precise prediction of short term wind power generation of wind turbines. But this 
paper has not covered the factors like unit commitment and scheduling problems, 
temperature, humidity, density, etc., which will also affect the prediction results 
quietly, so in further research, these factors will be considered to give enhanced 
results. However it will take a lot of time to build and train the network. 
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Abstract. Artificial Neural Network (ANN)s can handle Multi Input
Multi Output (MIMO) channel prediction and estimation. With suit-
able modification, ANNs also tackle time - varying properties of the
wireless links. But these turn out to be cumbersome to configure and
train for which alternative ANN architectures are required for such ap-
plications. The immediate option that emerges is the Recurrent Neural
Network (RNN) which has the capacity to deal with time - dependent
inputs. But a problem is observed with respect to the approach in which
RNNs are trained to deal with signals with real and imaginary compo-
nents. Signals with bifurcated real and complex components help the
RNN to learn better. But for tightly coupled transmissions which exists
most of the times in wireless channels, the performance of such RNNs
suffer. The present work attempts to reduce this tradeoff and adopts a
split - activation RNN training approach with exclusive blocks for in-
phase and quadrature components. The responses of such blocks, are
combined and optimized with Self Organizing Map (SOM). The results
show better performance and ease of implementation than MLPs with
temporal characteristics.

1 Introduction

Artificial Neural Network (ANN)s like the Multi Layer Perceptron (MLP)s are
able to deal with Multi Input Multi Output (MIMO) channel prediction and
estimation [1] [2] with certain complexities while tackling time - varying nature
of the MIMO - channels. As a result temporal characteristics are required to be
incorporated into the MLP using ARMA synaptic weight links [1]. The result-
ing configuration turns out be cumbersome to configure and train though the
performance levels are satisfactory. Hence, alternate and innovative ANN archi-
tectures are required for such applications. The immediate option that emerges
is the Recurrent Neural Network (RNN) which has the capacity to deal with
time varying inputs due to the presence of atleast one feed-backward loop [3].
The feedback in a RNN in singular or multiple delayed forms from the output to
the hidden layer and then to the input layer, store information for one step at a
time. This process continues and learning cumulates over the given time cycles.
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Moreover, the RNN architecture, by using the state vector relates the present
and the past context and transitions in-between the layers to describe the future
response of the system thereby dynamically learning temporal behaviour of in-
put samples [3].
This work is related to the formulation of a RNN based architecture for ef-
ficient MIMO channel estimation. Signals encountered in wireless communica-
tion demonstrate variations in terms of their complex valued nature. One way
to ensure that ANNs learn magnitude and phase components separately is to
use split - complex activation functions. The practice is to provide real and
imaginary components in splitted form to RNN blocks and allow them to carry
on the training as mutually exclusive events [4]. However for cases where real
and imaginary components are tightly coupled the split - complex activation
approach yields poor performance. Therefore channel estimation set-ups with
splitted RNNs trained to handle real and complex components separately shall
demonstrate lower performance [4]. Two contrasting pictures therefore emerge.
This trade off between the learning functions of RNNs requiring real and imagi-
nary components separately and the necessity of better performance for signals
with tightly coupled in-phase and quadrature components needs to be sorted
out. An attempt is made here to formulate a an RNN structure designed to
reduce this trade off. Split - complex activation is adopted to allow the RNNs
to learn the real and complex parts separately and the output of these exclusive
blocks are optimized with Self Organizing Map (SOM)s. By allowing the RNN
blocks to train with real and imaginary components as exclusive events, the error
surfaces are aligned appropriately to form specific classification boundaries. It
helps in segregation of inputs from real and imaginary segments and their place-
ment as per nearest classification decision. This at times though is undesirable
but reduces computational complexity. The output from the real and imaginary
blocks are combined and optimized using the SOM which finds the best outcome
using competitive learning and a Euclidean distance norm. Some of the relevant
works are [2] to [10].

2 Basic Considerations of RNN

RNNs are ANNs with one or more feedback loops. The feedback can be of a
local or a global kind. The RNN maybe considered to be an MLP having a local
or global feedback in a variety of forms [3]. The architecture of a generic RNN
that follows naturally from a MLP is shown in figure 1. The present value of
the model input is denoted by u(n), and the corresponding value of the model
output is denoted by y(n + 1); that is, the output is ahead of the input by one
time unit [3]. The dynamic behavior of the the RNN model is described by

y(n + 1) = F (y(n), · · · , y(n − q + 1), u(n), · · · , u(n − q + 1)) (1)

where F is a nonlinear function of its arguments. The basic RNN training algo-
rithms can be summarized as below:
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Fig. 1. Time Delay Fully connected RNN (TDFRNN)

1. Back Propagation Through Time: The Back Propagation Through Time
(BPTT) algorithm for training of a RNN is an extension of the standard
back-propagation algorithm. It may be derived by unfolding the temporal
aspect of the structure into a layered feedforward network, the topology of
which grows by one layer at every time step [3].

2. Real-Time Recurrent Learning: Another learning method referred to as
Real Time Recurrent Learning (RTRL), derives its name from the fact that
adjustments are made to the synaptic weights of a fully connected RNN in
real time. The RTRL algorithm can be summerized as follows [3]:
Parameters:
m = dimensionality of input space, q = dimensionality of state space, p =
dimensionality of output space and wj = synaptic weight vector of neuron.
Initialization:
(a) Set the synaptic weights of the algorithm to small values selected from

a uniform distribution.
(b) Set the initial value of the state vector x(0) = 0.
(c) Let Λj(n) be a q−by−(q+m+1) matrix defined as the partial derivative

of the state vector x(n) with respect to the weight vector wj . Set Λj(0) =
0forj = 1, 2, · · · , q.

Computations: Compute for n = 0, 1, 2, · · ·
Λj(n + 1) = Φ(n)[Wa(n)Λj(n) + Uj(n)]
e(n) = d(n) − Cx(n)
Δwj(n) = ηCΛj(n)e(n)

3. Decoupled Extended Kalman Filtering (DEKF) Algorithm and
RNN Learning: Despite its relative simplicity (as compared to RTBP),
it has been demonstrated that one of the difficulties of using direct gradient
descent algorithms for training RNNs is the problem of vanishing gradient.
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The solution to this problem has been derived by considering the training
of RNN to be an optimum filtering problem similar to that shown by the
Kalman filter such that each updated estimate of the state is computed
from the previous estimate and the data currently available. This algorithm
is derived from the Extended Kalman Filter (EKF) algorithm which is a
state estimation technique for nonlinear systems [3], [7]. EKF is a second-
order gradient descent algorithm, in that it uses curvature information of
the (squared) error surface. By configuring the network with decoupled sub-
networks, results in considerable reduction in computations as proved by
Feldkamp et al. (1998) which gives rise to the Decoupled Extended Kalman
Filter (DEKF) algorithm [3] [7].

4. Complex - Valued RTRL Algorithm: Figure 1 shows a TDFRNN, which
consists of N neurons with p external inputs. The network has two distinct
layers consisting of the external inputs. The network has two distinct lay-
ers consisting of the external input-feedback layer and a layer of process-
ing elements. Let yl(k) denote the complex valued output of each neuron,
l = 1, · · · , N at time index k and s(k) the (1 × p) external complex-valued
input vector. The overall input to the network I(k) represents the concatena-
tion of vectors y(k), s(k) and the bias input (1+j). A complex valued weight
matrix of the network is denoted by W, where for the ith neuron, its weights
form a (p + F + 1) × 1 dimensional weight vector Wl = [wl,1,···wl,p+F+1]T

where F is the number of feedback connections. The feedback connections
represent the delayed output signals of the TDFRNN. The output of each
neuron can be expressed as

yl(k) = φ(netl(k)), l = 1, · · · , N. (2)

where

netl(k) =
p+N+1∑

n=1

wl,n(k)In(k) (3)

is the net input to lth node at time index k. For simplicity, we state that

yl(k) = φr(netl(k)) + jφi(netl(k)) = u1(k) + jvl(k) (4)

netl(k) = σl(k) + jτl(k) (5)

where φ is a complex nonlinear activation function [8]. The output error
consists of its real and imaginary parts and is defined as

el(k) = d(k) − yl(k) = er
l (k) + jei

l(k) (6)

er
l (k) = dr(k) − ul(k), ei

l(k) = di(k) − vl(k), (7)

where d(k) is the reference signal [8].
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3 System Model

Statistical and MLP based methods of modeling and estimation of MIMO chan-
nels are useful and proved their worth. But with increase in transmission rates
and system complexity, the possibility always exists to explore other means for
such applications specially to configure ANNs with better temporal and opti-
mization capacity so that they are able to adapt to a given environment in
a suitable manner [6]. Moreover, ANNs for their capacity to learn can exploit
transmitter side information (TSI), channel side information (CSI) and receiver
side information (RSI) better than the statical techniques [6] and specially con-
figured RNN architectures can exploit such information for making reception
better in a wireless medium. This advantage can be adopted to simply recep-
tion and receiver design despite using higher data rate techniques like MIMO -
OFDM. The probable advantages of such schemes are

– Application of the complete learning ability of the ANN which will help in
controlling precision.

– No pilot symbol bits are required in the MIMO - OFDM transmission thereby
preserving bandwidth.

– Combined channel estimation and symbol recovery in MIMO-OFDM trans-
mission and

– Exploiting the robustness of the ANN to time - dependent and frequency -
dependent variations of the channel to improve BER rates in high data rate
and wide-band applications.

3.1 Complex Time Delay Fully Recurrent Neural Network
(CTDFRNN) with Self Organizing Map (SOM) Optimization

Here split - complex activation is adopted to allow the TDFRNNs to learn the
real and imaginary parts separately (Figure 2). In this form the TDFRNN is
called a Complex TDFRNN (CTDFRNN). As a result the weight update pro-
cess of the RNNs obtain the opportunity to learn in-phase and quadrature signal
components separately and adapt as per requirement. But since for cases where
complex parts are tightly coupled, the output of these exclusive blocks are com-
bined and optimized with Self Organizing Map (SOM)s.

Let uRi[n] be a sequence of real components of the input which is a MIMO-
OFDM signal. Also let x[n] be the response of the output layer at time n to be
fed-back as state vectors to the input layer. The expression of the input to the
hidden layer is given as

yR1[n] =
∑

j

fj(uRi[n]w1i[n] + x[n − 1]w01 + x[n − 2]w02) (8)

where f(.) is the activation function and w[.] are synaptic links. The expression
for the output of the hidden layer is given as

yR2[n] =
∑

j

fj(y1i[n]w2i[n]). (9)
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Fig. 2. CTDFRNN Estimator with SOM Optimization

The expression for the response of the output layer is given as

yR0[n] =
∑

k

fk(yR2k[n]w3k[n]). (10)

A similar expression for the quadrature component can be obtained. The expres-
sion for the output of the hidden layer is given as

yQ0[n] =
∑

k

fk(yQ2k[n]w3k[n]). (11)

Let dr and dq be the desired outputs for the RNN modules respectively. The
error signals can be obtained as

eR[n] =
1
2

N∑
k=1

(yR0k[n] − drk[n]]2 (12)

eQ[n] =
1
2

N∑
k=1

(yQ0k[n] − dqk[n]]2 (13)

The minimization of the error signals is carried out by four different training
methods as explained in Section 3.2. The SOM block is used to carry out an
optimization of the outputs generated by the RNN modules in a given time of
say n seconds. Let the input to the SOM block be a combined signal y0[n] formed
by yR0[n] and yQ0[n]. The output of the SOM block is given by

yj = yT
0jWj j = 1, · · · , m (14)

where Wj is the random weights of the competitive layer of the SOM. The
‘winners take all’ competition starts in this layer such that the winning neuron
index, J, satisfies

yJ = maxj{yT
0j, Wj}. (15)
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3.2 Competitive Learning of the SOM Optimization Block

Competitive learning requires that the weight vector of the winning neuron be
made to correlate with the input vector [3]. This is done by variation of only the
winning weight vector WJ = (w1J , · · · , wnJ )T to approach the input vector. A
scalar form of this learning law is presented below:

wk+1
iJ = wk

iJ + ηxk
i i = 1, · · · , n. (16)

where η is a eigen vector in a neighbourhood of weight w. From the above, the
following standard competitive form in discrete time is obtained:

wk+1
ij = wk

ij + ηsk
j (xk

i − wk
ij) i = 1, · · · , n j = 1, · · · , m (17)

where sk
j = 1 only for j=J and is zero otherwise, for a hard competitive field.

Table 1. Average MSE convergence after 1000 epochs of training for the RNN- archi-
tecture trained with four different methods

Architecture BPTT RTRL DEKF CRTRL

CTDFRNN 6 × 10−5 0.5 × 10−5 0.35 × 10−5 0.35 × 10−5

4 Experimental Results and Discussion

The sample size considered for training includes two different forms of Clarke-
Gans channel model each generated using three different AWGN values viz.-3dB,
1dB and 3dB for the generic, Rayleigh and Rician faded channels. This way
several sample sets with different SNRs are obtained. Orthogonal Frequency
Division Multiplexing (OFDM) signals are included with the MIMO to verify
whether the system is able to perform symbol recovery. The samples are ac-
cumulated for a 4 x 4 MIMO - OFDM set-up for each of the channel types
considered. The testing includes a range of signal conditions with SNR values
ranging from -10 to 10 dB. The testing carried out with inputs from the receiver
side calculates channel coefficients and compares them to the theoretically gen-
erated values for a frequency range of 0.2 Ghz to 8 GHz. The number of training
epochs are limited to a few thousand sessions only to minimize the chances of
overtraining. But the process is repeated with several sets of samples. The per-
formance achieved during these epochs are noted. The ANN training considers
the Mean Square Error (MSE) convergence and precision generated in channel
estimation and the Bit Error Rate (BER) calculation. If the MSE has converged
to the fixed target value, the precision levels and the associated BER values are
calculated. If the values fall within the desired levels, the training is extended
to include more number of samples which represent varying channel conditions.
The iterations within a few thousands provide a minimum MSE convergence of
0.5 x 10−6 which provides improved estimation of channel coefficients and lower
BER values.
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Table 2. Training time convergence parameters for LS, MMSE, MLP, temporal-MLP
and RNN architecture

Sl Num Method Epochs Time (S) Average Precision (%)

1 LS 251 19.2 91
MMSE 289 18.9 92

2 MLP 326 16.7 94
ARMA-MLP 225 13.4 94

LAPC 295 10.1 95.6

3 CTDFRNN 218 10.2 96.2

Table 3. Configuration of the SOM Optimizer

Sl Num Parameter Specification

1 Input Size 10 x 20

2 Channel length 20

3 Multipaths 10

4 Output grid 1 x 20

5 Topology Gridtop
and Hextop

6 Output grid 1 x 20

Table 1 shows average MSE convergence after 1000 epochs of training for each
of the RNN- architectures trained with four different methods. Among the four
different methods DEKF and CRTRL algorithms are found to be most suit-
able. The DEKF algorithm is better suited for RNN training for this application
due to the fact that it is easy to implement than CRTRL. Hence, DEKF al-
gorithm is adopted as the training method for the RNN-architecture. Table 2
provides a comparative depiction of the average training time performance of
the CTDFRNN architecture with respect to LS, MMSE, MLP and temporal-
MLP configurations [1]. In terms of number of epochs required, the RNN blocks
show significant improvement. There are marked rise of precision levels as well.
The CTDFRNN architecture generates the best performance in terms of time re-
quired to reach an MSE value while generating an average success rate of around
96.2 % which is note-worthy in comparison to LS, MMSE, MLP and temporal-
MLP techniques. This improvement is also reflected in the BER values generated
by taking SNR values between -10 and 10 dB. The composite plot is depicted in
Figure 3. The improvement in BER values as shown by the RNN architectures
reflect their capacity to deal with time varying signals. Thus these are found to
be suitable for MIMO channel estimation and OFDM symbol recovery. The role
played by the SOM blocks in CTDFRNN is paramount due to the fact that the
result generated is an optimized one. For a given window of N-sec.s several sets
of output are generated. The optimization process carried out by following the
competitive learning algorithm selects the best set of result at the end of about
50 iterations. After 50 iterations the result is found to generate the best approxi-
mation using which the BER values are generated. Initially all the neurons in the
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Fig. 3. Comparative BER plot generated by LS, MMSE, MLP, ARMA-MLP, LAPC,
CTDFRNN and CTDFRNN-SOM

SOM block are given some coordinates and the connecting wights some random
values. As the training continues, the updating process of the weights continue
upto, on an average, 50 sessions after which the generated value is taken to be
the result of the RNN- estimator. For a 20 tap channel filter, a training session
of the SOM consists of 50 filter coefficient vectors from which the most suitable
set is extracted at the end of around 55 to 60 sessions of training of the SOM.
The SOM optimizer is constituted by following the considerations as provided
in Table 3.

5 Conclusion

The inability of the conventional MLP to deal with time-varying characteristics
of the MIMO-channel can be rectified to a large extent by incorporating temporal
features to the MLP which provides encouraging result at the cost of increase in
implementation complexity. The RNN is a configuration immediately available
for such application due to its excellent ability to deal with time-varying signals.
The basic RNN model however needs to be modified to be able to deal time
varying signals with in-phase and quadrature components. This work provided
some insight towards that direction. It also showed how RNN in split activa-
tion configuration can be used for MIMO channel estimation with optimization
carried out by a SOM. There are four methods for RNN training out of which
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the DEKF algorithm is found to be the most suitable for RNN configuration
implemented in this work. The work can be further extended to explore the pos-
sibility of incorporating heterogeneous elements the presence of which can make
the learning of the RNNs better. Another possibility is to consider fuzzy - neural
hybrid architecture as a handy tool to make the precision levels even better and
lower BER values even further.
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Abstract. Healthcare organizations aim at deriving valuable insights employing 
data mining and soft computing techniques on the vast data stores that have 
been accumulated over the years. This data however, might consist of missing, 
incorrect and most of the time, incomplete instances that can have a detrimental 
effect on the predictive analytics of the healthcare data. Preprocessing of this 
data, specifically the imputation of missing values offers a challenge for reliable 
modeling. This work presents a novel preprocessing phase with missing value 
imputation for both numerical and categorical data. A hybrid combination of 
Classification and Regression Trees (CART) and Genetic Algorithms to impute 
missing continuous values and Self Organizing Feature Maps (SOFM) to 
impute categorical values is adapted in this work. Further, Artificial Neural 
Networks (ANN) is used to validate the improved accuracy of prediction after 
imputation. To evaluate this model, we use PIMA Indians Diabetes Data set 
(PIDD), and Mammographic Mass Data (MMD). The accuracy of the proposed 
model that emphasizes on a preprocessing phase is shown to be superior  
over the existing techniques. This approach is simple, easy to implement and 
practically reliable.  

Keywords: Imputation, soft computing, categorical data, continuous data. 

1   Introduction 

Quality of the data under study plays a pivotal role in the accuracy of modeling using 
data mining techniques and predictive analytics. The objective of data mining is to find 
patterns in the data that gives accurate outcomes with newer, unseen cases. In 
healthcare databases, a huge number of recorded samples are used to analyze 
characteristic hidden patterns; the validity of the model is verified by comparing the 
outcome of the model for an unseen case and its corresponding medical expert opinion.  

In the real world, data has a cost attached to it, especially in the field of medical 
diagnostics. The medical experiments conducted to record data are expensive, often 
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repetitive and invasive in nature, which sometimes might increase the threat on the 
patient’s life, hence not repeatable. Therefore it is of utmost importance to have 
reliable and cost efficient methods to reuse data and give an opinion to the patient 
without much medical re-experimentation but using simple software that holds the 
simulated statistical model.  

Cabena et al., [1] in their work estimate that about 20% of the efforts are spent on 
problem identification, about 60% on data preparation and data preprocessing while 
the rest about 20% for data mining and knowledge discovery; which definitely 
upholds the importance of data preprocessing. Missing values or missing data in any 
database, especially in a healthcare data set is often an indelible hurdle for efficient 
analyses. Such missing values can occur due to non response or a simple missed 
entry. This reduces the representativeness of the sample thus distorting the inferences 
drawn. The presence of missing values at rates less than 1% are generally considered 
trivial, 1-5% manageable, 5-15% require sophisticated methods to handle the missing 
values and more than 15% severely affect any kind of interpretation [2]. 

Soft computing techniques aim at improving quality of data by reducing 
imprecision and uncertainty employing approximate reasoning and logic, in order to 
achieve tractability, robustness and low cost solutions. Popular methods include 
neural networks, swarm intelligence, rough sets, fuzzy logic and genetic algorithms.  

This work proposes a novel modeling methodology, specifically for healthcare data 
which is chosen so as to contain continuous, categorical, numeric alongside textual 
data as variables in the several attributes considered. The data is chosen so as include 
instances of missing values which are imputed using separate approaches for 
continuous and categorical data. The proposed methodology for imputation is 
validated for prediction accuracy, using Artificial Neural Networks (ANN) as the 
classifier. Results show considerable improvement in the accuracy of the proposed 
model as against other techniques in vogue. 

Section 2 outlines the related work. The motivation to carry out this work is 
explained in section 3. To make this paper self-contained we have described the data 
set details in section 4. The framework proposed for data preprocessing is explained 
in detail in section 5. Section 6 describes the implementation of the entire model – the 
preprocessing framework along with the prediction model. Results and performance 
analyses are described in section 7. Conclusions and future work is given in section 8. 

2   Literature Survey 

Reference [3] details the three rules any effective imputation model should follow – 
retaining the data distribution, the relationship between the attributes and cost-time 
efficiency. Some of the predominant methods for imputation include Mean 
Imputation (MI), Regression Imputation, C4.5 and k-Nearest Neighbor (k-NN) [1, 4, 
5, 6, 14]. The PIMA data set has been explored by researchers, applying many data 
mining techniques. In the previous works adopting neural networks [7,8,9] and other 
classifiers [12, 13, 15] in the prediction modeling stage, the accuracy in predicting the 
diabetes status ranges from 66% to 82.29%. Works related with Mammographic Mass 
Data (MMD) have reported prediction accuracy upto 80.9% [10].  Most of the 
research works either work on complete instances or ignore the tuples with attribute 
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values set to zero [7, 8] while [9] considers data instances of PIDD (to predict 
continuous values) with an equal mix of patients who had diabetes onset and patients 
who were non-diabetic, but with attributes that contained missing/incorrect values. 

In this work, the data sets selected have missing value range (incorrect value) of 
4% to 48%. The proposed framework is aimed at achieving a cost effective 
imputation method to assess the accuracy of the imputed values at each iteration. A 
prediction model is then constructed which works on the corrected data, which now 
neither has missing values or incorrect values. Further the accuracy of the model is 
established and analyzed using various parameters as explained in section 7. 

3   Motivation 

Today, healthcare information systems amass a large volume of digital data in various 
forms, but the analyses of such data for preventive diagnosis; prediction of disease 
transmission and epidemic outbreaks is not frequent. Analyzing healthcare data for an 
efficient patient-care and tracking the patients’ records that include critical parameters 
such as medicine intake or dosage may give a peek into the long term effects that 
could be caused by a particular diagnostic tool or treatment. An intelligent, robust and 
reliable prediction model could help in the identification of this kind of analyses and 
predicting long-term probable health issues. This could also help the doctors or other 
health coordinators who oversee the treatment of a certain patient to give quality 
diagnosis and help identify the changes in the lifestyle that may be necessary in the 
patient’s routine to prevent short and long term health complexities caused by an 
illness. Though several models for such prediction and analyses are in vogue, a robust 
and reliable model that predicts with a good accuracy even when the attributes include 
missing and erroneous values is a challenge. In this work we propose a solution to 
such analyses by employing various soft computing techniques in preprocessing the 
data to impute both categorical and numerical missing values that further improves 
accuracy of the prediction. 

4   Data Set Details 

The data sets selected for building the predictive model are PIMA Indian Diabetes 
Data (PIDD) set and the Mammographic Mass Data (MMD) from the Machine 
Learning Database Repository at the University of California, Irvine. These data sets 
may be downloaded from [11]. 

As per previous studies, Pima Indians may be genetically predisposed to diabetes 
and it was noted that their diabetic rate was 19 times that of any typical town. The 
National Institute of Diabetes and Digestive and Kidney Diseases of the NIH 
originally owned the PIDD and was received by UC-Irvine Machine Learning 
Repository in 1990. The data set contains 768 patient data records and each record is 
described by 8 attributes, while the 9th attribute associates the class attribute that is a 
label indicating the onset of diabetes within 5 years. A ‘0’ indicates the onset and ‘1’ 
indicates non-occurrence of diabetes. This data constitutes of female patients of age 
21 years and above belonging to the Pima Indian heritage. This population lives near 
Phoenix, Arizona, USA. 
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(a)                                                       (b) 

Fig. 1. Boxplots of the PIDD attribute values before and after soft computing preprocessing 

The Mammographic Mass Data (MMD) was received by UC-Irvine Machine 
Learning Repository in 2007. This data set contains the Breast Imaging–Reporting 
and Data Systems (BI-RADS) assessment and the patient’s age related data for 916 
instances that have been identified on full field digital mammograms collected at the 
Institute of Radiology of the University Erlangen-Nuremberg between 2003 and 2006. 
The data is categorical in nature with BI-RADS assessment ranging from 1 (definitely 
benign) to 5 (highly suggestive malignancy) assigned in a double-review process by 
physicians. The data has a total of 5 attributes with the 6th attribute being the severity 
(benign = 0, malignant = 1). The age of the patient is an integer (maximum value 
being 96 and minimum 18), the shape of the mass takes values ranging from 1 to 4 
(where round=1 oval=2 lobular=3 irregular=4), the mass margin takes values from 1 
to 5 (where circumscribed=1 microlobulated=2 obscured=3 ill-defined=4 
spiculated=5) and mass density being ordinal, takes values from 1 to 4 (high=1 iso=2 
low=3 fat-containing=4). 

Data sets are usually explored either graphically or analytically. The quality of data 
being explored is an important aspect considering presence of missing and/or outlier 
values. These affect the pattern recognition and predictive analyses of the data being 
mined. Several methods are used to handle the noisy and missing data like replacing 
the incorrect values with ‘mean’ of the variables in the attribute, its ‘median’ or 
sometimes user defined values. PIDD is explored using boxplot as the visualization 
technique and is illustrated in Fig. 1(a). This boxplot indicates the quartiles, median 
besides the outlier values for each attribute. 

The Pima Indian Diabetes Data (PIDD) set when examined manually, is observed 
to contain few incorrect values for specific attributes, as listed in Table 1. PIDD 
includes 500 non-diabetic patients (class = negative; ‘0’) and 268 diabetic patients 
(class = positive; ‘1’) giving an incidence rate of 34.9%. Thus if a random classifier is 
used for prediction for all instances as belonging to negative class (that is all instances 
being predicted negative) then accuracy of such a model would be 65.1% (or an error 
rate of 34.9%). Using this simple strategy of selecting tuples that contain complete 
and correct data values, we statistically represent the data selected, using the boxplot 
to aid analysis of the data. 
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Table 1. Attribute-value study outcome, indicating attributes with incorrectly present values for 
PIDD set 

Sl. 
No. Attribute Name No. of ‘Zero’ value instances for 

attributes listed, out of 768 tuples. 

1 
Plasma glucose concentration, in 2 hours, in 

an oral glucose tolerance test 
5 

2 Diastolic blood pressure (mm Hg) 35 

3 Triceps skin fold thickness (mm) 227 

4 2-hour serum insulin (mu U/ml) 374 

5 Body mass index (weight in kg/(height in m)2) 11 

 
Mammographic Mass Data (MMD), consists of 916 instances, that include 516 

instances of benign (class = negative; ‘0’) and 445 instances of malignant masses 
(class = positive; ‘1’), with an incidence rate of 48.58%.  In this particular data set, 
the attribute that requires imputation is ‘density’ as this attribute shows the highest 
number of missing or erroneous value shown in Table 2. 

Table 2. Attribute-value study outcome, indicating attributes with incorrectly present values for 
MMD 

Sl.No. Attribute Name 
No. of ‘-1’ value instances for attributes listed, out 

of 961 tuples. 

1. 
BI-RADS 
assessment 

2 

2. Age 5 

3. Shape 31 

4. Margin 48 

5. Density 76 

5   Proposed Data Preprocessing Framework 

The data imputation framework provides a reliable solution to both continuous and 
categorical missing values. This makes the proposed model unique and self-
contained. PIDD data is used to demonstrate the imputing of continuous values where 
as MMD set is identified to impute categorical values. 

5.1   Proposed Approach to Impute Continuous Missing Values 

A regression model, using Classification and Regression Trees (CART), is developed, 
using tuples that have complete and correct values for all its attributes. These tuples 
constitute the training set for the model. Further, the instances that would need values 
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to be imputed are input to this model. The set of outliers of the original data is 
compared with the set of generated outlier values. 

A second order quadratic error function is generated. Genetic Algorithms is used to 
optimize the error function in any given domain. Using a Genetic Algorithm function 
call, we find a local unconstrained minimum, x, to the objective function, fitnessfcn. 

x = ga(fitnessfcn, nvars) (1) 

nvars is the dimension (number of design variables) of fitnessfcn. The objective 
function, fitnessfcn, accepts a vector x of size 1-by-nvars, and returns a scalar 
evaluated at x. The predicted value for the incorrect or missing value is corrected 
using this optimization through genetic algorithms. The proposed module to impute 
categorical values is illustrated in Fig. 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Module to impute continuous values 

PIDD set contains missing/incorrect value ranging from 4% (taking only the records 
or instance containing zero values to the attribute –‘diastolic blood pressure’) to 48% 
(taking only the records or instances containing zero values to the attribute – ‘2 hour 
serum insulin presence’). This work implements the proposed data preprocessing 
framework, to impute continuous values, for the attribute ‘2-hour serum insulin’ (with 
48% incorrect values). A box-plot is once again employed to inspect the mean and the 
outliers in the data, for any further improvement shown as shown in Fig 1(b). The 
attribute ‘2-hour serum insulin’ is represented by column five in the boxplots which 
indicates the differences before and after the imputation process. 

The now ‘complete’ data set (with respect to the attribute ‘2 hour serum insulin 
presence’) with an optimized error is ready to be used for predictive analytics. 

5.2   Proposed Approach to Impute Categorical Missing Values 

With the exception of the attribute ‘age’ (continuous), the nature of all other attributes 
of MMD is categorical. Hence a model that identifies and detects the regularities and 
correlations between these input functions is one of the crucial steps of this framework. 
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Fig. 3. Module to impute categorical values 

The technique of Self Organizing Feature Maps (SOFM) is selected to model the 
complete instances of the MMD, as the neurons of the competitive network learn to 
recognize the groups of similar vector inputs. SOFM is trained using the complete 
tuples. Learning Vector Quantization (LVQ) method is used for supervised training of 
the competitive layers. The instances that include erroneous values are input to the 
thus simulated model, for classification. The co-ordinates of the classification, 
deduced from the simulated SOFM, is used to map the value to be imputed, using the 
mode of the values. The proposed module to impute categorical values is illustrated in 
Fig. 3. 

The imputation of categorical data was experimented using MMD, wherein the 
data set contains missing/erroneous value ranging from 0.2% to 7.9%. The attribute 
selected from imputation is ‘density of the mass’, which had the highest error 
percentage in the data of 7.9%.  The MMD data is input to the proposed framework to 
impute categorical values, using the SOFM concept.  

The completed data set where the data was imputed for the attribute ‘density of the 
mass’ alone, is now ready to be tested on the prediction model, where multi-layer 
perceptron neural network is selected as the classifier. 

6   Prediction Model 

The architecture of the proposed model is depicted in Fig. 4. Artificial Neural 
Networks (ANN), a supervised learning data mining approach, is selected as the 
classifier as it is sensitive to non-linear input values and high on prediction efficiency. 
The preprocessed data, worked on: as per the proposed preprocessing framework is 
input to the prediction model. The output statistics from the proposed model is 
discussed in section 7. 
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Fig. 4. Overview of the Prediction Model with Preprocessing Implemented 

7   Performance Analysis 

The parameters used to evaluate the performance of the prediction model are the 
accuracy, sensitivity and specificity, Receiver Operating Characteristic (ROC) and 
Area under ROC (AUR). Accuracy measures the proportion of true results in a test. 
Sensitivity or true positive rate, measures the proportion of actual positives which are 
correctly identified while specificity, the true negative rate, measures the proportion 
of negatives which are correctly identified. Receiver Operating Characteristic (ROC) 
curves have been used to compare the performances of different predictive models 
based on the input data set. Comparison in terms of the AUR, gives an insight to the 
performance of the classifier over an entire range of values and is independent of the 
prevalence of the condition unlike the accuracy, which weights sensitivity and 
specificity in proportion to their prevalence. 

The PIDD set, when used without any preprocessing, as input to a neural networks 
prediction model exhibits an accuracy of 75.82%.  

When PIDD is input to the prediction model, suggested in this work, the 
preprocessing framework works on the imputation of the ‘2-hour serum ‘ attribute. 
The now-complete PIDD was partitioned for training and testing the model using a 
random split of 80-20 split where 80% (615 records) constitute the training set and 
20% (153 records) that form the test set. This splitting of data facilitates easy 
validation of the model in order to improve its reliability. The performance for 4 runs 
are as indicated in Table 3. The accuracy, sensitivity (the true positive rate) and 
specificity (the true negative rate) calculated from the confusion matrix reflect the 
performance of the prediction model. 

The accuracy of the proposed model is also compared with the work presented by 
Kayaer K., Yildirim T. [12] where the classifier selected is the general regression 
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Table 3. PIMA prediction accuracy details 

 Imputation Accuracy Sensitivity Specificity 
1 No 75.8171% 81.73% 63.27% 

2 Yes 82.3529% 95.79% 73% 

3 Yes 81.6993% 86% 73.59% 

4 Yes 84.3137% 86.54% 79.59% 

5 Yes 83.0065% 85.45% 76.74% 

Table 4. Comparison of Proposed Model with works [12, 13] on PIDD data set 

 Classifier Accuracy 
Source data ANN 75.82 

Kayaer K., Yildirim T. [12]  General Regression Neural Networks     82.29 

Aslam. M. W., Nandi. A. K [13]  GP 80.7 

Data after Imputation ANN 82.84 

 
neural network. Aslam. M. W., Nandi. A. K [13] have adopted genetic programming 
with comparative partner selection (GP CPS). The results are detailed out in table 4. 

MMD data, when used without any preprocessing, exhibited a prediction accuracy 
of 81.3%. In this work, MMD data was prepossessed as per our proposed framework 
for categorical data and data was imputed for the attribute ‘density’.  

The now-complete MMD data was partitioned randomly to give a training and test 
data set as per the 80-20 split. The prediction model’s accuracy is found to be 
90.76%.  

Accuracy, sensitivity and specificity of the model with preprocessed data are 
compared with the results in [10], detailed out in table 5. 

Table 5. Comparison of  Proposed Model with work [10] on MMD data set 

 Accuracy Sensitivity Specificity 

Source data 81.34715 87.2093 76.63551 

Elsayad [10] 80.9 85.29 76.97 

Data after 
Imputation 90.76358 87.87879 93.61702 

 
The ROCs for the prediction model are illustrated in Fig. 5. Imputed PIDD set is 

indicated as I-PIMA and S-PIMA refers to the source/original PIMA data set, I-MMD 
represents the imputed MMD as data set and S-MMD the source/original MMD data 
set. The area under the ROC (AUR) is given in Table 6. An AUR of 1 represents a 
perfect test; an area of 0.5 represents a worthless test. It can be observed that Neural 
Network Prediction Model gives the best response on applying the soft computing 
imputation method. 
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Table 6. Area under the ROC for the prediction models 

Data Model 
Area Under ROC 

Before Imputation After Imputation 
PIDD ANN 0.7249 0.833 
MMD MLP 0.8192 0.907 

 
 

 

Fig. 5. ROC curves of prediction before and after imputation 

8   Conclusions 

This work proposes a new approach for preprocessing real-time data, used for 
predictive analyses and data mining in the health sector using two data sets of 
diabetes and cancer prediction. The preprocessing involves two unique and distinct 
processes, based on the data set considered for imputation. In case of continuous 
values, CART along with optimization of the error function using a Genetic 
Algorithm, maps the imputed values in a valid domain of values for each attribute. 
The proposed model when tested with Pima Indian Diabetes Data set (PIDD) shows 
an average accuracy of 82.84%, as against the accuracy of the prediction model when 
built on data without preprocessing which is 75.816%. This improved prediction 
accuracy fares superior to some of the other models in vogue.  In case of categorical 
values, Self Organizing Feature Maps is used to impute the selected attribute’s 
incorrect values. The thus completed data is used to build the multi-layer-perceptron 
model for prediction. The accuracy of the proposed model, when tested with the Mass 
Mammographic Data (MMD) increased from 81.35% to 90.76%.   

This framework has to be tested on similar health sector data, which tracks ailments 
and the factors that influence the occurrence or recurrence of a particular disease. The 
prepossessing steps that have been discussed here can be used on any prediction model 
development framework, to impute missing, incorrect and incomplete values. This 
approach being simpler to implement and results that are easy to comprehend provides 
a reliable solution to real-time predictive analyses or other problems that require 
imputation that could further contribute to the improvement of performance of the 
model. 
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Abstract. This paper describes several process oriented guided inquiry learning 
(POGIL) activities focused on soft computing (genetic algorithms, neural 
networks, and fuzzy systems). The paper provides background on POGIL, 
illustrates several activities, summarizes student feedback, and discusses lessons 
learned and possible future directions. 

Keywords: active learning, fuzzy logic, genetic algorithms, inquiry learning, 
neural networks, POGIL. 

1   Introduction 

To improve learning quality and retention, particularly in science, technology, 
engineering, and mathematics (STEM) disciples, educators have developed a wide 
variety of approaches to engage students, enhance learning, and emphasize attitudes 
and skills rather than only knowledge (often rote). These approaches are generally 
referred to as active learning, and approaches where students work together are 
referred to as collaborative learning. Process oriented guided inquiry learning 
(POGIL) is a particular approach to collaborative learning which combines a set of 
effective practices, and has been developed and validated over many years. 

This paper provides some general background on POGIL. It then describes 
activities focused on soft computing (genetic algorithms, neural networks, and fuzzy 
systems) that have been used successfully and are being revised and generalized. This 
paper is novel in that it describes: a) POGIL in computer science in general and soft 
computing in particular; b) POGIL outside the USA, and specifically in India; and c) 
POGIL activities using presentation slides rather than paper handouts. 

2   Process Oriented Guided Inquiry Learning 

POGIL has three distinguishing features [11]. First, teams of learners (typically 3-5) 
follow processes with specific roles, steps, and reports that help students develop 
process skills and encourage individual responsibility and meta-cognition. Second, 
teams work on scripted inquiry activities and investigations designed to help them 
construct their own knowledge, often by modeling the original processes of discovery 
and research. POGIL activities and processes are designed to achieve specific 
learning objectives; typically an activity is designed to focus on 1-2 (disciplinary) 
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concepts and 1-2 process skills. Third, the POGIL instructor serves as a facilitator, not 
a lecturer. Typically this means that the instructor circulates among the student teams, 
checks on progress, and helps teams to resolve problems. Periodically the instructor 
may ask teams to share answers or insights with the rest of the class. 

POGIL is based on learning science (e.g. [14]), and shares characteristics (e.g. 
teams, processes, inquiry) with other forms of active, discovery, and inquiry-based 
learning (e.g. [5]). POGIL is distinctive in the way it combines a set of characteristics 
that support each other and strengthen learning outcomes. 

POGIL activities are generally designed to follow a learning cycle with 3 phases 
[1, 11]. In exploration, students look for trends or patterns in data they have collected 
or that is provided, and generate and test hypotheses to help understand or explain the 
data. In concept invention, the trends, patterns, or hypotheses are used to define a new 
concept or term; importantly, students have constructed understanding before the 
concept is introduced. In application, the new concept is applied in other situations or 
contexts to help students generalize its meaning and applicability. Thus, the scripted 
activity provides information and asks questions to guide students through the 
learning cycle and help them develop process and learning skills. (For various 
reasons, some POGIL activities introduce a concept, and follow it with application 
and exploration.) 

Designing effective POGIL activities can be time-consuming, but supporting 
resource are available [7]. Generally, the author first identifies learning objectives and 
the focus of the activity. For examples, teams could analyze data, derive equations, or 
explore the behavior of a physical system. Next, the author creates a sequence of key 
questions that guide teams through the inquiry process. Finally, the author identifies 
and develops supporting information, such as prerequisites, glossary of terms, 
references, handouts, and subsequent assignments or projects. 

Activities involve three types of key questions. Directed questions have definite 
answers, are based on material available to students, and provide a foundation for later 
parts of the activity. Convergent questions may have multiple answers, and require 
teams to analyze and synthesize information to reach non-obvious conclusions. 
Divergent questions are open-ended, do not have right or wrong answers, and may lead 
teams and individual students in different directions.  

POGIL has been developed and validated over the last 15 years. Multiple studies 
have found that POGIL significantly improves student performance, particularly for 
average and below-average students. (e.g. [6], [9], [10]). POGIL has been used 
extensively in chemistry, and also in materials science and engineering [4], and 
computer science (CS) [3]. Although active learning and discovery learning are 
increasingly popular in CS (e.g. [2], [13]), POGIL is not yet well known in CS 
education. 

3   Context and Examples 

The author developed and used POGIL activities and other active learning activities 
for a course on soft computing, including genetic algorithms, neural networks, and 
fuzzy systems [12]. The course was taken by roughly 20 first term graduate students 
in computer science at the University of Kerala, Karyavattom, where the author was a 
Visiting Fulbright-Nehru Scholar. 
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Although most POGIL classrooms give each team or student a set of paper 
handouts for each activity, in this course the activities were presented as a sequence of 
PowerPoint slides which were posted online after class for students to review. The 
initial motivation was to reduce paper use. It also provided the instructor with more 
flexibility to tweak activities by adding steps or providing more information, and to 
manage the class’s pace since students couldn’t race forward to finish an activity or 
look for clues. This could make the class less student-centered, but it could also be 
more familiar to students who are accustomed to lectures. 

The following subsections briefly describe slides and other parts of several 
activities from the course. These particular examples were selected because they 
illustrate some (though not all) aspects of POGIL, and require relatively little context 
or background. 

Slides presenting concepts were covered in a few minutes of lecture and questions. 
Slides with questions improve students’ understanding and enables the instructor to 
help resolve any questions or confusion before moving on to new topics. Early 
questions are simpler, and later questions may be more challenging or require more 
reflection. After the topic is covered in class, students apply it in a programming 
assignment, usually working with a partner. 

Given time (for development, and in the classroom) these activities could be 
improved or extended in various ways, some of which are discussed below. For these 
activities to be more readily adopted for other courses, it would be useful to: define 
learning objectives, prerequisites, resources, and vocabulary; provide more complete 
background information; and package them in a standard format. This work is 
ongoing (and perhaps unending). 

3.1   Genetic Algorithms 

The slides in Figure 1 are from an activity that introduces schemata (patterns of 
solutions), some issues in schemata counting, and the first steps in deriving the schema 
theorem. Before starting the activity, the instructor ensures that students are organized 
into teams, and might spend a few minutes introducing the activity. Slide Schemata 
defines terms and provides some examples. The instructor could reinforce these ideas 
verbally, or have the teams study them. Slide Schemata Count: Questions begins with 
a directed question about counting solutions, and uses convergent questions to develop 
formulas. The instructor could ask teams to share their answers to see if there is 
agreement. Slide Schemata Selection: Questions (1) defines some more terms, and uses 
more convergent questions to lead students toward an equation showing how more fit 
solutions become more common over time. Slide Schemata Selection Questions (2) 
extends this to schemata, as the first of three major steps in defining the schema 
theorem. These might prompt a brief class discussion of how the equation could be 
used or improved. Together, the slides lead teams to explore schemata terminology and 
invent concepts which will be applied in later slides or subsequent assignments, 
thereby completing the learning cycle and lead students to deeper understanding. 

To improve this activity and make it more widely applicable, we might: 

• Use exploration tasks to motivate schemata rather than starting with a definition. 
• Motivate the terms defined in the slides. 
• Provide more intermediate steps, particularly for students who are less comfortable 

with mathematical derivations & proofs. 
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Schemata
In analyzing & discussing GAs & 
solutions, we often want to describe 
solution patterns, called schemata.
In each schema, some values are 
required, and others are not (represented 
by *)
Examples

AB**AB**   0010*0011
Schemata present counting problems…

Schemata Selection: Questions (1)
A(t) is the population at time t
f(a) is the fitness of solution a A(t) 
m(a,t) is the count of a at t
1. What is the total fitness of A(t)?
2. What is the average fitness?
3. What is m(a,t+1),

the count of solution a at (t+1)?
4. Does #3 make sense? 

How could it be used?

Schemata Counting: Questions
Assume there are s symbols in the 
alphabet, and each solution has L
symbols.
1. Count the solutions for each schema:

1*0*    1**0**0*    AA**C
2. How many solutions are there for 

a schema with w wildcard values?
3. How many schemata match a given 

solution?
4. How many schemata are possible, 

total?

Schemata Selection: Questions (2)
H is a schema

pattern does not depend on t, 
but members do

m(H,t) is the count of H at t
1. What is m(H,t+1)?

Hint: sum over solution counts
2. Substitute into #1 your earlier 

expression for m(h,t+1).
3. Explain the equality:

)(),()( HftHmhf
H

i
4. Substitute #3 into #2.
5. Does #4 make sense? 

How could it be used?
 

Fig. 1. Sample slides from activity on genetic algorithms 

3.2   Neural Networks 

The slides in Figure 2 are from an activity that explores the capabilities of single and 
multi layer neural networks. Previously, students investigated the form and behavior 
of a single neuron, and the role and possible shapes for activation functions. Before 
starting the activity, the instructor might briefly summarize some of these concepts, or 
give a brief quiz to see how well students understand them. Slide ANN Design 
Questions (1) asks convergent questions about choosing weights for neurons that 
perform specific functions, to help the teams better understand how neurons compute 
results. Depending on the class, the instructor might provide a handout showing truth 
tables for each operation, or a spreadsheet or software widget where students could 
enter weights and see the output for different inputs. Slide ANN Design: Questions (2) 
leads students to plot contours (for specific values of y) in order to see how a neuron 
combines its inputs, and some of the effects of activation functions. The instructor 
might provide blank graphs. Slide ANN Design: Questions (3) introduces the XOR 
operation, which cannot be computed with a single neuron but can be computed with 
a sequence of neurons. This might prompt a brief class discussion of single vs. multi- 
layer networks. Slide ANN Design: Questions (4) asks students to design networks to 
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ANN Design: Questions (1)
Consider a neuron with F=-1, T=+1 
and a step activation function.
1. Try to choose weights to compute

a. logical NOT (1 input)
b. logical OR (2+ inputs)
c. logical AND (2+ inputs)

2. Can one activation function
serve all 3 functions?

ANN Design: Questions (3)
1. Try to choose weights to compute 

XOR with a single node. 
What new issues arise?

2. What general statements 
(pros & cons) can you make 
about one-layer networks?

3. Try to choose weights to compute 
XOR with a multi-layer network.

4. What general statements 
(pros & cons) can you make 
about multi-layer networks?

ANN Design: Questions (2)
1. On an (x1,x2) graph, 

draw lines for y = x1w1 + x2w2
for w1 & w2, y = {-1,0,+1}

2. How would f() affect the lines?
3. Extend & compare with a 3+ input 

network.

ANN Design: Questions (4)
Consider a 3x3 binary image:

1. Design a network where each pattern 
above has a unique output.

2. How could you use less neurons?
3. How could you allow

noisy data (1-2 incorrect pixels)?
 

Fig. 2. Sample slides from activity on neural networks 

identify simple patterns, and prompts them to begin considering issues of efficiency 
(number of neurons) and robustness when data is noisy or incomplete. Here again, the 
instructor might provide a handout or a software widget. Teams that progress quickly 
could spend more time exploring ways to reduce the number of neurons or allow 
noisy data. 

To improve this activity and make it more applicable, we might: 

• Use more exploratory examples in slides a) and d), perhaps including some with 
continuous rather than binary inputs, and examples with multiple outputs. 

• Use a series of questions to better motivate the graphs in slide b). 

3.3   Fuzzy Sets and Relations 

The slides in Figures 3 and 4 are from an activity that introduces fuzzy sets and 
relations. This activity focuses more on application than on concept invention, in part 
because the students were already familiar and comfortable with these concepts in 
regular (crisp) sets. In a setting where students were less familiar with these concepts, 
the activity might start more gradually and review these concepts. 

In Figure 3, the first three slides provide context and define some terms and 
relations, and slide Fuzzy Set Relations: Questions prompts students to apply these 
ideas. The instructor could ask teams to share their answers to see if there is 
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Fuzzy Sets
fuzzy set generalizes regular (crisp) set 
with degree or grade [0.0 … 1.0] 
• crisp set elements have degree 

0 (non-member) or 1 (member)
membership function m(x) maps each
element x Universe to its degree.
(Universe is a crisp set)
• finite/infin, discrete/continuous

Fuzzy Set Relations: Questions
Given fuzzy set C = 

{bla, whi, yel, mag} with
mR(C)= { bla/0, whi/1, yel/1, mag/1 }
mG(C)= { bla/0, whi/1, yel/1, mag/0 }
mB(C)= { bla/0, whi/1, yel/0, mag/1 }
1. Identify all subset relations among 

R, G, & B.
2. Identify support of R, G, & B.

Fuzzy Sets: Examples
materials A = {wax, steel, diamond}
hardness mH(A) = {w/.1, s/.7, d/1}
ages A = {0…} (non-neg ints)
oldness mO(x) = {0.0 for x ≤ 20

(x-20)/60 for 20 ≤ x ≤ 80
1.0 for 80 ≤ x}

Fuzzy Set Operations: Familiar
Union & Intersection

A B {x/max(mA(x),mB(x))|x U}
A B {x/min(mA(x),mB(x))|x U}

Complement
A’ {x/(1-mA(x)) |x U}

Fuzzy Set Relations
Equality A=B ≡ mA(x)=mB(x) x U
Subset A B ≡ mA(x) mB(x) x U

A=B ≡ A B and B A
Member x A undefined for fuzzy

but U is universe (crisp set)
Support {x | mA(x) > 0, x U}
Fuzzy Singleton set with |support| = 1

Fuzzy Set Operations: Questions

1. Given sets A & B, draw:
A’, B’, A B, A B, A’ B’

2. How are 1c & 1e related?
3. Are crisp and fuzzy definitions 

for { , , ‘} consistent?

x1
x2

x3

x4

0

1

A
x1 x2

x3
x4

0

1

B
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A
x1

x2
x3

x4

0

1

A

 

Fig. 3. Sample slides from activity on fuzzy sets (first part) 

agreement. Slide Fuzzy Set Operations: Familiar lists operations that students have 
encountered previously, and slide Fuzzy Set Operations: Questions uses convergent 
questions to prompt teams to apply these operations to fuzzy sets displayed as 
graphs, and to consider relationships among the new concepts. This might lead to a 
brief classroom discussion. The instructor might provide handouts for drawing the 
results of the 5 operations, and post each team’s answers so other teams can study 
them. 

Similarly, in Figure 4, slide Fuzzy Set Properties: Familiar defines concepts and 
slide Fuzzy Set Properties: Unfamiliar prompts students to consider the definitions 
before applying them; some teams may notice some subtleties before applying the 
concepts in slide Fuzzy Set Operations: Questions (1) and slide Fuzzy Set Operations: 
Questions (2). Again, the instructor might provide handouts and post answers for 
review and discussion. 
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Fuzzy Set Properties: Familiar
Commu. A B=B A A B=B A
Assoc. (A B) C = A (B C)
           (A B) C = A (B C)
Distrib. A (B C) = (A B) (A C)
             A (B C) = (A B) (A C)
DeMorgan (A B)’ = A’ B’

(A B)’ = A’ B’
Involution (A’)’ = A
Idempotent A A = A
Identity A =A A =

A U=U A U=A

Fuzzy Set Operations: Questions (1)

1. Given fuzzy sets A and B, 
each with 4 elements, draw:

CON(A), DIL(B),
NORM(A), NORM(B)

Fuzzy Set Properties: Unfamiliar
• Concentration & Dilation

CON(A) {x/mA(x)2 |x U} 
DIL(A) {x/mA(x)½ |x U}

• Normalization
NORM(A) {x/mA(x)/Max |x U}

• CON decreases degree,
DIL increases degree.

• Do these names make sense? 

Fuzzy Set Operations: Questions (2)
Given previous definitions
• ages A         = {0…  } (non-

negative ints)
• oldness mO(x) = {0.0 for x ≤ 20

(x-20)/60 for 20 ≤ x ≤ 80
1.0                for 80 ≤ x}

1. For x = 0..100, draw :
mO(x), CON(mO(x)), DIL(mO(x))

x1
x2

x3

x4

0

1

A
x1 x2

x3
x4

0

1

B

 

Fig. 4. Sample slides from activity on fuzzy sets (third part) 

To improve this activity and make it more widely applicable, we might: 

• Review (crisp) set relations, operations, and properties to assess understanding and 
resolve gaps or misconceptions.  

• Use questions to explore and invent concepts such as membership degree and 
membership function. For example, the activity could start by considering different 
ways to describe someone’s age (e.g. “under 21”, “over 65”, “middle aged”, 
“young”, “old”).  

• Use examples to explore and invent ways to define membership functions for finite 
and infinite sets. 

• Use questions to explore and invent ways to extend set relations and operations to 
fuzzy sets and the concept of support. 

4   Results 

At the end of the course, students were given a written survey and asked to briefly 
describe things that worked well and things that worked less well. Two examples 
follow: 
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Group discussions & exchanging ideas with other groups is a better one. This 
makes us think about it in a better way. As you come to each group to talk, we 
can clarify our doubts by discussing it with you. And you encourage us to think 
more about the topic. Assignments also help us a lot to understand the subject in 
detail. Exams like this is new to us. This exams also make us think more about 
the things that we prepared for exams. 

 
Your way of teaching is entirely different from other classes. It helps me to 

think more and understand more things. When you are giving an assignment to 
us it is very different from the assignments that we are already done, at first was 
a strange experience but now I can realize that this is one of the best ways to 
think for students. In the case of exams also I feel the same. The group activities 
that you gave us is very helpful to know more about how helpful when working 
in a team rather than single.  
 
Other responses were consistent, though not always as eloquent. In sum, the 

responses included several recurring themes: 

• Excitement about having a visiting faculty member from the US. 
• Initial uncertainty about an unfamiliar teaching and learning style, followed by the 

realization that they were understanding concepts better and acquiring useful 
process skills. 

• Some difficulty understanding the instructor’s (American) English. However, 
within a team students could (and did) converse in English, Hindi, and Malayalam, 
so that students who had difficulty understanding the instructor could seek 
clarification from other team members. 

5   Conclusions 

POGIL is based on learning science and has a proven track record in other disciplines. 
POGIL classrooms are very different from lecture-based classrooms, but POGIL 
shares characteristics with other forms of active, discovery, and inquiry-based 
learning, so that faculty familiar with such approaches should not have difficulty 
adapting to POGIL. There are a variety of materials to help faculty develop and 
improve POGIL materials (e.g. [7], [8], [11]). 

There are several benefits to using POGIL, particularly in computer science and 
software engineering. Particularly in settings where students have varied academic 
and linguistic backgrounds, POGIL encourages students to collaborate and learn from 
each other rather than focusing attention on a single instructor. Software development 
is primarily a problem-solving activity where most background information is readily 
available, and POGIL helps students to develop their problem-solving abilities. 
Teams are an important part of most IT organizations, and POGIL helps students to 
develop important team process skills.  

There are also some challenges to using POGIL. Developing and revising effective 
activities can be time-consuming. Students and faculty who are not used to POGIL or 
other active learning approaches may be reluctant to try it or have difficulty at first.  



 Process Oriented Guided Inquiry Learning for Soft Computing 541 

This paper is novel in that it describes: a) POGIL in computer science in general 
and soft computing in particular; b) POGIL outside the USA, and specifically in 
India; and c) POGIL activities using presentation slides rather than paper handouts. 

The author continues to develop, use, and revise POGIL activities for other topics 
in computer science, including Java programming, project management, and data 
structures and algorithms. One future direction is to extend and adapt the soft 
computing activities described here for courses and faculty at other institutions. 
Another direction is to explore the potential of supporting infrastructure, such as 
personal computers, learning management systems, or classroom response systems. 
Finally, the author hopes develop an international community of faculty using and 
improving POGIL activities in computer science. 
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Abstract. Shuffled frog leaping Algorithm (SFLA) is a new memetic, 
population based, meta-heuristic algorithm,  has emerged as one of the fast, 
robust with efficient global search capability. In order to enhance the 
algorithm’s stability and the ability to search the global optimum, the 
conventional SFL Algorithm has been modified in our work by using the local 
best value of each memeplex instead of generating a new frog, to enhance the 
effectiveness of the SFLA. This paper implements the application of Modified 
SFLA in Partitional clustering of the unlabelled data. This algorithm is applied 
on various classification problems and the simulated results demonstrate that, 
this modified SFLA has outperformed the conventional SFL Algorithm. 

Keywords: Modified Shuffled Frog Leaping Algorithm (MSFLA), Shuffled Frog 
Leaping Algorithm (SFLA), Memetic Algorithm (MA), Partitional Clustering. 

1   Introduction 

Memetic algorithms (MA) represent one of the recent growing areas of research in 
evolutionary computation. The term MA is now widely used as a synergy of 
evolutionary or any population-based approach with separate individual learning or 
local improvement procedures for problem search [1]. There are various subtypes and 
algorithms exist in the memetic algorithms. Shuffled frog-leaping algorithm (SFLA) 
is a new memetic meta-heuristic algorithm with efficient mathematical function and 
global search capability [2]. This was developed by Eusuff and Lansey [3]. SFLA is a 
population based, cooperative Search metaphor inspired by behavior of frogs in 
nature searching for food. It is originated from the research of food hunting behaviors 
of frog. Researchers found that, in theory at least, individual members of the school 
can profile from the discoveries and previous experience of all other members of the 
school during the search for food. The advantage can become decisive, outweighing 
the disadvantages of competition for food items, whenever the resource is 
unpredictably distributed in patches. Their behaviors are unpredictable but always 
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consistent as a whole, with individuals keeping the most suitable distance. The key 
idea is to create a population of candidate solutions to an optimization problem, which 
is iteratively refined by alteration and selection of good solutions for the next iteration 
[4]. Candidate solutions are selected according to a fitness function, which evaluates 
their quality with respect to the optimization problem. To enhance the algorithm’s 
performance and the ability to search the global optimum, the conventional SFL 
Algorithm has been modified by replacing the worst frog with the local best frog of 
each memeplex instead of generating a new random frog This paper applied our 
concepts of Modified Shuffled Frog Leaping Algorithm (MSFLA) in the process of 
clustering, and this algorithm is tested to the various real-world classification datasets.     
The rest of the paper is organized as follows: Scientific background of clustering is 
explained in Section 2 followed by detailed description of SFLA in Section 3. The 
clustering algorithm using MSFLA is proposed in section 4 and the results are 
displayed in the section 5 followed by conclusion in the last section. 

2   Scientific Backgrounds 

All the objects can be represented in a physical or abstract structure called patterns. 
These can be distinguished from each other by a collective set of attributes called 
features, which together represent a pattern [5]. Let   P = { , ,. . . , } be a set of k 
patterns or data points, each having m features. These patterns can be represented as 

with k m-dimensional row vectors. The   characterizes the ith object from the 
set P, and each element ,  in    corresponds to the jth real-value feature (j = 1, 2. . . 
m) of the ith pattern (i =1, 2. . . k). The clustering algorithm tries to cluster the given n 

  matrix in to n clusters C = { , , . ., } using a Partitional clustering 
algorithm such that the similarity of the patterns in the same cluster is maximum and 
patterns from different clusters differ as far as possible. The partitions should 
maintain three properties. 

1) At least one pattern should be assigned to each cluster i.e.,    ∈ {1, 2. . . N}. 
2) No pattern should be common to two different clusters  ,   i.e. ∩    = 

 j and i, j ∈ {1, 2, . . .,K} 
3) Each pattern should definitely be attached to a cluster i.e.,   = P. 

 

Clustering process may also be defined as the optimization problem and it can be 
solved by using evolutionary search heuristics [6]. Since the given data set can be 
partitioned in a number of ways, maintaining all of the fore mentioned properties and 
a fitness function (some measure of the adequacy of the partitioning) must be defined 
[7]. The problem then turns out to be one of finding a partition  of optimal or near-
optimal adequacy, as compared to all other feasible solutions  C = {C , C  , .  . .,  C ( , )}, where  N(k, N) ! ∑ ( 1) (N i)                     (1) 

is the number of feasible partitions. This is the same as  

Optimizef(X , C)              (2) 
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Where C is a single partition from the set C, and f is a statistical–mathematical 
function that quantifies the goodness of a partition on the basis of the distance 
measure of the patterns [8]. 

3   Shuffled Frog Leaping Algorithm (SFLA) 

Shuffled frog leaping (SFL) is a population based, cooperative search metaphor 
inspired by natural memetics. The combination of EAs with local search was named 
memetic algorithms (MAs) in [10]. Its ability of adapting to dynamic environment 
makes SFL become one of the most important memetic algorithms. The frogs can 
communicate with each other, and can improve their memes by infecting (passing 
information) each other [11]. Improvement of memes results in changing an 
individual frog’s position by adjusting its leaping step size. 

3.1   Steps in SFL Algorithm 

The following are the steps involved [12] in the Shuffled Frog Leaping Algorithm 
(SFLA): 

Step 1: Generate Random population. Initially generate the random population of k 
frogs within the feasible region. 
Step 2: Rank Frogs. Calculate the fitness value of each frog according to the given 
problem and sort them according to their fitness values. Record the best frog’s 
position  in the entire population.  
Step 3: Divide in to memeplexes. Divide the frogs into p memeplexes each holding q 
frogs such that k= p×q. The division is done with the first frog going to the first 
memplex, second one going to the second memeplex, the pth frog to the pth memeplex 
and the (p+1)th frog back to the first memplex. 
Step 4: Memetic evolutions. Identify   and  in each memeplex which represents 
the Best and Worst frog respectively. Also the frog with the global best fitness  is 
identified. Then the position of the worst frog  for each memplex can be improved 
as follows: B rand(. ) (X X )                                                (3) New X Old X  B                -Bmax ≤ Bi ≤ Bmax  (4) 

Where, rand (.) is a random number between 1 and 0, and Bmax is the maximum 
allowed change in the frogs position. If the evolutions produce a better frog (solution), 
it replaces the older frog. Otherwise, Xb is replaced by Xg in (3) and the process is 
repeated. If non improvement becomes possible in this case a random frog is 
generated which replaces the old frog. 
Step 5: Local Exploration. Perform the process from step 3 for a specific number of 
iterations. 
Step 6: Shuffling. After the defined number of evolutionary steps in step 5, perform 
the process of shuffling by combining all the frogs in each memeplex in to a single 
group.  
Step 7: Check convergence. If the convergence criteria are satisfied, stop. Otherwise, 
return to step 2.  
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Fig. 1. SFL Algorithmic Flow Chart 

4   MSFLA to Data Clustering 

4.1   Modified SFLA (MSFLA) 

The SFLA is one of the most Efficient Algorithm in reaching the global optimal. But, 
this Algorithm consumes more time because of the redundant steps present in it. This 
problem can be modified to increase its capability of reaching the global optimal 
faster. In Step (4) of SFL Algorithm (as mentioned in above section), if the fitness 
obtained from the new frog (  ) is not greater than the fitness of the old frog 
(    ), a random value or a new frog is generating to replace the old frog 
(  ). This generation of a new frog can affect the performance of the Algorithm. 
By generating a new frog again, the best value that has been achieved so far for that 
frog is not remained. The old frog which is converged up to that extent is going to 
change its value with a new value i.e. the frog is again going to rebirth by leaving all 
the work that has been done till now. Thus the new frog should start from beginning 
and it should take all the steps to converge again. This leads to low convergence rate 
and requires more time consumption to attain global optimal thus resulting the poor 
performance. 
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This problem should be avoided in order to improve the performance. This can be 
avoided by utilizing the services of best frog rather than generating a new frog. From, 
the Knowledge of Clonal selection [13], (it specifies replacement of the worst with 
the best value) we can avoid this problem. In the step (5) of the basic SFLA, if the 
fitness of the new frog   is not better, then it can be replaced by the value of 
the best frog  found in that Memeplex. This replacement helps to start the next step 
of convergence from the best value rather than generating a new frog randomly. This 
may reduces the time consumption of the Algorithm since the frog is not generated 
randomly again. This modification in the Algorithm helps to attain solution faster 
with more convergence rate, and thus helps to attain the global optimal. The Pseudo 
code of the Modified step can be described as follows:    B τ (X X )                                                     (5) New X Old X  B                                               (6) ( B B B ) 

If (Fitness is not better) Replace   with  in equation (5) 
Else (fitness is not better) Replace with best solution of that memeplex 

4.2   Application to Data Clustering 

The Euclidian distance between the centroid vector of a class to the each data vector 
can be calculated as follows: d Zp,mj ∑ Zpk-mjk 2Ndk 1                                              (7) 

Where,  denotes pth data vector,  denotes the centroid vector of cluster j,  denotes the input dimension, i.e. the number of parameters of each data vector and 
k subscripts the dimension  

The MSFLA based clustering is described as follows: 
 

Step 1: Initialize the number of frogs , Number of memeplexes , Number of 
frogs in each memeplex , such that  
Step 2: Generate   sample frogs (1), (2), …  in the feasible space. 
The ith frog can be represented as a vector with ( ) ( , , … . . , ) that is a 
candidate solution containing K cluster centers. 
Step 3: Calculate the fitness value of each frog   ( ) , fitness can be calculated in 
terms of Quantization Error (QE) of the Frog. The QE can be calculated by using the 
formula as follows: ∑ ∑ ( , )/∈ ,                                           (8) 

Where  represents the number of clusters and  represents the number of data 
vectors that belong to the ith particle and jth cluster and ( , ) represents the  
Euclidian distance which can be calculated using Equation (7). 
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Step 4: Sort all the frogs in ascending order according to the fitness ( ). Divide all 
the  Frogs in to   memeplexes such that, 1st frog goes to 1st memeplex and the 
second frog goes to second memeplex e.t.c,. So, that( 1) frog goes to 1st 
memeplex again. 
Step 5: Identify the global best frog ( ) and local best ( ), local worst ( ) frog in 
each memeplex. Change the value of worst frog of each memeplex by using Equation 
(5) and (6). If no improvement is seen in this case, the old frog can be replaced with 
the best frog in that memplex. 
Step 6: Shuffle the frogs in all the memeplexes i.e., combine all the Frogs in to a 
single array or in a single group. 
Step 7: Check for the convergence criteria, if it is not satisfied, then go to step 3 
again. Typically, the decision on when to stop is made by a pre-specified number of 
consecutive time loops or at least one Frog carries the “best memetic pattern” without 
change or a maximum total number of function evaluations can be defined. 

5   Experimental Studies 

In this section, we evaluate and compare the performances of the SFLA with MSFLA 
on Four real-world data sets (Iris, Ripley’s glass, wine and Wisconsin Breast cancer) 
which are described as follows: 

5.1   Experimental Settings 

For all the results reported in this paper, the best values are obtained by choosing the 
following for both SFLA and MSFLA: 

         The initial Number of Frogs (Nf) = 20 
         Number of Memeplexes (Nm) = 5         
         Number of Frogs in each memeplex=4 
         Number of iterations=300 

              Number of iterations within each memeplex=30   

5.2   Results and Discussion 

MSFLA clustering is applied on four datasets where quality is measured according to 
the following two criteria: 

• The quantization error (qe) as defined in equation (8). 
• The Standard Deviation of the Quantization Error: (std (qe)). 

The following Table 1 summarizes the results obtained from SFLA and MSFLA 
clustering algorithm for four Classification problems stated above. The results are 
tabulated by performing 30 independent runs and the Standard deviation (std) is 
calculated by taking the average in all iterations. 
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Table 1. Simulation Results of SFLA and MSFLA for Four Data Sets 

DATA 
SET 

PARAM
ETERS 

SFLA MSFLA 

BEST AVG WORST BEST AVG WORST 

IRIS Mean qe  
0.6956 

 
0.7132 

 
0.8262 

 
0.5024 

 
0.5078 

 
0.5162 

std(qe)  
0.0094 

 
0.0137 

 
0.0195 

 
0.0011 

 
0.0057 

 
0.0125 

GLASS Mean qe  
1.2574 

 
1.2907 

 
1.3289 

 
1.1134 

 
1.1934 

 
1.2171 

std(qe)  
0.0490 

 
0.0426 

 
0.0359 

 
0.0214 

 
0.0266 

 
0.031 

WINE Mean qe  
101.7571 

 
101.7923 

 
101.8243 

 
98.9923 

 
99.7923 

 
101.7643 

 std(qe)  
0.0089 

 
0.0354 

 
0.0521 

 
0.0072 

 
0.0254 

 
0.0292 

BREAST 
CANCER 

Mean qe  
6.6946 

 
6.75422 

 
6.8012 

 
6.1946 

 
6.2345 

 
6.2467 

std(qe)  
0.0758 

 
0.0783 

 
0.0801 

 
0.0385 

 
0.0568 

 
0.0790 

5.3   Simulation Results 

First, consider the fitness of solutions, i.e. the quantization error. For all Classification 
problems, the MSFL Algorithm has the smallest average Quantization error as 
compared to SFLA. The standard deviation (std) found to be very small, thereby 
indicating the better convergence of the algorithm. 

In [14] by Naveen et al., has submitted the best Quantization error for the IRIS, 
GLASS data sets, which are found to be:  0.60702 and 1.38083 respectively. But, by 
using this MSFLA, the best results are obtained as: 0.5024 and 1.1134 respectively.  

Therefore, this MSFLA produces better results in all Datasets. For the BREAST 
CANCER Dataset, the result obtained is closer to the best value. With reference to 
these criteria, the MSFLA approaches succeeded most in finding clusters with larger 
separation with minimum Quantization Error which yields the more compact clusters.  
 

SFLA                                                                            MSFLA 

 

Fig. 2. IRIS Data Set 
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Fig. 3. WINE Data Set 

 

Fig. 4. RIPLEY’S GLASS Data Set 

 

Fig. 5. BREAST CANCER Data Set 

Fig. 2 to Fig. 5 illustrates the convergence behavior of the MSFL Algorithm for the 
four classification Problems. It summarizes the effect of varying the number of 
Iterations to the Quantization Error. The MSFL Algorithm exhibited a faster 
convergence to a smaller quantization error. 
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6   Conclusions 

This paper proposed a new Algorithm, A Modified Shuffled Frog Leaping Algorithm 
(MSFLA) by overcoming the problems in the conventional SFLA. It also investigated 
the performance of MSFLA to cluster data vectors. Four Datasets were tested, namely 
Iris, Ripley’s glass, wine and Wisconsin Breast cancer. This MSFLA approach has a 
better convergence to lower quantization errors and outperformed SFLA. Future 
studies will involve more elaborate tests on higher dimensional problems and large 
number of patterns. The MSFLA clustering algorithms can also be extended to 
dynamically determine the optimal number of clusters. 
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Abstract. New variant of PSO algorithm called Neighborhood search assisted 
Particle Swarm Optimization (NPSO) algorithm for data clustering problems 
has been proposed in this paper. We have proposed two neighborhood search 
schemes and a centroid updating scheme to improve the performance of the 
PSO algorithm. NPSO algorithm has been applied to solve the data clustering 
problems by considering three performance metrics, such as TRace Within 
criteria (TRW), Variance Ratio Criteria (VRC) and Marriott Criteria (MC). The 
results obtained by the proposed algorithm have been compared with the 
published results of basic PSO algorithm, Combinatorial Particle Swarm 
Optimization (CPSO) algorithm, Genetic Algorithm (GA) and Differential 
Evolution (DE) algorithm. The performance analysis demonstrates the 
effectiveness of the proposed algorithm in solving the partitional data clustering 
problems. 

Keywords: Data Clustering, Particle Swarm Optimization, Trace Within 
criteria, Variance Ratio Criteria, Marriott Criteria. 

1   Introduction 

Clustering is a technique that attempts to group unlabeled data objects into clusters of 
similar objects. Each group called a cluster consists of objects that are similar to each 
other than objects belonging to other groups or clusters. A review of the clustering 
methods can be found in Xu and Wunsch [1]. Clustering techniques based on 
Evolutionary Computing and Swarm Intelligence algorithms have outperformed many 
classical methods of clustering. Two recent approaches, the particle swarm 
optimization and differential evolution has been used for solving the clustering 
problems. PSO introduced by Kennedy and Eberhart [2] is one of the most recent 
metaheuristics introduced to optimize various continuous nonlinear functions. Many 
variants of PSO algorithms were developed over the years and applied to solve the 
various optimization problems.  
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Literature review reveals that only few attempts have been made to solve the 
clustering problem using PSO algorithms, compared to other metaheuristics such as 
Genetic algorithm. The performance of the proposed Neighborhood search assisted 
Particle Swarm Optimization (NPSO) algorithms are studied with the consideration of 
three clustering metrics such as TRace Within criteria (TRW), Variance Ratio Criteria 
(VRC) and Marriott Criteria (MC) using real world data sets. The results are 
compared with the published results of the basic PSO, CPSO, GA and DE for all the 
clustering metrics.  

The remaining part of the paper is organized as follows: Section 2 defines the 
formal clustering problem. In section 3, PSO algorithm applied to clustering problems 
are discussed. Section 4 describes the general structure of the proposed NPSO 
algorithm for data clustering. Section 5 presents the benchmark data sets and 
parameter settings used for experimentation. In Section 6 the results obtained by 
NPSO algorithm for different performance metrics are presented. In Section 7, 
conclusions from this study were made. 

2   Data Clustering Problem Formulation 

Notations Used: 

N  the number of data objects to be clustered. 
D  the dimension of each of the data objects. 
K  the number of clusters. 

O  set of N  data objects to be clustered, { }1 2, ,......., NO O O O=
r r r

.   

kn  number of data objects allocated to cluster k. 

Each data object is represented as: }{ , .............1 2O o o oi i idi =
r

, where ido  represents value 

of data i at dimension d. 
C  set of K partitions with data objects assigned to each partition 

{ },..,i KC C C= . 

Z  cluster centers to which data objects are assigned, { }1 2, ..........., kZ Z Z Z=
r r r

. 

Each cluster center is represented as: 

}{ 1 2, .............i i i idZ z z z=
r

, where idz  represents value of cluster i at dimension d. 

To solve the clustering problem, it is necessary to define a measure of similarity or 
dissimilarity between the data objects and centroids (see Jain et al., [3]). Different 
statistical criteria or fitness measures have been proposed. We have considered the 
fitness measures considered by Paterlini and Krink [4] for comparing partitions 
generated by different clustering algorithms.  

3   PSO Algorithms in Clustering  

PSO is a population based, cooperative search heuristic introduced by Kennedy and 
Eberhart [2] to find optimal or near solutions to an unconstrained optimization 
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problem. The ideas that underlie PSO are inspired by the social behavior of bird 
flocking and fish schooling. PSO is an iterative method that is based on the search 
behavior of the swarm in a multidimensional space. The algorithm iterates by 
updating the velocities and positions of the particles until the stopping criteria is met. 
Several variations [5-12] of this PSO scheme have been proposed in the literature for 
solving continuous optimization problems.  

PSO based clustering algorithm was first proposed by Van der Merwe et al. 
[13].Xiao et al. [14] proposed a hybrid approach based on Self Organization Maps 
(SOM) and PSO to cluster the gene data. Chen and Ye [15] employed a representation 
in which each particle corresponds to the centroids of the clusters.  Orman et al. [16] 
proposed a dynamic clustering system based binary PSO and K-means algorithm. The 
algorithm automatically identifies the number of clusters in the data and employs a 
validity index to access the clusters obtained. Using the concept of socio-cognition, 
Cohen et al., [17] proposed a modified PSO algorithm called Particle Swarm 
Clustering (PSC) algorithm. Paterlini and Krink [4] compared the performance of K-
means, Differential evolution (DE), Random Search (RS), PSO and GA for partitional 
clustering problems. The empirical results show that PSO and DE perform better 
compared to GA and K-means algorithms.  

Jarboui et al. [18] compared the performance of CPSO with GA for the TRW and 
VRC measures. Jarboui et al. [18] proposed an approach based on Combinatorial 
Particle Swarm Optimization (CPSO) algorithm. Each particle is represented as a 
string of length n (where n is the number of data points) and each element of the 
string represents the cluster number assigned to the data point. CPSO algorithm was 
compared with GA by solving data clustering problems. A Discrete Particle Swarm 
Optimization algorithm using the principle of probability to construct the velocity of 
particle followed by a search scheme to construct the clustering solution was 
proposed by Karthi et al. [19]. A detailed comparative evaluation of PSO algorithms 
for partitional data clustering were reported by Karthi et al. [20]. 

4   General Structure of Proposed NPSO Algorithm  

Notations used: 

  t iteration counter. 
T  maximum number of iterations. 
S  swarm size. 
D  maximum numbers of dimensions in each data object. 
K  maximum number of clusters. 
N  number of data objects to be clustered.  

The data objects to be clustered are represented as a set: { }, ,.......,1 2O O O ON=
r r r

 

Each data object is represented as: }{ , .............1 2O o o oi i idi =
r

, where oid  represents 

value of data i in dimension d . 
t

xn  position of Current particle n  (Current) at iteration t . 

( )tf xn   value of objective function for particle n  (Current) at iteration t . 
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Each particle is represented as { }, , , , , , , , , ,11 12 1 21 22 2 1 2x x x x x x x x x xn n n d n n n d nk nk nkdn = K K K K , 

where xnkd represents value of cluster k in dimension d for particle n. 

t
vn  velocity of particle n at iteration t.  

Each velocity is represented as { , , , , .., , , , }11 12 1 1 2v v v v v v vn n n n d nk nk nkd= K K , where 

vnkd represents value of cluster k in dimension d for particle n. 

pn  Best position of particle n  till iteration t  . 

( )f pn   value of objective function for pn . 

g  G-Best position of the whole swarm. 

( )f g     value of objective function for g . 

The general structure of the NPSO algorithm is given below: 

Step 1: Generate 2 1S +  initial particle t
xn  according to the swarm size S . 

Step 2: Apply the centroid updating scheme to each of the generated 2 1S +  initial 

particles t
xn . Evaluate the objective value of the particles ( )tf xn  based on 

fitness measures.  

Step 3: For each of the t
xn  initial particles apply the neighborhood search schemes.  

Step 4: Initialize t
nx  (Current particle), pn (Particle Best) and g  (Global Best). 

Step 5: Initialize t
vn , the velocity vector of the particles. 

Step 6: 1t t= +  
Step 7: For each particle 1...n S=  

Step 7.1:  Update the position and velocity vectors of the Current particle t
xn .  

Step 7.2: Apply the centroid updating scheme to t
xn . Evaluate the objective 

value of the particles ( )tf xn  based on the considered fitness 

measure.  

Step 7.3: For each t
xn  generated in Step 7.2 apply the neighborhood search 

schemes. 
Step 7.4:  Update the Best ( pn ) and G-Best ( g ) particle positions. 

Step 8: If t T< go back to Step 6  
else Step 9. 

Step 9: Return G-Best ( g ) particle.  

4.1   Generation of Initial Particles 

In the proposed NPSO algorithm, we generate 2 1S +  initial particles. The particles are 
initialized within the maximum and minimum limit in each dimension. Cluster centers 
of the particles are randomly initialized using the data points taken from the 
corresponding datasets. This method of randomly selected data point initialization 
ensures diversity in the population to obtain high quality results.  
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4.2   Centroid-Updating Scheme 

The main task of the centroid updating scheme is to find best possible set of K  
centroids, one for each cluster. The scheme works as follows: The clustering is done 
by assigning each data object to the nearest centroid encoded in the particle. The 
centroids in the particle are updated based on mean of the data objects in the cluster. It 
is to be noted that in the conventional PSO algorithm, the centroid encoded in the 
particle is not updated after every iteration. The proposed centroid updating scheme 
for the data clustering problems is given below: 
 
Algorithm: Centroid Updating Scheme 

/* Input: A Centroid set { }, , ,1 2
t

Z Z Z ZK= K { },1 2Z z z zdk = L  where d is the number of 

dimensions in the data object */ 

Step 1: Assign each data object in the dataset to a centroid in t
Z . 

Step 2: Set 1t t= +  

Step 3: Update t
Z such that it is the mean vector of all the data objects in that 

cluster. ( )
1

N Ot id ikZkd nki

δ×
∑=
=

, where ikδ  = 1 data  belongs to cluster 

0 other wise

i k⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

. kn  is the 

numbers of data objects in cluster k. 

Step 4: If 1t t
Z Z

−= , then t
Z  is a converged centroid, Stop  

Else go to step 2. 

4.3   Neighborhood Search Schemes 

The neighborhood search schemes proposed in this paper search for better solution in 
the proximity of the particle considered. The solution space is explored through a 
sequence of positions that are close to the particle centroids. Neighborhood search 
may be viewed as a procedure that proposes the direction in which the centroids 
should move for greater improvement in partitioning. These schemes accelerate the 
convergence and possibly lead to superior solution by escaping local optima. The two 
Neighborhood Search Schemes proposed in this paper are discussed below:  

4.3.1   Neighborhood Search Scheme 1 
Neighborhood search scheme 1 is characterized by the following strategy. Each of the 
clustering centroid solution is a point in the solution space. An optimal solution is 
assumed to be in the proximity of the current centroid. The solution space is explored 
through construction of centroid solutions that are within the limits of the current 
cluster diameter. Thus centroids move to better positions within its neighborhood. 
 

Algorithm 
min

Zkd  represents minimum centroid set in each dimension d based on the data 

objects assigned to cluster k. 
max

Zkd  represents maximum centroid set in each dimension d based on the data 

objects assigned to cluster k. 
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k
Oid   represents data object i assigned to centroid k, d is the dimension of the data 

object. 

1U   uniformly distributed random number between 0 and 1. 

Step 1: Assign each data object Oi  in dataset to a centroid in Z . 

Step 2: For each centroid Z Zk ∈ , 1k K= K  

  For each dimension d Zk∈ , 1d D= K  

  Set { }min
min kZ Oidkd ∈ , 1i N= K . ; Set { }max

max kZ Oidkd ∈ , 1i N= K  

Step 3: For each centroid Z Zk ∈  

  For each dimension d ∈  Zk   

  ( )' max min
1Z Z m U Z Zkd kskd kd= + × × − ,where {1, 1}m ∈ −  

Step 4: Apply the centroid updating scheme to '
Zkd . Evaluate ( )

l
f Zkd . 

return '
Z . 

4.3.2   Neighborhood Search Scheme 2 
The centroids generated are within the neighborhood of the initial centroid. The 
neighborhood search schemes allow exploration to new areas within the neighborhood 
to uncover the near optimal value.  

Algorithm 

 

Step 1: Assign each data object Oi  in dataset to a centroid in Z . 

Step 2: Update the centroid using the following heuristic 

For each centroid Z Zk ∈  

  For each dimension d in Zkd   

  1

1

N Ond nk

nkiYkd N nk

nki

δ

δ

⎛ ⎞×⎜ ⎟∑
⎜ ⎟== ⎜ ⎟
⎜ ⎟∑⎜ ⎟

−⎝ ⎠

�

�

,where nkδ = 1 data n belongs to cluster k

0 other wise

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

 

       nkΔ  - the Euclidean distance between the data objects n and cluster k 

Step 3: Generate new neighborhood centroids from Ykd using the following heuristics. 

For each centroid Z Zk ∈ , 1k K= K  

  For each dimension d in Zk  , 1d D= K  

    ( )'
* 1 11Y U Y Z Ukd kd kd= × + − .  

For each centroid Z Zk ∈ , 1k K= K  
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  For each dimension d in Zkd  , 1d D= K  

    ( ) ( )''
1 3 1Y Z U Y Zkd kdkd kd= + − + × × − . 

Step 4: Apply the centroid updating scheme to ' ''
and Y Y . Evaluate ( )'f Y  and ( )''f Y   

Step 5: If ( ) ( )' "f Y f Y< return '
Y  Else return "Y  

5   Performance Analysis of NPSO Algorithm 

5.1   Experimental Setup 

To evaluate the performance of the proposed NPSO algorithm the results were 
compared with the published results of GA, DE, Basic PSO, CPSO and CK-PSO 
algorithm. We have implemented Constriction type PSO algorithm called CK-PSO 
algorithm, proposed by Clerc and Kennedy [8] for solving data clustering problems. 
We have considered the data sets used by Paterlini and Krink [4] available at UCI 
repository of machine learning database (http://www.daimi.au.dk/~krink/medoid-
evolution/me_benchmark_data) to evaluate the performance of the NPSO algorithm. 
Several experiments were conducted to determine parameter setting that yields the 
best performance with respect to all the datasets. In this paper we have considered 
population size as 50 and maximum functional evaluations as 10000 (termination 
criterion) to report the results. All the algorithms considered in this paper were 
repeated 30 times for each of the benchmark instances. CK-PSO and NPSO 
algorithms were implemented in C++. All experiments with CK-PSO and NPSO were 
run in windows XP on a HP PC, with Intel P4, 1.8 GHz processor.  

6   Results and Discussions 

Performance of the NPSO algorithm is measured based on mean best fitness values, 
mean relative percentage increase in objective function values and the best, average 
and worst fitness value of TRW, VRC and MC measures considered in this paper. 
The mean best fitness values of the CK-PSO, NPSO algorithms are compared with 
the published results of GA, DE and BPSO algorithms. The results are reported in the 
Table 1.  Mean relative percentage increase in the objective function values are also 
calculated to relatively evaluate the heuristics considered in this paper. The results are 
shown in Table 2. The results shown in the Table 1 and Table 2 indicates the better 
performance of the NPSO considered in this study for most of  the benchmark 
instances compared with B-PSO, CK-PSO, GA and DE algorithm. The best, average 
and worst fitness values for the NPSO, CPSO and CK-PSO algorithms are reported in 
the Table 3. For all the data sets, comparison of the results reveals that NPSO 
algorithm finds better quality solution for TRW measure. For the VRC measure CK-
PSO and NPSO algorithms performs better than the CPSO algorithm.  
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Table 1. Comparison of mean best fitness of NPSO, CK-PSO with GA, DE and Basic PSO 
algorithm 

Dataset Criteria 
Mean best fitness# 

GA DE B-PSO CK-PSO NPSO 

Iris 

MC 0.1984 0.1984 0.1984 0.0877 0.0653 

TRW 7885.14 7885.14 7885.14 7885.28 7885.14 

VRC 561.63 561.63 561.63 628.68 613.49 

Cancer 

MC 0.3565 0.3546 0.3527 0.2006 0.1679 

TRW 19323 19323 19324 19323 19323 

VRC 1026.26 1026.26 1026.26 1621.19 1644.38 

Glass 

MC 0.02661 0.01984 0.03176 0.0146 0.0056 

TRW 341.09 336.06 339.04 345.69 336.06 

VRC 121.94 124.62 122.74 144.54 141.52 

Vowel 

MC 0.3199 0.2906 0.3032 0.2502 0.1618 

TRW 30943106 30690785 30734068 31128244 30686225 

VRC 1450.45 1465.55 1463.33 1578.82 1534.59 
#Mean results were reported to 4 decimal places accuracy over 30 simulation runs.  

Table 2. Mean relative percentage increase in objective value of heuristics 

Dataset Criteria 
Mean relative percentage increase in objective function value 

GA DE B-PSO CK-PSO NPSO 

Iris 

MC 203.87 203.87 203.26 34.35 0 

TRW 0 0 0 0 0 

VRC 10.66 10.66 10.66 0 2.42 

Cancer 

MC 112.33 111.20 110.07 19.46 0 

TRW 0 0 0.01 0 0 

VRC 37.59 37.59 37.59 1.41 0 

Glass 

MC 372.35 252.17 463.76 159.62 0 

TRW 1.50 0 0.89 2.86 0 

VRC 15.64 13.78 15.08 0 2.09 

Vowel 

MC 97.76 79.65 87.44 54.69 0 

TRW 0.84 0.01 0.16 1.44 0 

VRC 8.13 7.17 7.31 0 2.80 

 
It is to be noted that number of functional evaluations required for reporting the 

results of CK-PSO and NPSO algorithms are relatively less compared to the CPSO 
algorithm. We run the CK-PSO and NPSO algorithms for a maximum of 10000 
functional evaluations, where as CPSO algorithm has been allowed to run for a 
maximum of 250000 functional evaluations to report the results. The improved 
performance of the NPSO algorithm over the CK-PSO algorithm is due to the 
implementation of the neighborhood search scheme and the centroid updating 
scheme. Both the CK-PSO and NPSO algorithms outperform the CPSO algorithm 
in terms of quality of the solution and convergence speed.  



560 R. Karthi, C. Rajendran, and K. Rameshkumar 

Table 3. Worst, best and average fitness of NPSO, CPSO and CK-PSO algorithms 

 
Data set 

 
Criteria 

CPSO CK-PSO NPSO 

Worst Average Best Worst Average Best Worst Average Best 

Iris 
TRW 7885.14 7885.14 7885.14 7885.56 7885.28 7885.14 7885.14 7885.14 7885.14 

VRC 561.63 561.63 561.63 628.13 628.68 629.14 602.94 613.49 622.32 

Cancer 
TRW 19323 19323 19323 19323 19323 19323 19323 19323 19323 

VRC 1026.26 1026.26 1026.26 1621.10 1621.19 1621.21 1533.66 1644.38 1672.34 

Glass 
TRW 375.79 336.17 336.06 383.45 345.69 336.06 336.06 336.06 336.06 

VRC 123.62 124.62 124.44 119.78 144.54 159.45 137.80 141.52 147.41 

Vowel 
TRW 30712302 30691704 30689508 34999368 31128244 30686212 30686228 30686225 30686222 

VRC 1465.47 1465.65 1465.88 1468.67 1578.82 1610.54 1516.60 1534.59 1558.25 

7   Conclusion 

In this paper we have investigated the problem of data clustering by using particle 
swarm optimization algorithms. A new variant of PSO algorithm is developed for data 
clustering. The effectiveness of the proposed algorithm is evaluated by comparing 
NPSO with the basic PSO algorithm, CK-PSO, CPSO, GA and DE algorithms. The 
proposed NPSO perform better for most of the benchmark datasets for VRC, TRW 
and MC criterion. NPSO improve the best-known solution available in the literature 
for the TRW, VRC and MC measures for all the benchmark datasets.  The better 
performance of the NPSO algorithm is due to the implementation of novel 
neighborhood search scheme and the centroid updating scheme. 
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Abstract. Compilers form the backbone of the field of computing nowa-
days. Computation has diversified from the initially acclaimed fields of
research, to a tool for entertainment and application development. As
computers gained popularity, users demanded more from it, and con-
sequently, they began to develop applications that suited their needs
on their own. For this, programming languages were developed. But as
needs diversified, people needed more features, which led to more and
more languages, stressing on the usability and friendliness. But in all
this rapid development, languages began to branch out, with less com-
mon features and overlapping. So, it became difficult to integrate and
incorporate features between languages. This resulted in development
od cross-language interfaces. Also, with the diversification of operating
systems, target languages began to vary, and interfaces found it difficult
to cope with changes in platform. So, the search was on to find a technol-
ogy that can solve the language and platform barrier, ultimately making
applications robust, user-friendly and powerful. Here, we examine one
possible solution for this. We stress upon the intermediate code which is
the result of partial compilation. If we can make this code language and
platform independent, we can easily solve the issue. This is particularly
useful in incremental compilers, which face the challenge of patching up
executable code modules.

Keywords: incremental compilers, intermediate code, portability.

1 Introduction

Compilers[1] is a concept familiar to all computer programmers. They are respon-
sible for converting ( translating ) the input source code to the target machine
language. In the broader sense, language translators[1] are vital in executing
programs - may it be compilers or interpreters.

Now, for more complex execution[4], we may have to combine multiple source
languages together. So, they may need compilation in parts[3]. As a result of
this, it may not be feasible to combine all the executable modules together to
get the final application. Incremental Compilers theoretically is supposed to do
this - manipulate executable cde modules. ie, support modification of modules,
adding new modules and removing existing ones.

But the major problem comes at this juncture. When we have to accommo-
date multiple languages, there arises the case that the compiled code may be

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 562–569, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Portability in Incremental Compilers 563

incompatible. So, we have to ensure that the source languages don’t compile to
conflicting formats, or incompatible forms. In many cases, the compatibility may
be handled by interfaces that perform the necessary translation. But this is not
always possible.

This is especially advantageous considering the case of software patches[3].
If the complete Incremental Compilation can actually be implemented, we can
actually embed the patch codes to the actual software package itself. But here
too, another issue is prominent - portability. This is since the actual patch ( or
any increment ) has to run on all platforms, with minimal rework. Here, we are
analyzing the portaility aspect of Incremental Compilation, without any loss of
compatibility.

2 Related Work

Right now, there are methods that can implement the portability to a good
degree. Some of them are:

1. Recursive Neural Networks[5], which apply pattern recognition to train
neural networks, and extract required information from the program. Here,
the problem is the loss of precision.

2. Intermediate Code Processing, which uses language and architecture-
specific code readers and writer modules to generate the required format. But
here, the problem is the need for recompilation to implement portability.
It has been implemented in one of the first Incremental Compilers, built
for a functionl language called “Hope”, which has been named as “IncH”
(Incremental Hope)[6].

3. Flexible Back-End, which has a different back-end for each architecture,
and can generate the corresponding code. This is popularly used in document
processing, like UQ*[7].

4. Bytecode, which was put forward by Java[11] is now synonymous with
portability. But the problem is that the bytecode format is cast for use with
Java only, and cannot be extended for other languages, causing compatibility
issues.

So, each of them have their share of advantages and disadvantages.

3 Proposed Solution

Here, we amalgamate all the existing solutions to get one that can give the
advantages of the discussed ones to the maximum. This gives rise to a well-
known concept called External Data Representation.

3.1 External Data Representation

The concept is derived from the methods discussed before. We take the concepts
as follows:
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The Neural Network can be used to identify patterns in the language that are
vital to the syntax. Then, an implementation like in IncH to generate a common
intermediate representation, and the flexible back-end can generate the final
architecture-dependent code. The formatting should contain all the necessary
information, like in Bytecode. So, we get an implementation like in Fig 1.

Fig. 1. Deriving proposed solution from exiting ones

But the next hurdle comes at the point where the actual representation has
to be chosen. The represenatation should be such that it hasa universal reach,
and all the languages should be translated to this representation.

The search for such a representation ends at XML. This is since XML offers
universal markup opportunities. Using markup, we can easily define semantic
tags, which can help in representing the actual meaning behind every state-
ment. For example, printf(“Hello World”); in C and System.out.println(“Hello
World”); in Java mean the same to the underlying compiler - Output “Hello
World” to the screen. So, by extracting such semantic information from the
language, we can effectively perform language-independent translation.

3.2 Proposed Architecture

The above discussion leads to a possible architecture like in Fig 2.

Fig. 2. Skeleton of operation
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The advantage is evident from the diagram itself. The language compilers will
generate the XML intermediate code instead of the machine code, which forms
the input of the platform-dependent execution engines at each platform. This is
something like bytecode, extended to all languages.

3.3 XML-Based Code

As seen before, the whole compilation process has been split into 2 phases. So,
the intermediate code will be based on XML. But then, there arises a main issue
- how to translate the source code into XML. This is important since XML is
less related to the machine format, and the efficiency of this conversion decides
how fast the code will run at the back-end. Also, use of good semaantic tags
will drastically improve the readability of the code. Also, the use of an efficient
translation will help in patching up code easily.

Existing XML translations. There are some existing methods to translate
the program into XML now itself.

1. gccxml[9] - directly translates C++ code into XML. The main problem
here is that it also takes into consideration the headers included and a lot
of memory usage details. Also, it is built for browsers, and doesn’t facilitate
further execution or patching.

2. Annotated trees[10] - the syntax tree is translated to the XML format,
using the actual grammar using which it was generated.
For example, expr → expr op expr ; corresponds to the XML format

<expr>
<expr>..</expr>
<op>..</op>
<expr>...</expr>
</expr>

This is efficient, but too dependent on the source language grammar, making
patching difficult.

3. Direct translation[9][10] - the intermediate formats available like Triples,
Quadruples, etc. can be directly formatted as XML, but that also cuts down
the patching ability.

After seeing all this, we can find a new solution to efficiently translate programs
to XML.

Proposed XML translation. Here, the XML code is generated from the AST
(Abstract Syntax Tree) itself. So, it is independent of the actual grammar, and
solely depends on the actual program tokens. For that, we have a set of stages[2]
defined for developing a basic compiler, which is seen in Fig 3. They cover most
of the basic features that have to be implemented in any compiler that is devel-
oped, alongwith the sequence that has to be followed in implementation.
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Fig. 3. Stages of implementation

So, for each stage, we have to define our own formats, that accommodate the
required structures.

Some defined formats. Some of the formats can be defined like follows.
Assignment Statement

<EQU><LHS>...</LHS>
<RHS>...</RHS></EQU>

Variables -

<VAR>name</VAR>

Constants -

</CONST>value</CONST>

Arithmetic and Logical operations

<OPER_TYPE><OPD1>...</OPD1>
<OPD2>...</OPD2></OPER_TYPE>

Functions

<FUNCTION><NAME>function name</NAME>
<PARAM_LIST>
<PARAM>...</PARAM>
...
</PARAM_LIST>
<BODY>...</BODY></FUNCTION>
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Function Calls

<CALL><FNAME>function name</FNAME>
<CALL_PARAMS>
<PARAM>...</PARAM>
...
</CALL_PARAMS></CALL>

IF Statement

<IF><CONDITION>...</CONDITION>
<THEN>...</THEN>
<ELSE>...</ELSE></IF>

FOR Statement

<FOR><INITIALIZATION>...</INITIALIZATION>
<CONDITION>...</CONDITION><INCREMENTS>...</INCREMENTS>
<BODY>...</BODY></FOR>

WHILE / DO-WHILE Statement

<{WHILE | DO-WHILE}><CONDITION>...</CONDITION>
<BODY>...</BODY></{WHILE | DO-WHILE}>

And finally, we can implement the Symbol Table to support datatypes, type
checking and type matching. For that, we can define a format like

<SYMTAB>
<SYMBOL><NAME>...</NAME><TYPE>...</TYPE></SYMBOL>
...
</SYMTAB>

The SYMTAB is always preferred to be given as a separate file since that enables
better patching. Also, the functions are totally independent. So, adding a new
function to the code simply involves pasting the function on to the existing code.

Back-end. The back-end can be constructed from any language capable of
reading XML, or even we can desin custom XML readers. Then, the readers can
be designed to perform necessary processing in case of corresponding tags. This
is since, the innermost tags correspond to the leaves while outermost tags are
for the root. So, executing inside-out performs correct execution.

Also, it is far easier executing the code if the tree is reconstructed from the
XML, rather than executing as such.

This leads us to an extension of this concept.
So, a single Java execution engine[1] can also be made, eliminating the need

of a separate execution system for each platform.
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Fig. 4. Extension of the concept

4 Results and Observations

Simulations have been run on a new language1 being defined specifically for this
purpose. As of now, datatypes haven’t been implemented. Consider a sample
input code

if(a>b) {a=b+c;}
else {a=b-c;}

This generates the output

<IF><CONDITION><GT><OPD1><VAR>a</VAR></OPD1>
<OPD2><VAR>b</VAR></OPD2></GT></CONDITION>
<THEN><EQU><VAR>a</VAR>
<RHS><ADD><OPD1><VAR>b</VAR></OPD1>
<OPD2><VAR>c</VAR></OPD2></ADD></RHS>
</EQU></THEN>
<ELSE><EQU><VAR>a</VAR>
<RHS><SUB><OPD1><VAR>b</VAR></OPD1>
<OPD2><VAR>c</VAR></OPD2></SUB></RHS>
</EQU></ELSE></IF>

Observations - The code size is very high compared to the input code, and most
conventional compilations. But this is one compromise that has to be coped with
to avoid any loss of information. Also, as we increase the nesting of tags, the
code becomes easier to optimize.

XML as such cannot be optimized easily since it is not related to the machine
code side. But if we have enough tags, we can actually trace them to the exact
operands, and perform some amount of optimization. In other cases, we can
actually delegate the process to the back-end execution engine.
Advantages - As proposed, this enhances the portability and compatibility by
a huge degree, especially since the functional modules can be mae independent
of each other. So, we can theoretically manipulate the executables at will. Also,
the arrival of a Java execution engine, as an extension, will revolutionize the way
we think of programming and execution in a completely different way.
1 The language has restricted features. Support included for expressions, loops and

conditional constructs only.
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Also, the independent functions can be distributed across sites, where they
execute in parallel, and pass calls and results using messages, like RPC, forming
Parallel Incremental Compilation[8].

5 Conclusion and Future Work

So, a new representation that can aid in better portability and compatibility
when it comes to Incremental Compilation has been proposed. This XML-based
representation can be used as a semantic tree to understand the underlying
execution of the programs, and help in porting them across platforms with ease.
In the future, better optimization methods can be developed, and the compiled
code size can be made comparable to conventional compilers.
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Abstract. Software Testing is one of the integral parts of software development 
lifecycle. Exhaustive testing on software is impossible to achieve as the testing 
is a continuous process. Using this as a constraint, software testing is performed 
in a way that requires reducing the testing effort but should provide high quality 
software that can yield comparable results. To accomplish this optimized 
testing, a software test case optimization technique based on artificial bee 
colony algorithm is proposed here. Based on intelligent behavior of honey bee, 
this method generates optimal number of test cases to be executed on software 
under test (SUT).  This approach is qualified by self-organization, robustness 
and focuses on generation of paths derived from cyclomatic complexity. The 
resulting solution guarantees full path coverage. 

Keywords: Software Testing, ABC (Artificial Bee Colony Optimization), Test-
Case, Agents, Path-Coverage, optimal path, cyclomatic complexity, CFG (Control 
Flow Graph), test data. 

1   Introduction 

Software Testing [1] involves identifying the conditions where software deviates from 
its normal behaviour or exhibit different activity in contrast to its specification. 
Software testing has a major role in software development lifecycle (SDLC) [2] to 
develop the high quality software product [1]. At least, software testing consumes 
50% of the development cost. Software testing [1] in the context of this paper is 
focused around path testing, a form of functional testing which concerns about path 
coverage [2] that is finding all possible execution sequence within code.  

Software testing [1] is an optimization [2] process where multiple variables are 
taken into account to generate the efficient number of test cases and to provide the 
optimal path. Infinite number of test cases will be generated by use of exhaustive 
testing [1] [2].  However, only a part of them will be more effective if implemented in 
testing the software. This approach leads the tester to obtain the comparable results 
using reduced and optimal set of test cases. 

Independent paths are useful in testing the path coverage and code coverage. 
Independent paths of SUT are identified using the CFG (control flow graph) [1]. CFG 
is a representation of different paths using the graphical notation. Paths generated by 
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CFG are traversed by the test cases [1] to be prioritized based on some test adequacy 
criteria or fitness value [3]. This perception drove the tester to develop an alternative 
approach based on search based intelligent selection and prioritization of test case. 
The meta-heuristic methods[5][7][9][10]tried in past to solve this problem yielded 
success, but with serious drawbacks such as operating on dynamic data sets may be 
difficult and can also converge early towards the solution which may not be useful 
later in further testing process. Using polynomial bounded computation many of the 
complex multivariable optimization problems [4] cannot be solved accurately. The 
optimal number of test-cases in covering the SUT provides better performance than 
other meta-heuristic approaches. 

The ABC algorithm [3][11][12], a meta-heuristic approach [10]is used to generate 
the optimal  number of test-cases which are sufficient to cover the paths generated by 
using the CFG (control  flow graph)[1].The independent paths are considered to be an 
important criterion to generate the effective test cases for path coverage [1][2]. The 
effective test-cases are those which cover all the nodes of the path in less time.  

The proposed tool focuses more on the independent paths generated by using CFG 
to find optimal path[3][11], the paths are traversed using the test data providing path 
coverage and these test data sets are optimized using ABC[3][11].  

Finally the paper compares ABC with GA (genetic algorithm) [5][7][8] and ACO 
(ant colony optimization) [9][10][13] to differentiate the performance and efficiency 
issues.  

2   Background Work  

There are several research approaches that have been proposed which attempted to 
reduce the number of test-cases [2] using ACO (ant colony optimization) [9] [13] and 
GA (genetic algorithms) [5] [6] [7]. 

GA (genetic algorithms) [5][6] is a population based approach uses the genetic 
operators to derive the fitness function and calibrate the efficient test-cases. But, there 
are some demerits like the external optimization in the GA that provides a single 
solution where the local optimum can be modified for the worst cases rather than the 
global optimum, which makes result less stable. And GA not quite effectively solves 
the problems involving only one measure for judging purpose, as it is not sufficient to 
converge to a solution. 

ACO [9] [13] shows the behaviour of the ants which is based on the randomization 
of the ant behaviour. The time to process and generate the effective number of test-
cases wastes large amount of computing resources. It also produces inefficient higher 
length test sequences and repetition of nodes in same sequence and eliminates the use 
of fitness value. 

The proposed approach is aimed to generate the optimal number of test cases and 
to achieve greater path coverage. To solve this problem ABC[3][11] approach is used 
where the bee agents [3] gather the food sources (test cases) and then calibrate the 
fitness function[11]which is in-turn used to identify the optimal test cases with highest 
path-coverage[2] using less amount of resources. 
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3   Artificial Bee Colony (ABC) Algorithm 

The Artificial Bee Colony (ABC) [3] [11] algorithm is a population-based evolutionary, 
stochastic method that can be implemented on a wide range of problems, including 
global optimization. It’s also a type of swarm intelligence algorithm for the same. ABC 
algorithm is derived and motivated by the behaviour of Bees [12]. Bees follow a 
certain protocol based searching and extracting honey. The search behaviour and its 
intelligence propelled to use ABC in rendering optimised Test Suite. The optimised 
Test suite will not only cover all the code, it also can be used for path testing. 

The ABC algorithm is biologically enlivened technique of swarm intelligence for 
searching [12]. It’s about honey bees’ collective foraging and work distribution skill 
to amass surplus nectar for their survival [3]. In ABC, the colony of the artificial bees 
comprises three groups of bees: employed bees, onlookers and scouts. Food Positions 
are altered by Artificial Bees with time. Bees aim is to find out the places of food 
sources with high nectar amount. Employed and Onlookers bees select food sources 
depending on the experiences of themselves and their nest mates. 

4   Proposed Strategy 

The proposed approach attempts to solve the problem of Test Case Optimization by 
applying ABC algorithm. In the proposed approach each test case would represent a 
food source and the goal of the approach would be to find best food sources i.e. test 
cases with maximum coverage.  

The food source position represents to a possible solution of the optimization 
problem and the nectar amount corresponds to the quality (fitness) of the associated 
solution. The basic steps of ABC algorithm [3] [11] [12] are: 

Station the Search bees onto the food sources and ascertain their nectar amount. 

• Compute the probability value of the sources with which they are opted by the 
Selector bee. 

• The process of the traversing of the food sources by desolated bees is halted. 
• The scouts are sent into the search area for exploring new food sources randomly. 
• The best food source found so far is retained in the memory 

As explained earlier the entire functionality is divided as the functions of three 
kinds of bees. The three kinds of bees act as [12]: 

• Search bee which act as Search agent 
• Selector bee which acts as Selector agent 
• Scout bee which acts as Replace agent 

The principle and working of the proposed approach: 
The approach is a population based approach [9]. Here each test case comprises the 

possible solution in the optimization problem. The fitness value of each test case 
equates to the quality or the fitness of the colligated solution. An outline of the 
solution is presented the figure 1.  

The work proposes that the Optimised test suite generated by using the algorithm 
will contain all possible independent paths along with its test data.  
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Fig. 1. Architecture/High level flow of the algorithm 

The test data will be the required input to be given to the SUT, for travelling along 
the path and vice versa. 

Initially the program is fed to the Test Case optimization tool, which converts the 
program into a corresponding Control Flow Graph (CFG).  Now from control flow 
graph, the independent paths from the start node to the end node are generated. Each 
independent path would comprise number of normal nodes and predicate nodes. 
Every independent path would represent a Test Case [1].Now the ABC algorithm is 
applied to generate an Optimal Test suite by generating optimal test data which would 
traverse through the independent paths and hence into to the test cases.  

Consider the figure 1. Here the search bee acts as search agent which searches for 
the execution state of the SUT and also initialises the test cases with the initial test 
data with the help of equivalence partitioning and boundary value analysis [19]. Then 
the search agent calculates the fitness value of each test node by computing the 
coverage of each node. This process is repeated until an executable state of SUT is 
found.  

Then the search bee passes the fitness value of the traversed nodes/neighbouring 
nodes to the selector agent. The selector bee compares the fitness value of nodes with 
the fitness value of the neighbouring nodes. If the node’s fitness value is found greater 
than the neighbouring node’s fitness value, the node’s information is stored in the 
optimal test case repository. The node whose fitness value is found less is pushed to 
the abandoned repository.  

The scout bee generates the new set of test data from the abandoned repository  
and again the same procedure of search bee is repeated. The algorithm for test case 
optimization using Artificial Bee Colony optimization approach is presented in the 
next section.  

5   ABC Optimization Algorithm 

Initialize the Test Cases by initial test data generated by the tool. Initial test data is 
generated by the equivalence partitioning and boundary value analysis methods. 
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Step 1: The search bee employ test cases to the first executable node of the 
program. The fitness value of the test cases and the node information is returned to the 
employed bees. 

Step 2: The Selector Bee takes the node information and fitness value of the test 
cases as the input and evaluates the fitness of each test case taken from the employed 
bees. Then the test case with the highest fitness value is stored in the memory or 
repository. 

Step 3: Then the neighbouring nodes of the covered nodes are searched by the 
employed bees and the fitness value of the current test case is explored against the 
neighbouring nodes by the onlooker bee. 

Step 4: The node with the highest fitness value is picked out and tagged with the 
current node which forms the test path. This information of the test path is stored in 
the Optimal Test repository. 

Step 5: Rest of the nodes other than the covered node and the test cases other than 
the selected test case are abandoned and they are stored in a temporary abandoned 
repository. 

Step 6: 
Repeat the steps 3 to 6 till the test path is not complete 
Else the nodes and the test cases from the abandoned repository are selected for the 

next test path generation by the employed bees 
Step 7: The scout bee bring forth a new population of test cases and replaces the 

test cases of the abandoned repository with the new test cases if the onlooker bee 
finds the selected test cases are not efficient. 

Until the user defined termination criterion is met. 
In order to implement any algorithm, the algorithm must be converted into the 

pseudo code before programmatically developing an application. The detailed pseudo 
code of the Test Case Optimization algorithm using ABC approach is presented in the 
following section. 

The following is the detailed algorithm 

1. Initialise the test cases which is performed by the search bee(see figure 1) 
2. Search for an executable state and evaluate the test nodes 
3. Initialise the current traversal path as cycle=1 
4. Repeat 
5. Produce new test cases vij in the neighbourhood of xij for the the search agent 

using the formula 
Xij=minj+rand (0, 1)*(maxj-minj)   [15] 

• Xij is the initial test case 
• minj is the minimum no. of test cases 
• maxj is the maximum no. of test cases 
• rand () is a random number generation function which selects either 1 or 0 

randomly. 
6. Generate the test data using equivalence partitioning and boundary value analysis 

[19]. 
7. Apply greedy selection process [18] for the generated test data. 
8. Traverse the SUT with the generated Test Data and calculate the fitness value. 
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9. The onlooker selects the test cases with the highest fitness value and abandons 
the rest 

10. The traversal process is carried out till a particular test data with 100% fitness 
value and 0% fitness value is produced 

      Pi=(fiti)/∑(fiti) [16] 
Where Pi isthe probability function which signifies the probability with which the 

ithtest data traversers a independent test path successfully. 
11. Add the test case to the optimal repository 
12. In the next iteration scouts generate the new test data and go to step 5 

To implement the above algorithm, our approach uses the ABC Test Suite 
Optimization tool to optimize the Test Cases by employing the ABC algorithm. The 
tool considers a program as an input to generate independent paths. Using the 
generated independent paths Test Cases are traversed along the paths with the help of 
ABC algorithm. By doing so the test cases with maximum coverage (High fitness 
Value) are recognized. Finally the optimal Test Suite is generated. 

6   Case Study 

The proposed algorithm is applied and tested for various real time applications, for 
illustration purpose this paper is used Quadratic Equation solving program  

Two case studies are discussed in the paper. 

Case Study  

This Case Study’s SUT code is available in APPENDIX. The SUT uses 3 inputs of a 
quadratic equation and generates its roots. Nodes are represented in the code at 
APPENDIX. The Control Flow Graph (CFG) for the APPENDIX is given below.  

 

Fig. 2. CFG of the Quadratic Equation Code 

The program in the appendix will find out the root of the quadratic equation and 
specify whether they are real or imaginary.  
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Source Code of the program is provided as input to the tool. Links to the different 
nodes are provided as a text document which also acts as an input to the tool. The 
onlooker bee generates different paths of the SUT. For the above program of 6 nodes 
following are the generated independent paths. 

1.    1-2-6    2. 1-3-5-6     3. 1-3-4-6 
According to proposed algorithm following steps happen. 

1. All the 3 independent paths are initialized as test cases by the search bee 
2. Initialise the current traversal path as cycle=1 
3. Repeat 
4. Produce new test cases, xij for the search agent using the formula 
Xij=minj+rand (0, 1)*(maxj-minj)              (1)  
Xij is the initial test case 
minj is 1 here (as minimum numbers of test cases are 1) 
maxj is 3 here (as maximum numbers of test cases are 1) 
Hence, Xij= 1 + 0 * 3-1 = 1 
So, path number 1 i.e., 1-2-6 is selected by selector bee as it traverses the path 1-2-

6 completely. 
5. Generate the test data using equivalence partitioning and boundary value 

analysis [19] by analysing the code. 
6. Traverse the SUT with the generated Test Data and calculate the fitness value. 
7. The onlooker selects the test cases with the highest fitness value and abandons 

the rest 
For the path 1-2-6, the test data (1,4,3), (1,4,4), (2,3,4) and (2,3,1) are tested by 

traversing along the path 1-2-6 which are generated using equivalence partitioning 
and boundary value analysis. In test data (1, 4, 3) covered node 1, node 2 and node 6 
completely. Hence the fitness value of (1, 4, 3) with respect to path 1-2-6 is 100%. 

Similarly the test data (1, 4, 4), (2, 3, 4) and (2, 3, 1) are traversed through the path 
1-2-6. But they don’t cover the test nodes 1, 2 and 6 completely. Hence the fitness 
value for the data (1, 4, 4) ,(2, 3, 1),(2,3,4) are 0%.  

So test data for the case study will be 1, 4, 3 and 1, 4, 4(One of the test data 
which didn’t traversed the complete path 1-2-6). 

8. In the next iteration scouts generate the new test data and go to step 5 of the 
above mentioned algorithm 

9. Optimised test data is added to the repository 
10. Go to Step 1 and continue the process for other test paths. 
 

S.No. Test Sequence Test Cases Coverage or Fitness Value 

1 1-2-6 1,4,3 100 
1 1-2-6 1,4,4 0 
2 1-3-5-6 2,3,4 100 
2 1-3-5-6 2,3,1 0 
3 1-3-4-6 2,4,2 100 
3 1-3-4-6 2,4,3 0 

Where fitness values is 100 for complete traversal and 0 for incomplete 
So, the optimal test suite is generated successfully for the above program. 
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7   Analysis and Comparison  

With Bee System, the probability of falling into a local optimum is low because of the 
combination of local and global search since the aim of the algorithm is to improve the 
local search ability of genetic algorithm without degrading the global search ability. 

From Figure 3, observe that, as the number of cycle’s increases, percentage of 
paths covered increases and after a particular threshold, it achieves complete coverage 
and maintains consistency. Path Coverage for the ABC testing based on cycles. 

 

  

Fig. 3. Number of Cycles 
vs. Percentage Covered 

Fig. 4. Number of Paths vs. 
Runs 

 

Fig. 5. Number of non-
feasible paths vs. KLOC 

 

The graph from Figure 4 plots the number of paths and runs taken to achieve the 
number of paths which increased incrementally. The line of graph is having lesser slope. 

The Figure 5, graph plots comparison between ABC, ACO [9] [13], and GA [5] [6] 
for number of non-feasible paths against the LOC. This graph testifies that the ABC 
distinguishes and accounts less number of non-feasible paths. Thus more number of 
feasible paths with test data is covered. But GA doesn’t find any non-feasible paths. 
Non-feasible paths are the paths which cannot be traversed using any generated test 
data. Hence, the non-feasible path is technically accessible but logically cannot be 
traversed. 

The previous approach[15] of ABC didn’t mention anything about feasible paths 
but the proposed approach in this paper will return non feasible paths if any path 
generated using ABC is not reachable using any test data.  

8   Conclusions and Future Work 

In this paper, test case optimisation is done using ABC. The proposed algorithm uses 
ABC approach to work with faster and efficient ways for generating optimised test 
suite. Also the algorithm is compared to previous algorithms and older ABC 
approaches, and the results confirm that the proposed algorithm is beating other 
algorithms and approaches. In the proposed ABC approach, optimised test suite is 
generated for each independent path of the program where each path will have two 
types of data. One is the test data which traverses the path with 100% coverage and 
the other which traverses the path with 0% coverage. The bee searches a path until we 
find the 100% fitness valued (coverage) test data. The bee searches a path until we 
find the 100 fitness valued test data. Prioritization in ABC is presently done using 
factors like code complexity, application feasibility and implementation complexity. 
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In future, more factors can be added to increase the efficiency of the ABC approach 
and give more prioritised and optimised test suite. 
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Appendix – 1 

1. int main() 
{ 
 int A,B,C; 
 float disc,deno,x1,x2; 
printf("\n\n PROGRAM TO FIND THE 
ROOTS OF A QUADRATIC 
EQUATION "); 
 printf("\n\n\t ENTER THE 
VALUES OF A,B,C..."); 
 scanf("%d,%d,%d",&A,&B,&C)
; 
 disc = (B*B)-(4*A*C); 
 deno = 2*A; 
 if(disc > 0) 
2. { 
  printf("\n\t THE 
ROOTS ARE REAL ROOTS"); 
  x1 = (-
B/deno)+(sqrt(disc)/deno); 

  x2 = (-B/deno)-
(sqrt(disc)/deno); 
  printf("\n\n\t THE 
ROOTS ARE...: %f and %f\n",x1,x2); 
 } 
3.  else if(disc == 0) 
4. { 
  printf("\n\t THE 
ROOTS ARE REPEATED ROOTS"); 
  x1 = -B/deno; 
  printf("\n\n\t THE 
ROOT IS...: %f\n",x1); 
} 
5.  else 
  printf("\n\t THE 
ROOTS ARE IMAGINARY ROOTS\n"); 
  printf("\n----------------
---------------------------------------"); 
  getch(); 
6.} 
  

Screen Shots 
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Abstract. Multicarrier code division multiple access (MC-CDMA) is one of the 
effective techniques for high data rate transmission with large user capacity. 
The use of carrier interferometry (CI) codes further improves this user capacity 
relative to the conventional spreading codes. However, CDMA is interference 
limited and needs proper power allocation for channel capacity (data 
transmission rate) improvement. According to Shannon’s theorem, channel 
capacity i.e data transmission rate increases with the increase in transmit power 
due to an increased signal-to-noise-ratio (SNR). MC-CDMA system being 
multiuser communication system, both signal and interference power are 
increased with the increase in transmit power which in turn demands optimum 
power allocation for transmission capacity improvement. In this paper, we 
develop an adaptive transmit power allocation technique for carrier 
interferometry multicarrier code division multiple access (CI/MC-CDMA) 
system using Genetic Algorithms (GA). GA is used to find the optimum 
transmitted powers that maximize the channel capacity as well as reduce BER 
values. Objective function is defined as maximum channel capacity in a power 
constraint scenario. We have reported the performance of both the non-power 
adaptive and GA based proposed adaptive systems. Simulation results show that 
significant improvement in BER performance and transmission capacity are 
achieved in the present system.  

Keywords: Multicarrier code division multiple access, carrier interferometry 
code, power allocation, genetic algorithms.  

1   Introduction 

On growing demand of data intensive applications such as interactive and multimedia 
services, the need of reliable and high rate data transmission over a wireless mobile 
channel becomes essential. However, high data rate transmission increases the inter 
symbol interference (ISI) caused by the time dispersive nature of the radio mobile 
channel. In code division multiple access (CDMA), multiple number of users share 
the same bandwidth at the same time through the use of (near) orthogonal spreading 
codes. So it has potential to provide higher user capacity compared to its other close 
competitors such as time division multiple access (TDMA) and frequency division 
multiple access (FDMA). Multicarrier code division multiple access (MC-CDMA), a 
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combination of orthogonal frequency division multiplexing (OFDM) and CDMA, 
provides a flexible multipath propagation and reduces ISI by introducing a guard 
interval which is a cyclic extension of any multicarrier signal. The usage of carrier 
interferometry (CI) code in MC-CDMA system enhances the user capacity relative to 
the other conventional spreading codes [1] [2].  

According to Shannon channel capacity theorem [3], increase in signal power 
increases signal-to-noise ratio (SNR) for a given noise power. This in turn improves 
the system’s channel capacity (c) i.e. data transmission rate for single user 
communication. However, in the presence of multiple users, if all users try to increase 
their data rates by increasing their transmit power, the users interfere and both the 
signal and interference power increase. Consequently, the signal-to-interference plus 
noise power- ratio (SINR) and therefore the users’ rates saturate at a constant value 
[2]. In other words, high SNR values of other users act as strong interfering effect to 
the nearby users in multiuser environment transmitting in the same set of subcarriers. 
This suggests that optimum power allocation is essential in order to increase channel 
capacity and to reduce BER values. This is often done by exploiting the channel state 
information (CSI) that is fed back from transmitter to receiver [4].  

In this paper, we propose an efficient power allocation scheme in CI/MC-CDMA 
system using genetic algorithms (GA) [5]. GA is used here to optimize the transmitted 
power for each user in respective subcarrier in order to reduce interfering effect with a 
hope to increase channel capacity. This is done assuming that CSI is fed back from 
the receiver to the transmitter end. Two antenna diversity is used at receiver and 
higher weight factor is assigned for the antenna system that offers higher value of 
signal-to-interference ratio (SIR). Experiment is carried out through simulation on 
frequency selective Rayleigh fading channel. Results show that channel capacity and 
bit error rate (BER) performance obtained for the adaptive system is significantly 
better than the non-power adaptive system. 

The rest of the paper is organized as follows: Section 2 presents review of the prior 
works, limitations and scope of the present work. Section 3 describes system model for 
synchronous CI/MC-CDMA uplink with antenna diversity. Section 4 presents 
proposed GA based adaptive power allocation algorithm, while Section 5 reports 
performance evaluation. Conclusions are drawn in Section 6 along with the scope of 
future work.  

2   Review of Prior Works, Limitations and Scope of the Present 
Work 

Channel capacity improvement by adaptive power allocation in multicarrier system is 
an important research topic and several solutions are reported in literature. In [6], 
Shen et al propose an optimal power allocation algorithm in their OFDM system that 
maximizes the sum capacity and at the same time each user maintains a required data 
rate. Luo et al [7] studied the power allocation problem in decode and forward 
cooperative relaying system and propose an equal power allocation with a channel 
selection algorithm based on minimizing the outage probability. An algorithm for 
optimal transmitted power control is proposed by Zhang et al in [8]. They consider 
controlled transmit power for a two-band system as a linear function of the power 
attenuation difference (between the two bands) for a large range of these attenuation 
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differences. Jang et al [9] present an optimal transmit power adaptation method to 
maximize the channel capacity of a multicarrier system in a time-variant fading 
channel under the constraint of average transmit power.  

It is reported in the literature that the joint capacity maximization and BER 
minimization in multiuser communication system is a non-convex integer problem 
and a closed form solution is difficult to find, suboptimal solutions are proposed in 
many cases. Moreover, majority of the above algorithms suffer from exponential 
computation cost with the increase of number of subcarriers and users. Attempt is also 
made for some of these works to reduce the computation complexity from exponential 
to linear with the number of subcarriers (users) in OFDM (CDMA) system. However, 
when the concepts are used for implementation in MC-CDMA system, power 
allocations are not efficient due to the presence of in-band multiple access 
interference (MAI). Hence, development of an efficient power allocation algorithm 
with low computation cost for multiuser multicarrier system is highly demanding and 
GA may be used to find optimal set of values. 

3   System Model with Antenna Diversity  

CI/MC-CDMA is a combination of CDMA and OFDM with the CI codes (spreading 

codes) applied in frequency domain. The CI code, for the k
th 

user, corresponds to [1, 

e
jΔk

,  …….. e
j(N-1)Δθk] [1], Δθk = 2πk/N. The CI codes [1] of length N have a unique 

feature that allows CI/MC-CDMA systems to support ‘N’ users orthogonally, and 
then as system demand increases, codes can be selected to accommodate up to an 
additional (N-1) users pseudo-orthogonally. Additionally, there is no restriction on the 
length ‘N’ of the CI code (i.e., N∈I) making it more suitable for diverse wireless 
environments.   

3.1   Transmitter Model 

In CI/MC-CDMA transmitter [10], the incoming data ak[n] which is the n-th bit for 
the kth user, is transmitted over N narrowband subcarriers each multiplied with an 
element of the k-th user’s spreading code. Binary phase shift keying (BPSK) 
modulation is assumed here i.e., ak[n]= ± 1. 

The mathematical form of total transmitted signal for K number of users is  

S(t) =∑
=

K

k 1
∑

−

=

1

0

N

i

ak[n] βk,i Cos(2πfit + i∆θk). P(t) (1)

where fi = fc +iΔf and P(t) is a rectangular pulse of duration Tb, βk,i is the amplitude of 
kth user and ith subcarrier which controls the transmitted power. The value of Δf is 
selected in such a way that the carrier frequencies fi, i = 0,1,…N-1 are orthogonal to 
each other, i.e. Δf = 1/ Tb . 

3.2   Channel Model 

An uplink model has been considered where all the user’s transmissions are assumed 
to be synchronized for simplification of analysis, although, this condition is very 
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difficult to achieve practically. It is also assumed that every user experiences an 
independent propagation environment that is modeled as a slowly varying multipath 
channel. Multipath propagation in time translates into frequency selectivity in the 
frequency domain [3]. Frequency selectivity refers to the selectivity over the entire 
bandwidth of transmission and not over each subcarrier transmission. This is because 
1/ Tb << ( ΔfC) < BW, where ΔfC is the coherence bandwidth and BW is the total 
bandwidth.  

3.3   Receiver Model 

The received signal corresponds to 

r(t) =∑
=

K

k 1
∑

−

=

1

0

N

i

ak[n] βk,i αk,i Cos(2πfit + i∆θk + Φk,i).P(t) +η(t) (2)

where αk,i is the Rayleigh fading gain, Φk,i is uniformly distributed phase offset, both 
the parameters indicate the value for k-th user in the i-th carrier and η(t) represents 
additive white Gaussian noise (AWGN). The received signal is first projected onto N-
orthogonal carriers and is despread using jth users CI code resulting in rj = (rj

0, r
j
1, r

j
2,.. 

rj
N-1,). The term 

j
ir  corresponds to  

j
ir  = aj[n] βj,i αj,i + ∑

≠=

K

jkk ,1

ak[n] βk,i αk,i Cos(i(∆θk - ∆θj) + Φk,i  – Φj,i ) + ηj (3)

where nj is a Gaussian random variable with mean 0 and variance N0/2. Now, a 
suitable combining strategy is used to create a decision variable Dj, which then enters 
a decision device that outputs jâ . Minimum mean square error combining (MMSEC) 

is employed as it is shown to provide the best performance in a frequency selective 
fading channel [11]. 

The decision variable Dj corresponds to [10] 

Dj
n = ∑

=

N

i 1

j
ir Wj,i (4)

where Wj,i  = 
⎟
⎠
⎞

⎜
⎝
⎛ +

2
)( 0

,

,,

N
AaVar ijj

ijij βα
 

(5)

and Aji = ∑
≠=

K

jkk ,1

 β2
k,i α2

k,i Cos(i((∆θk - ∆θj) + Φk,i  - Φj,i )
2 with Var(aj) = 1. 

Thus the outputs of all the single user detectors of all users generate a decision 
vector D = [D1, D2, …. DK] which is used to obtain the initial estimates of the data  

â = [â1,
 â2,

 ….. âK
 ]. These initial estimates are then used to evaluate the MAI 

experienced by each user in the interference cancellation technique [12]. 
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3.4   Antenna Diversity 

Diversity using two antennas, for simplicity, is used here although it can be extended 
for multiple antenna systems to achieve improved performance at the cost of greater 
computation. Received signal from two antennas are then weighted averaged 
according to their individual SIR. This diversity technique has the advantage of 
producing an acceptable weighted SIR even when none of the individual SIRs are 
themselves acceptable.  

The received signal from antenna system 1, derived from Eq. (2) can be written as 
follows: 

r(t) =∑
=

K

k 1
∑

−

=

1

0

N

i

ak[n] βk,i αk,i Cos(2πfit + i∆θk + Φk,i).P(t) +η(t) 

So the received signal for the jth user may be written as 

rj = aj[n] βj,i αj,i + ∑
≠=

K

jkk ,1
∑

−

=

1

0

N

i

 ak[n] βk,i αk,i Cos(i(∆θk - ∆θj) + Φk,i - Φj,i ) + ηj,i 

     =aj[n]βj,i αj,i  + IMAI + N (6)

where multiple access interference IMAI 

IMAI = ∑
≠=

K

jkk ,1
∑

−

=

1

0

N

i

 ak[n] βk,i αk,i Cos(i(∆θk - ∆θj) + Φk,i - Φj,i)  

        = [I
1

MAI , I
2

MAI………………. I
k

MAI] 

and the noise term N =[n1j, n2j……………. nkj] 
For the Rayleigh fading channel and the large value of 'K' i.e. the number of users, 

the distribution of MAI is approximately Gaussian (according to central limit 
theorem) and noise N is also a Gaussian random variable with mean 0 and variance 
N0/2. Therefore the interference and noise power is equal to variance of the 
interference and noise terms of all the users. Now the interference power and noise 
power, respectively can be expressed as follows:  

σ2
MAI = Var (IMAI) (7)

and  

σ2
N    = Var (N) (8)

The SIR for the jth user of antenna system 1 

SIRj1 = a2
j[n]. α2

j,i . βj,i / (σ2
MAI + σ2

N) (9)

The total SIR for the antenna system 1 and 2 can be written as follows: 

SIR1 = ∑
=

K

j 1
SIRj1. 
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SIR2 = ∑
=

K

j 1
SIRj2 

Total weighted SIR of two-antenna receiver system is 

SIRTW = W1. SIR1 + W2.SIR2 (10)

where  
W1= 10 SIR1/(SIR1+ SIR2) 

                                   and   W2= 10 SIR2/(SIR1+ SIR2) 

 

Fig. 1. Block diagram for GA based power adaptive system model  

4   Proposed GA Based Power Allocation Algorithm  

This section briefly describes proposed GA based adaptive power allocation for the 
antenna diversity assisted CI/MC-CDMA system described in previous section. The 
proposed system is also shown in Fig. 1 as block diagram representation. The 
instantaneous CSI is found from channel estimation and is used for power allocation. 
The main objective of this work is to maximize the overall channel capacity as well as 
maintaining BER performance within a limit under the constraint of transmit power. 
We first define objective function followed by GA implementation for power 
allocation. 

4.1   Formulation of Objective Function 

Wireless channel is highly nonlinear and random in nature. In the present system, it is 
assumed that CSI is available in transmitter (feedback from receiver) that is used to 
modify signal amplitude so that the channel capacity is maximized and the probability 
of bit error is maintained within the limit, subject to transmit power constraints. 
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Mathematically it is a nonlinear integer problem of conflicting nature and is difficult 
to find the close from solution. Hence GA may be used for sub-optimal solution to 
find adaptive power for each user on each subcarrier. The fitness (objective) function 
is considered as follows 

F = λ1. ∑
=

K

k 1
∑

−

=

1

0

N

i

log2 [1 + ( )NMA

ikik p
2

1
2

,,
2 .

σσ
α

+
] 

+ λ2 . (∑
=

K

k 1
∑

−

=

1

0

N

i
ikp , - Ptotal ) (11)

Subject to be ≤ B 
where be is the probability of bit error i.e BER, B is threshold or upper limit on 

acceptable BER value, ikp , , Ptotal denote the transmitted power of kth user on ith 

subcarrier, and the maximum allowable transmit power, respectively. The symbols λ1 
and λ2 are the weight factors such that λ1 + λ2=1. We assume equal value for both 
the weight factor i.e. λ1 = λ2=0.5. The expression of σMAI may be stated as follows: 

σMAI = f (ρjk, αk,i, βk,i) 
where ρjk is the cross-correlation between j-th and k-th users. Incorporating the 
correlation coefficient ρ, we can write the interference power σ2

MAI = ρ2 α2
k,i*β2

k,i and 
noise power σ2

N = N0. Putting these values in Eq. (11), we get fitness function 

F = λ1. ∑
=
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∑
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+ λ2 .(∑
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k 1
∑
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=

1

0

N

i

β2
k,i - Ptotal ) (12)

Our goal is to maximize Eq. (12) subject to be ≤ B.  

4.2   GA Based Adaptive Power Allocation  

Genetic Algorithms (GA) is one of the robust global optimization tool widely 
explored in solving complex optimization problems in numerous fields. The 
operations of GA depend on initial population, crossover and mutation. In the present 
study, adaptive power of each user on each subcarrier is calculated based on 
maximization of fitness function F defined in Eq. (12). 

The experimental conditions of GA for the present problem are depicted as 
follows: Size of population is 20, number of generations 100, probability of crossover 
per generation is 0. 8, and probability of mutation per bit is 0.09, upper limit set on 
MMSEC receiver’s BER value i.e. B=10-2. 

Different steps for implementing GA based adaptive transmitter power allocation 
are described as follows:  

Step 1: Initialization of twenty sets of random values of transmitted power within the 
maximum limit allowed by the power constraint channel.  
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Step 2: Calculate the fitness value F for the twenty sets of random transmit power 
obtained in step 1. A predefined threshold (Fu)   value of F is assigned to identify the fit 
parameter sets. 
Step 3: The particular set of transmit powers which produce the fitness value F above 
(Fu) are duplicated and the remaining sets are ignored from the population.  
Step 4: A set of binary string is generated through decimal-to-binary conversion of all 
selected transmitted powers. Now crossover and mutation operations are done 
according to their respective probabilities stated above. 
Step 5: A new set of transmitted power within the range are generated through 
binary-to-decimal conversion of the strings obtained in step 4.  
Step 6: Repeat step 1 to step 5 for the desired number of iterations or till a predefined 
acceptable values for channel capacity and BER (be) are achieved. 

5   Performance Evaluation  

This section reports performance evaluation for the power adaptive synchronous 
CI/MC-CDMA system in terms of data transmission rate i.e. channel capacity vs 
number of users along with comparison with [1] and [2], MMSEC receiver BER 
performance for number of users in block parallel interference cancellation (PIC) 
system [10], non-adaptive system [1] and proposed power adaptive system integrated 
with 4 block PIC [12]. Simulations are done at SNR = 7dB, number of users varying 
from 10 to 80, the number of subcarrier is 24 and maximum allowable transmit power 
is 5 unit (mW). Fig. 2 (a) shows that the overall system channel capacity (data 
transmission rate) for the proposed system is much higher than the existing methods 
[1] and [2]. Fig. 2(b) represents BER performance for MMSEC receiver and it is 
observed that with the numbers of users increase, BER value increases at much higher 
rate for [1] than [10] and proposed one. Increase in BER value is the lowest for the 
present method. 

It is seen that upper limit for BER value during simulation is set to 10-2 which is 
not always acceptable in many multimedia communication. To improve further BER 
performance several forms of multiuser detection in CDMA is reported like [2] and 
[10]. We finally integrate block PIC scheme in [12] with the proposed adaptive power 
allocation scheme to improve BER performance at high user capacity. In brief, users 
are classified into different groups, namely, very strong, strong, weak and very weak 
based on the magnitudes of decision statistics. The interferences within the individual 
groups of large decision magnitudes like very strong, strong, weak and very weak in 
order of sequence are removed to improve BER performance for the weakest group. 
Fig. 3(a) and 3(b) show that BER performance in block PIC system with proposed 
power adaptive scheme offers significantly much better results than the non-adaptive 
system. Simulation results also show that performance enhances with an increase in 
the number of blocks and the number of iterations of block PIC scheme at the cost of 
slight increase in computation complexity. 

Numerical values reflect that four block PIC after three stage iterations for adaptive 
system can support number of users upto twice the number of subcarriers with BER 
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of the order of 0.00032. It can support users upto three times the number of 
subcarriers with BER of the order of 0.0054, while the similar values for non-power 
adaptive system are ~0.014 and 0.046, respectively.  

 

Fig. 2. (a) Performance comparison for capacity versus number of users ; (b) Performance 
comparison for BER versus number of users in MMSEC receiver 

 

Fig. 3. (a) Block PIC BER performance for non-power adaptive system; (b) Block PIC BER 
performance for proposed power adaptive system 

6   Conclusions and Scope of Future Works  

The paper investigates the scope of usage of GA for adaptive power allocation in 
CI/MC-CDMA uplink system in order to increase channel capacity while maintaining 
BER value under transmit power constraint. Simulation results show that channel 
capacity and BER performance for the proposed power adaptive system have been 
significantly improved compared to non-power adaptive system. Simulation results 
show that four block PIC using proposed power allocation can support number of 
users upto three times the number of subcarriers at the end of third stage while BER 
value is of the order of 0.005. Future work would extend this concept for MC-CDMA 
based cognitive radio system design for capacity improvement in secondary user 
under the interference constraint to primary user. 
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Abstract. Now a days Computer simulations are often used to predict the 
performance of cellular networks. Link level simulations are used to model the 
link between the base and mobile stations, while system level simulators model 
the entire network. In order to predict the accurate performance of cellular 
network, a system level simulator, which includes the performance of the link 
between each base and mobile station, should be used, but this is 
computationally prohibitive. So to reduce the complexity caused by the system 
level simulator, “The Abstraction from the link level simulations” can be used. 
Thus, the objective of PHY abstraction is to accurately predict the link layer 
performance in a computationally easy way. The well known approach for link 
abstraction is the Effective Exponential SINR metric but the main disadvantage 
of this method is that it needs to compute a normalization parameter say β for 
various modulation and coding schemes and also it is difficult to extend this for 
Maximum likelihood detection (MLD). In this paper we propose a Link quality 
model, Received Bit Information Rate (RBIR) is used in system evaluations to 
simplify the simulation complexity, where the performance metric for PHY 
abstraction is to predict the Block error rate (BLER) under various channel 
realization across the OFDM sub carriers. In order to predict the BLER a post-
processing SINR values are considered as an inputs to the PHY abstraction. 
From the simulation results it shows that this abstraction is computationally 
easy, accurate, simple, and independent to channel models, extensible to 
interference models and multi antenna processing. These simulations are very 
close to the actual simulations. 

Keywords: BLER, Effective SINR, MIMO, OFDM, PHY abstraction, RBIR. 

1   Introduction 

Research for Broad band Wireless Access Standards is in progress in worldwide from 
the past few years. The IEEE 802.16 working group on Broad band wireless 
standards, established by the IEEE standards board in 1999. The IEEE 802.16m is 
currently working on Advanced Air Interface [1]. This group is trying to achieve data 
rates of 100 Mbps for mobile applications and 1Gbps for fixed applications. In order 
to achieve these data rates so many features are evolved in the architecture of wireless 
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communications e.g. orthogonal frequency division multiple accesses (OFDM), 
multiple antennas, various packet switching protocols etc. The OFDM allows good 
performance in terms of maintaining orthogonality between the cells, protection 
against inter-symbol interference and effective utilization of band width. To obtain 
these high data rates in wireless networks such as World wide Inter-operability for 
microwave access (WiMAX), long term evolution (LTE) environment requires 
various modulation and coding schemes to utilize the available band width and multi 
user diversity. 

The PHY Abstraction methods are used to predict the Block error rate (BLER) 
which is a performance indicator to realize the channel under different transmission 
schemes such as Single Input Single Output (SISO), Single Input Multiple Output 
(SIMO), and Multiple Input Multiple Output (MIMO) antenna schemes with antenna 
coding for different Modulation and coding schemes in the fading environment. These 
schemes uses link level simulations for abstraction which requires complex 
computations. The PHY abstraction is used to compute the performance of the link to 
avoid the complex simulations as used in link level simulations in such System- level 
simulations considers a large number of parameters taken into account and this should 
be very accurate, simple computations for various channel models.  

1.1   Link Level Simulations 

Link layer simulator model the PHY and the channel behavior Starting from the 
transmitter components and ending with the receiver components [(1)][(3)][(10)]. In 
Fig.1 shows the communication chain to perform link level simulations performing 
link level simulations has a high computational cost and also involves in complexity. 
Due to this, these simulations are normally performed in advance, and the results 
obtained are stored. Then, those results can be easily used to model the PHY behavior 
when other higher level issues want to be evaluated, avoiding lots of calculations. 

 

Fig. 1. Digital Communication Chain 

1.2   System Level Simulations 

System level simulations deal with higher level events or issues, like interference 
management, resource allocation management, power allocation, etc[(1)][(3)]. When 
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those issues want to be evaluated, the PHY behaviour is modelled by using the stored 
results from link level simulations performed in advance. 

2   Abstraction Methods for Link to Systems 

The Abstraction methods are used to predict the link layer performance. It includes 
simulating the physical layer links between multiple Base station and Mobile station 
in a network. 

The Abstraction should be very accurate, with simple computations, various 
channel models and extensible to interference and Multi- antenna processing. 

The system level simulations are used to predict the overall performance of a 
system, which makes easy to establish a system with proper frequency planning. In 
such simulations the performance of a system is estimated using the topology and 
channel characteristics to compute SINR (Signal to interference plus noise ratio) 
across the cell. Then each subscriber SINR are mapped to the highest modulation and 
coding. The abstraction methods are classified as  

2.1   Static Methodology of Abstraction  

In this method the average performance of system was quantified by using the 
topology and macro channel characteristics to compute a geometric or average SINR 
distribution across the cell [(1)][(3)]. Each subscriber geometric SINR was then 
mapped to the highest modulation and coding scheme (MCS), which could be 
supported based on the link level SINR tables that capture fast fading statistics. The 
link level SINR verses BLER (Block error rate) look up table served as the PHY 
abstraction for predicting average link layer performance.  

2.2   Dynamic PHY Abstraction Methodology 

The performance characterization solely based on SNR is sufficient if the SNR value 
remains constant during each coded block [2]. However in wireless mobile systems 
the assumption that the SNR value remains constant over a coded block usually 
doesn't hold. In system level simulations, an encoder packet may be transmitted over a 
time frequency selective channel [9]. For example OFDM systems may experience 
frequency selective fading and hence the channel gain of each sub carrier may not be 
equal.  

The post processing values of SINR are considered as a input for PHY abstraction 
mapping as shown in Fig.2. An SINR eff (Effective SINR)¬is required to accurately 
map the system level SINR on to the link level simulations[9]. SINReff  is 
approximated from a group of SINR’s shown in step1 of Fig 2. This kind of mapping 
is termed as Effective SINR mapping (ESM). So many ESM approaches are used to 
predict the performance of link they are based on  

1)   Mean instantaneous capacity. 
2)   Exponential effective SINR mapping (EESM) 
3)   Mutual information effective SINR mapping (MIESM) 
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Fig. 2. Link Abstraction Model 

In MIESM two major constraints one is based on mutual information per symbol 
received is used to compute the bit mutual information, another directly computes the 
bit mutual information per coded bit. The computation of the mutual information per 
coded bit is known to be Received symbol mutual information (RBIR). In RBIR the 
mutual information per symbol is used for mapping RBIR to BLER.   

3   Received Symbol Mutual Information Rate 

In a static channel with stationary additive white Gaussian noise (AWGN) [1], the 
Link performance of a coded digital communication system is generally characterized 
by the BLER verses SINR. This performance characterization solely based on SINR 
is sufficient if the SINR value remains constant during each coded block [2]. 
However in wireless systems, the assumption on that the SINR value remains constant 
over a coded block usually doesn't hold. 

For a given Convolution code and frame length N, the relationship between the 
block error probability BLER and SINR can be determined for a conventional AWGN 
channel (with constant SINR) via analysis or simulation[8]. 

⎭
⎬
⎫

⎩
⎨
⎧ ΦΦ= ∑

=

− )(
1

1

1
N

n
neff SINR

N
SINR  (1)

Where SINReff is the effective SINR, SINRn is the SINR in the nth sub-carrier; N is 
the number of symbols in a coded block, n is the number of sub-carriers used in an 
OFDM system and Φ (.) is an invertible function. Received Bit Information Rate 
(RBIR) is an abstraction method; it will approximate the SINReff by calculating the 
Mutual Information. The calculation of Mutual information between the transmitted 
and received symbols is calculated. For all the ESM methods, the following system 
model for describing the MIMO Relationship 

Y = H X + U   (2)

Where Y is the received signal vector from the Nr antennas, H is the channel matrix, 
X is the transmitted Symbol stream which is a vector of dimensions Nt X 1 (X is just 
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a scalar in the case of SISO/SIMO), and U is the noise vector of dimension NrX1, 
modelled as zero-mean Complex Gaussian. The above equation demonstrates an 
OFDM system is equivalent to transmission of data over a set of parallel channels. In 
the case of the mutual information based ESM the function Φ (.) is derived from the 
Constrained capacity; while in the case of EESM, the function Φ (.) is derived from 
the Chernoff bound on the probability of error. 

Assuming N sub carriers are used to transmit a coded block, and then the 
normalized Mutual information per received bit (RBIR) is given by 
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The symbol mutual information curves SI (SINRn, m(n)) (where m(n) is measured 
value of nth OFDM symbol at nth time) are generated once in the system Simulator 

3.1   RBIR Mapping for MIMO Receiver 

In a MIMO receiver the mutual information SI can be determined as 
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Where the p(LLRi) is known as symbol level log- likelihood ratio (LLR) of ith 
constellation point. The RBIR PHY abstraction is based on the fixed relationship 
between LLR distributions and BLER. Hence, a representative LLR distribution 
among M distributions is considered. By using the numerical integration method [5], 
the symbol information can be estimated as 
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The η is known as coefficient of variation and given as 
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Where f(x) is given as  
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The mean (AVR) and variance (VAR) are computed as a function of intermediate 
random variable γdB and it is given as 
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Where ‘d’ is the minimum distance between the decision points, normally it is 
assumed as 
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Hk is a channel matrix of Kth column vector for a 2X2 MIMO the H is given as 
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σ2 is known as variance of noise plus interference 

3.2   Channel Estimation Error Modeling 

In the practical scenario the exact information about the channel is not known, so this 
is one of the most important forms of actual receiver impairments. The Channel 
Estimation (CE) error at the receiver (MS) and its modeling is critical to the 
evaluation of system throughput [12]. In general, the CE error may impact the 
receiver performance differently for different types of receiver processing. Therefore 
the abstraction method has to work properly for CE errors. The key is to establish a 
common frame work that can be built upon to accommodate various receiver 
processing techniques. The CE error depends on type of channel estimator (e.g., 
MMSE, LSE), time-frequency pilot pattern (e.g., pilot number and positions, often 
power-boosted as well), Design parameters (e.g., assumed SNR for MMSE filter 
coefficients, 2D or two 1D MMSE) and actual channel behavior (e.g., Delay spread, 
Doppler). 
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In an OFDM frame assuming that the delay spread (τ ) of channel is shorter than the 
cyclic prefix, the received symbol at pilot carrier is given by[11] 

y [k, n]  =  x[k, n]H [k, n] + w[k, n] (15)

where x[k, n], y[k, n], H [k, n] and w[k, n] are the transmitted symbol, the received 
symbol, the channel transfer function and complex zero mean white Gaussian noise 
with variance σw

2 at the kth sub carrier in the nth OFDM symbol. 
The modified channel estimation can be adapted to NXM MIMO configuration. 

Since the loss of performance can primarily be attributed to the increase in effective 
noise variance. The post processing SINRs can be computed and then input to link 
abstraction methods. When system results are provided in a contribution with channel 
estimation schemes by considering the parameters such as ideal channel estimation, 
different filter designs could correspond to different permutation modes(PUSC, 
AMC), different pilot patterns (common pilots or dedicated pilots), SNRs, Doppler, 
channels etc. In the simulation when channel estimation is used, though they are 
specific to individual implementations, they have enough information to harmonize 
results. 

4   Simulations 

A system level simulator developed for cellular, user environment has been developed. 
Performance assessment of link performance models generally involves a comparison 
of the predicted/estimated block error rates BLER with the measured BLER which are 
derived from extensive link level simulation. The block diagram in Fig.1. is the 
validation approach including details about the considered link level chain is depicted. 
An OFDM-based data transmission employing random bit interleaved coded 
modulation in conjunction with linear spatial pre- and post-processing techniques is 
assumed. Any transceiver imperfections as e.g. synchronization and channel estimation 
errors are neglected. Every transmitted data (packet/block) is coded independently and 
the inter leaver is altered randomly from block to block. The link level chain generates 
channel specific error rates BLER (measured), keeping the (MIMO) channel 
characteristics as well as noise. The fraction of erroneous received blocks 
approximates the BLER for that specific channel. 

Consider an OFDM based broadband wireless communication system with 2 
transmits and 2 receive antennas. The channel on the Kth sub carrier at time n for the 
desired signal is assumed to be a flat fading Rayleigh channel and the path gain from 
transmit antenna m to the receive antenna j is denoted by Hjm[K,n], where j = 1,  
2, ...Nr. The path gains are modeled as independent samples of zero-mean, complex 
Gaussian variable with variance 1/2 per real dimension. In order to mimic a practical 
channel, the variation of Hjm[K,n] along frequency and time is modeled using the ITU 
and Jakes models respectively. 

In the emerging OFDM-based IEEE 802.16m, data is allocated in groups of 
resource blocks (RBs) [1]. Each (RB) is composed of P sub carriers and Q OFDM 
symbols, and it is called a localized RB when P sub carriers are contiguous and 
distributed RB when the P sub carriers frequency band. The size of P and Q are 18 
and 6 for IEEE 802.16m standard. And the bits are encoded in convolution and turbo 
codes (CTC)[7]. 
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4.1   Simulation Parameter 

The above simulation parameters are considered in the PHY abstraction the Fig 3.  
and 4 show that the information per bit for QPSK and 16 –QAM using RBIR 
mapping. It shows that the performance curves for a given code rate is independent of 
modulation schemes. The Fig.5 and 6 shows us the mean and variance for log 
likelihood ratio (LLR) to obtain the Mutual information per symbol. The simulations 
results shown in Fig.7 is the estimation results of PHY abstraction and which are very  
 
 

Number of symbols in RB  6 
No. of sub carriers in RB  18 
Number of pilots in RB  6 or 12 
Cyclic prefix length  128 
FFT Size  1024 
Bandwidth  10MHz 
Sampling frequency  11.2 MHz 
Sub carrier spacing  10.9375 kHz 
Frame length  5 ms 
Channel model  Rayleigh Channel 
Channel estimator MMSE 
Delay spread 3.7e-6

SINR -20 to 27dB  
Fading Model  Modified Ped B 
Doppler 7 Hz or 70Hz 
Modulation Scheme QPSK or M -QAM 
Pilot sequence PRBS 
Code rate 1/2 
Coding Scheme CTC 
Antenna Configuration 1X1or1X2or2X2 

 

 

Fig. 3. Information per bit using RBIR for qpsk 
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Fig. 4. Information per bit using RBIR for 16-qam 

 

Fig. 5. Mean value for symbol level LLR 

  

Fig. 6. Variance value for symbol level LLR 
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Fig. 7. SNR Vs BER for RBIR 

 

Fig. 8. SNR Vs BLER for 3 interferers with PED B channel with code rate 1/2 

closure to the actual simulations which is performed for uncoded blocks, So the RBIR 
abstraction is very closure to the actual simulations. The BLER is estimated for 
various channel models and assuming 3 interferers effecting with a SIR (signal to 
interference ratio) of -0dB, -3dB,and -6dB for a code rate of ½ in Fig.8. and which are 
very close to the actual simulations. 

5   Conclusions 

The link level simulations involve in complex calculations and ambiguity in networks 
and testing, whereas the simulations performed through the abstraction method RBIR 
are straight forward, simple and easy. The performance of RBIR is similar to that of 
actual stimulations (without interference) BLER Vs SNR is having more gain than to 
link level. When BER is performed in presence of AWGN vs. SNR is also accurate. 
RBIR graph is analogues to link level under stringent conditions and constraints 
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which is able to match for actual stimulations for wide range if MCS (Modulation and 
coding) and diversity schemes. Thus, RBIR abstraction method can predict link 
performance with great accuracy. This abstraction method can be used as the data 
base for various AMC (adaptive modulating and coding) schemes 

References 

1. IEEE 802.16m:Evaluation Methodology Document (EMD),  
http://ieee802.16.org 

2. Kliks, A., Zalonis, A., Dagres, I., Polydoros, A., Bogucka, H.: PHY Abstraction Methods 
for OFDM and NOFDM Systems. Journal of Telecommunications and Information 
Technology, 116–121 (March 2009) 

3. Alamouti: A simple transmitter diversity scheme for wireless communications. IEEE 
Journal on Selected Areas of Comm., 1451–1458 (October 1998) 

4. Nortel: Effective SIR Computation for OFDM System-Level. Simulations, TSG-RANWG1 
35 R03-1370 (November 2003) 

5. Atheros, M.: ST Micro-Electronics and Marvell Semiconductors. Unified Black Box PHY 
Abstraction Methodology: IEEE Contribution 802.11-04/0218r1 (March 2004) 

6. Jalloul, L.: On the Expected Value of the Received Bit Information Rate: IEEE C802.16m-
07/195, Malaga, Spain (September 2007) 

7. Lestable, T., Mourad, A., Jiang, M., Cho, Y., Yu, H., Kim, T., Cho, J., Jalloul, L.: 
Enhanced Approximation for RBIR PHY Abstraction in TGm.: IEEE C802.16m-
08/067r4.pdf (March 2008) 

8. Brueninghaus, Astely, K., Salzer, D., Visuri, T., Alexiou, S., Karger, A., Seraji, S.: Link 
Performance Abstraction for ML Receivers based on RBIR Metrics. United States Patent 
Application 20100064185.  

9. He, X., Niu, K., He, Z., Lin, J.: Link layer abstraction in MIMO OFDM system. In: 
International Workshop on Cross Layer Design, IWCLD, pp. 41–44 (2007) 

10. IEEE 802.16m.: Link To System Performance Mapping Based On Effective SINR, 
http://ieee802.16.org 

11. Li, Y.(G.): Simplified Channel Estimation For OFDM Systems With Multiple Transmit 
Antennas. IEEE Transactions On Wireless Communications 1(1) (January 2002) 

12. Yushi Shen and Ed Martinez.: Channel Estimation In OFDM Systems, Free scale 
semiconductor, Application Note 
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Abstract. A modified Nakagami-lognormal distribution has been proposed to
represent statistical nature of land mobile satellite (LMS) channel. The normal or
Gaussian variable associated with lognormal distribution is taken to be correlated
with its time derivative. It does not change the probability density function but
modifies the expression of level crossing rate (LCR), which is derived in this
paper. The proposed model takes the conventional Nakagami-lognormal model
as its special case which can be achieved by setting the correlation coefficient to
zero. This correlation coefficient provides an extra degree of freedom in modeling
the LMS channel. The effect of this correlation coefficient and other important
parameters on LCR, computed from derived expression, has been depicted with
LCR curves.

Keywords: land mobile satellite channel, small-scale fading, shadow fading,
level crossing rate.

1 Introduction

With the advent of second generation mobile satellite receivers, land mobile satellite
(LMS) communications have been popular through navigation services like Global Po-
sitioning System (GPS), aeronautical and personal communication services like MSAT
(Mobile Satellite), VSAT (very small aperture terminal), Inmarsat, Iridium etc.

Among several propagation phenomena affecting the signal received at an LMS re-
ceiver, small-scale fading and shadow fading are considered to be analyzed by statistical
channel modeling. Small-scale fading, also known as multipath fading, is small-scale
variation or fading of amplitude and phase of the received signal over a short interval of
time or travel distance. This is caused by the interference of scattered electromagnetic
waves originated by reflections and scattering from obstacles around the receiver. Its
power depends on the distribution of the scattering objects around the receiver.

Although the mean signal level or power seems to be constant over few meters of
travel distance, a slow but random variation of the mean is observed over larger distance.
This slow and random attenuation of received signal amplitude or power is termed as
shadowing or shadow fading. The reason for this spatial variation is that, the distribution
of the obstacles and scattering objects around the receiver may be vastly different at two
different locations having the same Transmitter-Receiver separation [1]. This variation

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 601–608, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Table 1. List of the models available in literature

Proposed
by

complex channel process Multipath
fading

shadow
fading

Comments

Loo [5] r = Se
jφ0

+ Re
jφ

;S: log-
normal, R: Rayleigh, φ0, φ:
uniform

Rayleigh log-normal
(LOS)

independent fading of LOS
and diffuse components

Pätzold
et al. [6]

r = S e
j(2πfd t+θd )

+ x1

+ jy1 ;S: log-normal, x1 , y1 :
Gaussian, fd and θd : constant

Rayleigh log-normal
(LOS)

same as Loo; but LOS com-
ponent is Doppler shifted

Corazza-
Vatalaro
[7]

r = RSe
jθ

;S: log-normal, R:
Rician, θ: uniform

Rician log-normal
(Multipli-
cative)

strongly correlated fading
of LOS and scattered com-
ponents

Vatalaro
[8]

r = RSe
jθ

+ x1 + jy1 ;S:
log-normal, R: Rician, x1 , y1 :
Gaussian

Rician +
Rayleigh

log-normal
(Multipli-
cative)

a compromise between zero
and strong correlation; in-
cludes an extra additive
scatter component

Hwang et
al. [9]

r = AcS1e
jφ

+

RS2e
j(θ+φ)

;S1 , S2 : log-
normal, R: Rayleigh, Ac :
constant

Rayleigh log-normal
(LOS)

LOS and scattered compo-
nents undergo shadow fad-
ing independently

may be temporal also due to random attenuation through foliage or change of satellite
elevation angle over time even when the receiver is not moving over large distance.

To represent small-scale or multipath fading in LMS channel, different researchers
have exploited Rayleigh or Rician mostly; while Hoyt, Nakagami-q, Nakagami-m etc.
have been in use in macrocellular or microcellular channels. The use of lognormal dis-
tribution for shadow fading is widely accepted and approved through empirical evi-
dence based on measurement data [2–4]. Majority of the LMS models employ mixture
distribution with Rayleigh, Rice, and lognormal statistics. Some models are shown in
Table 1.

As Nakagami-m distribution can be used to epitomize the effect of different other
distributions like Rayleigh, Rician or Hoyt by changing the parameter m ∈ [0.5, ∞),
and as it can represent the effect of multipath fading in open areas without LOS ob-
struction and urban areas with complete LOS obstruction as well; Nakagami-m has
been our interest in exploitation for multipath fading. While m = 1 stands for only
scattered signal components with absence of LOS; the range 0 ≤ m ≤ 1, represents
severe fading than Rayleigh channel [10]. A very large value of m signifies no obstruc-
tion of LOS i.e. it suits well with Rician channel. In the model being depicted here, the
LOS and scattered multipath components are incorporated into a single Nakagami-m
process and the lognormal shadow fading process is multiplicative to this Nakagami-m
process. Independent fading of LOS and scattered components leading to an additive
model, as shown in some models in Table 1, is not possible with Nakagami-m process
in which fading of LOS and scattered components cannot be considered separately.
The Gaussian or normal process associated with the lognormal process is considered
here to be correlated with its time derivative. It will have an effect of modification in
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the expression of joint probability density function (pdf) of shadow fading process and
its time derivative and eventually on final expression of LCR. This modified model is
a generalized version of conventional Nakagami-lognormal model (described in [11])
which can be achieved by setting the correlation coefficient to zero.

The rest of this paper is organized as follows. Section 2 provides the mathematical
representation of envelope process and pdf of it. In section 3, expression for LCR is
derived and computed LCR values are plotted. The effect of different parameters on
LCR curves has been shown in section 3.3. Section 4 concludes the paper.

2 Envelope Process and Probability Density Function

The envelope (R) of received signal can be represented as a multiplication of a
Nakagami-m (Z) and a lognormal (Y ) process; i.e.

R = Z · Y. (1)

The probability density function (pdf) of R in terms of pdf of Z and Y is given as ([14],
example 4.34)

pR(r) =
∫ ∞

−∞

1
|z|pY Z

( r

z
, z

)
dz (2)

where individual pdf of Z and Y are

p
Z
(z) =

2
Γ (m)

(m

Ω

)m

z2m−1 exp
(
−mz2

Ω

)
, z ≥ 0 (3)

and

p
Y
(y) =

1√
2πσsy

exp

[
− (ln y − μs)

2

2σ2
s

]
, y ≥ 0 (4)

where Ω = E[z2], m = Ω2/E[(z2−Ω)2], m≥ 0.5, and σs and μs are standard deviation
and mean of ln y respectively. The Nakagami-m (Z) and lognormal (Y ) process can be
assumed independent of each other and as both are zero for negative values, pR(r) can
be written as,

pR(r) =
∫ ∞

0

1
z
pY

( r

z

)
pZ (z)dz

=

√
2
π

1
Γ (m)σsr

(m

Ω

)m
∫ ∞

0

z2m−1 exp
(
−mz2

Ω

)
exp

⎡
⎢⎣−

(
ln

r

z
− μs

)2

2σ2
s

⎤
⎥⎦ dz. (5)

3 Expression for Level Crossing Rate

3.1 Expression for Joint Pdf of Signal and Its Time Derivative

To derive the level crossing rate (LCR) in Nakagami-lognormal channel, the joint prob-
ability density function (pdf) of signal and its time derivative is required. Towards this,
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we start with a Gaussian random process X with zero mean and standard deviation σs.
Then the lognormal process Y can be written as Y = eX+μs , where μs is the mean of
ln y. The time derivative of X , Ẋ is Gaussian with zero mean [12]. When X and Ẋ are
correlated, the joint pdf p

XẊ
(x, ẋ) is given by

pXẊ(x, ẋ) =
1

2πσsσs′
√

1 − ρ2
exp

⎧⎨
⎩−

[
x2

σ2
s
− 2ρ x

σs

ẋ
σs′

+ ẋ2

σ2
s′

]
2(1 − ρ2)

⎫⎬
⎭ (6)

where σs′ is standard deviation of Ẋ and ρ is the correlation coefficient of X and Ẋ .
Correlation coefficient is related with the moments of the processes concerned or au-
tocovariance and crosscovariance functions at zero time shift. This is justified, as to
calculate LCR, observation must be taken at a single instant of time, not two different
time instants.

Now the expression for joint pdf of the lognormal process Y and its time derivative
Ẏ , can be derived through transformation of variables in p

XẊ
(x, ẋ) as

pY Ẏ (y, ẏ) = pXẊ (ln y − μs, ẏ/y) /y2

=
1

2πσsσs′
√

1 − ρ2y2
exp

⎧⎨
⎩−

[
(ln y−μs)

2

σ2
s

− 2ρ ln y−μs
σs

ẏ/y
σs′

+ (ẏ/y)2

σ2
s′

]
2(1 − ρ2)

⎫⎬
⎭ . (7)

Now, the joint pdf of R and its time derivative Ṙ, denoted as pRṘ(r, ṙ) can be de-
rived from the joint pdf pZŻY Ẏ (z, ż, y, ẏ). As Nakagami multipath fading process and
lognormal shadow fading process are assumed independent of each other,
pZŻY Ẏ (z, ż, y, ẏ) = pZŻ(z, ż)pY Ẏ (y, ẏ), where pZŻ(z, ż) is given by [10, 13]

pZŻ(z, ż) = pZ(z) ·
√

4m

Ω

1√
2πψ′′(0)

exp
(
− 2mż2

Ωψ′′(0)

)
, z ≥ 0,−∞ < ż < ∞

(8)
where ψ(τ) is the normalized autocorrelation function of the process X2(t) and ψ′′(0)
is its second derivative at τ = 0. After transformation of variables we get

pRṘY Ẏ (r, ṙ, y, ẏ) =
1
y2 pZŻ

(
r

y
,
ṙ

y
− ẏr

y2

)
pY Ẏ (y, ẏ). (9)

After integrating equation (9) for y and ẏ, we get pRṘ(r, ṙ).

pRṘ(r, ṙ) =
√

m
πΓ (m)σs

(
m
Ω

)m ∞∫
0

1
y2

(
r
y

)2m−1

exp
(
−m

Ω

(
r
y

)2
)

1√
βr2 + ay2

· exp

(
− (ln y − μs)

2

2σ2
s

[
1 − ρ2

]
)

exp

(
−mṙ2σ2

s − 2αrṙ(ln y − μs) − aκy2(ln y − μs)
2

2σ2
s

[
βr2 + ay2

]
)

dy,

r ≥ 0,−∞ < ṙ < ∞ (10)

where β = mσ2
s′
(
1 − ρ2

)
, α = mρσsσs′ , κ = ρ2

1−ρ2 and a = Ωψ′′(0)
4 .
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3.2 Level Crossing Rate

Level Crossing Rate (LCR) is the rate at which envelope of received signal crosses a
specified threshold. Analytically, it is defined as

NR(R) =

∞∫
0

ṙpRṘ(R, ṙ)dṙ. (11)

Putting pRṘ(r, ṙ) from equation (10) in equation (11), we get

NR(r) =
1

πΓ (m)σs

(m

Ω

)m
∞∫
0

1
y2

(
r

y

)2m−1

exp

(
−m

Ω

(
r

y

)2
)

exp

(
− (ln y − μs)

2

2σ2
s

)

·
[√

mr2σ2
s′ (1 − ρ2) + ay2

m
exp

(
− mr2ρ2σ2

s′(ln y − μs)
2

2σ2
s [mr2σ2

s′ (1 − ρ2) + ay2]

)

+
√

2πrρσs′(ln y − μs)
σs

· Q
(
−

√
mrρσs′(ln y − μs)

σs

√
mr2σ2

s′ (1 − ρ2) + ay2

)]
dy. (12)

By putting ρ = 0 at above equation we will get exactly the same formula of LCR
in uncorrelated case [11]. Equation (12) can be normalized with respect to maximum
doppler frequency (fmax) and mean signal level (S0 = E[Y ]; μs = lnS0) in a area large
enough to experience shadow fading. ψ′′(0) is taken as (2πfmax)2 [11, 12]. If the power
spectral density (PSD) of shadow fading process is taken as a low-pass filter (as shadow
fading has a very slow variation compared to the frequent variation of small-scale fad-

ing), then σs′
σs

=
√

n
fratio

2πfmax; where the constant n depends on the filter assumed and

fratio is the ratio between fmax and 3-dB cut-off frequency of the filter. These relations
are used here for normalization with respect to maximum doppler frequency and the
formula is also modified as a function of R/S0 before plotting it. After normalization,
we are left with four important parameters (m, Ω, σs, ρ) influencing LCR curves at
different values of R/S0.

3.3 Effects of Different Parameters on Computed LCR

Figure 1 compares Normalized LCR at m = 1 and for different values of ρ with LCR
formulated in [11], where a Nakagami-lognormal distribution is used but with the as-
sumption that the associated normal variable is uncorrelated with its time derivative
(i.e. ρ = 0). It shows that as we increase ρ with other important parameters constant,
the curve shifts to right side further. Not only that, increasing ρ has an effect of slight
modification in the shape of LCR curve (prominent for ρ = 0.9). These two effects of
ρ on LCR curve may be useful to fit LCR curves obtained from measurements to those
obtained analytically.
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Fig. 1. LCR vs. R/S0 (dB); m = 1, Ω = 0.1, σs = 3 dB, fratio = 1
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Fig. 2. LCR vs. R/S0 (dB); m = 1, σs = 3 dB, fratio = 1; solid and dashed line for ρ = 0 and
ρ = 0.1 respectively



Level Crossing Rate in LMS Channel 607

−30 −20 −10 0 10 20 30
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

R/S
0
 (dB)

N
or

m
al

iz
ed

 L
C

R

 

 

m = 4, σ
s
 = 0.5 dB

m = 4, σ
s
 = 3 dB

m = 1, σ
s
 = 3 dB

m = 1, σ
s
 = 0.5 dB

m = 2, σ
s
 = 3 dB

m = 2, σ
s
 = 0.5 dB

m = 2

m = 4

m = 1

σ
s
 = 0.5 dB

σ
s
 = 3 dB

Fig. 3. LCR vs. R/S0 (dB); Ω = 2, ρ = 0.1, fratio = 1

In Figure 2, the effect of Ω, the mean power of Nakagami-m process, on LCR curve
is shown at m = 1. It also has the effect of shifting but with no change in shape of
the curve. Ω and σ (standard deviation of scattered components in Rayleigh fading) are
related as [10],

Ω =
2σ2√

1 −√
1 − m−1

. (13)

As the mean power Ω decreases, fading becomes severe and LCR at a given negative
value of R/S0 (dB) increases. That explains the shifting of LCR curve to left for de-
creasing Ω.

In Figure 3, LCR curves for different values of m and σs have been plotted. It is
observed from the plots that for negative values of R/S0 (dB), LCR decreases as m is
increased, while it increases with σs. The effect of m is dominant here and increasing
of m means fading effects are getting less severe. But for R > S0, m seems to have a
little effect on LCR curves and at a specific positive value of R/S0, LCR increases as
σs is increased. This accords with the phenomenon that small-scale fading affects the
received signal more when the envelope is below mean signal level in an area. On the
other hand, shadow fading becomes dominant when envelope is well above the mean
signal level (complying with equation (7) in [5]).

4 Conclusion

Analytical expression of level crossing rate has been derived for the proposed model.
The effect of different important parameters like m, Ω, σs and ρ has been discussed
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in detail. Vary small value of ρ leads to LCR curves same as that of conventional
Nakagami-lognormal model given in [11] and increasing ρ provides right shift and lit-
tle shape change of LCR curves. These attributes should act as extra degree of freedom
in fitting curves obtained from measurements to curves based on analytical expression.
The effect of Ω, the mean power of Nakagami-m process, is also shifting LCR curves.
Another important finding is that, the small-scale Nakagami fading parameter m in-
fluences LCR values more compared to lognormal shadow fading parameter σs when
received signal level is below the area mean signal level S0. For the reverse case, σs has
dominant effect on LCR curves.

References

1. Rappaport, T.S.: Wireless Communications, 2nd edn. Prentice-Hall, NJ (2002)
2. Egli, J.J.: Radio propagation above 40 MC over irregular terrain. In: Proc. IRE, vol. 45(10),

pp. 1383–1391 (1957)
3. Cox, D.C., Murray, R.R., Norris, A.W.: 800 MHz attenuation measured in and around sub-

urban houses. Bell Syst. Tech. J. 63(6), 921–954 (1984)
4. Goldhirsh, J., Vogel, W.J.: Mobile satellite system fade statistics for shadowing and multi-

path from roadside trees at UHF and L-band. IEEE Trans. Antennas Propag. 37(4), 489–498
(1989)

5. Loo, C.: A statistical model for a land mobile satellite link. IEEE Trans. Veh. Technol. 34(3),
122–127 (1985)

6. Pätzold, M., Li, Y., Laue, F.: A study of a land mobile satellite channel model with asym-
metrical doppler power spectrum and lognormally distributed line-of-sight component. IEEE
Trans. Veh. Technol. 47(1), 297–310 (1998)

7. Corazza, G.E., Vatalaro, F.: A statistical model for land mobile satellite channels and its
application to nongeostationary orbit systems. IEEE Trans. Veh. Technol. 43(3), 738–742
(1994)

8. Vatalaro, F.: Generalised Rice-lognormal channel model for wireless communications. Elec-
tron. Lett. 31(22), 1899–1900 (1995)

9. Hwang, S.-H., Kim, K.-J., Ahn, J.-Y., Whang, K.-C.: A channel model for nongeostationary
orbiting satellite system. In: Proc. IEEE Veh. Technol. Conf., vol. 1, pp. 41–45 (1997)

10. Nakagami, M.: The m-distribution - a general formula of intensity distribution of rapid fad-
ing. In: Hoffman, W.G. (ed.) Statistical Methods in Radio Wave Propagation, pp. 3–36. Perg-
amon Press, Oxford (1960)

11. Tjhung, T.T., Chai, C.C.: Fade statistics in Nakagami-lognormal channels. IEEE Trans.
Wireless Commun. 47(12), 1769–1772 (1999)

12. Yacoub, M.D., Bautista, J.E.V., Guerra de Rezende Guedes, L.: On higher order statistics of
the Nakagami-m distribution. IEEE Trans. Veh. Technol. 48(3), 790–794 (1999)

13. Youssef, N., Munakata, T., Takeda, M.: Fade statistics in Nakagami fading environments. In:
Proc. IEEE 4th Int. Symp. Spread Spectrum Techniques and Applications, Mainz, Germany,
vol. 3, pp. 1244–1247 (1996)

14. Leon-Garcia, A.: Probability and Random Processes for Electrical Engineering, 2nd edn.
Pearson Education, NJ (2007)



A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 609–614, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Cache Invalidation for Location Dependent and 
Independent Data in IVANETS 

Anurag Singh, Narottam Chand, and Lalit Kr Awasthi 

Computer Science & Engg Dept, NIT Hamirpur 
anuraglkw@gmail.com, {nar,lalit}@nitham.ac.in 

Abstract. Internet-based vehicular ad hoc network (IVANET) is an emerging 
technique that combines a wired Internet and a vehicular ad hoc network 
(VANET) through roadside infrastructures for providing universal information 
and service accessibility to the vehicles. A key optimization technique in 
IVANETs is to cache frequently accessed data items in a local storage of 
vehicles. Since vehicles are not critically limited by the storage space, it is a 
less of a problem which data items to cache. Rather, a critical design issue is 
how to invalidate them when data items are updated. This is particularly a 
concern due to vehicles' high-speed mobility. In this paper we proposed a 
scheme in which we classify data in two categories and use two different 
Invalidation Reports (IRs) to invalidate them. 

Keywords: cache invalidation, IR, IVANET. 

1   Introduction 

A vehicular ad hoc network (VANET) consists of a set of high-speed mobile vehicles 
equipped with communication facilities [1]. It supports inter-vehicle communications 
through a multi-hop message relay without the assistance of any fixed infrastructure 
as in adhoc networks. In order to provide a flexible connectivity, accessibility, and a 
rich set of services through internet, it is imperative to consider the integration of a 
VANET with a wireless infrastructure, such as a wireless local area network (e.g. 
IEEE 802.11) and a wireless wide area network (e.g. 3G). It is envisaged that such an 
IVANET, will prevail to become a ubiquitous communication infrastructure in the 
coming times. 

A key optimization technique in improving the communication performance of 
IVANETs is to cache the frequently accessed data items in a local storage. In an 
IVANET, it is less of a problem to determine which data items to cache because the 
storage space in a vehicle is not critically limited but large. However, a critical design 
issue is the cache invalidation scheme, since applications require data consistency 
with the server to avoid using any stale data. When a data item in a server is updated, 
it is necessary to invalidate the cached copies of this data item stored at the vehicle 
cache by broadcasting an invalidation report (IR). However, due to fast roaming 
vehicles, cache invalidation schemes developed for cellular networks and mobile ad 
hoc networks (MANETs) may not work well. Unlike these conventional networks, 
energy conservation is not an issue in IVANETs because a vehicle is supported by its 
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own built-in battery. Rather, our concerns are query delay and cache hit ratio in the 
presence of mobility and frequent data updates. 

The following observations characterize the IVANETs in the context of cache 
invalidation: (i) Due to high-speed mobility, vehicles reside in a coverage area for a 
short period of time. For example, the connection time within a coverage area ranges 
from 5 to 24 seconds at city driving [2]. Therefore, when a data server broadcasts an 
IR, it is very difficult to recognize which coverage area(s) to target. And, since 
multiple coverage areas are involved in a broadcast operation, the cost of broadcasting 
IRs becomes non-negligible; (ii) Since it is unlikely that adjacent vehicles have 
common data items in a real IVANET environment, it is wasteful to broadcast the 
same content of IRs to different vehicles since most of contents may not be relevant to 
the some vehicles; and (iii) As pointed in [3], a Web proxy caching may reduce 
network traffics in a data server but it does not reduce the traffics in wireless links. In 
order to support a scalable invalidation operation with the minimized IR traffics in 
both data server and wireless links, it is essential to coordinate with network agents of 
location management. To address these problems we propose a scheme in which we 
try to effectively deal with cache invalidation of fast moving vehicles without 
incurring significant overhead. Our work contributes to following: 

(1) We suggest a new infrastructure consisting of data servers, Home Agents and 
the Access points only. This in comparison to existing infrastructure don’t 
have extra layer of gateways as all the mobility and location dependency is 
taken care by home agents. 

(2) We classify data into two categories location dependent and location 
independent. Location dependent data consist of information that depend 
upon the current location of vehicles, for example, nearest hospital, nearest 
petro pump etc. If the current location changes, the value of such data also 
changes. While location independent data are general services and data that 
doesn’t address the location dependency. 

(3) We then give an IR based cache invalidation scheme which invalidates both 
location dependent and independent data. 

2   Related Work 

In this section we analyze the previous related work. There are two strategies given in 
[4] and [5]. In first scheme, Sunho Lim et al give cooperative cache method (CCI) and 
its enhanced version (ECCI). They proposed a state-aware cooperative approach, 
where both a server and location management agents coordinate for cache 
invalidation. By maintaining a list of data items and the access history by vehicles, a 
server asynchronously sends an IR to an HA rather than blindly broadcasts to 
vehicles. Then the HA judiciously refines and distributes the IR to appropriate GFAs. 
In this scheme, GFAs do not pro-actively send the IR to the individual vehicles, but 
reply a vehicle’s validity request by a on-demand-basis. Then GFAs pass the IR to 
vehicles.  
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Second scheme by Sunho Lim et al works on triangular routing system based on 
Mobile IP. They proposed cache invalidation scheme integrated with a mobile IP 
based location management. The server asynchronously sends an IR to a home agent 
(HA) rather than blindly broadcasts it to the vehicles. Then the HA judiciously refines 
and distributes the IR to appropriate gateway foreign agents (GPAs) based on 
triangular routing method similar to Mobile computing. When a vehicle moves into a 
coverage area within the same regional network, it sends the location update to the 
GFA. When a vehicle moves into a different regional network, however, it sends the 
location update to the HA for correct forwarding the packets through the GFA and 
AP. Both these schemes work take all the data as the same where as we classify the 
data into two categories and apply invalidation to both the data differently.  

3   Proposed Scheme 

3.1   System Model 

The System model is as represented in figure below: 

 

Fig. 1. System model of proposed IVANET 

In this scheme we propose a system model that is similar to the existing model but 
doesn’t have the extra GFA (Gateway Foreign Agent) layer. As in our all the location 
management work is done by the Home Agent. Therefore we removed the extra 
infrastructure in the existing model. Thus our model now consists of data servers at 
top of the hierarchy with the internet connecting them to the Home Agent. The home 
agent is connected to number of Access points each having its own coverage area.  
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3.2   Proposed Approach 

In this paper our approach is to classify data into location dependent and independent 
data. Let’s assume that location dependent data is 40% while location independent 
data is 60%. Now as the vehicle enters new coverage area under different region, its 
registers to new HA. On receiving the advertisement from new HA the location 
dependent data automatically invalidates. This is due to change in location. Thus 40% 
of data which depends on location of the vehicle does not need IR from the server. 
Therefore server only needs to send IR for only 60% data. This reduces the traffic at 
the server and increases the utilization of the bandwidth of the channel. Now IR from 
server is broadcasted to HA which is connected via internet (wired). The HA at which 
the vehicle is currently registered, passes the IR to access points that are under it. Rest 
of the HA discard the IR. Access points broadcasts the IR in their coverage area on 
the wireless network. Each vehicle is uniquely identified by a mobile IP. Thus server 
doesn’t have to keep record of location of vehicle. 

3.3   Proposed Cache Invalidation Technique 

Let the total number of data be D and the total number of vehicle be N. Then 40% 

data will be location dependent ( )Dxd ld
x ∈,  and 60% data will be location 

independent ( )Dxd li
x ∈, . Server will maintain a list in register 

(Rs), [ ]xyy
li
x tvvidd ),(, , where xyt  is time of access of data li

xd by vehicle having id 

( )yv . If the data changes the server will generate an IR 

(IRs), curryy
li
x tvvvidd ,...),,(, 21 , and send it or broadcast it to all HA. Here, currt  

is the current timestamp and ,...),( 21 yy vv are vehicle which accessed ( )li
xd . Every 

vehicle must be registered at the HA under whose coverage area it is present moving. 

This is maintained in register (Rha), [ ])( yvvid . On receiving the IRs HA compares 

vid  in IRs and Rha. If the match is not found IRs is discarded, otherwise HA will 

broadcast another IR (IRha), curr
li
x td , , to its coverage area. Therefore, invalidating 

the location independent data in the vehicle cache. 
Now each location dependent data is cached in vehicles register (Rv) as 

( )[ ]ld
xz dHAid ,  where zHA is the HA under which ld

xd was cached. HA will 

broadcast advertisement, ( ) currz tHAid , , at regular time period. As the vehicle 

enters another coverage area it will hear the advertisement and send register request to 
new HA. It will also match for HA id. In case of mismatch the location dependent 
data will be automatically invalidated.  

While the vehicle request for new data (query request), it sends a query packet, 

( ) curryz
li
x tvvidHAidd ),(,,  to the server. Server update it register with li

xd  

and )( yvvid . It sends back reply to HA having id same as in the query packet.  
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In other case the request packet is ( ) xyyz
ld
x tvvidHAidd ),(,, but server do not 

update entry in its register for location dependent data. This is mechanism of our 
proposed scheme.  

4   Theoretical Analysis  

The theoretical analysis has been done by us to support our work. We assumed a 
random map for the road links. It was covered by 30 APs (Access Points). The 
network would be connected by three Protocols: 

1. Car to car adhoc network which was ranged for about 500 mts. 
2. Car to AP and AP to Car via wireless network again ranged for about 500 mts. 
3. AP to server via wired network working on TCP/IP connection. This is more 

secured and reliable than the other two connections. The parameters were taken 
into account is given in Table 1. 

The result achieved was better than the previously two given algorithms. It was 
better in Query processing delay and giving better Cache hit ratio. A better query 
delay was achieved with growing data size. Heterogeneous IR provided more 
bandwidth and less server traffic. 

Table 1. Parameter for the network analysis of the network 

Parameter Value 
Network size (km)  24.5 
Diameter of AP coverage (m)  500 
Diameter of Car coverage (m) 500 
Velocity (km/h)  60 
Number of vehicle  250 
Database size (items)  1,000 
Data item size (KByte)  1 - 500 
Hot data items  100 
Cold data items  Remainder of DB 
Hot data item access prob.  0.8 
Number of Access Pts  30 
Number of Home Agents 7 

5   Conclusion 

In this paper, we propose the cache invalidation issue in an IVANET, where 
minimizing the impact of high-speed mobility. We proposed a hierarchical network 
model and a cache invalidation scheme to maintain the cache consistency. In 
comparison to two existing schemes, in the proposed schemes server has send 
invalidation for only 60% of data, while other 40% invalidates itself. This increases 
the efficiency of query processing and bandwidth. 
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Abstract. Reliable data dissemination becomes a critical issue in Vehicular Ad 
Hoc Network (VANET) due to its high dynamic nature. Moreover, data 
delivery ratio degrades after a road junction as the vehicles depart in different 
directions. Existing schemes such as static node assisted adaptive data 
dissemination (SADV) has attempted to increase the delivery ratio for medium 
and low vehicular density. However in a real time scenario, the vehicular 
density at the road junction is higher than that of the roads. Our proposed 
system manages to improve the data dissemination at the junction even if the 
vehicular density is high. This paper introduces a routing protocol called 
Vehicular Cluster Assisted Routing (VCAR) for scalable networks. The 
objective of the proposal is to upgrade the performance of VANET under high 
traffic scenario. To support data dissemination at the junction, the associated 
network is effectively partitioned into groups called clusters and they tend to 
move along with the vehicles towards the destination. It is observed that the 
moving cluster significantly improves the connection time and thereby delivery 
ratio too. Scalability is also considered while designing the routing.  

Keywords: VANET, V2V, V2I, cluster, scalability, data delivery. 

1   Introduction 

Vehicular Ad Hoc Network (VANET) is an integral part of the intelligent 
transportation system (ITS), which aims to improve road safety, optimize traffic flow 
and reduce congestion, and so on. Topographical structure of a VANET is more 
dynamic when compared to MANET where an end-to-end connection is usually 
assumed. MANET routing protocols fails at high mobility and radio obstacles as well. 
High mobility leads to frequent broken routes in VANET. Also, connectivity time 
solely depends on the vehicular density. Moreover, vehicular network brings 
additional problems related to the junction regions. For lower vehicular density, a 
sender at the intersection of the roads may not be able to find a connecting path to the 
destination that may be out of coverage region. This problem is attempted to solve by 
using static-node assisted adaptive data dissemination protocol for vehicular networks 
(SADV) [9], which enables packets to be buffered at the intersection until a 
connecting path is available. 
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Vehicular density remains high always in urban roads. In urban VANET, traffic 
signal further influences the vehicle movement and thereby network connectivity. A 
red signal abruptly stops the vehicles from moving, which may result in network 
partitioning or loss of connectivity. After the signal turns on, vehicles at the 
intersection of roads will depart in all possible directions. Vehicles will further look 
for new networks to join after the junction, which initiate an expensive route 
discovery process. 

This paper makes an effort to improve the performance of static node placed at the 
junction. A novel routing mechanism called Vehicular Cluster Assisted Routing 
(VCAR) is proposed here to counteract mainly the problems arising out of high 
vehicular density. It is designed with the existing traffic infrastructures to partition the 
network effectively, for a better delivery ratio and to reduce broadcast storms. A 
message is to be relayed by a minimum of intermediate nodes to the destination. To 
do so, nodes are organized as a set of clusters in which one node called cluster head 
gathers data from the static node and send them to the actual destination. Cluster 
based routing will aim to provide less propagation delay and high delivery ratio with 
bandwidth fairness too. Our proposed model combines cluster based dissemination 
mechanism with the static node approach to tackle the high vehicular density. 

2   Related Work 

The following section surveys the research works on routing and data dissemination 
under various vehicular densities. Works reported in this vehicular ad hoc routing are 
brought out to study the impact of the models and schemes incorporated within. 

Miguel Luis et al. [5] presented a new method to improve OLSR routing protocol 
by decreasing the probability of path breaks. The performance result explicitly 
confirms that the proposed protocol outperforms the original protocol, recommending 
its use for high mobility and high density scenarios. Manvi et al. [7] gave a 
comparison of the routing protocols such as AODV, DSR, and SWARM, and 
analyzed the differences in the performance. An important observation was that the 
examined routing protocols showed highly heterogeneous performance results and 
concluded that AODV and DSR may not be suitable for vehicular environments. 

Jing Zuo et al. [2] in their work analyzed the properties of the two mobility models 
in high density urban areas and the results compared the performance of reactive and 
proactive routing protocols. It indeed, informs drivers and other passengers of 
potentially dangerous traffic situations while there is still time to avoid them. Vehicle 
Assisted Data Delivery (VADD) [10] implemented a predicable mobility model by 
taking the traffic pattern and road layout into account. It is based on carry-and-
forward method and it performs well even in sparse road conditions. 

Benslimane et al. [11] presented a new method to improve the high data rates of 
IEEE 802.11p based VANETs and the wide coverage area of 3GPP networks (e.g., 
UMTS) and the work envisions VANET-UMTS integrated network architecture. In 
that architecture, vehicles are dynamically clustered according to different related 
metrics. From these clusters, a minimum number of vehicles equipped with IEEE 
802.11p and UTRAN interfaces are selected as vehicular gateways to link VANET to 
UMTS. In GSR (Geographic Source Routing) [4], the shortest path between source 
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and destination is calculated based on the street map. While calculating the shortest 
path, GSR does not consider whether there are enough vehicles or not on a street to 
provide connectivity between two involved junctions. OLSR [1] only perform well in 
high vehicular density.  

From the above survey of related works, it is observed that the data dissemination 
at the road junction when the direction of the vehicle changes becomes a major issue 
in the routing of the vehicular communication. Cluster based dissemination 
mechanism with the static node approach is proposed in this paper to tackle the high 
vehicular density. 

3   Proposed Protocol Model 

The proposed Vehicular Cluster Assisted Routing (VCAR) mechanism considers the 
roadmap of an urban area that mainly deals with road junctions and high vehicular 
density. Each node facilitates the positioning services, such as GPS, which enables the 
position of the node, directional elements and its velocity. The VCAR protocol 
involves the operation of two modes namely junction mode and highway mode. 

3.1   Junction Mode 

As the vehicle approaches a road junction it switches to junction mode if the 
destination node is disconnected from the communication link. Then the sender hands 
over the packets to the static node placed at the road junction. The static node 
periodically scans the immediate environment and spots the network partitions called 
clusters as displayed in Fig 1. Cluster formation is covered in detail in Section 3.3. 
The cluster in the direction of the destination is chosen to forward the packets. One of 
the vehicles within the chosen cluster is selected as the cluster head (CH) and the data 
is disseminated to it. 

 

Fig. 1. Junction mode operation 
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3.2   Highway Mode 

At regular interval of time the static node broadcasts a beacon signal. If the vehicle 
falls within the communication range of the static node, it stays in junction mode 
otherwise it switches to highway mode. In highway mode, the vehicles invoke V2V 
communication with multi-hop forwarding to deliver data to the actual destination. A 
mobile cluster carrying a swarm of vehicles is illustrated in Fig 2. This situation 
prevails till the mobile cluster reaches the next junction.  

 

Fig. 2. Highway mode operation  

3.3   Cluster Formation 

Let us consider the junction mode in which N number of vehicles and a static node 
are present. The static node offers a high bandwidth data communication to the 
vehicles. Consider a vehicle node A having the velocity Va, a directional vector 

and the cartesian coordinates (Xa, Ya). Now consider the static node as an 
arbitrary point having cartesian co-ordinates (Xs, Ys). The steps involved in forming 
the cluster are listed below. 

Step 1: Directional vector of vehicle A towards static node S is given by the equ (1). 

 (1)

Step 2: The velocity vector of vehicle A is calculated as in equ (2). 

 (2)

Step 3: dsv is the directional similarity value, which is the dot product of direction 
vector and velocity vector is estimated as given in equ (3). 

 (3)

Similarly, the directional similarity value dsv for the rest of the vehicles in the 
junction is estimated. The vehicles having related dsv are grouped together as a single 
static cluster. The dsv of the vehicle which travels in the opposite direction will be 
omitted by the cluster. Each static node maintains a list of cluster IDs and a 
corresponding list of vehicles as given in Table 1. In this sample, cluster C1 has to 
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handle packets for two separate destinations. The source node indicates the origin of 
the packets and the destination points to the node where the packets are to be 
destined. This table gets renewed after every beacon by the static node and the beacon 
duration coincides with the traffic signaling. 

Table 1. Static node maintaining a cluster table 

Cluster 
ID 

Source 
Vehicle ID 

Destination 
Vehicle ID 

Cluster Nodes Time of 
Installation 

No of 
packets 

c1 n10 n2 n12,n8,n15,n17,n20 10.02s 4 

c1 n40 n2 n12,n8,n15,n17,n20 10.02s 2 

3.4   Cluster Head Announcement 

Each cluster has its own cluster ID and it covers several vehicles. Once the cluster has 
been formed, cluster head (CH) is chosen using Algorithm-1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The distance between the static node and the each of the vehicles in the cluster is 
estimated from equ (4).  

 (4)

Let Rs denotes the coverage range of the static node. If Das is the closest distance 
within the coverage area, then the static node relieves the packet handling thereon to 
CH stating the source and the destination of the packets.  

3.5   Mobile Cluster in Highway Mode 

Once the traffic signal turns on, each cluster starts moving in its own direction. When 
the cluster moves away from coverage range of the junction region, cluster head starts 
announcing its status to all vehicles present within its cluster. VCAR protocol now 

Algorithm-1: 
 Input : Na, { η(ny), ξ(ny), ti(ny) } ∀ ny ∈ Na 
Output : R(na) 

R(na) ⇐ φ 
coverage ⇐ 0 
for each_ neighbor ny ∈ Na do 

if η(ny) ≥ kest and ny is CH then  
R(na) ⇐ R(na) ∪ ny 
update (coverage) 
remove_ from_list(ny, Na)  

end if 
Nord = sort by descendent _(Na) 
while coverage < 100% do 

remove_ from_list(ny, Nord) 
R(na) ⇐ R(na) ∪ ny 
update(coverage) 

end 
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employs a multi-hop relaying technique within a mobile cluster to forward the packets 
to the actual destination. When compared to flooding, it reduces the number of 
redundant packets in the network. Cluster head (CH) starts selecting a set of relay 
nodes R within one hop region from CH using Algorithm-2. If enough relay nodes are 
not available in R, then two-hop neighbors are also added in the mobile cluster. Thus, 
using the relay nodes R in the form of a cluster, CH disseminates the packets to the 
respective destinations within the cluster. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

4   Simulation and Performance Evaluation 

In order to observe the vehicle movements in the metropolitan scenario the Manhattan 
mobility model is preferred, which contains a grid road topology. The traffic 
simulator MobiSim [6] and the network simulator NS2 version 2.34 [8] are deployed 
to simulate the proposed protocol VCAR. The simulation parameters that are 
configured for the experiment are summarized in Table 2. 

4.1   Simulation Results and Analysis 

To analyze the protocol comprehensively, VCAR is compared with other two typical 
routing protocols namely SADV and GPSR. In this paper, in order to evaluate the 
protocol’s flexibility to node density, the number of nodes is varied from 30 to 80. 
Similarly, to evaluate the protocol’s adaptability to node speed, the node speed is 
varied from 15mps to 40mps. The simulation results are shown in Fig 3 and Fig 4.  

Algorithm-2: 
Input : Na, { η(ny),ξ(ny), ti(ny) } ∀ ny ∈ Na, OLD_R(na) 
Output : R(na), OLD_R(na) 
  R(na) ⇐ φ 
  enough_additional_R ⇐ 0 
  coverage ⇐ 0 
   for each_neighbor ny ∈ Na do 

if η(ny) ≥ kest and ny is CH then 
    R(na) ⇐ R(na) ∪ ny 
   update(coverage) 
   remove_from_list(ny, Na)  
   for each_neighbor ny ∈ OLD_R(na) do 
   if ny ∈ neighbor(na) then 
    R(na) ⇐ R(na) ∪ ny 
    update(coverage) 
    enough_additional_R++ 
   else 
   remove_from_list(ny, OLD_R(na)) 
  Nord = sort_by_ascendent η(Na) 
  while coverage ≠ 100% and enough_additional_R ≠ 2 do 
   remove from list(ny, Nord) 
   R(na) ⇐ R(na) ∪ ny 
   OLD_R(na) ⇐ OLD_R(na) ∪ ny 
  update(coverage) 
   enough_additional_R++ 
     end 
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Table 2. Simulation Parameters 

Parameter Value 
Simulation area 2000m×2000m 
Number of intersections 3 
Distance between intersections 600m 

Number of vehicles 30 – 80 
Speed of vehicles 15 – 45 m/s 
Simulation time 200s 

MAC protocol IEEE802.11p 
Data rate 2 Mbps 
Data packet size 512bytes 

 

Fig. 3. Average delivery ratio for node speed 30 mps 

 

Fig. 4. Average delivery ratio for 50 nodes  

It is observed from Fig 3 that VCAR and SADV have performed well to display a 
high delivery ratio at lower node density. GPSR fails to deliver the packets as this 
does not consider the junction characteristics. When nodes in the network are sparse, 
say between 30 and 40, VCAR performs better with as much as 22% increase 
compared to GPSR and as much as 16% increase compared to SADV. When node 
density is comparatively high say, from 50 to 80, the delivery ratio of VCAR remains 
high. Moreover, VCAR performs well in terms of scalability than other ones and its 
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delivery ratio reaches up to 80%. Fig 4 shows that the average delivery ratio of 
VCAR, which has higher adaptability while changing the node speed and it performs 
better than other protocols. Higher node density does not necessarily mean an 
improved performance for protocols such as GPSR, which do not consider the road 
conditions. The delivery ratio of GPSR improves evidently when there is an 
increasing node speed whereas SADV drops to about 65% as the speed increases. 
This implies that SADV is not able to cope up with high mobility. 

 

Fig. 5. Average end-to-end delay for node speed is 30 mps 

Fig 5 shows the average end-to-end delay of the protocols versus node density. It is 
observed that GPSR and VCAR exhibit a moderate variation in the delay while 
increasing the number of nodes. The degrading performance of SADV compared to 
VCAR in the case of average end-to-end delay is due its dependence on node density 
and speed. The drop in delay for SADV on the higher side of the density is because of 
its behavior shown in Fig 3. SADV drops packets heavily at higher node density that 
results packets-in-hand to deliver are low and it is obvious that the delay also gets 
lower. GPSR tries to initiate the route discovery more often, the delay increases 
considerably. VCAR handles a high packet delivery as the node density and speed 
increases and the delay shoots up. Mobile cluster, most of the time helps to stay 
connected for a longer period at least till the next road intersection. 

5   Conclusion 

This paper proposed a new technique VCAR, a routing protocol for vehicular 
networks, which improves the performance of VANET even if the vehicular density is 
high. Static node mechanism combined with the features of moving clusters has been 
taken advantage of enhancing the packet delivery ratio and delay. It is evaluated the 
performance of VCAR in an urban roadmap with more cross roads. Under MobiSim 
and NS2 simulators, VCAR performance in terms of node density and speed is 
compared with two other routing protocols. It is observed from the analysis of the 
simulation results that VCAR routing mechanism is able to adapt to scalability and 
frequent topological change by extending the connection lifetime of mobile nodes 
using moving clusters so as to improve the performance of VANET. It can adapt to 
VANET in urban scenarios and mainly in junction regions commendably. 



 VCAR: Scalable and Adaptive Data Dissemination for VANET 623 

References  

1. Clausen, T., Jacquet, P.: Optimized Link State Routing Protocol. IETF Internet Draft 
(2003), http://www.ietf.org/internet-drafts/draft-ietf- 
manetolsr-10.txt 

2. Zuo, J., Wang, Y., Liu, Y., Zhang, Y.: Performance Evaluation of Routing Protocol in 
VANET with Vehicle-node Density. IEEE Trans. Veh. Technol. 38(5), 3709–4244 (2010) 

3. Karp, Kung, H.: GPSR: Greedy perimeter stateless routing for wireless networks. In: 
Proceedings of the 6th International Conference on Mobile Computing and Networking, 
MobiCom, NewYork, pp. 243–254 (2000) 

4. Lee, K.C., Haerri, J., Lee, U., Gerla, M.: Enhanced Perimeter Routing for Geographic 
Forwarding Protocols in Urban Vehicular Scenarios. In: Proc. of Globecom Workshops, 
November 26-30, pp. 1–10. IEEE, Los Alamitos (2008) 

5. Luis, M., Oliveira, R., Bernardo, L., Pinto, P.: Improving Routing Performance in High 
Mobility and High Density ad hoc Vehicular Networks. In: IEEE Symposium, Portugal, 
pp. 1–6 (2010) 

6. MOBISIM Tool, http://sourceforge.net/projects/mobisim/files  
7. Manvi, S., Kakkasageri, M.S., Mahapurush, C.V.: Performance Analysis of AODV, DSR, 

and Swarm Intelligence Routing Protocols In Vehicular Ad hoc Network Environment. In: 
IEEE Conference on Future Computer and Communication, Kuala Lumpar, pp. 21–25 
(2009) 

8. NS2 Website, http://www.isi.edu/nsnam/ns/ns-build.html  
9. Ding, Y., Xiao, L.: SADV: Static-Node-Assisted Adaptive Data Dissemination in 

Vehicular Networks. IEEE Trans. Veh. Technol. 59(5) (June 2010) 
10. Zhao, J., Cao, G.: VADD: Vehicle-assisted data delivery in vehicular ad hoc networks. 

IEEE Trans. Veh. Technol. 57(3), 1910–1922 (2008) 
11. Benslimane, A., Taleb, T., Sivaraj, R.: Dynamic Clustering-Based Adaptive Mobile 

Gateway Management in Integrated VANET- 3G Heterogeneous Wireless Network. IEEE 
Trans. Veh. Technol. 29(3), 0733–8716 (2011) 



A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 624–633, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Efficient Distributed Group Authentication Protocol for 
Vehicular Ad Hoc Network 

Priya Karunanithi and Komathy Karuppanan 

Department of Computer Science and Engineering, Easwari Engineering College, 
Anna University, Chennai, India 

kv.priya06@gmail.com, gomes1960@yahoo.com 

Abstract. Intelligent Transportation System (ITS) has evolved to support 
Vehicular Ad Hoc Network (VANET) for communicating road safety messages 
while driving on the road. However, VANET faces the vital security challenges 
such as key and certificate management and privacy preservation when 
scalability and mobility become the essential part of this network. Privacy 
service prevents the original identification of the vehicle to be used by other 
vehicles from tracing. In this paper, a distributed authentication protocol called 
as Efficient distributed Group Authentication (E-GAP) is proposed to resolve 
the most conflicting security requirements in authentication and conditional 
privacy. The group signature and batch verification schemes proposed in the  E-
GAP protocol aim to control the overall message delay during authentication 
process. Session based pseudonym strengthens further the privacy preservation 
process that is decided on the anonymous communication between vehicles. 
Trusted Authority is capable of tracing both benign and malign vehicles using 
the conditional privacy feature of the protocol.  

Keywords: IVC, RVC, group signature, privacy, bogus messages.  

1   Introduction 

VANET is a promising technology that employs wireless communication networks to 
facilitate vehicles to communicate with one another, and with a fixed infrastructure 
such as Road Side Units (RSU). IEEE 802.11p task group is working on Dedicated 
Short Range Communication (DSRC) Standard, which aims to enhance the 802.11 
protocol to support wireless data communications for RSU to vehicle communications 
(RVC) and Inter vehicle communication (IVC) [1]. Application of IVC and RVC falls 
into two categories: safety applications and infotainment applications. In this paper, 
only security issues of safety-related messages are focused as they are crucial for 
VANET applications. Vehicles periodically broadcast safety messages to provide 
important information to other vehicles. So even in the presence of attackers, it is 
necessary to continue operation of safety-related applications.  

In this paper, an efficient distributed group authentication protocol (E-GAP) is 
proposed to secure vehicular communications. E-GAP protocol can efficiently deal 
with growing revocation list while achieving conditional traceability by trusted 
authority. Rather than depending on a huge storage space at each vehicle, the 
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proposed protocol can keep key storage minimal without losing privacy. Meanwhile, 
proposed protocol achieves a fast verification on safety messages and an efficient 
conditional privacy mechanism.   

2   Related Work 

IEEE 802.11p task group is working on the DSRC Standard, which aims to enhance 
the 802.11 protocol to support wireless data communications for IVC and RVC [1]. 
WAVE technology is the next generation DSRC technology, which provides high-
speed IVC and RVC and has major applications in ITS, vehicle safety services and 
Internet access. Security and Privacy issues discussed in various works [2-9] have 
been brought out here. Habaux et al [2] have introduced anonymous authentication. 
Each anonymous key pair is employed for certain number of messages, which 
introduces complexity in key storage. Raya et al [3] have proposed a security scheme 
based on PKI and for tracing by authority using GPS (Global Positioning System). 
Gollan et al [4] proposed use of digital signatures along with GPS technology to 
securely identify cars, improve fleet management, and provide new applications for 
private and public sectors. Habaux et al [5] in another proposed the security 
architecture for VANET and he applied digital signature for message integrity. In 
scheme [6], vehicle uses short-lived keys to sign messages used for VANET 
communication. Changing temporary keys impacts applications in two major ways: 
interrupting routing and interrupting ongoing end-to-end communication.  

Zhang et al [7] proposed a RSU-aided message authentication scheme called 
RAISE in which RSUs are responsible for verifying authenticity of messages sent 
from vehicles and for notifying results back to vehicles. This scheme has high 
message loss ratio because all validation is performed only by RSU. In GSIS [8], 
group signatures for OBUs and identity-based signatures for RSUs have been 
proposed in order to maintain security and privacy. Lu et al. [9] proposed an 
alternative way to overcome limitation of pre-storing a large number of anonymous 
certificates while preserving conditional privacy. Since a vehicle should change 
anonymous certificate quite often to avert tracing of messages, it should frequently 
interact with RSUs. In [13], protocol maintains two key sets: anonymity key set, is 
used by vehicles for signing the safety messages and emergency key set, is used for 
signing purposes in emergency situations such as certificate revocation caused by a 
misbehaving vehicle. This protocol has high message loss ratio due to slow validation 
of messages and has high key storage complexity due to short-time validity of key. 
Sun et al [14] employs an identity-based cryptosystem where certificates are not 
needed for authentication and uses PLT (pseudonym lookup table) for each registered 
vehicle in its domain. Zhang et al [15] sets up secure channel between the RSU and 
vehicle using signcryption and uses batch verification. Jiun-Long et al [16] used batch 
verification method to simultaneously authenticate multiple requests sent from 
different vehicles by RSU and communication is V2I. 

The proposed protocol mainly focuses on reduction of message delay, loss ratio 
and certificate revocation list (CRL) size. E-GAP also considers issue in key 
management and conditional anonymity preservation of vehicle.  
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3   Protocol Design 

This section lays out the salient features of the proposed protocol in terms of system 
architecture, functional model and related algorithms. The components of distributed 
model of the proposed protocol are TA, RSU and vehicle. TA generates digital 
certificate for vehicles and RSUs and distributes through RSUs. TA also invalidates 
the certificate of malicious vehicle who is broadcasting the false safety information 
and stores IDs of malevolent vehicles in a black list. TA broadcasts the black list to 
RSUs in order to prevent network from further injecting fake safety messages. In this 
paper, RSUs issue pseudonyms to vehicles for communication and also maintains 
CRL and black list. RSUs connect with TA by wired links and act as relay nodes 
between TA and vehicles. RSU is assumed to have higher communication bandwidth. 
IEEE802.11p protocol is used for IVC and RVC. The vehicle requests for pseudonym 
from RSU for communicating with other vehicles and thereon vehicle anonymously 
broadcasts the safety message with other vehicles.  

3.1   Security Requirements 

The requirements of E-GAP protocol while embedding security services are studied 
and emphasized as: 

• Message integrity and authentication: A vehicle should be able to verify that 
a message is indeed sent and signed by another vehicle without being 
modified. 

• Identity privacy preserving: The real identity of a vehicle should be kept 
anonymous from other vehicles and a third-party should not be able to reveal 
a vehicle’s real identity by analyzing multiple messages sent by it. 

• Traceability and revocability: Although a vehicle’s real identity should be 
hidden from other vehicles, if necessary, TA should have ability to obtain a 
vehicle’s real identity and to revoke it for future usage. 

3.2   E-GAP Protocol  

The functional components of E-GAP protocol are displayed in Fig 1. TA has two 
main components namely certificate management and tracing. RSU, as part of 
authentication, involves in pseudonym generation and CRL maintenance. Vehicles are 
responsible for signature generation and batch verification of safety messages. RSU 
also maintains a database containing CRL and pseudonym details. TA preserves the 
certificate list, CRL and black list. This section further details the primary functions 
of  E-GAP protocol.  

Certificate Management. TA performs certificate generation, distribution and 
revocation. A vehicle requests for a certificate to TA and sends it through RSU. RSU 
waits for such requests from vehicles for a period of time, consolidates and sends to 
TA as a single request. 
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certificates in the format M2= {VIDs, certificates, RID, N}, where certificates refer to 
certificates of VIDs in the list. RSU distributes certificates individually to vehicles. If 
the vehicle has moved out of its range, then RSU forwards the certificate to its 
neighboring RSU and the certificate successfully reaches the corresponding vehicle. 
Fig 2 also represents the forwarding of certificate to a vehicle at time instant t2. TA 
and RSU maintain two types of lists called revocation and adversary. The revocation 
list (RL) contains IDs of all expired certificates. The adversary list (AL) contains IDs 
of misbehaving vehicles. 

Pseudonym Generation and Distribution. RSU forms a group containing on-the-fly 
vehicles within its communication range. RSU periodically broadcasts its public key 
to the passing vehicles. When the vehicle enters the communication range of RSU and 
if the vehicle is a new group member, RSU runs the pseudonym generation 
procedure; otherwise it does nothing. Steps involved in pseudonym generation and 
distribution are listed in Fig 3.  
 
 
 
                      
 
 
 
 
 
 
 
 

 

 

 
 

 

Fig. 3. Procedure for pseudonym generation and distribution 

The pseudonym request is described in the steps 1 and 2. Every RSU periodically 
broadcasts its public key to the passing vehicles and neighboring RSUs. The vehicle 
uses this public key for signing the request message. The steps from 4 to 18 represent 
pseudonym generation procedure. RSU uses its private key for verifying signature in 
step5. For each vehicle, RSU maps original identity with generated pseudonym using 
pseudonym table (PT) and later this PT is used to track a vehicle by TA. In step19, the 
vehicle accepts the pseudonym. After receiving pseudonym, a vehicle checks the 
timestamp (TS) for redundancy. 

Algorithm: Pseudonym Generation and Distribution 
         Vi is a new group member of RSU, Ri.  
 
1. Vi selects timestamp TS, certificate CertV and public key of Ri, Ku-Ri 
2. Compute signature σ=EKu-Ri(H(CertV||TS) 
3. Send ρ=( CertV|| TS||σ) to Ri 

On receiving ρ from Vi, Ri generates the pseudonym by checking the following steps: 
4. CertV||TS = EKu-Ri(H(CertV||TS) 
5. If encrypted value of step 4 is equal to the signature then  
6.     accept the message 
7.     If certificate is valid then 
8.           Generator  g2 ε G2 
9.           pseudonym_rk, p_rk= x, x ε Zq  
10.           pseudonym_uk, p_uk =(g2)^x 
11.           send (TP||p_rk||p_uk) 
12.     else  
13.           add CertV in RL 
14.           update RL of TA  
15. else 
16.      revokes the certificate 
17.      add CertV in AL and RL 
18.      update RL and AL of TA 
19. Once the pseudonym is received, check whether the value of TS is equal to the 

original TS. If it is equal accept the pseudonym; otherwise reject the message 
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Group Signing. A vehicle uses its pseudonym to broadcast the safety message with 
group signature. The group is formed with identification. Only the members of the 
group can send and receive message among them. The message format used by the 
vehicle for broadcasting safety message is M3={M,σ,T,p_uk}. Lifetime represents 
expiry duration of safety message. The signature [14] is generated as in equation (2). 

σ  H(M)p_rk . (2)

Signature Verification. Message verification employs either by a single signature 
verification method or a batch verification method. A vehicle checks the validity of the 
received message before verification and the signature is verified by pairing operations 
[11]. The verification of messages should be performed extremely faster because the 
vehicle broadcasts a safety message almost for every 300ms. To verify a large number 
of safety messages within a short time, batch verification is preferred. If a vehicle 
receives only a single message, it verifies the message as per the steps given in Fig 4. 
 
  
 

 

 

 

Fig. 4. Signature Verification 

 
 
 
 
 
 
 

 

Fig. 5. Batch Verification 

Batch Verification: The batch verification requires (s-1) pairing operations, where s 
represents number of signers [12]. Fig 5 gives the steps executed when a vehicle 
receives more than one message. The steps from 1 to 4 check the validity of each 
message. 

Identity Tracing. Malicious vehicles existing in VANET may send fake safety 
messages to other vehicles to divert the traffic intentionally. If this occurs, TA can 
disclose the identity of vehicle by invoking following steps. 

Algorithm: Single Message Verification 
Input: Message={M, T, σ, p_uk} and g1,g2, Zq 

1. Check the validity of T value 
2. If T expires reject the message 
3. C=e(H(M),p_uk) 
4. if C==e(σ, g2) 

   then accept the message 
else reject the message 

Algorithm: Batch Verification 
Input: Message={M,T,σ,p_uk} and g2 

1. Check the validity of T value 
2. for i=1; i<s; i++ 
3.     If T expires reject the message 
4. End for  
5. C=∏i e(∏l=i

 (H(Ml), p_pki), where 1<s<n-1,1<l<η 
6. if C==e(∏i=1 σj, g2) 

   then accept all the message 
else reject the message 
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i. Recover the vehicle’s p_uk from safety message 
ii. Get (ID, p_uk) from RSU’s database 

iii. Revoke the certificate of that vehicle and update RL and AL list 

After revealing the identity of vehicle, TA revokes the certificate and puts that 
vehicle’s ID into adversary list and forwards the list to all RSU’s. 

4   Simulation 

The proposed protocol is experimented using network simulator tool, NS2 version 
2.34. The simulation parameters are listed in Table1. RSU is able to manage more 
number of vehicles since it has higher communication range of about 1000m. Finally, 
to facilitate higher range of communication at RSU, IEEE802.11p protocol is used. 

Table 1. Simulation Parameters 

Simulation Time 200s 

Immobile nodes 4 

Mobile nodes 40 to 60 

Min speed 60kmph 

Max Speed 120kmph 

Mac Protocol IEEE 802.11p 

Mobility Model Free Wave 

Routing Protocol AODV 

Table 2. CRL Table 

Original 
Vehicle 

ID 

Certificate 
Expiry 
Time 

Pseudonym 

17 170.648 61389026929261741771378717295432846613636 
3 170.852 43541829658445194304395258395667437969462627 

15 181.241 16486079511470902412731328954526044290254792 
12 183.029 10148751248186918714752029999330926838606496038 

RSU maintains the certificate expiry time and pseudonym in a table. The expiry 
time serves as an input for renewal of the certificate. The table also maps the original 
vehicle id with pseudo id. The current pseudonym available in the table is used for 
tracing the vehicle by TA. CRL table with sample values is depicted in the Table 2. 
Privacy of the vehicles is thus preserved through pseudonyms and our proposed model 
introduces a session based pseudonym. Use of session-based pseudonym sampled from 
the simulated results is depicted in Table 3. Node 17 uses three different pseudonym 
values during three sessions and as a sender it transfers the safety message to 
destination node 6. Similarly node14 has been shown with different pseudonym values.  
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Table 3. Session based Pseudonym 

n Pseudonym of the Source 

613890269203569261741737871295432846613636087 

6731191100184764731766577920596720673740882 

103600464468072398516253802887237601485855109 

204040142927713982204941879162987612977249 

1816855413968434172273889122360304277491882 
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Abstract. While handling catastrophes like fire accidents, road crashes and 
other life threatening emergencies, delivery time is very important. This paper 
presents a novel routing approach for speedy accident recovery using Vehicular 
AdHoc Networks (VANETs). The accident is reported to hospitals, police 
stations, fire stations, paramedics etc. with minimum notification delay. In the 
proposed system, end-to- end delay is reduced by minimizing the propagation 
delay in two stages. In the first stage, the directionality of the vehicles is 
estimated. In the second stage, an innovative method of choosing the shortest 
path among the feasible routing channels is introduced. Other preferences of 
using vehicular networks for accident management are unlimited power source, 
low cost communication and the availability of location information. The 
proposed system was tested under simulated traffic of an urban road map. It is 
observed that the delay is adequate for accident relief applications. 

Keywords: Accident recovery, VANET, shortest path, propagation delay, 
location information. 

1   Introduction 

Road traffic crashes are the leading cause of death among Indian citizens, especially 
in urban areas. While studying how these issues are tackled in advanced countries, 
speedy rescue services is observed to have reduced the effects of injuries or even save 
lives. For example, eCall[1] brings rapid assistance to accident victims by propagating 
accident notifications to the nearest emergency resources via cellular networks. 
Emergency resource (ER) may refer to hospitals, fire stations, police station, 
paramedics etc. An alternative to overcoming the critical issues such as power source, 
location discovery, bandwidth with eCall is recommending Vehicular AdHoc 
Networks (VANETs) for rescue services. Vehicular networks are endowed with 
unlimited battery power and storage thus guarding the system against power failures. 
Recent advances in vehicular technology such as the provision of DSRC specifically 
designed for automotive use has provided efficient channels for inter vehicular 
communications. Also, vehicles fitted with GPS devices provide accurate location 
information. Thus the inherent characteristics of vehicular networks can be exploited 
to provide fail safe rescue services for accidents and other mishaps.  
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The major focus of this paper is to provide an emergency routing with stringent 
delay constraints in city environments under high density of vehicles. Formally, the 
design goal of the proposed system can be described as: the accident management 
system must be adaptable to a highly dynamic topology of vehicular network and 
enforce severe delay restrictions. To achieve this goal, the following issues related to 
VANETs are to be considered: 

• High mobility of the vehicles leads to frequent link breakages, making end to 
end routing unsuitable. In the worst case, if two cars with the speed of 60 
kmph are driving in opposite directions, the link will last only for at most 10 
seconds [2]. 

• Due to the random mobility of the vehicles, it is impossible to maintain the 
hop length uniformly. So the shortest path, traditionally defined using the no. 
of hops is inefficient. This unique characteristic of vehicles demands an 
innovative routing scheme that uses real time information to perform route 
selection. 

The objectives of the proposed system are to overcome the above problems and to 
provide successful delivery of the accident notification with minimum delay. The 
following main functions are involved while designing the proposed system. 

Opportunistic Routing. It allows an end to end path to be built dynamically using a 
chain of forwarders. The forwarder is chosen using local positional information. 
Hence, vehicles need not keep their routing table up to date. Also, opportunistic 
routing performs better for high density environments in which each vehicle has many 
neighbours, making it ideal for implementing in an urban environment. 

Compass Routing. Forwarders are chosen based on their directionality. The vehicles, 
which are moving towards the AN are chosen to progress the accident notification. 
The direction of motion is calculated using real time information of the vehicles 
obtained from their GPS. 

Shortest Path Routing. It is built on the concept that the shortest distance between 
the AV and AN is a straight line. The vehicles which have minimum deviation from 
this straight line are chosen as forwarders. This approach has used real time location 
information instead of hop count for routing.  

Mobility. The proposed system has taken advantage of the mobility of the vehicles 
and uses them as mobile carriers to tow the accident notification closer to the anchor 
node by virtue of their high speed. Thus the proposed system banks on the mobility of 
the participating vehicles, usually considered to be an inconvenience to provide 
efficient routing that satisfies the hard delay constraints of accident management. 

The rest of the paper is organised as follows: In Section 2, the review of the related 
works is presented. In Section 3, the system design is outlined and the design aspects 
of the proposed routing algorithms are covered. This is followed by the experimental 
results and a brief analysis in Section 4. Section 5 concludes the paper by presenting 
the future works.  
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2   Related Works 

One of the prevalent accident management systems using vehicular network in the 
current literature is Network on Wheels (NoW) [3][4]. In [3], Debopam Acharya et al. 
introduced GPS and stationery RDS(Radio Data System) to inform EMS (Emergency 
Medical Services) services on accidents. RDS are placed at accident prone zones. 
When an accident is detected by the RDS, it automatically sends a message to the 
nearest EMS. In [4], the same authors present an improved version of the accident 
management system presented in [3]. This system comprises of a sensing unit on the 
vehicle, a NoW server and a DB. When an accident is detected by the sensing unit, an 
automatically generated message is sent to the NOW server, where qualified medical 
personnel are present to notify the emergency services. The DB stores details of the 
accident for future reference. Prasanth et al [5] presented Edge Based Greedy Routing 
(EBGR) in which the potential score of a neighbour moving towards the destination is 
calculated based on shortest distance to the destination, closeness to the next hop, 
velocity vector and source-destination vector. The neighbour with largest potential 
score is chosen as the forwarder. Wenjing Wang et al [6] and Jason LeBrun et al [7] 
introduced directional forwarding in which control and data packets are routed via 
vehicles moving towards the destination. The direction of motion of vehicles is 
calculated using directional antennas and motion vectors respectively. Jiayu Gong  
et al [8] presents Predictive Greedy Directional Routing that combines Position First 
Forwarding (PFF) and Direction First Forwarding (DFF). A score is calculated by 
each vehicle for both PFF and DFF. The routing method with the largest score is 
chosen. Josiane Nzouonta et al [9] introduced Road Based Vehicular Traffic (RBVT) 
in which the end to end path is defined in terms of intersections. Link breaks are 
repaired at the intermediate intersection,not the source thus reducing delay.  

The major issues in the existing accident management systems are the use of 
infrastructure to handle accident management, presence of human-machine interface 
which increases notification latency. The issues in routing schemes are the use of hop 
count as a decision criteria for routing, establishment of end-to-end path using RREQ 
and RREP, dependability on direction and mobility of the vehicles alone to provide 
delay constrained routing. Also, the existing systems use either directional routing or 
position based routing. The above issues have been overcome in the proposed system.  

3   Proposed Model 

The important components of the system architecture for the proposed system are 
specified in Fig 1. It consists of vehicles whose direction of motion is indicated using 
an arrow, a fixed node called Anchor Node (AN) and ER. Anchor node (AN) is used 
in case the ER lies outside the VANET communication range and all positional 
information of ER is mapped to AN. The anchor node routes the accident notification 
to the nearest ER via a wired network. All vehicles are assumed to know their 
positions using GPS and they use Dedicated Short Range Communication/Wireless 
Access in Vehicular Environment (DSRC/WAVE) for efficient V2V communication 
with a coverage of 1000 metres for inter vehicular communications. The vehicles are 
assumed to be moving at a speed of 60 to 100 kmph in a dense urban area. Thus 
vehicles are always available to detect and forward the accident notification. The 
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vehicles are of three types namely, the vehicle at accident site (AV), which generates 
the accident notification, Forwarding Vehicles (FV), which are intermediate nodes to 
forward the accident notification and the non-participant nodes whose forwarding 
functions are unused.  

 

Fig. 1. System Architecture 

When an accident is detected, the location of the nearest ER is dynamically 
obtained using GPS map service available in the vehicle. AV chooses an optimal 
forwarder among the one hop neighbours based on two selection criteria namely, (i) 
the direction of motion of FV must be towards AN [5] and (ii) FV should have the 
minimum deviation from the shortest path between the AV and AN. The above 
criteria have brought a novel routing algorithm called Least Length Path Routing 
(LLPR) and are described in detail in the section below. 

3.1   Least Length Path Routing (LLPR) 

LLPR is an on demand and an opportunistic routing protocol, which briefly 
incorporates the concept of direction resolution from compass routing. LLPR attempts 
to provide a successful transmission of accident notification to AN with minimum 
delay. As the end-to-end delay is highly dependent on propagation delay, the 
notification latency can be effectively controlled by minimizing the propagation 
delay. The proposed algorithm limits the propagation delay by means of two 
mechanisms namely, (i) directional forwarding based on the motion vector of the 
forwarding vehicles and (ii) minimizing the transmission distance of the packets. 

Directional Forwarding based on the motion vector of the forwarding vehicles. 
This approach utilises node mobility, an inherent characteristic of vehicular networks. 
Node mobility has usually been regarded as an inconvenience in routing. However 
using compass routing, vehicular mobility can be used to enhance routing decisions 
by taking advantage of their directionality. Using the motion vectors, vehicles whose 
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direction of motion is towards the AN are chosen as Potential Forwarders (PF). This 
serves to avoid routing loops and fractionally reduces the residual distance to the AN.  

Minimizing the transmission distance of the packets. Here, the routing path length 
is minimized, thereby minimizing the propagation delay. Propagation delay is defined 
as the amount of time taken by a packet to travel from the source to the destination 
over a medium[10]. This step majorly reduces the propagation delay by minimizing 
the distance travelled by the packets. Equation (1) uses the transmission distance as a 
routing criteria instead of hop count and uses realtime information from the GPS to 
limit delay.  Propagation Delay Transmission distanceSpeed  (1)

LLPR incorporates the above approaches using two algorithms namely Approach/ 
Depart Algorithm and Near/Far Algorithm, which are executed sequentially. 

 

Fig. 2. Approach/Depart Algorithm 

Approach/Depart Algorithm. The algorithm controls the propagation delay by 
directional forwarding. The direction of motion of the vehicles is calculated using the 
motion vector of the vehicles. The vehicles moving towards AN are chosen as PF. An 
illustration of the algorithm is given in Fig 2 and the steps are given in Fig 3. 

In Fig 2, CN queries the location details of its one hop neighbors. When it receives 
a response, the mv and anv are calculated. The covered angle is the angle subtended 
between the motion vector and the anchored node vector. It is used to calculate the 
direction of motion of the vehicle, i.e. whether the vehicle is moving towards the ER 
or away from the ER. This step is crucial in the proposed algorithm because the 
forwarder is chosen from the subset calculated in thi algorithm. The formula for 
covered angle is given in step 3 of the Algorithm-1. Based on the covered angle,the 
direction of motion is identified. The direction resolution of the neighbor nodes using 
the covered angle is depicted in step 4. If the covered angle < 90, the direction is set 
as approach, otherwise it is set as depart. After direction resolution, the forwarding 
subset composed of PF is computed. 
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Fig. 3. Steps of Approach/Depart Algorithm 

Near/Far Algorithm. This algorithm aims to reduce the delay by minimizing the 
transmission distance of the packets. It is based on the premise, the shortest path 
between two points is a straight line [11]. Theoretically, the shortest path may go 
through buildings and other obstacles and may not have usable vehicles to account. In 
the absence of vehicles along the hypothetical shortest path, the key operation in this 
stage is choosing an optimal vehicle among the available vehicles using angular 
deviation from the shortest path. Formally, the operation in Near/Far Algorithm is 
described as, 

Direction of Vi ( Dir(Vi) ) is not sufficient to identify an optimal neighbour, we 
also need to consider the length of the routing path through that node. Deviation 
of Vi (Dev(Vi)) outputs Vi’s deviation from the shortest path w.r.t. other 
approaching neighbours Vi+1. Dev(Vi) < Dev(Vi+1) if Vi+1 has greater angular 
divergence from the shortest path. 

Dir(Vi) and Dev(Vi) are calculated by applying geometric properties to the 
vehicular environments using Approach/Depart and Near/Far Algorithm respectively. 
Near/Far algorithm operates on the forwarding subset calculated in Approach/Depart 
Algorithm. After applying the algorithm to the PF, the forwarder is chosen based on 
the deviation angle. An illustration of the selection of forwarder is given in Fig 4.The 
deviation angle is calculated using the Near/Far algorithm given in Fig 5.  

The steps of Near/Far algorithm are as follows, Initially the equation of the shortest 
path from the accident site to the anchored node is calculated using the step 1.Next, 
the perpendicular distance (PDvi) of the potential forwarder vi to the shortest path and 
the lapsed distance from the source (LSPFi) of PFi are given by step 2 and 3 
respectively. The deviation angle PFi of the PFi is given by step 4. The PF which has 
the minimum  is chosen as the forwarder.  

For example, in Fig 4, pf1 < pf2 where pf1 and pf2 are the deviation angles of 
PF1 and PF2 respectively. Hence PF1 is chosen as the forwarder. By repeating the 
same steps at each of the vehicles holding the accident notification, the same is 
transmitted from the accident site to the destination via a chain of FVs. The above 

Algorithm-1 Approach/Depart Algorithm 
 

Input: (xcn,ycn): Location Coordinates of CN 
(xnn,ynn): Location Coordinates of NN 
(xan,yan): Location Coordinates of AN 
α: Angle of Motion of NN 

Output: Forwarding Subset 
 

1. Calculate mv (xnn cos α)ı   (ynn sin α)   
2. Calculate anv (xan  xnn )ı (yan  ynn )  

3. Calculate covered angle cos ( . )| || |  

4. if covered angle < 90 then 
                   direction = approach 
    else   direction = depart 
    end if 
5.Add vehicles with direction = approach to Forwarding Subset 



640 R. Namritha and K. Karuppanan 

protocol faces many challenges due to the high mobility and dynamic topology of 
vehicular networks such as (1) network partitioning and (2) maintenance of routing 
table. The above problems lead to following two test scenarios. 

 

Fig. 4. Near/Far Algorithm 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Steps of Near/Far Algorithm 

ER Approachable. In this scenario, vehicles are available to forward the disaster 
notification to the nearest ER. This scenario occurs when the density of vehicles is 
high during the daylight hours in an urban road.  

Algorithm: Near/Far Algorithm 
 
 Input: (xdv, ydv): Coordinates of AV,  
 (xan, yan): Coordinates of AN, 
 (xfvi, yfvi): Coordinates of FVi , 1 ≤ i ≤ n 
 (xPFi, yPFi): Coordinates of PFi , 1 ≤ i ≤ n 
 Output: FVi+1 

 
 1.(y  y  )x (x  x  )y (x  y   y  x  ) 0 . 

 2. PD (  )  (  )  (      )(  )    (  )  . 

 3. LS   x x   y y    . 

 4. θ  sin (PD  |LS  ) . 
 5. Select PFi with minimum  as FVi+1
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ER Non-approachable. This scenario arises under two situations such as: there is no 
vehicle available to forward the disaster message; and the current forwarder crosses 
the ER. The vehicle holding the notification first calculates the covered angle between 
its motion vector and the ER using Approach/Depart algorithm in Fig 3. If the 
covered angle is greater than 90, the vehicle has crossed the ER. In this case, the 
current forwarder should select an alternative ER that incorporates lesser end-to-end 
delay. To perform this operation, the vehicle locates an alternative ER using the 
navigating services, which is the closest to the respective vehicle and thereon the 
routing process is initiated. Since LLPR routing attempts to achieve a successful 
delivery of accident notification, it adapts effectively the above two scenarios. Design 
of the routing table has been simplified to overcome the two challeneges by 
incorporating per-hop routing where the vehicle holding the message alone needs to 
store the details of its one hop neighbours. The LLPR routing table contains current 
time, node ID, approaching neighbor ID and angle of deviation.  

4   Performance Evaluation 

The proposed system has been tested using VANET MobiSim and NS 2 tools. The 
results are compared with an existing vehicular routing algorithm called MoVe. We 
consider a simulation area of 2000 x 2000 with around 150 nodes. Nodes move at a 
speed of 60 to 100 kmph. Traffic simulation of the vehicles is done using 
VANETMobiSim. Freeway model is used, where each vehicle is restricted to its lane. 
Vehicles change course at the intersections. The accident notification is transmitted in 
term of packets of the size 512 bytes. The simulation is run for 300 seconds and the 
results are recorded in Fig 8, 9 and 10. 

Fig 6 represents the packet delivery per accident notification with respect to the 
number of nodes. At low density, the packet delivery is low due to the restricted 
availability of forwarders. In such a situation, the selection of forwarder for the 
delivery of the notification is dependent on the spatial arrangement of the vehicles, 
which is highly dynamic. At high density, a sufficient no. of vehicles are available for 
forwarder selection. Hence the packet delivey is higher by around 20%. Also, an 
increase in the no. of ERs triggers a corresponding increase in the packet delivery, 
because of the availability of alternative ERs. If the no. of ERs is 1, and it is not 
accessible, the packets are dropped leading to lower packet delivery. In the case of 
multiple ERs, packets can be alternatively routed to other accessible ERs thereby 
increasing the packet delivery. 

Fig 7 represents the end-to-end delay with respect to the number of nodes. Three 
patterns of end-to-end delay have been observed such as (1) the delay decreases with 
increase in the no. of nodes for both MoVe and LLPR, (2) LLPR incurs lesser delay 
compared to MoVe, and (3) the delay increases as the no. of ERs increases. 

It is inferred from pattern (1) that the increase in the no. of nodes leads to an 
increase in the no. of potential forwarders along the shortest path. Hence the optimal 
forwarder can be chosen based on the angle of deviation. This leads to a decrease in 
the no. of hops and hence reduced delay. Pattern (2) is due to LLPR selecting the 
forwarder along the feasible shortest path whereas MoVe opting its forwarder closest 
to the destination. Hence the transmission distance is reduced and lesser end-to-end 
delay is accounted in LLPR. Similarly requirement of multiple ERs, if the first ER is 
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Abstract. The motivation behind Vehicular Ad Hoc Networks (VANETs) is to
improve traffic safety and driving efficiency. VANET applications operate on the
principle of periodic exchange of messages between nodes. However, a mali-
cious node may transmit inaccurate messages to trigger inevitable situations.
Each transmitted packet contains the status of sender like its identity, position
and time of sending the packet in addition to safety message. A misbehaving
node may tamper with any information present in the propagated packet. Fake
messages may be created by attacker node itself or it may force another node
to create fake messages. In this paper, we present a machine learning approach
to classify multiple misbehaviors in VANET using concrete and behavioral fea-
tures of each node that sends safety packets. A security framework is designed
to differentiate a malicious node from legitimate node. We implement various
types of misbehaviors in VANET by tampering information present in the propa-
gated packet. These misbehaviors are classified based upon multifarious features
like speed-deviation of node, received signal strength (RSS), number of packets
delivered, dropped packets etc. Two types of classification accuracies are mea-
sured : Binary and Multi-Class. In Binary classification, all types of misbehaviors
are considered to be in a single “misbehavior” class whereas, Multi-class classi-
fication is able to categorize misbehaviors into particular misbehaving classes.
Features of packet sending nodes are extracted by performing experiments in
NCTUns-5.0 simulator with different simulation scenario (varying the number
of legitimate and misbehaving nodes). Proposed framework for classification of
misbehavior is evaluated using WEKA. Our approach is efficient in classifying
multiple misbehaviors present in VANET scenario. Experiment result shows that
Random Forest and J-48 classifiers perform better compared to other classifiers.

1 Introduction

Vehicular Ad Hoc Networks (VANETs) applications are based upon the frequent
exchange of safety messages by vehicles. This is also required to facilitate route plan-
ning, road safety and e-commerce applications. VANET security is an essential com-
ponent for each of these applications. VANET is a typical kind of Mobile Ad Hoc
Network (MANET). High mobility, large scale and frequent topology changes are the
main characteristics of vehicular networks. Vehicle passenger safety can be improved
by means of inter-vehicle communication. For example, in case of an accident, VANET
communication can be used to warn other vehicles approaching the site.

A. Abraham et al. (Eds.): ACC 2011, Part III, CCIS 192, pp. 644–653, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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VANETs are facing a number of security threats [1] which may degrade the perfor-
mance of VANET and even life safety. For example, an attacker node may create an
illusion of traffic congestion by pretendig multiple vehicles simultaneously and launch
Denial of Service (DoS) attack by impairing the normal data dissemination operation.

In this paper, we introduce different kind of attacks based upon the physical prop-
erties and safety packet distribution behavior of nodes in VANET. Usually, a node ob-
serving a critical event triggers safety warning packets. All the nodes receiving this
message forward it to other nodes in their transmission range. In this manner, it is the
responsibility of honest nodes to forward each received safety packet to other nodes
in its neighborhood. Terms attackers, malicious node, misbehaving node, illegitimate
node are used interchangeably in this paper.

We perform a series of experiments with different number and type of misbehaviors
and derive features from physical and packet transmission characteristics of honest and
misbehaving nodes. We construct various instances of honest and misbehaving nodes.
Machine learning method is used to classify the behavior as honest or malicious.
Our classification algorithms are able to differentiate different kinds of misbehaviors
during classification phase. Features used for classification are speed deviation, dis-
tance, received signal strength (RSS), number of packets generated, delivered, dropped,
collided. These features are calculated by nearby observer nodes. All observer nodes
exchange their observation with other nodes in its vicinity. The experiments are eval-
uated using Naive Bayes, IBK, J-48, Random Forest and Ada Boost1 classifiers [15]
supported by Waikato Environment for Knowledge Analysis (WEKA) [2], which is a
data mining tool. As per our knowledge, machine learning method has not been previ-
ously applied to distinguish different misbehaviors in VANET. Specifically, the major
contributions of our paper are:

1. Implementation of variants of misbehaviors in VANET.
2. Extract the features that may be used in differentiating misbehavior instances.
3. Classification of misbehaviors using machine learning method.

The rest of this paper is organized as follows. Section 2 discusses related work
on misbehaviors in VANET and their detection methodologies. Section 3 provides
overview of VANET and attacker model. In Section 4, a brief outline of proposed
methodology is introduced. It discusses different features, feature extraction module
used in classification of misbehaviors in VANET. Experimental setup and results are
discussed in Section 5 and 6 respectively. Concluding remarks with future work are
covered in Section 7.

2 Related Work

Various types of attacks on an inter-vehicle communication system are presented by
Aijaz et al [1]. They analyze how an attacker may manipulate the input of an OBU
and sensor readings. The authors proposed plausibility checks using constant system
examinations. However, this paper does not discuss how to apply plausibility checks in
detail.

M. Raya and J.P. Hubaux [3] discuss a number of unique challenges in VANETs.
They describe how adversaries use safety applications to create various attacks and
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security problems. However, they have not analyzed how to achieve these attacks and
do not provide solutions to address these security threats.

Golle et al [4] propose an approach for detecting and correcting malicious data in
VANET. In this approach, every vehicle builds a model of VANET in which specific
rules and statistical properties of VANET environment are implemented and stored.
When a node receives a message, it compares the received message with the VANET
model. If the received message does not comply with the VANET model, it is consid-
ered to be an invalid message. The VANET model used in this paper is predefined and
does not provide the flexibility to switch to a new one. Ghosh et al [5][6] present a mis-
behavior detection scheme (MDS) for post crash notification (PCN) applications. They
consider various parameters such as tuning and impact of mobility on performance of
MDS. In their work, OBUs determine the presence of bogus safety message by analyz-
ing how the driver behaves in response to an event.

Raya et al [7] have formulated a misbehavior detection system to exclude malicious
vehicles from the communication system. It is based on the deviation of attacker node
from normal behavior. Cryptographic keys belonging to a malicious node are revoked
upon its detection. Normal and abnormal behavior is differentiated by using a cluster-
ing algorithm. Yan et al have proposed a position verification approach for detection of
position related misbehaviors in [8]. Xiao et al [9] illustrate a localized and distributed
scheme to detect ID spoofing attack in VANETs. This approach takes advantage of
VANET traffic patterns and road side base stations. Their detection approach uses sta-
tistical analysis of signal strength distribution.

Raya et al [10] present their work on “data centric trust” in VANETs. They confirms
the occurrence of an event based upon the messages received from multiple vehicles.
They propose that vehicles use a decision logic system like Dempster-Shafer, Bayesian
inference in their framework. However, their work assume that vehicles leave their radio
range rapidly. Hence, it removes the use of reputation and ignores information from
local sensors. Schmidt et al [11] construct reputation models for other vehicles based on
the claims from sending vehicles. In this way, they create a model for normal behavior
of nodes in VANET. If the behavior of a node differs from the normal behavior, it is
marked as suspicious.

Kim et al [12] have introduced a message filtering model that leverages multiple
complementary sources of information. They constructed a multi-source detection
model so that drivers are alerted after multiple sources prove the existence of a cer-
tain event. Our framework is somewhat similar to the above with an exception that we
are also able to classify different types of misbehaviors apart from just being able to
identify them.

3 System and Attacker Model

VANET consists of two basic components: (1) Road Side Unit (RSU) and (2) On Board
Unit (OBU). RSU is a fixed unit while OBUs are installed in vehicles and hence these
are mobile. Each node in VANET consists of an Event Data Recorder (EDR), Global
Positioning System (GPS) receiver, computing platform and a radar. A conceptual ar-
chitecture of VANET is shown in Figure 1. There is a hierarchy of central authori-
ties (CA) that is responsible for managing vehicles identities registered in its respective
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Fig. 1. Architecture of Vehicular Ad Hoc Network

geographic region. As communication framework, dedicated short range communica-
tion (DSRC) protocol [13], currently being standardized as IEEE 802.11p is used at
data link layer. This protocol provides transmission range of 250 to 1000m and data
rates in the 6-27Mbps range.

In VANET, all information is publicly available as safety messages are meant for
each vehicle. Safety communication system of VANET differs from the usual approach
in information systems where restrictions can be applied to access the system. VANET
vulnerabilities originate from openness of wireless communication channel (can be ac-
cessed by anyone) and unencrypted exchange of information.

We consider active attackers only and they posses capability to compromise the in-
tegrity of messages. Each node transmitting a safety/alert packet dispatch its identity,
position and time-stamp with the packet. However, a misbehaving node may tamper
with any of the information sent in the packet. For example, attackers may create bo-
gus alerts or suppress legitimate messages. Malicious nodes may generate wrong traffic
warning message and propagate it to other vehicles in the network. These active attack-
ers may force legitimate drivers to change their driving behavior. For example, honest
vehicles may slow down or take alternate routes if fake messages regarding harmful
events are distributed in the network. As a result, malicious nodes succeed in disruption
of normal driving behavior of vehicles. Attackers may also suppress valid messages of
critical safety information by dropping or capturing them. Malicious node may generate
fake packets in place of forwarding valid packets. We briefly discuss different types of
VANET misbehaviors implemented in this paper:

1. Packet Suppression Attack: In this attack, whenever a vehicle receives safety
packets from a neighboring node, it does not forward these packets unlike the nor-
mal functionality of VANET. All the legitimate nodes in VANET forward every
received safety packet, but malicious nodes do not follow this approach. Misbehav-
ing nodes can also insert fake safety packets in the network.

2. Packet Replay Attack: Replay attack is a form of attack in which a normal data
transmission is fraudulently repeated or delayed. This operation is carried out by a
malicious node that intercepts the safety packet and retransmits it. Replay attack is
usually performed by malicious or unauthorized node to impersonate a legitimate
vehicle or RSU. It creates an illusion of apparently valid though non-existing events.
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3. Packet Detention Attack: This attack is a subset of the packet replay attack. In this
attack, a vehicle delays the packet forwarding process by certain time duration in
the network. It is more dangerous than replay attack, as vehicles do not get enough
time to respond to a particular emergency situation. For example, a honest vehicle
V1 may broadcast TRAFFIC JAM safety packet at time-stamp t0 to its neighboring
nodes. This message is sent after some delay by a malicious vehicle. After receiving
another TRAFFIC JAM packet, vehicles may change their path to nearby road-
segment thereby leading to real congestion on this route even though the jam may
have cleared by this time.

4. Identity Spoofing Attack: This attack is a impersonation or spoofing attack where
an attacker spoofs the identity of another node in the network and hence, all the
messages directed to the victimized node are received by the attacker. The attacker
can feign safety message by using multiple identities simultaneously to create illu-
sion of non-existing events.

5. Position Forging Attack: In this attack, an attacker broadcasts timely coordinated
wrong traffic warning messages with forged positions, leading to illusion of a car
accident, a traffic jam or an emergency braking.

6. Combination of Identity and Position Forging Attack: In this attack, attacker
may use multiple identities while launching position forging attacks.

We have created variants of these attacks. First three misbehaviors are temporal, i.e.
related to time of sending the packets, which plays a key role for VANET applications.
Invalid value of Position and Identity fields in packet is also responsible for creating
illusion of non-existing events.

In all attacks, the main objective of malicious node is to distrupt VANET traffic and
part thereof. By assuming false identity or spoofing identities, malicious node’s aim
is to evade detection. The main contribution of this paper is detection of misbehavior
instances, detecting node responsible for this misbehavior is beyond the current scope
of the paper.

We assume that vehicles communicate using the Dedicated Short Range Communi-
cation (DSRC) technology. Majority of vehicles are honest. In our case, only up to a
25% of vehicles are assumed to be illegitimate. In our model, it is assumed that RSUs
are always honest. All the vehicles trust the message generated by RSUs.

4 Proposed Methodology

Our proposed methodology uses classification algorithms supported by WEKA [2]. It
is used to train and test malicious and legitimate instances. Figure 2 describes our de-
tection approach. It shows different steps involved in classification of samples (either
as legitimate or particular type of misbehavior).

In Feature extraction module, we extracted features from different attack cases which
are able to differentiate various types of misbehaviors. Different inputs of feature ex-
traction module are: (1) VANET model, (2) Attack model and (3) VANET application
which is affected by attack. A series of experiments are performed in NCTUns-5.0 [14]
by mutation of varied number of legitimate and misbehaving nodes to extract the indis-
criminated features. These extracted features are applied to the classification algorithms
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Fig. 2. Proposed Design for classification of legitimate and misbehaving nodes

like Naive Bayes, IBK, AdaBoost1 (with J-48 as base classifier), J-48 and Random For-
est (RF) algorithms [15] in WEKA [2]. Finally, various misbehaviors are differentiated
based upon these features. We briefly describe features used for classification.

Features are the attributes used to classify different types of misbehavior in VANET.
Classifications are performed on relevant attributes or patterns existing with higher fre-
quency to classify a sample as legitimate node or misbehaving node. We derive fol-
lowing features after performing sequence of experiments with different combinations
of above defined attacks in VANET scenario. These features are normalized after their
node-wise extraction at each interval of time.

– Geographical Position validation: Nodes receiving the safety messages verify
whether the message is generated by the node located within the area of critical
situation or not.

– Acceptance Range Verification w.r.t observing RSUs: Uniformly deployed RSUs
in VANET scenario verify the acceptance range of each received packet. This op-
eration is performed by measuring the difference between the sending vehicle and
RSU position at each time interval. If this difference is greater than the acceptance
range, the received message is discarded.

– Speed Deviation verification: Consistency in speed at consecutive time interval is
verified for each vehicle. This is required to verify fake position broadcasts in the
network.

– Received Signal Strength (RSS): This parameter is required to verify ID spoofing
attacks. RSS value of attacker vehicle and spoofed vehicles is same for the attack
duration.

Features related to verification of geographical position, acceptance range, speed and
RSS are required to classify position and identity spoofing (Sybil) attacks. Features
related to safety packet distribution behavior (Number of packets transmitted, received,
dropped, captured) are responsible to classify temporal attacks. These features may be
difficult to estimate accurately in the real scenario of VANET. It is assumed that nodes
transmit information about packet transmitted/received and packet delivery ratio (PDR)
periodically to RSUs within range. All RSUs exchange this information to estimate
these features. Though malicious nodes may falsify this information, it is assumed that
low number of such nodes in a large network like VANET may not have much impact
on the performance of network.
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Though we collected legitimate and malicious samples through simulations, it must
be noted that features related to delivery time of packets can’t be accurately determined
in realistic VANET scenario. The features used to detect ID and position spoofing at-
tacks are equally applicable in realistic scenarios. Following are the features used to
detect temporal attacks in VANET.

– Packets Transmitted: It is the total number of packets generated by each node.
– Packets Received: It is the total number of packets received by each node.
– Packet Delivery Ratio: It is defined as the ratio of number of packets received and

number of packets transmitted. This parameter is required to determine the prob-
ability of presence of temporal attacks (packet detention, replay and suppression
attacks).

– Packet Drop Ratio: It is defined as the ratio of number of packets dropped and
number of packets transmitted.

– Packet Capture Ratio: It is the ratio of number of captured packets and transmitted
packets.

– Packet Collision Ratio: It is the ratio of number of packet collisions and transmit-
ted packets.

– Packet Retransmission Error Ratio: It is the ratio of number of packet retrans-
mission errors and transmitted packets.

5 Experimental Setup

We conducted our experiments using NCTUns-5.0 simulator [14], an integrated net-
work and traffic simulation platform. This platform provides multiple features including
road network simulation, communication and network protocol simulation, vehicular
traffic simulation and feedback loop among vehicles. In our experiments, we simulated
a two–direction 6 km highway with multi lanes in each direction. Simulation time is
varied between (20–2000 seconds). Varying number of Vehicles are randomly deployed
and have different behavior including speed (10–50 m/s), acceleration and deceleration.
Inter vehicle distance is also varied for each experiment i.e. density is also a variable
factor. Traffic arrival rate is 500 vehicles/hour and transmission range is 250 meters.
Each experiment is run 5-10 times with different seed values. Average of these results
is calculated. We vary different parameters for deriving multiple samples used in clas-
sification. We applied a widely used radio propagation model – ‘shadowing model’ – to
consider the multi–path propagation effects of the real world communication system.

Packet replay, suppression and detention attacks are basically related to delivery time
of packets. If the packets are not delivered in time, it can lead to serious mishappenings.
Packet may contain some important information like traffic jam ahead or any informa-
tion related to road blockage due to accidents or any other natural calamities like land-
slides. In a packet suppression attack, the number of packets which are to be delivered
get reduced. There may be some other reason for the delay in the delivery of packets
such as collision and congestion in the network. For the above reason, we calculated
a threshold value of the packet delivery ratio by running a number of experiments and
training these results using Weka.
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ID and position spoofing attacks are implemented as follows. Whenever a misbe-
having node is about to send a beacon packet to announce its present ID and position,
it selects an ID randomly on the field and applies it to the beacon packet (rather than
applying its real ID and position). Whenever a malicious node receives any safety mes-
sage, it drops this packet. Number of fake identities bounded with illegitimate node is
varied in each experiment.

6 Results and Analysis

In this section, we analyze the results produced after classification. All classifiers use
10-fold cross-validation for training and testing samples. Our experimental results are
evaluated using the following evaluation metrics [16]. True positive (TP) is the number
of malicious vehicles correctly identified as malicious. False positive (FP) is the num-
ber of legitimate nodes incorrectly identified as malicious vehicle. True negative (TN)
is the number of legitimate nodes correctly identified as a legitimate vehicle. False neg-
ative (FN) is the number of malicious nodes incorrectly identified as legitimate. The
performance of classifiers can be measured by analysing the following parameters.

– True Positive Rate (TPR): It is the ratio of malicious vehicles correctly classified
as malicious. It is defined as T PR = TP/(TP + FN)

– False Positive Rate (FPR): It is the proportion of legitimate vehicles incorrectly
classified as malicious. It is also called false alarm rate and defined as
FPR = FP/(FP + TN).

– True Negative Rate (TNR): It is the proportion of legitimate vehicles identified as
legitimate. It is defined by the expression TNR = T N/(TN + FP).

– False Negative Rate (FNR): It is defined as the proportion of malicious nodes
incorrectly identified as legitimate. It is evaluated as FNR = FN/(FN + TP).

The classifiers are trained with various features consisting of 3101 legitimate and
1427 malicious samples (184 packet detention + 200 replay + 370 suppression + 300
Identity forging + 373 Position forging samples). Table 1 shows the binary-class and
multi-class classification accuracy using attributes of legitimate and misbehaving ve-
hicles. In binary-class classification, all types of misbehaviors are considered to in a
single ”misbehavior” class. Multiclass classification is a special case of statistical clas-
sification. It is used to assign one of several misbehaving class labels to an instance.
Multiclass classification is more complex as compared to binary classification. We ob-
serve from this table that Random Forest (RF) and J-48 classifier outperform rest
of the classifiers in terms of high values of T PR, TNR and small values of FPR, FNR.
The reason for better classification is the bagging and boosting properties of these clas-
sifiers. Whereas, Naive Bayes classifier shows poor results as compared to other
classifiers. Improved multi-class classification accuracies can also be seen in Table 1.

We have shown through simulations that our proposed approach shows promising re-
sults on legitimate and malicious instances gathered from the simulation process. How-
ever, in a realistic VANET scenario, the proposed approach may be unsuitable to detect
temporal attacks because of unavailability of packet transmit/receive information by
individual node.
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Table 1. Classification accuracy using various attributes of legitimate and misbehaving vehicles

Classifiers Binary-Class Multi-Class
TPR FPR TNR FNR TPR FPR TNR FNR

Naive Bayes 0.42 0.03 0.96 0.57 0.32 0.01 0.98 0.67
IBK 0.56 0.11 0.88 0.43 0.58 0.04 0.95 0.41
J-48 0.92 0.01 0.98 0.07 0.93 0.004 0.99 0.06
RF 0.92 0.01 0.98 0.07 0.93 0.005 0.99 0.06
AdaBoost1 0.92 0.02 0.97 0.07 0.93 0.008 0.99 0.06

A distributed approach in realistic scenario can be used to evaluate the parameters
required for temporal attacks detection. In this approach, all VANET nodes (vehicles
and RSUs) observe the functionality of their neighboring nodes (nodes present in their
vicinity). Each node that generates a safety packet overhears the further forwarding of
that packet by all receiving nodes. Features of VANET like mobility, presence of RSUs
in the form of traffic and road lights and traffic pattern can be used in this approach.
RSUs can record the trajectories of vehicles moving across them and exchange it with
others RSUs or vehicles. In this manner, all nodes exchange observations regarding the
send and receive time of each packet, thereby contributing to generation of parameters
required to detect temporal attacks in VANET. We use the benefit of availability of this
information in the simulator for temporal attack detection in our implemented approach.

7 Conclusion

Misbehaving vehicles are disastrous for any VANET application. Misbehavior detec-
tion mechanisms are becoming prominent area of research in VANET. In this paper, we
implemented various forms of misbehaviors in VANET. Features of each form of mis-
behavior is extracted. These experiments are performed using various combinations of
misbehaviors. We have designed a framework for binary and multi-class classification
to differentiate between (legitimate and malicious behavior) and (legitimate and particu-
lar class of misbehavior) respectively. The results are validated using evaluation metrics
computed by various classifiers. We observe that Random forest and J-48 clas-
sifiers signify the perfect classification of malicious vehicles with high values of T PR,
T NR and small values of FPR and FNR. The basic framework proposed in this paper
can be made compatible with any type of misbehaviors induced in a particular appli-
cation. As a part of future work, we would like to implement detection approach for
temporal attacks in realistic scenario.
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Abstract. Due to high mobility of nodes in multi-hop Vehicular Ad hoc 
Networks (VANETs), choice of next hop forwarding node plays a vital role to 
improve the performance of routing protocol. In this paper, we have proposed a 
position-based routing protocol, that we call Projection based Directional 
Routing (P-DIR) protocol. In this protocol, a neighbor node with maximum 
potential gain (PG) is selected as a next hop node. The potential gain PG is 
estimated in terms of Link Duration (LD) between the source and next hop 
node, and Direction (DR) and Position metric (PN) of the next hop node 
towards the closest direction of the destination. We have simulated the 
proposed protocol in the MATLAB and results have been computed for link 
duration and position metric with the varying distance between one hop 
neighbor nodes. 

Keywords: VANET, Position based routing, MFR, DIR, P-DIR, Potential gain. 

1   Introduction 

Vehicular Ad hoc Networks (VANETs) is composed of a large number of vehicles 
providing connectivity to each other. We assume that vehicles move in any direction 
with high mobility. Neighboring vehicles that are within a transmission range directly 
communicate over a wireless links. End-to-end connectivity between source and 
destination vehicle in the VANET requires multi-hop packet forwarding by 
intermediate vehicles. We focus on spontaneous vehicular ad hoc networks that begin 
to appear in highly dense environments to provide full network connectivity.  

Unlike traditional ad hoc and other routing protocols, position based routing 
protocols presents challenging and interesting properties of VANETs [1]. Position 
based routing protocols does not require any information about the global topology, 
but uses the local information of neighboring nodes and position information of 
destination node to forward packets. Generally position based routing is based on 
greedy forwarding scheme that guarantees loop-free operation. Position based routing 
only requires local routing tables based on local information of neighboring nodes 
thatare restricted to the transmission range of any forwarding node. Due to this 
restrictions, it gives low overhead of their creation and maintenance. The local 
information about the physical location of nodes can be obtained by using Global 
Positioning System (GPS), provided the nodes are equipped with GPS receiver [2].  
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Kranakis [6] proposed the Directional Routing (DIR) (referred as the Compass 
Routing) is based on the greedy forwarding method in which the source node uses the 
position information of the destination node to calculate its direction. Then the 
message is forwarded to the nearest neighbor having direction closest to the line 
drawn between source and destination. Therefore, a message is forwarded to the 
neighboring node minimizing the angle between itself, the previous node, and the 
destination. In Fig. 1, node F has the closest direction (node F has minimum angle 
among all the neighbors within the communication range) to line SD and is the 
selected next hop node for further packet forwarding. 

In DIR [4], next-hop neighbor node is decided through unicast forwarding by using 
the position information of the sender node, its next neighbor nodes, and the 
destination node. To obtain the position information of the next neighbor node, each 
node (vehicle) within the communication range sends a beacon or a Hello packet 
containing its identity (ID), current position and other important information in the 
network. On the reception of a Hello packet from the neighbor node, the receiving 
node obtains the position information of its neighbor node. The performance of all 
these routing protocols depends on the network density. Further, all these routing 
schemes have high packet delivery rates for dense vehicular networks and low 
delivery rates for sparse vehicular networks. 

3   Proposed Work  

In this work, we have proposed a position based routing protocol that we call 
Projection based Directional Routing Protocol (P-DIR) designed for VANET. It uses 
the characteristics of both MFR and DIR. P-DIR is greedy forwarding protocol that 
uses movement of vehicular nodes. By knowing the movement information of the 
nodes (vehicles) involved in the route, we can estimate their future positions used to 
predict the link duration between each pair of nodes in the route. In this routing 
protocol, the neighbor node is selected as the next-hop node with maximum progress 
and minimum angle with full connectivity between nodes within the transmission 
range. Hence, a packet is sent to the neighbor node with maximum progress as the 
distance between source and destination projected onto the line drawn from source to 
destination and direction source to selected neighbor node is closest to direction SD. 
Therefore, when a source node have more than one neighbors having the same 
maximum progress (projection on the line SD, source to destination) towards 
destination within the transmission range, our proposed protocol P-DIR is useful. 

In Fig. 2, S and D are source and destination nodes. R is the transmission radius of 
the source node S. Source node S has six neighbors in its transmission range. Among 
these neighbors, nodes A, B, and C have same projection A’ on the line SD. Node B 
has smallest angle (direction SB is closest to the direction SD) that is, the angle BSD is 
minimum among angle node ASD and node CSD. Therefore, source node S selects 
node B as the next-hop node for further transmission. 

In P-DIR, we improve MFR protocol using directional method and link duration 
between the nodes to increase its reliability. Let B is a potential forwarder (PF) of 
source node S, randomly located at a distance D and angle α, then the potential gain 
(PG) can be calculated to find the closest neighbor as a next-hop node to forward 
packet from source to destination. 
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Fig. 2. Selection of node B as the next hop node in P-DIR method 

Potential Gain (PG) = a LD +b DR + c PN (1) 

Where a, b, and c be the three potential factors of the metrics link duration (LD), 
direction (DR), and position metric (PN) respectively. 

3.1   Link Duration (LD) 

Let N nodes be placed inside a square area having side length k and m is the average 
number of neighbors of each node (average node density) in the given area. Let R is 
the radius of the circle which is equal to the transmission range of the any node inside 
the square area [7] (see Fig. 3). We assume that half of the area of the circle 
(transmission range), where nodes are randomly distributed in the direction of 
destination. The transmission range of any node needed to achieve the expected 
number of nodes inside a circle centered at one of nodes can be estimated as follows:                                                          2 . ( 1)                                                     (2) 

Therefore, the transmission range R is as:                                                          ( 1)                                                              (3) 

This is the transmission range having the desired average node density. 

 

Fig. 3. Node distribution in square area 
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                                          ( )(  ) (  )                                                   (5) 

When the distance between forwarding node and selected next-hop node becomes 
larger than the maximum transmission range R of the forwarding node, both the nodes 
will be disconnected.  

3.2   Direction towards Destination (DR) 

We assume that the next-hop forwarding node selectedin the optimal direction 
towards destinationmay result into minimum end-to-end delay due to small number of 
hops. Therefore, the nodes placed in the half of the communication range having 
direction towards destinationare selected for packet forwarding. Let θ be the angle 
between the direction of the movement of next-hop node and the straight line drawn 
between source and destination (SD). Therefore, direction of next-hop node towards 
destination can be calculated as follows: cos  2  ,   2 

As the direction of node may be both positive and negative, to make its magnitude 
a single quantity whichever side of the base axis it is, the direction of next-hop node 
can be represented as: 

                                                    DR = cos2θ                                                       2                                       (6) 

Where d  (  ) (  )  . 
3.3   Position Metric for Next-Hop Node 

MFR protocol selects a node as next hop node that makes maximum progress towards 
the destination. In our proposed protocol, we have used a position metric defined in 
term of the progress towards the destination. The progress made by a next-hop node is 
calculated as: 

2  

Where PProg is the maximum progress towards destination and it is defined as the 
distance between the forwarding node (source node) and its projection B’ on the line 
SD, between source and destination (see Fig. 5). Further the position metric PN of the 
selected next-hop node which is closer to destination is defined as follows: 

                                                                          2                                          (7) 
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4.1   Link Duration 

High mobility of vehicular nodes in the VANET changes the network connectivity 
rapidly and it affects the performance of routing protocol. The link duration is one of 
the most useful metrics to predict this behavior. Link duration is the amount of time a 
node has an active link to its one-hop neighbor. Fig. 6 shows the link duration with 
the different distance between one hop neighbor nodes for the link duration potential 
factor a = 0.5. Link duration between nodes (vehicles) decreases as distance between 
nodes within the transmission range increase. 

4.2   Position of the Next-Hop Node 

In the P-DIR scheme the packet is forwarded to a neighbor node whose progress is 
maximal towards destination. The position metric is defined in terms of the ratio of 
the progress the distance between the source and destination.  

Therefore, position metric ensures that preference is given to neighbor node that is 
closer to destination. In Fig. 7, we can see as the distance between source node and 
next-hop node is increasing, the position metric for the next-hop node is also 
increasing. This increase is rapid as the distance increases beyond 40. 

5   Conclusion 

In this work, we have proposed a routing protocol that we call Projection based 
Directional Routing (P-DIR) protocol based on greedy forwarding scheme. Our 
approach is based on mathematical analysis. At every timeslot, each node in the 
network has a potential gain. Based on this estimate, P-DIR selects a neighbor node as 
a next-hop node to forward the packet from source to destination. In the simulation 
part, link duration metric is computed, so that at each timeslot there is end-to-end path 
(link) that connects every pair of source and destination. As shown in the figure, link 
duration is increases as node density increases.  
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Abstract. Once some stable solutions appear to be found at physical
and network layers for cooperative Intelligent Transportation Systems
(ITS), deploying vehicular services and managing their operation over
a common framework is becoming a key issue. Apart from proprietary
and ad-hoc solutions, this paper presents a platform based on the IP
Multimedia Subsystem (IMS) for deploying ITS services. The proposed
architecture decouples IMS from a specific communication technology,
to provide a common framework where to deploy and access both peer-
to-peer and infrastructure-oriented ITS services. IMS capabilities have
been used as an overlay network to provide vehicular services. Standard
features of IMS, such as authentication, authorization, accounting, in-
stant messaging, and session or subscription management, are exploited
as a common basis for ITS services. In particular, the work presented
shows how the standardized IMS Presence Service can be extremely use-
ful for services which follow a publish-subscribe scheme, very common
in vehicle-to-infrastructure applications. The whole IMS-based platform
has been both designed and developed, even presenting reference imple-
mentations of real services.

Keywords: Vehicular Services, IMS, NGN, SIP, ITS.

1 Introduction

According to [1], vehicle telematics can be defined as “the use of computers and
telecommunications to enhance the functionality, productivity and security of
both vehicles and drivers”. Vehicular networks are becoming essential for telem-
atics services within the Intelligent Transportation Systems (ITS) field. Nowa-
days, there are more and more vehicular services which needs communications
with both the surrounding vehicles and the infrastructure. The literature about
ITS has many works about communication technologies used to connect vehicles
with other vehicles and with local or remote infrastructure points, and multitude
of works dealing with routing problems at network level. However, apart from
physical, MAC and network routing issues, an ITS telematic platform needs a
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suitable framework to access, delivery and manage services oriented to drivers,
occupants, road operators, administrations, etc.

In the above described scenario is where Next Generation Networks (NGN),
and the solution given by the 3GPP, by means of the IP Multimedia Subsys-
tem (IMS), are found useful to deploy ITS telematic services. IMS is a proposal
standardized by 3GPP for the provision and deployment of multimedia services
to final users, enabling the convergence of voice, video and real time data over
IPv4 and IPv6. IMS works over the IP layer, and the technologies in which it re-
lies, such as SIP (Session Initiation Protocol) [2] for session control, allow a fast
development of services and reduces the operation and infrastructure costs. Fur-
thermore, there are several standardized services within IMS specification, such
as the Presence Service, location functions or Instant Messaging (IM). Among
them, the Presence Service provides a mechanism able to dynamically manage
information about the status of users, equipments and services, thus posing a
great opportunity to deploy feature-rich services in the ITS context.

In this paper, we propose an architecture that integrates IMS in the ITS
domain, to provide telematic services over a common framework, and decou-
pling the IMS architecture defined by 3GPP from cellular networks. The idea
has been to develop an overlay network, communication technology agnostic, for
the management, deployment and delivery of services in ITS field. Among other
functionalities, the proposal has been extended with the design and implemen-
tation of a service deployment scheme based on the Presence Service. The whole
work comprises both design and implementation issues, including various service
prototypes in order to demonstrate the potential of the solution.

The structure of the paper is as follows. Section 2 introduces IMS and its
application in the vehicular field. After that, several related works are presented
in Section 3. Section 4 details the architecture of the solution, dealing with the
integration of IMS entities and basic services. Section 5 explains the development
of the presence-based service platform, and details how ITS telematic services
can benefit from the solution. Section 6 describes the service prototypes imple-
mented as a proof of concept. Finally, the work is concluded in Section 7 with
future works and emphasizing the importance of the IMS-based platform for the
provision of new services in vehicular environments.

2 IMS Background

2.1 3GPP IMS Core

The 3GPP IMS is an architectural framework for delivering IP services on a com-
mon platform. It consists of a standardized set of functions that cooperate and
are usually matched to different nodes. These are common recognized entities
in most of the the IMS implementations that perform a well-defined task. The
IMS specification has been designed to enable operators to provide a wide range
of real-time and packet-based services by which users can be charged. It also
provides a framework for deploying both common calling capabilities and ad-
vanced telematic services [3]. The heart of the IMS network are the Call Session



666 A. Garcia et al.

Control Functions (CSCF), typically a SIP server with a customizable behavior.
CSCFs process SIP signaling providing registration and session establishment
capabilities. It could be said that CSCFs conform the routing machinery of the
IMS [4]. IMS core entities are:

– Proxy CSCF (P-CSCF). It is the entry point to the IMS domain and serves
as the outbound proxy server for clients.

– Home Subscriber Server (HSS). It is the central repository for user informa-
tion, including identity management and user status. It holds any required
information to handle user registration and session establishment.

– Serving CSCF (S-CSCF). It is the brain of the IMS core, by processing
registrations of terminals with the IMS domain and managing calls to service
endpoints. The operation of the S-CSCF can be configured by modifying the
policies stored in the HSS.

– Interrogating CSCF (I-CSCF). It acts as an inbound SIP proxy server. On
IMS registrations, I-CSCF queries the HSS to select the appropriate S-CSCF
which must serve each user. The I-CSCF routes the incoming session requests
to the S-CSCF of the called party.

– Subscriber Location Functions (SLF). It is a database that maps users’ URI
to the associated HSS (in case more than one exists).

– SIP Application Server (SIP-AS). It is the native IMS application server,
and serves as host for the execution of IP multimedia or non multimedia
services based on SIP signaling.

2.2 3GPP IMS Emergency Sessions

Recently, 3GPP has extended the IMS architecture to provide Emergency Call
services (e-Call). To do so, new IMS functions have been included:

– Emergency CSCF (E-CSCF). E-CSCF is usually implemented as a SIP
Server, as the rest of CSCFs, and it is responsible for handling emergency
session establishments and termination [5].

– Location Retrieving Function (LRF). This functional entity handles the re-
trieval of location information for the User Equipment (UE).

When UE registers with the IMS network with a special emergency flag, it
tries to identify its own location by asking the LRF. With that information, UE
sends a call initiating message to P-CSCF, which ignores the roaming restrictions
of the subscriber (since it could be connecting with a visited IMS domain) and
whether the user is registered or not, and then forwards the request to the
nearest E-CSCF. E-CSCF determines then the address of an appropriate Public
Service Access Point (PSAP) and routes the call to it, thus completing the call
establishment. The PSAP is the demarcation point between the IMS network
and the Public Switched Telephone Network (PSTN), and will be in charge of
managing the emergency situation according to the data provided.
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2.3 3GPP IMS Presence Architecture

Over the IMS core functions, 3GPP also defines the Presence Service (PS) based
on the IETF presence model specifications known as “SIP for Instant Messaging
and Presence Leveraging Extensions” (SIMPLE) [6]. PS accepts, stores and dis-
tributes presence information based on SIP messages. In that model, presence is
understood as information published by users (presence entities, abbreviated as
presentities) to other users (watchers) to indicate their ability and willingness
to communicate [7]. Therefore, a presentity provides information about its own
presence to the PS. This presence information is then redistributed by the PS to
all the IMS entities subscribed to this presentity. A presentity can have several
devices capable of sending information about the user, these are known as Pres-
ence User Agents (PUA). In fact, PUAs send presence information to a Presence
Agent (PA), which is the part of the PS responsible for storing and forwarding
Presence Information to all the involved watchers.

In the proposal given in this paper, developed services can also use IM for send-
ing/receiving messages during a session, also following the SIMPLE framework.
In fact, one of the most powerful advantages of our platform is the integration
with advanced NGN enablers. These enablers (also known as SIP-AS) provide
common functionalities to services that they can reuse, delegating critical op-
erations to a trusted reliable entity. Some examples of enablers are: identity
provisioning, authentication, authorization, location server, broadcast service,
user profile, multi-conference, instant messaging and presence. These enhance
consistency and reliability of new services, promoting re-use, reducing develop-
ment costs and improving usability.

3GPP have defined the Presence Information Data Format (PIDF) [8] and
the Rich Presence Information Data Format (RPID) [9] for exchanging presence
information, although they have been extended in this proposal. PIDF defines
a compact model to describe the presence information of a presentity, whereas
RPID allows a presentity to send detailed and rich presence information to her
watchers.

Going a step further, 3GPP has also extended the base PS with new optimiza-
tions. Usually, each time a watcher wants to subscribe to a presentity, it have to
initiate a subscription transaction. This signalization follows a path from the UE
of the potential watcher to the UE of the presentity, what cam implies too many
hops if the terminals are in different domains. To solve this problem, the IETF
created the concept of resource list. A resource list (also called presence list) is a
list of SIP URIs that are stored in a new functional entity called Resource List
Server (RLS). RLS receives watcher subscriptions to presence list URIs (since
a presence list has its own URI) and automatically performs the subscription
process to all the presentities in the list. When using an RLS, the presence list is
stored in an independent reliable network entity rather than being stored locally
in the presence user application. Moreover, the RLS not only carries out all indi-
vidual subscriptions, but it also combines presence information from presentities
in a single message delivered to watchers of resource lists.
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This work integrates PS, the RLS function, and the XML Configuration Ac-
cess Protocol (XCAP) to manage resource lists. XCAP is a XML-based protocol
which provides capabilities to add, modify, and delete XML configuration data
stored in a server, such as users in a presence list, authorization policies or a list
of participants in a conference. XCAP is transported over Hypertext Transfer
Protocol (HTTP). According to the Open Mobile Alliance (OMA), XCAP is the
protocol used for the XML Document Management (XDM). The current work
integrates an XDM Server (XDMS) to manage contacts lists and presence rules
for each presentity, as it is described later.

3 Related Work

The use of IMS in ITS as a platform to deliver services has not been sufficiently
exploited yet, although some solutions in this line are available in the literature.
The iRide [10] proposal comprises an IMS-based service, with an associated client
application, for warning drivers about hazardous situations on the road. For this
purpose, a multi-hop wireless sensor network is deployed along with a wireless
infrastructure for connecting IMS clients to the core system. Once in the main
system, data provided by the sensor network is transmitted to an application
server that hosts the IMS service. This processes the received information and
alert drivers about dangerous situations, although this communication flow is
not specified in the proposal. A similar work is presented in [7], where a wireless
sensor network is also used to monitor health status data in order to establish
an emergency call when needed. The example given here tracks heart conditions,
and automatically establishes a 911 call with the PSAP upon the detection of an
incoming stroke. The main problem found in this work is that a wireless sensor
network is used to collect health data, and further service-level mechanisms
would be needed to assure the establishment of an emergency call when needed.

The work presented in [5] focuses on IMS e-Call capabilities. It proposes to
enhace the emergency functionality of IMS to provide context-aware emergency
services. It proposes the management of contextual information (also captured
in this work by a wireless sensor network) by the system, and the integration of
this information in emergency service operations by extending the PIDF format.
The retrieved information is processed and stored in a database entity, which
is also responsible of managing and disseminating more contextual information
provided by sensor gateways. Besides, the LRF is extended to be able to retrieve
contextual information related to users. The main drawback is that the emer-
gency service is isolated from the rest of the IMS core, and it cannot interact
with other services, like the presence one.

4 Reference Architecture

The proposed architecture is based on the 3GPP IMS Release 7 [11] and the main
entities are depicted in Fig. 1. Starting from the bottom part of the diagram, the
clients of the services are vehicle terminals mounted on the on-board equipment.



IMS and Presence Service Integration on Intelligent Transportation Systems 669

Fig. 1. Reference architecture

In the proposal, each vehicle has its own IMS identity provided in advance by the
administrator of the IMS network. The IMS infrastructure is thus independent of
any telecom operator. The separation of the communication technology from the
potential services to be offered, leads to an access technology agnostic system.
Examples of possible access technologies could be 802.11p, WiFi, UMTS, LTE
or WiMAX. Additionally, the architecture provides reliable authentication and
authorization to users. This feature will be essential for accessing future vehicular
services.

In the proposed architecture, signalization is based on well-known and widely
used protocols, such as SIP; SDP (Session Description Protocol), for capacity
negotiation; RTP (Real-Time Transport Protocol) for multimedia data trans-
missions; or Diameter, for authentication and authorization purposes. All parties
connected this overlay IMS network are identified by an unique URI.

Independently of the communication technology used, every vehicle commu-
nicates with the IMS core, composed of the three classical CSCFs (as explained
before), and the E-CSCF/LRF functions, for providing emergency services. Once
registered in the network, each vehicle can benefit from a series of services. The
E-CSCF has an interface with both S-CSCF and P-CSCF to receive emergency
registrations and emergency call session establishments, and it relies in LRF for
user localization purposes. In case of a new emergency session establishment,
both LRF and E-CSCF expect the GEOPRIV PIDF location object format [12]
and the civic one [13]. If SIP messages do not contain this information, LRF can
be configured to retrieve it form a LOCSIP server, defined by OMA Location in
SIP/IP Core.

On the top of the IMS Core Network, there can be several SIP-AS hosting
several IMS basic services. Those services will be described later, but one of
them is the presence one. Regarding PS, the architecture presented in Fig. 1
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includes some extensions. To improve the PS performance an RLS entity has
been added to reduce the number of SIP messages exchanged, by acting as
a proxy when a new watcher subscription is done and by merging presence
notifications. Note that watchers can be far away of the IMS Core Network
and connected by a limited wireless or expensive connection. To cope with this
objective, RLS needs previously configured contact lists with presentities, to
perform the subscription process. As can be noted, by adding this presence
capabilities it is possible to easily deploy services that follow a publish-subscribe
scheme, such as fleet management, vehicle monitoring and, in general, services
which require the collection of data from the road side.

The architecture presented enables operators, authorities and final users to
take advantage of four different types of services:

– Emergency services. These derive from the eCall idea, i.e. a service for ac-
cepting safety calls.

– End-to-end services. These are peer-to-peer services that extend common
calls, such as videoconference, sessions for exchanging context-related infor-
mation for a collaborative goal, or instant messaging between terminals. In
the session establishment phase the user terminal initiates the SIP dialog
and it is supervised by the IMS Core. For these kind of services, ASs do not
take part of the negotiation process.

– Infrastructure-based services. These services are also supported by the 3GPP
specifications, and they need both the core and a SIP-AS where to install
service ends. Examples of this kind of services can follow a common client-
server approach, such a contextual on-demand tourism service or a ticketing
service for spectacles/museums.

– Presence-based services. These are more sophisticated services which use the
presence-based architecture proposed here, such as the prototypes presented
in following sections.

Presence-based services act as watchers of a resource list, this one composed
of presentities (vehicle terminals) that send status information. Since vehicle
terminals only maintain a connection with one PS, all information regarding all
presence-based services comes in the same notification. This behavior presents
both performance and privacy issues, since all watchers would receive all status
data (its own ones and the ones for the rest of services). This problem is solved
by using presence rules to filter in RLS the information for each presence-based
service (watcher). This reduces the amount of data sent to each watcher and
avoid privacy concerns, by choosing which attributes or nodes will be notified
to each watcher/service. As with presence lists, presence rules can be managed
only by registered users or entities, who must be authenticated and authorized
to modify a certain presence rules document; hence, to make this process easier,
both RLS tasks and presence rules are managed by an XDMS entity, as can be
seen in Fig. 1. Presence lists are matched with concrete presence-based services
with an unique SIP URI defined in RLS, which can be managed through XDMS.
The service itself communicates with the XDMS to add, modify or delete pre-
sentities in its own presence list. In general, the XDMS server accomplishes the
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management of the XML documents and it is fully XCAP compliant, including
some enhanced features. It provides authentication methods and constraint the
introduction of information for each existing user within the IMS network.

5 Development of the Presence-Based Service Platform

This section explains in detail the implementation of the proposed architecture.
As it has been mentioned, one of the main novelties of the proposal is the inte-
gration of new services in a presence-based platform, specially designed for the
ITS field. According to our design, PS manages status publications from multi-
ple vehicles. This includes refreshing or replacing existing presence information
with newly-published information. PS is fully compatible with the IMS Core.
The integration of the IMS core and this enabler has been made by inserting
specific trigger points in HSS thus, enabling the S-CSCF to redirect presence
SIP messages (REGISTER, SUBSCRIBE, PUBLISH and its responses) to PS.

Regarding the IMS Core Network, the Fraunhofer FOKUS Open IMS Core
has been used. This system is largely based on the SIP Express Router (SER)
project, which includes an implementation of P-CSCF, I-CSCF, S-CSCF and
E-CSCF. A lightweight implementation of an HSS has been added, which works
as a repository for application server settings and user profiles. A basic LRF
for retrieving user location information is also given. These elements comprise
the IMS Core Network and they are responsible of the session control, which is
essential for supporting services.

In the first stages of the development, the Mobicents SIP Presence Service was
used as SIP-AS. Mobicents is an Open Source VoIP Platform programmed in Java,
which enables the convergence of voice, video and data for NGN applications.
Mobicents SIP Presence Service is composed of three separate but interrelated
servers, which can be deployed separately or in the same host: a SIP presence
server, an XML server implementation suitable to develop our XDMS, and an
RLS. These cover the necessities marked by the architecture previously presented.

Due to some instabilities in the Mobicents PS, it was later substituted by
Kamailio. Kamailio, called before OpenSER, is a fork of the SER (SIP Express
Router) project. Kamailio aims to deliver a similar level of flexibility and high
performance as SER. It is written in C programming language and is based on
several modules. The presence related modules needed are XCAP, RLS and some
modules for managing XML documents. Since Kamailio can provide PS, XDMS
and RLS, we can swap Mobicents for Kamailio with low effort.

Each IMS/SIP entity of our solution has been deployed on a separated Xen
virtual machine with 256 MB of RAM memory, 4GB of hard disk, and two 2GHz
CPUs shared among all of them. Only the SIP-AS has an increment of 1GB of
RAM memory to maintain an acceptable performance when several services are
installed.

For the on-board equipment, we have chosen JAIN SIP 1.2 for SIP signaling
processing. This provides a standardized interface through a Java API to develop
SIP-based applications and, in this case, to access the IMS infrastructure.
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For the provision of status information from vehicles, the RPID model used
includes extensions to support the defined presence-based services. An example
of the document is shown next. The extension includes the new fields needed for
a service later explained in detail. For an accurate determination of the position
of the vehicle, apart from the geographical coordinates, an integrity factor about
the current position is included [14]. Together with these fields, the current speed
and time are also added.

<?xml version=’1.0’ encoding=’UTF-8’?>
<presence xmlns=’urn:ietf:params:xml:ns:pidf’
xmlns:c=’urn:ietf:params:xml:ns:pidf:cipid’
xmlns:dm=’urn:ietf:params:xml:ns:pidf:data-model’
xmlns:rpid=’urn:ietf:params:xml:ns:pidf:rpid’
entity=’sip:vehicle@open-ims.test’>
<tuple id=’t288c55b7’>
<status>
<basic>open</basic>

</status>
</tuple>
<dm:person id=’pb4cedcfd’>
<rpid:activities>
<rpid:emergency>
<dm:position>

<dm:latitude>38.0240442</dm:latitude>
<dm:longitude>-1.1743681</dm:longitude>
<dm:integrity>1.0</dm:integrity>

</dm:position>
<dm:speed>22.372652952823422</dm:speed>
<dm:timestamp>1145534561736</dm:timestamp>

</rpid:emergency>
</rpid:activities>

</dm:person>
</presence>

6 Service Prototypes

In the frame of the developed platform, some implementations have been made to
validate the architecture for each of the four kind of services covered: as end-to-
end service, a videoconference application has been created and installed in the
on-board computer; as infrastructure-based service a traffic information channel
has been implemented taking advantage of the instant messaging capabilities of
IMS; as security service a reference implementation of an eCall-equivalent system
has been developed to assist vehicles on emergency situations; and, finally, as a
presence-based service we have developed the Access to Restricted Areas tool.

Access to Restricted Areas service allows authorities or road operators to
control the access of vehicles, above all ambulances or official vehicles, to special
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Fig. 2. Access to Restricted Areas service reference architecture

places or road segments. When an authorized vehicle is close to a previously
configured restricted area, the Traffic Control Centre (TCC) will open the access
barrier. For this purpose TCC and the vehicle terminal must be registered in
the service, so that any variation on the location of the vehicle will be notified
to TCC when the vehicle is in "Emergency State".

In this service, the approaching vehicle will act as a presentity, thus using the
service to dynamically publish its state ("Emergency" or "Regular") as well as its
location and other contextual information relevant for TCC. The presence-base
service in the platform, i.e. TCC, is configured as a watcher of every presentity
in a contact list of potential emergency vehicles. The presence and location in-
formation of the presentity is encapsulated according to the model presented in
the previous section, and it is periodically sent to PS, which is in charge of fil-
tering all presence data for each service and forward notifications to them. This
status information enables TCC to monitor the location of emergency vehicles,
check their state, and detect wether they are approaching to a certain restricted
area by matching location information with a digital map. When the logic of
the service, attending these presence events, realizes a vehicle is close to a re-
stricted area, it opens barrier automatically. The trigger distance of the vehicle
towards the barrier can be configured at the TCC application, which can be seen
in Fig. 2. In this screenshot an authorized operator is monitoring a vehicle in
emergency state, which has just access a restricted area in the Espinardo Cam-
pus at University of Murcia. As can be seen, TCC has been implemented as a
Web application that can be opened on a Web browser after an authentication
stage.
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7 Conclusions and Future Work

In this paper an IMS-based platform for deploying services in ITS is presented.
This platform is composed of an IMS Core, basic services deployed over an AS
(above all, the enriched presence service) and high-level services that take ad-
vantage of the platform. The work also analyses the many advantages found
in IMS for service provisioning in vehicular scenarios. Readers must also notice
that this proposal is in line with current standardization works regarding com-
munication architectures in ITS, such as CALM (Communications Access for
Land Mobiles) or the ETSI European ITS Communication Architecture, since
the necessary IMS middleware on ITS stations located on vehicles, personal de-
vices, roadside or centrals, can be placed on the facilities layer, i.e. working over
transport protocols.

The deployment of advanced functionalities for vehicular services, such as
service-level network authentication/authorization, accounting or the usage of
base services such as presence or instant messaging, are offered with no extra
efforts and efficiently by means of the proposed IMS architecture. Thus, the
proposal not only enriches significantly the logic of services, but also becomes
a very attractive framework for a successful growth of vehicular services by
using current communication technologies. Based on the developed IMS presence
service, together with the RLS functionality, resource lists, the XDMS proposal
and the extension of presence notification messages, we have successfully tested
real prototypes of services, such as the Access to Restricted Areas, demonstrating
the feasibility of the proposal.

Regarding the performance of the platform, we must notice that ASs may
collapse due to the number of notifications when presence services are used by
many vehicles. However, this load can be reduced by offering more than one IMS
Core domain and even including load balancing strategies with several ASs on
each domain. Our work will continue by developing more services, such a novel
radio-equivalent system implemented with the base Push-to-Talk functionality
of IMS, and testing their performance in a wider context, involving more ve-
hicles. Some works have also already carried out in this line, by emulating the
operation of services with traffic traces generated with SUMO (Simulation of
Urban Mobility). Our plans also consider integrating this IMS proposal with
an IP-based mobility environment for in-vehicle networks, to test services over
several network access technologies (including vertical and horizontal handovers
among them) and providing network-level security by means of IPSec (Internet
Protocol Security) supported by IKEv2 (Internet Key Exchange Version 2).
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