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Preface

The First International Conference on Advances in Computing and Communi-
cations (ACC 2011) was held in Kochi during July 22–24, 2011. ACC 2011 was
organized by Rajagiri School of Engineering & Technology (RSET) in associa-
tion with the Association of Computing Machinery (ACM)- SIGWEB, Machine
Intelligence Research Labs (MIR Labs), International Society for Computers
and Their Applications, Inc. (ISCA), All India Council for Technical Educa-
tion (AICTE), Indira Gandhi National Open University (IGNOU), Kerala State
Council for Science, Technology and Environment (KSCSTE), Computer Soci-
ety of India (CSI)- Div IV and Cochin Chapter, The Institution of Electronics
and Telecommunication Engineers (IETE), The Institution of Engineers (India)
and Project Management Institute (PMI),Trivandrum, Kerala Chapter. Estab-
lished in 2001, RSET is a premier professional institution striving for holistic
excellence in education to mould young, vibrant engineers.

ACC 2011 was a three-day conference which provided an opportunity to
bring together students, researchers and practitioners from both academia and
industry. ACC 2011 was focused on advances in computing and communications
and it attracted many local and international delegates, presenting a balanced
mixture of intellects from the East and from the West. ACC 2011 received 592 re-
search papers from 38 countries including Albania, Algeria, Bangladesh, Brazil,
Canada, Colombia, Cyprus, Czech Republic, Denmark, Ecuador, Egypt, France,
Germany, India, Indonesia, Iran, Ireland, Italy, Korea, Kuwait, Malaysia, Mo-
rocco, New Zealand, P.R. China, Pakistan, Rwanda, Saudi Arabia, Singapore,
South Africa, Spain, Sri Lanka, Sweden, Taiwan, The Netherlands, Tunisia, UK,
and USA. This clearly reflects the truly international stature of ACC 2011. All
papers were rigorously reviewed internationally by an expert technical review
committee comprising more than 300 members. The conference had a peer-
reviewed program of technical sessions, workshops, tutorials, and demonstration
sessions.

There were several people that deserve appreciation and gratitude for helping
in the realization of this conference. We would like to thank the Program Com-
mittee members and additional reviewers for their hard work in reviewing papers
carefully and rigorously. After careful discussions, the Program Committee se-
lected 234 papers (acceptance rate: 39.53%) for presentation at the conference.
We would also like to thank the authors for having revised their papers to address
the comments and suggestions by the referees.

The conference program was enriched by the outstanding invited talks by
Ajith Abraham, Subir Saha, Narayan C. Debnath, Abhijit Mitra, K. Chandra
Sekaran, K. Subramanian, Sudip Misra, K.R. Srivathsan, Jaydip Sen, Joyati
Debnath and Junichi Suzuki. We believe that ACC 2011 delivered a high-quality,
stimulating and enlightening technical program. The tutorials covered topics of
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great interest to the cyber forensics and cloud computing communities. The tu-
torial by Avinash Srinivasan provided an overview of the forensically important
artifacts left behind on a MAC computer. In his tutorial on “Network Foren-
sics,” Bhadran provided an introduction to network forensics, packet capture
and analysis techniques, and a discussion on various RNA tools. The tutorial on
Next-Generation Cloud Computing by Pethuru Raj focused on enabling tech-
nologies in cloud computing.

The ACC 2011 conference program also included five workshops: Interna-
tional Workshop on Multimedia Streaming (MultiStreams 2011), Second Inter-
national Workshop on Trust Management in P2P Systems (IWTMP2PS 2011),
International Workshop on Cloud Computing: Architecture, Algorithms and
Applications (CloudComp 2011), International Workshop on Identity: Security,
Management and Applications (ID2011) and International Workshop on Appli-
cations of Signal Processing (I-WASP 2011). We thank all the workshop organiz-
ers as well as the Workshop Chair, El-Sayed El-Alfy, for their accomplishment
to bring out prosperous workshops. We would like to express our gratitude to
the Tutorial Chairs Patrick Seeling, Jaydeep Sen, K.S. Mathew, and Roksana
Boreli and Demo Chairs Amitava Mukherjee, Bhadran V.K., and Janardhanan
P.S. for their timely expertise in reviewing the proposals. Moreover, we thank
Publication Chairs Pruet Boonma, Sajid Hussain and Hiroshi Wada for their
kind help in editing the proceedings. The large participation in ACC2011 would
not have been possible without the Publicity Co-chairs Victor Govindaswamy,
Arun Saha and Biju Paul.

The proceedings of ACC 2011 are organized into four volumes. We hope
that you will find these proceedings to be a valuable resource in your profes-
sional, research, and educational activities whether you are a student, academic,
researcher, or a practicing professional.

July 2011 Ajith Abraham
Jaime Lloret Mauri

John F. Buford
Junichi Suzuki

Sabu M. Thampi
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Abstract. In environments like virtual classrooms and defence areas, an ad-hoc 
cloud is increasingly being deployed. Ad-hoc cloud is prone to Denial of Ser-
vice (DoS) attacks caused by addition of illegitimate clients to the cloud and 
busty requests from a single or multi-client. In this paper a client transparent 
approach is proposed using enhanced port hiding technique to mitigate these at-
tacks and attain high performance in the ad-hoc cloud. Admission control is 
performed to bring control on the number of clients joining the ad-hoc cloud. A 
fair service to all requests of clients is achieved by a combined scheduling and 
congestion control mechanism for which wireless Greedy Primal Dual Algo-
rithm (wGPD) is deployed and the algorithm achieves a greater hit ratio of 85 
percent. A modified RTS/CTS technique suiting ad-hoc environment is also 
discussed to handle the hidden and exposed terminal problems.     

Keywords: ad-hoc cloud, Port key, challenge server, trust token, Hide-port, 
DoS, Cluster head, scheduling, congestion, RTS/CTS.  

1   Introduction 

A decentralised wireless network without an infrastructure where the mobile stations 
form a network by directly communicating and coordinating with each other is called 
an ad-hoc network. The topology of an ad-hoc network changes dynamically and this 
lack of a concrete infrastructure makes it easy for intruders to conjoin the network 
making dependability a critical issue. Over the years many secure protocols to address 
various security issues have been deployed with a continuous effort to develop a hack 
proof network. In this paper an enhanced port hiding technique for admission control 
of clients along with a combined scheduling and congestion control technique to se-
cure an ad-hoc cloud against DoS attacks is proposed. 

2   Dependability 

Dependability can be defined as a property that addresses the attributes confidentiali-
ty, availability, integrity, reliability and maintainability. The confidential data for a 
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client must only be accessible by the destined user. Data Integrity ensures that the 
message is not tampered in the network. Availability ensures that the system functions 
even in the presence of malicious nodes. Consistent network performance with mi-
nimal degradation ensures reliability. How fast a network restores from failure shows 
its maintainability. The major threat to availability is Denial of Service (DoS) attack.  

3   Denial of Service Attacks  

Ad-hoc networks due to their dynamic configuration of topology are more prone to 
intruders conjoining the network. These illegitimate nodes can target bottleneck net-
work resources and bandwidth causing Denial of Service to legitimate nodes. Ad-hoc 
networks are less secure as each of the end nodes also acts as routers and there are no 
predetermined central controls. This can lead to poisoning of routing information and 
massive flooding of request resulting in complete breakdown of the response rate of 
requests. Hence bringing lightweight control on the number of nodes entering the 
network and proper congestion control techniques is important to prevent Denial of 
Service (DoS) attacks.  

4   Proposed Architectural Design 

The architectural design is given in fig 1. In the proposed system, resilience to DoS 
attacks is achieved by using an enhanced port hiding design along with a combined 
scheduling and congestion control technique. The very first request from a client side 
browser is directed to a challenge server which presents an image challenge to the 
client. On solving the image challenge, the client receives a trust token embedded  
 

 
Fig. 1. Architectural Design 
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cookie. This trust token is used in all further requests from the client and the trust  
token is valid only for a stipulated period of time after which the trust token needs to 
be renewed. The IP filter uses the trust token along with the client IP , server IP, des-
tination port number and time of request to generate a hide port number which is 
embedded into the destination port number field of the request. So any client can now 
access the application only by knowing the hide port number. The requests are for-
warded to the priority setting phase where each request is assigned priority based on 
the priority of the corresponding client, nature of the request and the validity of the 
trust token. This is termed as the initial level priority. 

After priority setting, the requests need to be scheduled for determining the order 
in which they can be serviced. This occurs in two phases namely, packet scheduling 
and inter node scheduling. Packet scheduling involves determining which packet 
among those queued at a particular node is to be serviced next and inter node schedul-
ing determines which node among all competing nodes can be allowed to access the 
wireless medium. 

A wireless medium is prone to hidden and exposed terminal problems. Hence to 
address this in the ad-hoc cloud, a modified RTS/CTS based congestion avoidance is 
used. Also if the request size is very small, a non RTS/CTS based scheme using 
broadcasted requests and piggy backed acknowledgements is used.   

5   Admission Control 

5.1   Challenge Server 

Selecting a node from the ad-hoc cloud to act as the challenge server is important. . A 
distributed score based clustering algorithm for mobile ad-hoc networks (DSBCA) is 
used [2] .The node is selected depending on factors like the Battery Remaining, Num-
ber of Neighbours, Number of Members, and Stability. The score of node N is defined 
as Equation [2]  

Score= ((Br×C1) + (Nn×C2) +(S×C3) + (Nm×C4))  (1) 

Where C1, C2, C3, C4 are the score factors ,Br  is the Battery Remaining ,Nn is the   

Number of Neighbours, Nm is the Number of Members (Nm), S is the Stability that 
determines how long a node stays in its transmission range .S is defined as  

Equation    

             ∑   where,T=TRF-TRL 
 

Where n is the number of node's neighbours, TRF is the time of the first packet recep-
tion and TRL is the time of the last packet reception. 
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    Distributed Score Based Clustering Algorithm for cluster head selection: 

 

5.2   IP Filter 

In the proposed architecture, IP Filter performs two operations. The operations in-
clude filtering packets based on (i) the destination port number and (ii) the node’s 
priority level. Hence, most of the packets from nodes that do not know their port key  
would be dropped at the IP filter (firewall). Filtering packets at the firewall greatly 
reduces the memory utilization, CPU power and network resources. As the request  
 

Step 1:(Updating Neighbourhood table) 
 Flag=0 
 While(Timer not expired)  
{If (Score received) 
  {Insert node_score_value pair into             
 Neighbourhood table 
    Flag=1} 
} 
If (Flag==0) 
{ Drop node from the Neighbourhood table } 
 
Step 2: (Calculating Score value) 
Calculate score for every node i 
Broadcast message (node_id,Score) 
 
Step 3: (Selecting cluster head) 
choose node with highest score as cluster head  from 
Neighbourhood table  
Broadcast message (node_id,Clusterhead_id, init time) 
 
Step 4. (Broadcasting messages) 
Broadcast type_of_node message (node_id, is-border, is-
Clusterhead) 
 
Step 5: Calculating new timer value 
If (node_type==CH) 
{ Local_density=Nm +1 
  Timer_value = ((step duration × b ×      
 local_density )+ i)} 
If(node_type==border node) 
 Timer_value = Random (1600, current_time of  cluster 
head's timer)  
If(node_type==ordinary node) 
 Timer_value = Random (200, initial time of  cluster 
head's timer)    
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packet is checked at IP layer, traversal through the entire networking stack is pre-
served thereby saving the processing power. 

5.3   Challenge Phase 

Here user authentication is done using PHP scripting. The user id and password are 
encrypted and stored in database. The password checking is followed by presentation 
of an image challenge to the user. The Challenge presented for every user is to select 
a series of images in a certain order. Based on order of clicking images a unique value 
is computed for every client and this remains to be the identifier for the client. Thus 
unmanned attacks targeting the database cannot easily guess the challenge as the 
order of choosing and the image chosen are hidden and only known to the conscious 
legitimate client. On solving the image challenge the client is authenticated and re-
quest is forwarded to the IP filter. This proposed technique is more secure than capcha 
scheme for authentication, as the captcha are can be easily solved by image recogni-
tion software and are proven prone to unmanned attacks. 

5.4   Hide Port Generation 

The hide port number is constructed using a pseudo random function (PRF) H of the 
client IP address (cip), server IP address (sip), and current time of request (t) and the 
actual destination port [1] :  

hide port = dest port           Hk (cip, sip, tnb).                                   (2) 

The hide port number changes every tnb seconds. So even if the code is guessed right 
by the user once, that information will not be valid for the next time period. Hence, 
one can filter out illegitimate packets based on the reconstructed destination port 
number dest port. 

5.5   Trust Token 

A trust token (tt) is constructed as follows [1] 

         tt = cip, sip, tv, priority, HMK(cip, sip, tv, priority)     (3) 

Here tv denotes the time at which the trust token was issued, MK is a confidential 
cryptographic key. The priority-level is taken to be combination of throughput priori-
ty level prioritythru and response time priority level. 

A client gets an initial trust token (tt) by solving a challenge, and the token is then 
embedded into a HTTP cookie in the client-side browser. The client uses this token 
(tt) in all the HTTP requests to the server. Next check for valid trust token is done. A 
trust token is valid if tt.tv is less than the current time. Also the tt.cip and tt.sip must 
match with the client’s IP and server IP addresses respectively. Otherwise the request 
packet is served at the lowest priority level. 
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6   Congestion Control 

A joint congestion control and scheduling technique is proposed for bringing a fair 
channel access. An inter node scheduling mechanism is used to determine the node 
which can gain access to the channel. If a node gains access to channel, packet sche-
duling is done to determine which packet among those queued at the particular node 
has to be sent next. Finally, the congestion control mechanism determines how much 
data can be injected into the network at the particular instant. This joint scheduling 
and congestion control is based on the adaptive wireless Greedy primal Dual Algo-
rithm proposed based on the greedy primal algorithm for for dynamic resource alloca-
tion in complex networks. 

6.1   Adaptive Wireless Greedy Primal Dual Algorithm 

The scheduling algorithm involves two phases (i) Intra node and (ii) packet schedul-
ing. Each node maintains a per destination queue (PDQ). The per-destination queue at 
node i, denoted Qi

d, stores all the packets at node i that have address d as their destina-
tion. Let qi

d  be the amount of data in the queue. Let n(i,d) be the next hop for destina-
tion-d  bound traffic after it leaves node i. Each PDQ has an associated concept of 
urgency weight. The urgency weight for queue Qi

d  is denoted by wi
d and is defined  

by [4] 

 wi
d = [ qi

d – qn(i,d)
d  ] ri,n(i,d)                                               (4) 

Thus the urgency weight is taken to be the difference of the PDQ size at the current 
node and the associated PDQ size at the downstream node, multiplied by the channel 
rate between the two nodes. In the adaptive algorithm urgency weight is used to gree-
dily select an optimal node based on the PDQ size for effectively selecting the next 
node for handover of challenge server properties and to determine the next scheduled 
node.  

Inter Node Scheduling 

This used to determine which node can gain access to channel next if multiple nodes 
have data to transmit. The node with maximum urgency weight among all competing     
transmissions is chosen. 

 
Packet Scheduling 

 
The intra node scheduling is used to determine which data packet among those 
queued at a particular node is to be sent next. The packet with maximum positive wi

d 
chosen here. 

RTS/CTS Based Congestion Control 

To tackle the problems of hidden and exposed terminal problems in the ad-hoc cloud 
control and data phases for data transfer are used. The nodes send their requests in a  
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contention period and send data packets in a contention-free period and a state transi-
tion mechanism supports a change between contention and contention-free phases. 

Control phase (Contention period) 
The node continuously senses the medium. If it overhears RTS from other nodes it 
adds its priority class to a data structure called priority information table and waits to 
hear RACK (RTS Acknowledgement). If its own packet’s priority class is higher than 
that packet’s priority class and the medium is idle, it sends its RTS. Otherwise, it 
initiates a DIFS timer. If a node does not receive a RACK it implies collision and the 
back-off timer is initiated. If the medium is idle on expiry of timer, RTS is resent. 
After receiving a RACK, the node waits for two consecutive DIFS time periods and 
the data phase then starts. If the medium is sensed idle for two consecutive DIFS 
periods it means there are no packets with higher priority or lower priority classes and 
all packets have exchanged their priority information. 

 
Data phase (Contention free period) 
Using the priority information from PIT, the sender sends packet and receives the 
DACK from the receiver. After data phase, next turn control phase begins and the 
cycle goes on. 

 
Non RTS/CTS case 
If the request size is small RTS/CTS is not used and data packets themselves are 
broadcast along with back pressure  mechanism and the ACK packets are piggy 
backed with the data packets itself .   

6.2   Priority Update 

Once the request is serviced by the application, the server sends a response to a client 
with updated priority level. The cost function used is, [1] 

 
    C(rq) = ut − γ * nrt                       (5) 
 

Where nrt denotes the normalized response time and γ is a tune-able parameter. The 
new priority level is computed as priority = g(priority, C), where priority is the cur-
rent effective priority level of the client. When the client behaves properly, the priori-
ty increases in an additive fashion. Otherwise the priority is multiplicatively de-
creased.  

 
 If    C(rq) ≥ 0,   priority = priority + α * C(rq)  
Else priority = priority / β * (1−C(rq))  

7   Results 

The graph in fig 4 gives the throughput response comparison while using TCP 802.11 
standard for wireless networks and the proposed adaptive wGPD algorithm. While 
using adaptive wireless Greedy Primal Dual algorithm (wGPD), the throughput is  
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found to remain constant after a certain threshold and does not drop off, proving less-
er number of collisions. This stabilization of throughput even with increased number 
of nodes is accounted due to the greedy scheduling of nodes based on local optimal 
values thereby giving early stabilization in the cloud despite the dynamically chang-
ing topology. As the priority update is done after every response to request, misbehav-
ing clients get into a low priority state very soon. The request hit to miss ratio of  
legitimate clients is found to be more than 80 percent as in fig 3 for scenarios scalable 
up to 100 nodes in the ad-hoc cloud. But the memory utilization in using PIT in chal-
lenge server selection phase proves to be an overhead refining which will be the fu-
ture work in this project. Also modification of the basic RTS/CTS and the standard 
TCP protocols and its implementation in real time scenario is being worked upon.  
Fig 2 shows that the number of packets transmitted increases upon application of 
congestion control. It also describes the reduction in packet transfer during hand over 
(hand over between challenge servers due to mobility) and during the time interval 
when hide port gets regenerated. The packet transmission time and time for hand over 
process are decreased, when the number of nodes in ad-hoc cloud is increased.  

 

 
 

Fig. 2. Packet transmission with hide port design and congestion control 

 

 
Fig. 3. Hit miss ratio in packet transmission 
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Fig. 4. Throughput versus number of packets in using standard TCP and adaptive wGPD  
algorithm 

8   Conclusion 

The proposed scheme affectively handles DoS attacks by initially authenticating the 
nodes into the ad-hoc cloud using admission control and further bringing control on 
request they send by using an effective scheduling and congestion control mechanism. 
This technique is found to give effective throughput in terms of number of packets 
serviced even with a highly populated cloud and is shown to stabilize with time. As 
the congestion control is a greedy approach, convergence to optimal state occurs 
sooner. Also as the hide port is regenerated after regular intervals of time, the use of 
old trust tokens by any malicious node are prevented and also priority of such clients 
is multiplicatively decreased leading to effective congestion control. Hence a fair 
service is ensured to all legitimate users preventing DoS attacks efficiently with a 
high hit ratio for legitimate requests. 

Also the image challenge proposed in this paper prevents any possible unmanned 
attacks which are a main means of DoS attack emerging in the internet world today. 

The future work is based on two dimensions, first to improve the scalability to 
greater than 100 nodes by refining the data structure used for PIT and PDQ. Second is 
to modify the RTS/CTS scheme more suitable for an ad-hoc environment by reducing 
the number of control packets.  
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Abstract. A mobile ad-hoc network is infrastructure less, self organizable, 
multi hop packet switched network. In ad-hoc network, node movements results 
in dynamic topology and frequent link failures. Studies shows that on demand 
protocols perform better compared to table driven protocols. Ad-hoc On De-
mand Routing (AODV) is one of the popular on demand routing protocol. In 
this paper, we have proposed an innovative method by considering the MAC 
layer feed back to reduce the route discovery latency and routing overhead of 
AODV protocol. Also proposed a new approach of preemptive route mainte-
nance to mitigate the delays and overhead incurred during the original AODV. 
We implemented and simulated the proposed scheme in NS2. Simulation results 
show that the proposed scheme performs better than AODV.  

Keywords. Ad-Hoc networks, TTL, route discovery, route maintenance, ring 
search technique.  

1   Introduction 

Wireless networks have become popular in recent years due to advances in portable 
computing and wireless technology. But the presence of a fixed supporting structure 
limits the adaptability of wireless systems. Ad-hoc network can be considered as a 
special type of wireless mesh networks which is a collection of mobile wireless nodes 
formed without any infrastructure or any standard services.  

Mobile Ad-hoc Networks (MANETs) are decentralized and mobile node (MN) act 
as router and also as host.  The MNs can transmit the packets to the nodes which are 
in its proximity. If a MN has to send the packet to other MNs which are out of its 
range then the nodes within its range forwards packets to the next hop until packets 
reaches intended destination. Thus MANET are also called mobile multi-hop wireless 
networks [1].  The MANET can be setup between few nodes or can be extended by 
connecting to fixed network. Ad-hoc networks can be set up any where, any time. In 
MANET networks the topology of network changes dynamically as nodes move in 
and out of each others range. As Ad-hoc networks does not rely on pre-established 
infrastructure so MANET can be deployed in places without any infrastructure. Ad-
hoc networks can set up on fly and they are perfectly suited for disaster scenarios, 
search and rescue operations.  
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Fig. 1. A Mobile Ad-hoc network  

A MANET is illustrated in Figure 1 consists of three wireless MNs A, B and C. 
Transmission range of a node represented by dotted circle. MN A is not with in the 
transmission range of C and vice versa. If A wants to establish communication with 
C. Node B which in the transmission range of A and C forwards the packets so that A 
and C are able to communicate each other successfully. The fundamental difference 
between fixed networks and MANET is that, in MANET nodes and dynamic. Due to 
the mobility of these nodes, there are some characteristics that are only applicable to 
MANET: Dynamic Network Topologies, Bandwidth constrained links, Energy con-
strained operation [8], Limited physical security, Decentralized. 

A multi hop routing protocol is required to establish the communication between 
two mobile hosts which are out of range. MANETnetwork requires a dynamic routing 
protocol to find efficient routes between MNs [4]. Routing protocol for MANET must 
be able to keep up with high degree of mobility that often changes randomly [2].  

The link state and distance vector algorithms used in fixed networks do not scale in 
large MANETs. This is because periodic or frequent route updates in large networks 
may consume significant part of the available bandwidth and may require each node 
to frequently recharge their power supply. Depending on routing behavior routing 
protocols in Ad-hoc networks are classified into proactive, reactive and hybrid.  

In proactive routing protocol, each MN contains routes to all destinations [10]. All 
MNs broadcast their routing tables periodically so that all nodes maintain up-to-date 
network topology information. Main advantage of proactive routing are: no need for 
route discovery before transmitting a packet. Proactive protocols are also called table 
driven protocols. These protocols are not suitable for larger networks. The Proactive 
routing is implemented on: Destination Sequenced Distance Vector routing (DSDV), 
Wireless Routing Protocol (WRP) and Cluster head Gateway Switch Routing 
(CGSR). In reactive routing protocols routes are determined only when they are re-
quired by sources using route discovery process. Reactive protocols are also called as 
on demand protocols as they reduce over head of periodic broadcast in proactive rout-
ing by maintaining information for active routes only. In these protocols routes are 
determined and maintained only when a node requires a route to send data to a par-
ticular destination. Reactive routing protocols can be classified into source routing 
and hop by hop routing [5-6]. In source routing, a data packet carry the whole path 
from source to destination address. Example for source routed on demand protocol is 
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Dynamic Source Routing (DSR) [12]. Source routing protocols not scale well for 
larger networks because of two reasons. As the number of intermediate nodes in-
creases, the probability of the route failure also increases. Other reason is packet 
header overhead as each data packet contains the whole path. In hop by hop routing, 
each data packet carries only destination address and next hop address. Example for 
hop by hop routing is Ad-hoc on demand Distance Vector routing protocol (AODV) 
[3]. These routing protocols are adaptable to dynamically changing environment. The 
shortcoming of this type of protocol is that each intermediate node must store and 
maintain for each active route [11].  The Hybrid routing protocols are combination of 
both proactive and reactive routing behavior. Proactive routing is used to maintain 
routing information of all the near by nodes and Reactive routing is used for all other 
nodes. Example for hybrid routing protocol is Zone Routing Protocol (ZRP). 

In this paper, we have considered AODV routing protocol. Our main focus is on 
improving the performance of AODV by reducing overhead in route discovery and 
route maintenance phases. During route discovery route request (RREQ) messages are 
broadcast by source to establish the path. The AODV uses expanding ring search 
method to discover the route to the intended destination. Broadcasting of RREQ mes-
sages constitute more overhead and it is unacceptable as MNs are energy and band-
width constrained. To address this problem we have used medium access control 
mechanisms. In AODV Route Maintenance phase, when a node on the path moves 
out of range, upstream node detects link failure and reports to the source about the 
link error so that it will do route discovery for destination again. Performance of 
AODV can be greatly affected by delay in identifying link failure and rebuilding the 
path again for same destination if required. We used preemptive route maintenance 
scheme to reduce delay and routing overhead. 

Rest of the paper organized as follows, section 2 for the proposed enhancement of 
AODV protocol. In section 3, we are discussing about the simulation and its results.   
The overall conclusion is summarized in section 4 and followed by the references.  

2   Proposed Scheme 

 

In this section, we have discussed about the improvements that can be made to the 
original AODV protocol [7]. First, we will discuss about MAC layer feedback 
mechanism that reduces route discovery latency and routing overhead. Further, we 
will discuss about the new scheme of route maintenance process.  

2.1   Route Discovery  

The AODV routing protocol initiates route discovery process by using expanding ring 
search (ERS) technique. It uses three constants TTL START, TTL INCREMENT and 
TTL THRESHOLD and its corresponding values are 1, 2 and 7 respectively. Source 
node S starts the route discovery process by broadcasting the route request RREQ 
with TTL value TTL START. Then, S waits for route reply, RREP with RING  
TRAVERSAL TIME.  
 

RING TRAVERSAL TIME = 2 ×NODE TRAVERSAL TIME ×  TTL VALUE 
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Here, NODE TRAVERSAL TIME is the time required by the node to process and 
transmits the packet. And NODE TRAVERSAL TIME = 40ms. 

If S is not able to receive RREP within the RING TRAVERSAL TIME, S reiniti-
ates the route discovery by increased TTL VALUE (by its TTL INCREMENT value). 
The S repeats this process until it receives the RREP or TTL VALUE reaches TTL 
THRESHOLD. If S is not able to receive RREP with the TTL value less than TTL 
THRESHOLD, the value of the TTL is set to NET DIAMETER which is equal to 35. 
Source node rebroadcast the same RREQ with increased TTL VALUE if it fails to 
receive RREP with previous one. Again source node has to wait for RING  
TRAVERSAL TIME. 

This route discovery latency can be reduced by making intelligent use of IEEE 
802.11 MAC layer mechanisms [9]. The basic access method in IEEE 802.11 is DCF 
(Distributed Coordinated Function). The proposed scheme is based on the underlying 
use of RTS (Request-to-send) and CTS (Clear-to-send).  

We can describe the scheme as follows: The source node (S) starts the route dis-
covery by broadcasting RREQ to all of its neighbors. If a neighbor has a route to the 
desired destination in its routing table, it would reserve the channel to send RREP to 
S. This node would send RTS to S and, S would respond with a CTS frame, which 
can be heard by all neighbors of S in promiscuous mode. If those neighbors who do 
not have route to the destination, after receiving the CTS from S (this is the indication 
that one of neighbor has a route to the destination), they will drop the RREQ without 
propagating further. Otherwise, they will propagate further by re-broadcasting to their 
neighbors. Initiator of the route discovery i.e. S waits for RREP after broadcasting the 
RREQ. If the initiator receives neither a RREP nor a broadcast from any of its 
neighbors, it means there is no route discovery in progress and it is isolated node (a 
node which is not able to communicate with its neighbors).  

In our proposed model, neighbors do not broadcast RREQs immediately after re-
ceiving the RREQ. Rather they will wait for some time. The wait time can be calcu-
lated as follows. The time T, neighbors spend listening channel for CTS from S can 
be decided based on the underlying physical layer. This T equals to the sum of the 
time spent during DIFS interval, back-off time, time required to send RTS, SIFS in-
terval and finally time needed to send CTS.  

 

T = (TDIFS + TBO + TRTS + TSIFS + TCTS)  
Where, 
TDIFS = DIFS time interval  
TBO = Back off time  
This time selected randomly following a uniform distribution from (0, CW) where 

CW is current window size.  
TRTS = Time spent in transmitting RTS  
TCTS = Time spent in transmitting CTS  
TSIFS = SIFS interval  

For DSSS (Direct Sequence Spread spectrum) assuming no collision on broadcast 
from S, this time value is 1ms [9]. Assuming, TBO on average aCWmin/2 (15 time 
slots, where each time slot is equal to 20 microseconds). In worst case back-off time 
can be taken as aCWmax/2 (512 time slots), giving T equals to 11 ms approximately. 
The value of T can be assigned between these two. 
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Above approach surely reduces the latency in route discovery process as source 
node will not rebroadcast RREQ. We can clearly visualize that the above mechanism 
reduces the latency involved in the route discovery process. If after broadcasting the 
RREQ source node detects collision or no subsequent RREP or broadcast from its 
neighbors, source node reinitiates the route discovery process. This mechanism not 
only reduces the route discovery latency but also the routing overhead as source node 
does not rebroadcast RREQ. In this approach, source node initiate route discovery by 
setting larger TTL values so that there is no need of initiating the RREQ from source. 
This process greatly reduces the routing packets in the network, there by it reduces the 
routing overhead. The shortcoming of this approach is the waiting time that occurs 
when a node waits to hear CTS packets from other nodes in promiscuous mode.  

2.2   Route Maintenance 

We propose a new scheme of route maintenance in which source nodes will switch to 
alternate route before the link on the route is broken. The route established by the 
source after receiving the warning message may be less reliable than the existing 
route. This problem is also addressed in our scheme. First we will discuss about the 
modifications required to the existing AODV and later the proposed approach in  
detail.  
 

1. A counter field CNT is added to the routing table.  
2. A list called SRCLIST is added to each routing table entry contains the list of 

nodes for which the MN sent the warning message.  
3. A new message header called Route Warning message (RWRN) is created. 

RWRN message contains addresses of source node which is IP destination and 
destination node.  

 

Extended routing table is as shown in Figure 2. The newly added routing table entries 
are shown in bold italic font. At the time of resolving the route to a data packet, MN 
calculates the received power of the packet. If the power of the received packet is less 
than the threshold value, the counter value CNT is incremented. If CNT value equals 
two and SRCLIST not contain the address of source node of the data packet then 
warning message is created. This is to avoid the unnecessary warning messages that 
may occur due to channel fading effect. Warning message generated by the node  
contains the addresses of the source node of the data packet (destination of warning 
message) and the destination which is soon become unreachable. Send the created 
warning message to the source and address of the source node is added to SRCLIST.  

 

 

Fig. 2. Extended Routing Table 
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The Algorithm shown below is showing all the steps of resolving the route to a 
data packet: 

 

1) Data Packet is received 
2) If Received Signal Strength < Preemptive Signal Threshold 
 then { Increment CNT Value. 

If CNT = = 2 AND SRCLIST not contain the source  
 node then 

{ Create and Send RWRN message to the source. 
 Add source node address to SRCLIST of the routing  table 

entry.}}  
3) If RWRN message is received  
    then if RWRN message is arrived at the source node then  
    {Generate Route request. 
    Drop the RWRN message.} 
    else 
    if SRCLIST not contain the source node  
    then 
   { Add source node address to SRCLIST of the routing table entry. 
   Send warning message. }  
4) If Route request is received  
   then  
   If Received signal strength > Preemptive Signal Threshold   
               then  
               Discard the Route Request packet.  
               If current node contains route AND SRCLIST is not         
               empty  
               then  
               Broadcast the Route Request packet.  
5) If Route reply is received  
   then  
   Empty the SRCLIST of destination routing table entry 

If a MN receives the RWRN message destined for itself then it broadcast route re-
quest to determine the route to the destination in the RWRN message. MN checks 
SRCLIST for source node in the routing table entry of the destination after receiving 
the warning message at intermediate node. If SRCLIST contain the source node then 
MN discards the warning message. Otherwise, source node is added to the SRCLIST 
and warning message is forwarded towards the source.  

Consider a network as shown in Figure 3. Source S is routing packets to desti-
nation D via the link C. As S moves away from C, the received power of the packet 
falls below the threshold value and generate the warning message to S. Source node S 
broadcast route request for D. This route request is received by all the nodes A, B and 
C which are in the maximum transmission range of S. B broadcast the route request 
and is discarded by the nodes A and C as they already heard the route request. Source 
node S may establish the route SAD or SBD which is undesirable as both B and C 
nodes are in preemptive region. This problem can be solved by discarding all the  
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Fig. 3. Ad-hoc Network 

requests which are received from long distance. So the route requests received by 
nodes B and C will be discarded.  

A MN cannot generate route reply message if it has route to the destination and 
SRCLIST is not empty. SRCLIST not empty indicates that a link on the route to the 
destination is weak. When a node receives a route reply message, SRCLIST of desti-
nation routing table entry is emptied. If a node unable to determine the route before it 
is broken, then original AODV route maintenance is followed.  

By the above method of route maintenance it is clear that the source node will 
switch to alternate route before a link on the route will be broken. Time between de-
tection of broken link on the route and restoring the route is saved. The overhead of 
generation of RERR message is reduced.  

3   Simulation Results 

In this section we will discuss simulation topology and environment and we will com-
pare results of proposed scheme with original AODV. The three important metrics to 
evaluate the performance of a routing protocol are defined as follows:  

1. Packet Delivery Ratio: It is the ratio of total number of packets received at the 
destination to those of generated at the source.  

2. Average End to End delay: Delays during route discovery, queuing at interface 
queue, retransmission delay at MAC, propagation and transfer times.  

3. Normalize Routing Load: This metric can be defined as number control packets 
transmitted for each data packet. Each hop-wise transmission of a routing packet 
is counted as one transmission.  

 

Packet delivery ratio and average end to end delay are the best effort metrics and 
normalized routing load determines the efficiency of a routing protocol.  

3.1   Simulation Topology and Environment  

The proposed method is simulated on ns-2 simulator and the changes have been made 
to base AODV code. We set the following simulation parameter, traffic is CBR, num-
bers of node is 50, maximum connections are 20, packet rate is 4 packets/ second, 
maximum speed: 20m/s, simulation time = 100 sec., simulation grid size: 500x500, 
packet size =512bytes.  
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3.2   Results  

Route Discovery  

The graph shows that our approach performs efficiently than the original AODV. 
Network topology is more dynamic if pause time is less and it affects the packet de-
livery ratio. In the graph shown in Figure 4(a) & Figure 4 (b), packet delivery ratio 
drops at pause time 10, this is because of congestion in the network or due to mobility 
of the nodes. If a link breaks MN cannot transmit data packets until the link is re-
stored. 

Figure 4(c), Figure 4(b) shows average end-to-end delay comparison of our en-
hanced AODV with original AODV. Packet delay may occur due to the retransmis-
sions, congestion in network and multiple access interferences. As shown in Figure 
4(c), our approach performs better than original AODV in dynamic conditions. As 
you observe, there is increase in average end to end delay at pause time 20 of 
modified AODV with ERS because of route construction delay. By analyzing the 
trace files we found that there are more number of route requests than original AODV.  

 

Fig. 4. (a) & (b) shows the packet delivery ratio of both original AODV and modified AODV 
with expanding ring search (ERS) and without ERS, (c) & (d) shows average end-to-end delay 
comparison of our enhanced AODV with original AODV, (e) & (f) shows the comparison of 
normalized routing load. 
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Figure 4(e), Figure 4(f) shows the comparison of normalized routing load. Our 
proposed approach of using MAC layer acknowledgements significantly performs 
better than original AODV in both dynamic and stable conditions of the network. As 
route requests are dropped by the MNs by using MAC layer acknowledgements, the 
routing packets routed through the network are reduced. 

Route Maintenance  

In this section we will discuss about the results obtained for original AODV and 
Modified AODV with new approach of route maintenance. Same simulation pa-
rameters are considered except simulation time 600 seconds. Results are plotted by 
varying pause time.  

 

 
Fig. 5. (a)Packet delivery ratio (b)Average end-to-end delay (c)normalized routing load com-
parisons of both original AODV and modified AODV 

The graph shows that our approach outperforms original AODV. As stable links 
are established and the availability of the route before a link broken makes more 
packets to be transmitted over a network. Our approach performs better in dynamic 
conditions. As the pause time increases, mobility of the nodes decreases and packet 
delivery ratio increases. The modified AODV performs equally with original AODV 
in less dynamic conditions.  

During pause times 400 and 500, modified AODV is having high average end to 
end delay than the original AODV because the route established between the source 
and destination may be long. In many cases modified AODV is having less average 
end to end delay than original AODV. We established stable links by dropping the 
requests received from large distance. Route construction delay and transfer times of 
the packet increases as the route requests are dropped. For the above reasons average 
end to end delay of modified AODV is more than original AODV in some cases. Fig-
ure 5 (a), Figure 5 (b) and Figure 5 (c)  shows the packet delivery ratio and average 
end to end delay comparisons and normalized routing load of modified with original 
AODV. 

Our approach of preemptive route maintenance in AODV performs better than 
original AODV in both dynamic and stable conditions of the network. As we  
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observed, in some cases the routing load of modified one in more than original one. 
This is due to warning message propagation. If alternate route is not established be-
fore the link break then warning messages create extra overhead.  

4   Conclusions 

In this paper, we enhanced the performance of AODV protocol by reducing the rout-
ing overhead during route discovery and route maintenance process. The MAC layer 
feedback mechanism is used instead of expanding ring search method to avoid the 
rebroadcast of RREQ from source. Also, a new preemptive route maintenance ap-
proach is proposed to reduce the delay and overhead which occur at the time of link 
breaks. We used ns-2 simulator to implement and validate our approach.  
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Abstract. In this paper, we have compared the existing 3-Disjoint Paths Fault-
tolerant Omega Multi-stage Interconnection Network (3-DON) with newly pro-
posed 3-Disjoint Fault-tolerant Gamma Interconnection Network (3-DGMIN) 
using the concept of reachable sets and coloring scheme. A 3-Disjoint network 
can concurrently send packets from the source node to increase the arrival ratio 
or tolerate a maximum of 2 faults in the network by re-routing the packet 
through another path. We have used red blue, green and yellow color for the co-
loring the nodes. The 3-DON is better than existing Omega Multi-stage Inter-
connection Network (OMIN) for every performance parameter except the cost. 
Moreover, the new 3-DGMIN is also better than existing Gamma Multi-stage 
Interconnection Network (GIN) for every performance parameter. Further, the 
experimental results show that the 3-DGMIN outperforms 3-DON when com-
pared for the throughput.  

Keywords: Multi-stage Interconnection Network, Fault-tolerance, 3-Disjoint 
Paths, Omega Network, Gamma Network, Reachable Sets, Coloring Schemes. 

1   Introduction and Motivation 

Multi-stage Interconnection Networks (MINs) [1-10] are used to design a network in 
which there are several independent paths between two modules being connected 
which increases the available bandwidth. With the performance requirement of the 
switches exceeding several terabits/sec and teraflops/sec, it becomes imperative to 
make them dynamic and fault-tolerant. For high reliability and performance, several 
methods have been suggested that provide fault-tolerance to MINs [11-23]. The basic 
idea for fault-tolerance is to provide multiple paths for a source–destination pair, so 
that alternate paths can be used in case of a fault in a path. However, to guarantee  
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1–fault tolerance, a network should have a pair of alternate paths for every source-
destination pair, which are Disjoint in nature [24-32]. Now-a-days applications of 
MINs are widely used for on-Chip communication. In past number of techniques has 
been used to increase the reliability and fault-tolerance of MINs, a survey of the fault-
tolerance attributes of these networks is found in [1-6]. The modest cost of unique 
paths MINs makes them attractive for large multiprocessors systems, but their lack of 
fault-tolerance, is a major drawback. To mitigate this problem, three hardware options 
are available: 

1. Replicate the entire network, 
2. Add extra stages, 
3. And /or Add chaining links. 
4. Rearranging of the connection patterns with the addition or deletion of hard-

ware links.  
 

In addition to this, MINs can be designed to achieve fault tolerance and collision 
solving by providing a set of disjoint paths. Many researchers have done sufficient 
work on providing 1-fault tolerance to the MINs however; little attention has been 
paid to design the 3-Disjoint Paths Fault-tolerant MINs.  

We have been inspired by the work presented by the authors in [31]. Therefore, in 
this paper, we study the fault-tolerance of multiprocessor systems with 3-Disjoint 
multistage interconnection networks. The characterization of 3-Disjoint paths with 
respect to reachable sets and coloring scheme is introduced and is used to discuss 
fault-tolerance of the network under a given set of fault conditions. A 3-Disjoint net-
work can concurrently send packets from the source node to increase the arrival ratio 
or tolerate a maximum of two faults in the network by re-routing the packet through 
another path [31]. This paper presents 

1. Design of reachable sets and coloring scheme to analyze the fault-tolerance 
capability of any network, 

2. Design scheme that enables the GIN to be 3-Disjoint with minimal hardware 
cost involved, 

3. Comparison of the proposed 3-DGMIN with other existing 3-DON proposed 
in [32] with respect to network parameters, 

4. Simulation results of the designed networks to realize the proposed fault tole-
rant capability.  

As per our proposed method, design schemes and simulation results, a designer can 
analyze and develop cost-efficient 3-Disjoint paths networks. We have taken Omega 
and Gamma Multi-stage Interconnection Network as running example throughout this 
paper. 

The rest of the paper is organized as follows, Section II, describes the theory re-
garding the application of Reachable Sets and Coloring Schemes to the MIN and 
more specifically converting them into the 3-Disjoint Paths MIN. The techniques are 
well supported by the theorem and definitions. Section III, provides the techniques of 
using Reachable Sets and Coloring Scheme to convert the existing Omega Network 
into 3-Disjoint Paths Fault-tolerant Omega MIN and to convert the existing Gamma 
Network into 3-Disjoint Paths Fault-tolerant Gamma MIN. Further, it shows various 
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examples of parallel communication between different source and destinations sup-
ported by pseudocode and followed by the conclusion and the references. 

2   Concept of Coloring Schemes and Reachable Sets for Disjoint 
MINs 

In this section, the application of Reachable Sets and Coloring Schemes to the MIN 
and to convert them into the 3-Disjoint Paths MIN have been discussed. The tech-
niques are well supported by the theorem and definitions. 

We can compute the reachable sets for some specific destination nodes as accord-
ing to their routing behavior for the given network. According to definitions, we have 
defined the reachable set at different stages to include switches that can deliver pack-
ets to particular destination nodes. 

Definition 2.1: A reachable set ( , ) for ,  switch at the  stage is defined as a 
set of   switches at the 1  stage that can deliver packets to the ,  switch. 

Definition 2.2: Reachable set ,  for  switch at the i   stage is defined as a set 
of   switches at the  stage that can deliver packets to ,  switch.    

For a typical Interconnection Network, atleast one path between each source and 
destination pair nodes, the reachable set ,  contains all the source nodes where, 

  the number of stages in the network, 
    the final stage, 
    any destination node in the current network.  

2.1   Three Theorems for Supporting the Application of Coloring Schemes and 
Reachable Sets to the Disjoint MINs 

For a network to be 3-Disjoint, there must exits atleast, 3-Disjoint paths between each 
source-destination pair. We considered the 3-Disjoint paths to be labeled with three 
colors-Red, Green and Blue. We start coloring by calculating the first (reachable set 
for a destination node. We then backtrack to calculate the reachable set in order to 
reach the source nodes, where is the number of stages in a network.    

Theorem 2.1.1: The final destination node(s) must obtain packets from at least three 
nodes from the prefinal stage, which are subsequently labeled as red, green and blue. 

( , ), where 
 i  the final stage, 
 j  any destination node. 

Must contain at least three nodes and these are colored as red, green and blue.  

1. All the nodes in the reachable set of Red, Green and Blue nodes in the prefinal 
stage are colored as Red, Green and Blue respectively. 

2. If a node delivers packets to other nodes of varying color, then such a node 
remains in the reachable set of both the colors. 

3. A node can be labeled with one or more colors. 
4. A multicolored node can be considered as node of one color only. 
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Proof: We assume that packets are delivered to the final node by two nodes in the 
prefinal stage. The network, fails if the two nodes are faulty and therefore, the net-
work is not 2 fault-tolerant. If the packets are delivered to the final node by three  
 

 

 
Fig. 1. Topology of 16 x 16 Omega Multi-
stage Interconnection Network 

 
 

Fig. 2. Coloring Scheme of 16 x 16 Omega 
Multi-stage Interconnection Network 
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Fig. 3. 16 x 16 3-Disjoint Paths Fault-
tolerant Omega Multi-stage Interconnection 
Network 
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Fig. 4. Coloring Scheme of 16 x 16 3-Disjoint 
Paths Fault-tolerant Omega Multi-stage Inter-
connection Network with 0111 as the Destina-
tion Node 
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Fig. 5. Topology of 8 x 8 Gamma Multi-
stage Interconnection Network 

 

Fig. 6. Coloring Scheme of 8 x 8 Gamma 
Multi-stage Interconnection Network 

 

 

 

Fig. 7. 8 x 8 3-Disjoint Paths Fault-tolerant 
Gamma Multi-stage Interconnection Net-
work 

 

Fig. 8. Coloring Scheme of 8 x 8 3-Disjoint 
Paths Fault-tolerant Gamma Multi-stage Inter-
connection Network with 0111 as the Destina-
tion Node 

nodes in the prefinal stage and the two nodes are simultaneously faulty, then the  
network does not fail (assuming that there are no other faults in the network) as there 
is a third path available. 

Theorem 2.1.2: Each source node must deliver packets to atleast three nodes of dif-
ferent color. In other words, all the source nodes must be labeled with all the three 
colors. 

Proof: We assume that the source node delivers packets to two nodes in the  
first stage. The entire network fails, if the two nodes are simultaneously faulty and  
 



26 R. Rastogi et al. 

therefore, the network is not 2 fault-tolerant. If the source node delivers packets to 
three nodes in the first stage and the two nodes are simultaneously faulty, then the 
network does not fail (assuming that there are no other faults in the network) as a 
third path is available. 

Theorem 2.1.3: For a network to be 3-Disjoint their must exist at least one node of 
each color (including multicolored nodes) at each stage in the network. 

Proof:  The 3-Disjoint paths are labeled as Red, Green and Blue. Each of the three 
paths delivers packets from source to destination and pass through all the intermediate 
stages in the network. If there exists at least one path between each source-destination 
node pairs then all the source nodes have all the colors i.e. Red, Green and Blue.  

3   Comparison of Disjoint Paths Fault-Tolerant Multi-stage 
Interconnection Networks on the Basis of Architecture, 
Coloring Schemes and Reachable Sets  

3.1   Disjoint Paths 16 x 16 Omega Fault-Tolerant Multi-stage Interconnection 
Network  

Analysis of Existing Omega Multi-stage Interconnection Network. An OMIN (see 
figure 1) is described by the perfect k-shuffle permutation  for 01. Connection pattern  is selected to be . MINs interconnect N input/output ports 
using k x k switches, 

 
switch stages, each with /  switches and /

)) total number of switches [1-5]. As the MINs size increases the cost also 
increases and the reduction in MINs, switch cost comes at the price of performance. 
The Network has the property of being blocking and the contention is more likely to 
occur on network links moreover the paths from different sources to different destina-
tions share one or more links. 

Analysis by Coloring Scheme and Reachable Sets. As shown in the figure 2, 

1. Every destination node obtains packets from two nodes in the previous stage, 
2. Every source node delivers packets to only one node at stage 0. The packet 

follows either the red or the green path to reach the destination node. 

As shown in the figure 2, the reachable set for the destination node are as follows: 

1. 3,3  = 1(Red), 5(Green), 
2. 3,3  = 0(Red), 4(Red), 2(Green), 6(Green), 
3. 3,3  = 0(Red), 1(Green), 2(Red), 3(Green), 4(Red), 5(Green), 6(Red), 

                7(Green). 
 

Description of 16 x 16 3-Disjoint Paths Fault-tolerant Omega Multi-stage Inter-
connection Network. Out of four hardware options as listed these options as listed in 
Secion 1, we have choose “to add an extra stages to the network” in order to improve 
to convert the omega network into fault-tolerant network called as 3-DON. A 3-DON 
(see figure 3) of size 2  is similar to Omega Network, except the source nodes 2  and 2 1 are combined into one 2 x 4 switch and with an extra stage. The 2 x 4 
switches at the 2  stage deliver packets to 
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1. 2, 1, 1  2 (where  is not equal to 0 or 1), 
2. , 1  2 (where  is equal to 0), 
3. , 1  2 (where  is equal to 1). 

Similarly, the destination nodes 2  and 2 1 are also combined into a 2 x 4 
switch. These 2 x 4 switches recieve packets from 

1. 2, 1, 1  2 (where  is not equal to 0 or 1), 
2. , 1,  2 (where  is equal to 0), 
3. , 1,  2 (where  is equal to 1). 

Analysis by Coloring Scheme and Reachable Sets. As shown in figure 4, 

1. Every destination node obtains packets from four nodes in the previous stage, 
2. Every source node delivers packets to three node of different color including 

the source node 0 and 7, therefore, there exists only 3-Disjoint paths between 
the source 0 (0000) and destination 4 (0100). Hence, the network is perfectly 3-
Disjoint, 

3. There is a node of every color at each stage of the network; hence, there exists 
3-Disjoint paths from each of the source nodes.  

As shown in figure 4, the reachable set for the destination node are as follows: 

1. 3,4  = 1(Red), 2(Green), 4(Blue), 5(Yellow), 
2. 3,4  = 0(Red), 1(Green), 2(Blue, Yellow), 4(Red), 5(Green),                   

                6(Blue, Yellow), 
3. 3,4  = 0(Red, Green), 1(Blue, Yellow), 2(Red, Green), 3(Blue, Yellow),   
                      4(Red, Green), 5(Blue, Yellow), 6(Red, Green), 7(Blue, Yellow). 

3.2   Disjoint Paths 8 x 8 Gamma Fault-Tolerant Multi-stage Interconnection 
Network  

Analysis of Existing Gamma Multi-stage Interconnection Network. A GIN (see 
figure 5) of size 2  has 1 stages labeled from 0 to  and each stage involves  
switches. Switches of sizes 1 x 3 and 3 x 1 are coupled with the first and the last stage 
respectively. Each switch at intermediate stages is a 3 x 3 crossbar. Each switch  at stage 
 has three output link connections to switches at stage 1  according to the plus-

minus-2  function. The  switch at stage  has three output links to switches 2   ,  and 2    at each consecutive stage [1-5], [28-31]. 

Analysis by Coloring Scheme and Reachable Sets. As shown in the figure 6, 

1. Every destination node obtains packets from two nodes (in the previous stage) 
only, 

2. Every source node delivers packets to three nodes. These three nodes are not 
of different colors, 

3. There exist only two disjoint paths from source nodes 000, 001, 010, 011 to 
the destination node. There exists only one disjoint path from source nodes 
100, 101, 110, 111 to the destination node 100, 

4. Therefore, the network is neither 2-Disjoint nor 3-Disjoint. 
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As shown in the figure 6, the reachable set for the destination node are as follows: 

1. 3,4  = 0(Red), 4(Green), 
2. 3,4  = 0(Red), 2(Red, Green), 4(Green), 6(Green), 
3. 3,4  = 0(Red, Green), 1(Red, Green), 2(Green), 3(Green). 

 

 

Fig. 9. Comparison of 3-Disjoint Paths 16 x 16 Omega and 8 x 8 Gamma Fault-tolerant Multi-
stage Interconnection Networks based on the parameters suggested on the y-axis against the 
throughput values given on the x-axis. 

Description of Proposed 8 x 8 3-Disjoint Paths Fault-tolerant Gamma Multi-
stage Interconnection Network. Out of four hardware options as listed in Secion 1, 
we have used “to rearrange the connection patterns with the addition or deletion of the 
hardware links” in order to convert the existing gamma network into fault-tolerant 
network called as 3-DGMIN. A 3-DGMIN (see figure 7) of size  is similar to 
gamma network, except the source nodes   and   are combined into one 2 x 4 
switch. These 2 x 4 switches deliver packets to 

1. 2, 1, 1  2  (where  is not equal to 0 or 1), 
2. , 1, 2  3 (where  is equal to 0), 
3. , 1, 2  3 (where  is equal to 1). 

Similarly, the destination nodes 2  and 2 1 are also combined into a 2 x 4 switch. 
These 2 X 4 switches recieve packets from 

1. 2, 1, 1  2  (where  is not equal to 0 or 1), 
2. , 1, 2  3 (where  is equal to 0), 
3. , 1, 2  3 (where  is equal to 1). 
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Analysis by Coloring Scheme and Reachable Sets. As shown in figure 8, 
1. Every destination node obtains packets from three nodes in the previous stage, 
2. There exist three disjoint paths from source nodes 000, 001, 010, 011 to the 

destination node and from source nodes 100, 101, 110, 111 to the destination 
node 100, 

3. There is a node of every color at each stage of the network; hence, there exists 
3-Disjoint paths from each of the source nodes.  

As shown in figure 8, the reachable set for the destination node are as follows: 

1. 3,4  =  2(Red), 3(Green), 5(Blue), 6(Yellow), 
2. 3,4  =  0(Red), 1(Green), 2(Red), 3(Green, Blue), 4(Red, Yellow),            

    5(Green), 6(Yellow), 
3. 3,4  = 0(Red, Green, Blue), 1(Red, Green, Yellow), 2(Red, Green,       

  Yellow), 3(Red, Green, Yellow). 

Pseudocode. In this section, we present the Pseudocode for sending the data from 
source to destination  

Input: Source node(s), Destination node(d), 2  1 
Output: List of all available paths between the source and 
destination node pair 
 

        stage_s(s/2,d,0,str); 
               
1.  stage_s(int s,int d,int n,String str) 
     int a[]={-1,-1,-1,-1}; 
         if(s==0) 
               a[0]=s; 
                 a[1]=s+1; 
                 a[2]=s+2; 
                 a[3]=s+3; 
          
          else if(s==N) 
               a[0]=s-3; 
               a[1]=s-2; 
               a[2]=s-1; 
               a[3]=s; 
                   
          else if((s>-1)&&(s<=N)) 
               a[0]=2*s-2; 
               a[1]=2*s-1; 
               a[2]=2*s+2; 
               a[3]=2*s+3; 
             
    for(int i=0;i<4;i++) 
        stage12(a[i],d,n+1,str+"-"+a[i]); 
     
    2.  stage12(int s,int d,int n,String str) 
         int a[]={-1,-1,-1}; 
 
            a[0]=s-2; 
            a[1]=s; 
            a[2]=s+2; 
             for(int i=0;i<3;i++) 
              if((a[i]>-1)&&(a[i]<=N)) 
                  stage_f(a[i],d,n+1,str+"-"+a[i]); 
 
   3.  stage_f(int s,int d,int n,String str) 
      int a[]={-1,-1,-1,-1}; 
         
          if(s==0) 
              a[0]=s; 
                a[1]=s+1; 
                 a[2]=s+2; 



30 R. Rastogi et al. 

            else if(s==N) 
              a[0]=s-2; 
              a[1]=s-1; 
              a[2]=s; 
         
          else if((s>-1)&&(s<=N)) 
              a[0]=s-2; 
              a[1]=s-1; 
              a[2]=s+1; 
              a[3]=s+2; 
             
       for(int i=0;i<4;i++) 
          if(a[i]==d) 
             print(str+"-"+d); 

3.3   Comparison of 3-Disjoint Paths 16 x 16 Omega and 8 x 8 Gamma  
Fault-Tolerant Multi-stage Interconnection Networks 

Testbed, Experimental Setup and Simulation Outputs. We have designed both the 
networks using the Fast Interconnections tool and the architectural design of the soft-
ware is already published in [33-34]. We have build this tool using Java Technology 
(i.e. JDK 1.6) and this version is running on top of the IBM System x, running with 
Novell's SUSE Linux Enterprise Server 11. We have used advanced java features to 
build our system. The most important part of the tool is designing of the components, 
which are used to design disjoint paths MINs. We have design them in paint and 
stored them in component library. We have provided the access of this component 
within the tool using ComponentChooser class. 

3-DON. In this section, we are showing the output of the simulation program designed 
for the 3-Disjoint Omega Multi-stage Interconnection Networks. 

Node 0 to Node 4. The set of all available paths between node0 and node4 are:-  
 
     0-0-0-0-0-2-4.....................................................................100% 
     0-0-0-0-1-2-4.....................................................................97% 
     0-0-0-1-3-2-4.....................................................................96% 
     0-0-1-2-4-2-4.....................................................................97% 
     0-0-2-4-0-2-4.....................................................................95% 
     0-0-2-4-1-2-4.....................................................................92% 
     0-0-2-5-3-2-4.....................................................................91% 
====================================================== 
     Number Of paths=7 
     Average Value=95.42857 

Node 0 to Node 4 and Node 5. The set of all available paths between node0 and 
node4 are:-  

 
     0-0-0-0-0-2-4.....................................................................100% 
     0-0-0-0-1-2-4.....................................................................97% 
     0-0-0-1-3-2-4.....................................................................96% 
     0-0-1-2-4-2-4.....................................................................97% 
     0-0-2-4-0-2-4.....................................................................95% 
     0-0-2-4-1-2-4.....................................................................92% 
     0-0-2-5-3-2-4.....................................................................91% 
====================================================== 
     Number Of paths=7 
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The set of all available paths between node0 and node5 are :-  
     0-0-0-0-0-2-5.....................................................................86% 
     0-0-0-0-1-2-5.....................................................................83% 
     0-0-0-1-3-2-5.....................................................................83% 
     0-0-1-2-4-2-5.....................................................................87% 
     0-0-2-4-0-2-5.....................................................................81% 
     0-0-2-4-1-2-5.....................................................................78% 
     0-0-2-5-3-2-5.....................................................................78% 
====================================================== 
     Number Of paths=7 
     Average Value=88.85714 

3-DGMIN. In this section, we are showing the output of the simulation program de-
signed for the 3-Disjoint Gamma Multi-stage Interconnection Networks. 

Node 0 to Node 4. The set of all available paths between node0 and node4 are:-  
 
     0-0-0-2-4.....................................................................100% 
     0-0-1-3-4.....................................................................99% 
     0-0-2-2-4.....................................................................97% 
     0-0-3-3-4.....................................................................96% 
     0-0-3-5-4.....................................................................95% 
===================================================== 
     Number of Paths=5 
     Average Value=97.4 

Node 0 to Node 4 and Node 5. The set of all available paths between node0 and 
node4 are:-  

 
     0-0-0-2-4.....................................................................100% 
     0-0-1-3-4.....................................................................99% 
     0-0-2-2-4.....................................................................97% 
     0-0-3-3-4.....................................................................96% 
     0-0-3-5-4.....................................................................95% 
=================================================== 
     Number of Paths=5 
     The set of all available paths between node0 and node5 are:-  
 
     0-0-1-3-5.....................................................................92% 
     0-0-2-4-5.....................................................................93% 
     0-0-3-3-5.....................................................................88% 
=================================================== 
     Number of Paths=3 
     Average Value=95.0 

From the subsection 3.3 (see figure 9) and the values of throughput generated by the 
software [33-34] shows that, it is depicted that the 8 x 8 3-DGMIN outperforms the 
16 x 16 3-DON for most of the fault-tolerant communication patterns setup between 
source and the destination nodes and hence the 3-DGMIN is better than 3-DON. 

4   Conclusion 

This paper, presents a novel method to study the fault tolerance capability of MINs 
under multiple faults. The characterization of 3-Disjoint paths with respect to reachable 
sets and coloring scheme is introduce to discuss the fault-tolerance of the network under 
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a given set of fault conditions. Further, we have designed a 16 x 16 3-Disjoint Paths 
Fault-tolerant Omega Multi-stage Interconnection Network. This Disjoint network is 
modified version of existing Omega Multi-stage Interconnection Network and provides 
3-Disjoint paths to tolerate two switches or link faults between any source-destination 
pair (s). Furthermore, we have designed a 8 x 8 3-Disjoint Paths Fault-tolerant Gamma 
Multi-stage Interconnection Network. This Disjoint network is modified version of 
existing Gamma Multi-stage Interconnection Network and provides 3-Disjoint paths to 
tolerate two switches or link faults between any source-destination pair (s).   
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Abstract. Orthogonal frequency division multiplexing is a digital modulation 
technique in which the available spectrum is split into numerous narrow band 
channels of dissimilar frequencies to achieve high data rate in a multi path fad-
ing environment. In OFDM number of sub carriers is considered which are or-
thogonal to each other. As the number of sub carriers is increased there is no 
indemnity of sustaining orthogonality. At some point the carriers are not inde-
pendent to each other, where the orthogonality can be loosed and which might 
escort to interference and also owing to the lack of synchronization among 
transmitter and receiver local oscillator, leads to interference known as inter 
carrier interference (ICI). The ICI cause power leakage amid sub carriers con-
sequently degrading the system performance. In order to enhance the system 
performance and to diminish the inter carrier interference a novel scheme is 
proposed in this paper. In this scheme at the transmitter side the modulated data 
and a few predefined pilot symbols are mapped onto the non neighboring sub 
carriers with weighting coefficients of +1 and -1. With the aid of pilot symbols 
the frequency offset is exactly estimated by using maximum likelihood estima-
tion and can be minimized. At demodulation stage the received signals are line-
arly combined along with their weighted coefficients and pilot symbols, called 
as pilot aided self cancellation method. By this the CIR can be improved ~10 
dB. In this paper the effectiveness of pilot aided self cancellation scheme is 
compared with the self cancellation method. It provides accurate estimation of 
frequency offset and when residual CFO is less significant the ICI can be  
diminished successfully. 

Keywords: CFO, Fading, ICI, OFDM, Pilot aided. 

1   Introduction 

In order to attain the requirements of modern Transreceivers a system has to provide 
high capacity and variable bit rate information transmission with high bandwidth 
efficiency. But in the wireless environment signals are usually impaired by fading and 
multipath delay spread phenomenon and the traditional single carrier mobile commu-
nication systems do not perform well. 
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These channels suffer from extreme fading of the signal amplitude and Inter sym-
bol Interference due to frequency selectivity of the channel which appears at receiver 
side. Many techniques like  channel coding and adaptive equalization have been 
widely used as solution to these problems, but due to their inherent delay in the cod-
ing and equalization process and high cost of the hardware, it is quite difficult to use 
these techniques in the systems operating at high bit at high bit rates. An alternative 
solution is to use a multi carrier system; [1] one of its examples is Orthogonal Fre-
quency Division Multiplexing System. OFDM is a broad band multi carrier modula-
tion method that offers efficient performance and many advantages over the older 
methods. [2][3]. 

Where as OFDM is not a new technique.  The technology was first conceived in 
1960s and 1970s during research into minimizing interference among channels near 
each other in frequency.[4] Priority is given to minimizing the interference, or 
crosstalk among the channels & symbols comprising the data stream. At that time 
OFDM was extremely difficult to implement with the electronic hardware present at 
that time. Today for all the wireless technique OFDM is the method of choice. 

2   OFDM Architecture 

OFDM is a combination of modulation and multiplexing. Multiplexing generally 
refers to independent signals, those produced by different sources. In OFDM the sig-
nal itself is first split into independent channels, modulated by data and then re multi-
plexed to create the OFDM carrier. Fig.1 shows the transmission and reception of 
OFDM. 

The transmitter section converts digital data to be transmitted, into mapping of sub 
carrier amplitude and phase. The input data stream is converted into N parallel data 
streams each with symbol Period Ts through a serial-to-parallel Port. When the paral-
lel Symbol streams are generated, each stream would be modulated and carried over 
at different center frequencies. 

The sub-carriers are spaced by 1/NTs in frequency, thus they are orthogonal over 
the interval (0, Ts). Then, the N symbols are mapped to bins of an inverse fast Fourier 
transform (IFFT). These FFT bins correspond to the orthogonal sub carriers in the 
OFDM symbol. Therefore, the OFDM symbol can be expressed as   
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Xm’s are the base band symbols on each sub-carrier. The digital-to-analog (D/A) 
converter then creates an analog time-domain signal which is transmitted through the 
channel. 

At the receiver, the signal is converted back to a discrete N point sequence y(n), 
corresponding to each sub carrier. This discrete signal is demodulated using an N-
point Fast Fourier Transform (FFT) operation at the receiver. 

The demodulated symbol stream is given by 
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Fig. 1. Block diagram of standard OFDM system 

 
Where W (m) corresponds to the Additive White Gaussian Noise (AWGN) intro-

duced in the channel. 
Out of all the benefits and efficient performance OFDM suffers with a drawback of 

synchronization error, such as frequency or phase offsets. The frequency offset can 
result from a Doppler shift due to a mobile environment, as well as from a carrier 
frequency synchronization error. Such frequency offset cause a loss of the carrier’s 
orthogonality, which causes ICI. Researchers proposed many techniques to mitigate 
the ICI of OFDM. They can  be listed as Frequency Domain Equalization[5],[6], 
Time Domain Windowing[7],[8], ICI self cancellation scheme[9],Maximum likeli-
hood method[10], Kalman filter method[11], and Polynomial cancellation coding and 
finite differences[12]. 

All the above schemes will estimate CFO as well as eliminate ICI but these 
schemes degrades the system performance in Peak to average power ratio (PAPR) 
[13]. 

A new approach is proposed to control both ICI and PAPR at the same time is con-
jugate data self cancellation. The PAPR problem can be copped with new technique 
called pilot aided self cancellation.  

3   Self Cancellation Method 

ICI self cancellation is a hopeful technique introduced by Zhao and Gustav to combat 
and restrain ICI in OFDM .The scheme works in two steps at the transmitter side, one 
data symbol is modulated onto a cluster of adjacent sub carriers with a group of 
weighting coefficients. The weighting coefficients are intended so that the ICI caused 
by the channel frequency errors can be minimized.  At the receiver side by linearly 
combining the received signals on these sub carriers with projected coefficients, the 
outstanding ICI contained in the received signals can then be further condensed. 

However this system degrades the performance in peak-to-average power ratio 
(PAPR). Besides it is not bandwidth efficient.  
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4   Pilot Aided Self Cancellation Technique 

A pilot is a signal usually a single frequency, transmitted over a communication sys-
tem for supervisory, control, equalization, continuity, synchronization or reference 
purpose. Each pilot sub carrier signal is placed at different sub carrier location for 
each successive signal of OFDM signal to form a sliding pilot sub carrier signal. 
The block diagram of the proposed pilot-aided ICI Self-cancellation scheme is shown 
in Fig.2.In pilot aided self cancellation scheme the modulated data symbols are 
mapped along with some pilot symbols onto the un adjacent sub carriers with weight-
ing coefficients. In OFDM at the transmitter after the FFT the nth sub carrier of the ith 
symbol is given by 

∑
=

==
N

k

N

Knj

Kini NneX
N

r
1

2

,, .....2,1,
1 π

. (3)

Where Xi,k  given as 

⎩
⎨
⎧

=
εα
εβ

kS

kP
X

ki

ki
ki

,

,
, . (4)

Where ri,n is the nth sub carrier of the ith OFDM symbol.     
Where Pi,k and Si,k stands for the pilot symbols and the complex data symbols 

which are transmitted. N is the size of IFFT. The non neighboring  sub carriers k and 
(N-k+1) with weighting coefficients of +1 and -1 are mapped by pilot symbols set to 
one at the ICI self cancellation stage. The sub carriers are transmitted as 

 Xi,N=-Xi,1………. , Xi,N-1= -X i,2…. etc. 
 

 
Fig. 2. Block diagram of Pilot Aided ICI Self Cancellation 



38 A.S. Kankacharla, T.K. Juluru, and S. Dedavath 

The ICI weighted coefficients can be derived between the ith and the lth sub carrier 
can be expressed as 

))((sin

))((
)(,

Kl
N

N

KlSin
W

lki
−+

−+=
− επ

επ ))()
1

( Kl
N

jpex −+− επ . 
(5)

The first term in the right hand side of eqn.(5) is the desired signal. When the fre-
quency offset ε is null then the ICI coefficient is maximum

)0(, −ki
W =1. The second term 

is the ICI weighted coefficients components. The desired received signal power on the 
kth sub carrier can be given as 
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And the ICI power is given as 
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4.1   Pilot Modulation 

The data symbols and the pilot symbols are mapped onto the non neighboring sub 
carrier’s k and (N-k+1) along with their weighting coefficients +1 and -1 i.e.  

Xi,N= -X i,1 ……, X i,n-1=-X i,2.etc modulated sthe transmitted symbols can be  
depicted as 
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Where the second term in eqn.(8) is the ICI weighted coefficient at the non neighbor-
ing sub carriers and nk is the noise. Np is the number of pilot carriers inserted. 

At the stage of ICI self cancellation demodulation block the sub carriers are re-
ceived with normalized frequency offset ε which is expressed as 
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The first term in (8) is the desired signal destroyed by the frequency offset, the second 
term is the ICI component caused by the data symbols and the last term is another ICI 
element resulting from the pilot symbols. It can be further simplified as 
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Evaluation of CIR. The system ICI power can be evaluated by using the CIR. When 
the data is of zero mean and is statistically independent, the CIR expression for a 
traditional self cancellation sub carrier 0≤ K ≤  N-1 can be derived as  
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Efficiently the CIR can be evaluated for the proposed scheme by adding 4 pilot 
carriers. Nevertheless, since pilot symbols can be adopted to estimate the CFO, the 
residual frequency offset becomes small enough so that ICI self cancellation demodu-
lation can be operated properly. 
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Comparing (11) and (12) we can rationalize that the improvement in the CIR level 
is about 10 dB. The performance can be improved .the pilot symbols can be adopted 
to estimate CFO. 

5   Algorithm in Support of Estimation of CFO 

The carrier frequency offset can be estimated by applying the MLE to two successive 
OFDM symbols. 

1. When the synchronization is perfect the cyclic prefix can be removed. After  
the FFT operation the pth demodulated pilot symbol of the ith OFDM symbol is given 
by  
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2. In addition to the pth demodulated pilot symbol of (i+1)th OFDM symbol is given 
by 
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3. When eqn.(12) and eqn.(13) are shared, the estimated partial CFO is given by 
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More accurate partial CFO estimation can be obtained if more pilot symbols are in-
serted. In addition, the pilot symbols can be adopted for channel estimation, and the 
over all system performance can be further improved .Besides the efficient perform-
ance the pilot symbols decrease the band width utilization. Therefore the proposed 
scheme can tolerate larger CFO then the traditional ICI self cancellation scheme. 

6   Simulations 

The proposed method is compared with ICI self cancellation method. The simulations 
were performed in AWGN channel by taking 64 point FFT operation. The CFO is 
estimated as 0.5.The modulation is BPSK with a data sub carriers of 52, number of 
bits per symbol are 52 for  the  Eb/No from 0 to 10 dB 
     

PARAMETERS VALUES 
Number of carriers 104 
Modulation BPSK 
Frequency offset 0. 5 
No. of OFDM symbols 10^2 
No. of pilot symbols added 4 
Bits per OFDM symbols 52 
Eb-No 0:10 
FFT size 64 
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The CIR for the self cancellation method is shown in figure 3. The frequency offset 
is taken above 0.5.In order to get better performance 4 pilot carriers are supplemented 
and the CIR is predicted for the same frequency offset in figure 4. 

However the anticipated scheme can be justified in terms of BER. In figure 5 and 6 
the bit error rates simulated by means of both the methods.  

 

 

Fig. 3. CIR versus normalized frequency offset of a ICI self cancellation technique 

 

Fig. 4. CIR versus normalized frequency offset of a pilot aided ICI self cancellation technique  
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Fig. 5. BER performance of OFDM with ICI self cancellation 

 

Fig. 6. BER performance of OFDM using pilot aided self cancellation 

7   Conclusions 

Pilot aided self cancellation is simpler in edifice. It improves the system performance 
better as compared to self cancellation scheme. The proposed scheme estimates the 
precise CFO by using maximum likelihood estimation and compensates better. When 
compared to the ICI self cancellation Technique it works superior for upper CFO 
which has been studied theoretically and by simulations. The proposed scheme im-
proves the BER significantly by adding only few pilot symbols and best performance 
can be extracted by adding more number of carriers. 
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Future scope 
Further work can be done by growing the numeral of pilot carriers and within rural 
area channel models as well as explore the performance in multi path fading channels. 
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Abstract. The Optimized Link State Routing (OLSR) protocol [4] is a route
management protocol for mobile ad hoc networks (MANET)s. Such networks
have dynamic, rapidly-changing, multi-hop topologies composed of relatively
bandwidth-constrained wireless links. OLSR is responsible for maintaining rout-
ing tables used for routing packets. Multi Point Relay (MPR) is the key opti-
mization used in OLSR. In absence of any security mechanism, OLSR is prone
to routing disorder or resource consumption attacks caused by malicious nodes.
In this paper, we propose a novel routing disorder attack against OLSR. In this
attack, a malicious node updates its repositories with fake neighborhood infor-
mation resulting in generation of incorrect control messages. Neighboring nodes
choose the malicious node as their MPR node. Data packets passing through ma-
licious node may be diverted to improper routes and packets may never reach
their destination. A large amount of packets sent from source to destination get
dropped. Simulations on ns-3 confirm validity of our approach.

1 Introduction

In order to enable communication between any two nodes in a MANET, a routing pro-
tocol is employed, which keeps track of all the nodes present in the network at any
point of time. There are two basic type of routing protocols for Ad-hoc networks –
(1) reactive and (2) proactive. Proactive routing protocols maintain routing information
periodically. Fresh lists of destinations and their routes are maintained by periodically
distributing routing tables throughout the network. Whenever there is any change in
network topology, routing tables are updated. Reactive routing protocols are demand
driven. Routes are calculated as and when requirement arises.

In conventional wired networks, security systems are already implemented at dif-
ferent layers such as IP, application, or transport layer. In ad-hoc networks each node
works as a router, necessitating security mechanisms at routing layer or protocol. Each
node is capable of deleting, modifying and adding routes in routing tables. This is the
main cause of the vulnerabilities of routing protocols in ad-hoc networks. Detecting
a malicious node is difficult as ad-hoc networks are decentralized, distributed and dy-
namic in nature. This routing insecurity makes ad-hoc networks vulnerable to attackers
for attacks.

In this paper we propose a novel attack model on OLSR based ad-hoc networks.
In this attack methodology the attacking node sends false topology control messages
resulting in huge packet drop. The rest of the paper is organised as follows: Section 2
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introduces OLSR protocol. In Section 3 related work is discussed. Section 4 describes
the cause of vulnerabilities in OLSR. Section 5 describes our proposed attack model. In
Section 6 the simulation details and results are discussed. Section 7 gives a brief detail
about our proposed detection methodology. Section 8 concludes our work.

2 OLSR Protocol

OLSR is table-driven and pro-active and utilizes an optimization called Multi point
Relaying for control traffic flooding. OLSR maintains state by keeping a variety of
information repositories. Information repositories are updated by processing received
control messages. Information stored is used to further generate control messages. Dif-
ferent information repositories of relevance are as follows: Link Set, Neighbor Set,
2-hop Neighbor Set, MPR Set, MPR Selector Set, Topology Information Base. In this
section we explain how control messages are processed to populate different informa-
tion repositories and for route calculation.

(a) Normal Broadcast (b) Broadcast by MPR
Flooding

Fig. 1. There are redundant transmissions in normal broadcast as shown by dashed lines

An MPR set for a node is the minimal set of its one hop neighbors, which covers all 2-
hop neighbors of that node. In OLSR, flooding of control messages is minimized using
MPRs. In a normal broadcast scenario, a node forwards a packet (data or control) to
all its 1-hop neighbors. 1-hop neighbors in turn forward the received packet to all their
1-hop neighbors and so on until the packet inundates the entire network. The drawback
of this approach is that a lot of duplicate traffic is created in the network. In MPR
flooding [4] used in OLSR, a node selects some of its 1-hop neighbor as its MPR (Multi-
Point Relay) node such that all its 2-hop neighbors can be reached through this MPR
node. Whenever a node has a packet to broadcast into the network, it forwards the packet
to its MPR nodes only. The MPR nodes in turn forward the packet to their MPRs.
Packets are broadcast with minimal redundancy. Considerably less duplicate packets
are forwarded to nodes by the use of MPRs. Difference between normal broadcast and
broadcast mechanism in OLSR can be understood from Figure 1.



46 M. Kumar et al.

2.1 HELLO Messages

HELLO messages are broadcast at regular intervals to detect neighbors and the state
of the communication lines to them. In HELLO messages, nodes transmit information
about all known links and neighbors. These messages populate 1-hop neighbor set, 2-
hop neighbor set and link set. Link set is maintained to keep current information of the
status of the link between a node and its neighbor. A change in link status may update
neighbor set repository.1 HELLO messages also populate the MPR and MPR selector
set. All MPRs of a node are maintained in MPR set. Nodes selecting a particular node as
their MPR are maintained in MPR selector set. Let us consider a topology in Figure 2.

5

6 7

1 2 3 4

8 9 10

11 12 13 14 15

16 17 18 19 20

21 22 23 24 25

Fig. 2. An Example Topology

Let us consider node N18 for topology shown in Figure 2. It transmits information
about known 1-hop neighbors in HELLO message – (N17, N19, N23, N13). N18 also
receives HELLO messages from its 1-hop neighbors who transmit information about
their 1-hop neighbors. For example,

Information transmitted by N17 in its HELLO message: (N12, N16, N18, N22)
Information transmitted by N19 in its HELLO message: (N14, N18, N20, N24)

In the same way, information about their 1-hop neighbors will be transmitted by N23

and N13. N18 processes received HELLO messages and update its various repositories.

1-hop neighbor set of N18: (N17, N19, N23, N13).
2-hop neighbor set of N18 (calculated as 1-hop neighbors of its 1-hop neighbors): (N12,
N16, N22, N14, N20, N24, N8).

1 We assume symmetric (bidirectional) links between neighbors.
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To calculate MPR set

2-hop neighbors that can be reached through 1-hop neighbor N17: (N12, N16, N22)
2-hop neighbors that can be reached through 1-hop neighbor N19: (N14, N20, N24)
2-hop neighbors that can be reached through 1-hop neighbor N23: (N22, N24)
2-hop neighbors that can be reached through 1-hop neighbor N13: (N12, N8, N14)

Therefore, MPR set of N18 (1-hop neighbor of N18, through which all its 2-hop neigh-
bors can be reached): (N17, N19, N13), N23 is excluded as N22 and N24 can also be reached
through N17 and N19 respectively.

Therefore, MPR selector set of nodes N17, N19 and N13: (N18).
Link set has following fields among others (Local node address, neighbor node address,
link status). There will be one tuple for each 1-hop neighbor of N18. Link status is
symmetric. From the above example we see how HELLO messages are used to populate
different repositories associated with a node.

2.2 TC Messages

Topology control messages are diffused in the network using MPR optimization with
the purpose of providing each node with sufficient link state information to allow route
calculation.

In OLSR, TC messages describe links between a nodes and the nodes in its MPR
selector set. TC messages are generated immediately when changes are /detected in the
MPR selector set. TC messages are used to populate the topology set.

Considering the example given in 2.1, N18 generates a TC message advertising its
MPR set: (N17, N19, N13). This is forwarded N13 as N13 ∈ (N17, N19, N13). This will be
forwarded by MPR of N13 and so on. Given TC information, each node forms a topology
table. Topology table has the format (destination, Next Hop, Number of Hops). One
sample tuple in the table of N18 is (N14, N13, 1).

2.3 Route Calculation

Routing tables based on local link table and topology table are maintained at each node
in the network. Routes are calculated based on the shortest path algorithm [4].

3 Related Work

Adjih et al [2] and Clausen et al [6] emphasize vulnerabilities specific to OLSR. They
mention that attacks can be due to

1. incorrect traffic generation and
2. incorrect traffic relaying

They specify that a misbehaving node can become an MPR by performing link spoofing
in HELLO messages. In contrast our proposed work performs link spoofing by updating
link repository. HELLO messages are automatically generated when there is change in
link set. Changes are not made in control messages.
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4 Vulnerabilities in OLSR

In this section we discuss various security vulnerabilities in OLSR. In OLSR, each
node has two different responsibilities – (1) to generate correct routing protocol control
traffic according to protocol specification, (2) to forward routing control traffic on be-
half of other nodes present in the network. Malicious behavior of a node can result in
generation of incorrect control messages or incorrect relay of control messages.

There is no mechanism in OLSR to validate correctness of information sent by a
node to its neighbors. Neighbor nodes process and forward all information even if it is
generated by a malicious node. This may cause various problems in the network. In the
following section we propose a novel attack model where a malicious node exploits the
vulnerabilities inherent in OLSR to cause routing misbehavior.

5 Proposed Attack Model

In this section we propose an attack model that exploits flaws in OLSR. In our proposed
attack model, a misbehaving node updates its link table with incorrect neighborhood
information. Erroneous neighborhood information disseminates in the network. Inac-
curate routing tables are generated. Packets intended for destination do not reach it,
resulting in packets being dropped. The attack is performed in three steps as discussed
in following subsections.

5.1 Collecting Network Information

In OLSR, several repositories are maintained at each node. These repositories present
a view of the network topology. A node can have an idea about total number of nodes
in network at a particular instance of time from the topology set. Routing table con-
tains information about routes to all destinations. A malicious node collects following
information about the network.

1. Its 1- hop neighbor from the 1-hop neighbor repository.
2. Its 2-hop neighbors from its 2-hop neighbor repository.
3. State of link between a node and its neighbor from link set.
4. All nodes in the network from topology set and routing table.

5.2 Updating Own Topology Information

A malicious node has sufficient information about the network and its proximity. It
updates its link repository with false information by including network nodes that are
not its 1-hop or 2-hop neighbors. These are the nodes having k-hop (k¿2) distance.
Malicious node fills the link table with entries depicting all these nodes, actually at
a distance greater than 2 hops from it as its 1-hop neighbors. Thus a malicious node
includes almost every network node as 1 or 2-hop neighbors.
And, nodes beyond 2-hop distance = nodes in routing table - (nodes in 1-hop neighbor
repository + nodes in 2-hop repository) are included as 1-hop neighbors.
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5.3 Broadcast Fake Information

HELLO messages are generated when any change in link set is detected. Malicious
HELLO messages containing incorrect neighbor information is broadcast to 1-hop neigh-
bors of the malicious node. 1-hop neighbors of malicious node update their repositories
with fresh (fake) received information. Honest nodes are forced into believing that ma-
licious node is a good candidate for MPR node as its provides connectivity to many
of their 2-hop neighbors. Malicious node is advertising itself as 1-hop distant to many
nodes which are at a distance of 2-hops from its 1-hop neighbors. This ensures that ma-
licious node is selected as the MPR node and most of the traffic is forwarded through
this node. Consider the topology in Figure 2. Let N13 be the attacker.

1-hop neighbor set of N13: (N8, N12, N14, N18).
2-hop neighbor set of N13: (N7, N9, N16, N15, N17, N19, N23).

Remaining nodes in the network are broadcast as its 1-hop neighbors by N13. Let us
consider a node, say, N8. When N8 receives an update from N13 that it provides reach-
ability to most of its 2-hop neighbors N2, N4, N6, N10, N12, N14, N18. N8 selects N13 as
its MPR.

5.4 Packets Do Not Reach Intended Recipient

Once malicious node has updated its link tuples with false information and is success-
fully selected as MPR of other nodes, the actual attack is launched. The main objective
is to attract the traffic and drop the packets. This shall result in drop of network per-
formance. When a data packet arrives at this malicious node for forwarding, link set
is referred to fetch route information. If there is a direct route to the destination, the
hop count of the packet is decremented by one and forwarded. If no direct route to the
destination exists, the packet may loop due to combination of incorrect routing tables
and eventually get dropped. A malicious node can advertise as many nodes as its 1-hop
neighbor as it wants. There are increased chances that a lot of traffic is sent through it
and is, in turn, gets dropped due to absence of proper link.

6 Simulation Results

The attack was simulated on ns-3 [3] simulator [Developer Version]. We modified
OLSR routing protocol module in ns-3 to simulate the attack. We have assumed that,

1. There is only one attacker
2. Initially all nodes are placed in a grid
3. Attacker has complete information of network topology after a period known as

convergence time

6.1 Experimental Setup

We consider grid topology of size 5 × 5, 6 × 6, 7 × 7 and 8 × 8 respectively to observe
the effect of the attack on different network sizes. Distance between two nodes is kept at
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Table 1. Simulation Parameters

Simulator NS3(Developer Version)
Topology Grid (n X n by default)
Number of Nodes Variable (25 to 64)
Protocol Used OLSR
Size of Data Packet 500 Bytes
Packet Generation Rate 1 packet per second
Medium Wireless
Distance between 2 Nodes 500 meter
Convergence Time 30 Seconds
Simulation Time Variable with different number of nodes
Channel Capacity 1 Mbps

Table 2. Parameter Values

Network Size Source Sink Attacker

5 × 5 N0 N24 N12
6 × 6 N0 N35 N21
7 × 7 N0 N48 N24
8 × 8 N0 N63 N24

500 meters. Size of data packets considered is 500 bytes. Two values of simulation time
were considered. Packets are generated at a rate of one packet/sec. Table 6.1 lists the
simulation parameters used. For our simulations, the values of source, sink and attacker
for each network size is listed in Table 2. In ns-3, first node has an index 0, second node
has index 1 and so on.

In our simulation, the malicious node updates its routing table with fake informa-
tion after a period of 5 seconds. It waits for its different information repositories to be
populated to get an idea of network topology. Once its information repositories are pop-
ulated, it updates its table with fake information about its 2-hop neighborhood. Incorrect
control messages are generated and malicious node is selected as MPR. We have kept
the time for convergence of the protocol to be 30 seconds. Data packets are sent from
the 30th second onwards. The attacker has already taken control by then. The packets
automatically drop due to incorrect routing tables.

6.2 Results

Figures 3, 4, 5 show the effect of the attack on the network. From the graph we observe
that in no attack situation, all packets are received by the sink. In situation of an attack,
the number of packets reaching the sink are only a small percentage of packets sent by
the source. Incorrect routes caused by malicious node results in huge packets drops. We
experiment with two cases:

case 1: 100 packets are sent from source to the destination, and
case 2: 200 packets are sent from source to the destination.
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Fig. 3. Simulation results with 100 data packets
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Fig. 4. Simulation results with 200 data packets

Figure 3 shows the packets delivered to sink for case 1 in normal condition as well
as in attack condition. The occurrence of a packet received by sink in normal condi-
tion (without attack) is shown by dotted line with vertical linespot, while that of under
attack condition is denoted by a vertical bar (continuous line). On X-axis we have time
in seconds. On Y-axis 0 means a packet drop and 1 means packet received. It is clear
from the graph that in normal condition all the packets are delivered to the sink. In an
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attack situation only a few packets reach the sink. Other packets are dropped due to the
generation of incorrect routing tables.

Figure 4 shows number of packets received by the sink for case 2. Here also we
observe that a large number of packets get dropped when the experiment is carried
under attack conditions. In normal condition all the 200 packets reach the sink.

Figure 5 shows the effect of the attack on different network sizes. We observe from
the graph that there is a gradual decrease in the effect of attack with increase in network
size. The number of packet drops decrease with increase in number of nodes. Number
of available routes from source to destination increase with increase in network size. It
is possible that data packets reach the sink through an alternate path not going through
malicious node. In the graph shown in the figure, (+) represents the number of packet
drops when 100 packets are sent by the source. (*) shows number of packet drops when
200 packets are sent from source to sink. X-axis represents the total number of nodes in
the simulation and Y-axis represents total number of packets dropped. It is clear from
the graph that the number of packet drops decrease with increase in topology size. We
observe from the graph that in case 1 number of packet drop is 85 for network size 25
which gets reduces to 34 when the network size increases to 64 nodes. So it is very clear
that increasing the size of network results in a decrease of effect of the proposed attack
as more routs are available with larger topology size.

7 Proposed Detection Methodology

TC messages broadcast every 5 seconds forces each node to recompute its MPR sets.
Dynamic topology ensures that nodes in MPR set change with time. If a node occurs
repeatedly in the MPR set, it may indicate malicious activity. Detection may incorporate
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each node keeping track of nodes in MPR set for an observed period. If an MPR node
occurs repeatedly, the observing node blacklists the node for certain duration.

8 Conclusion

In this paper we have proposed a new routing disorder attack model. We have shown
by simulation that the attack results in huge packet drops. We have also conducted
our experiments on network of different sizes. We conclude that effect of the attack
decreases with increase in network size. Number of available routes from source to
destination increase with increase in network size. An alternate path sans malicious
node is possible. In future, we will analyze the effect of the attack on neighboring
nodes. We will also work with co-operative attackers to see if the impact of the attack
can be sustained with increase in network size.
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Abstract. In MANETs each node acts both as a host and a router and therefore 
forwards packets for other nodes using different routing protocols. The primary 
objective of this paper is to compare the performance of different routing proto-
cols for wireless ad hoc networks in a simulated environment against varying 
network parameters and traffic (UDP, different number of connections/streams) 
to provide a qualitative assessment of applicability of protocols in different sce-
narios. The performance differentials are analyzed using varying node mobility, 
network size, maximum speed, traffic load and data rate on NS-2.34[1]. We 
will also simulate and analyze the wireless ad-hoc network routing protocols 
considering TCP as transport protocol and FTP as traffic generator against dif-
ferent network parameters. 

Keywords: Ad-hoc Network, Routing, Performance, Protocols.  

1   Introduction 

Routing protocols in traditional wired networks were developed keeping in view that 
they will select the path from source to the destination and maintain the flow of pack-
ets through the best routes available. These protocols were based on link-state or dis-
tance vector algorithms those find an optimal path. But in wireless ad-hoc networks 
[3],[4] topology change frequently and determination of path is too expensive because 
each host is in direct communication only with the nodes those are within its trans-
mission range. Moreover the bandwidth available with such networks are very less as 
compared to the wired networks, hence the periodic updates might consume a large 
amount of bandwidth and cannot promptly reflect the frequent topology changes in 
ad-hoc networks. Therefore, routing is one of the most important issues for an ad-hoc 
network to make their existence in the present world and prove to be divine for gen-
erations to come. 
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A lot of research has been done on the title of the paper. We have studied the work 
held during different years starting from 1994. Since 1994 to 2007 many researchers 
had proposed different routing protocols [5],[6],[11],[12] using various parameters for 
ad-hoc networking environment. During this period a lot of comparative studies [7-
10] has also been done and published time to time, but no detailed performance com-
parison between the protocols has previously been done. This paper makes contribu-
tions in this area. In this paper, we compared ad-hoc network routing protocols DSR, 
AODV and DSDV based on their throughput (Kbytes/second), packet delivery frac-
tion (%), average end-to-end delay (seconds), routing overhead (packets) and packets 
lost (packets) under a wide range of simulated network conditions considering UDP 
as transport protocol and CBR as traffic generator. We have experimented by chang-
ing the pause time, maximum speed, node density, traffic generators and data rate.  

2   Performance Investigations on Ad-Hoc Network Routing 
Rotocols with CBR Traffic 

2.1   Varying Mobility 

Mobility refers to how much time a node is in motion. Node having pause time 200 
means the node did not move throughout the simulation time (200 seconds). It is ob-
served that DSR outperforms other protocols by delivering maximum throughput of 
125 Kbytes/s. Source routing protocols AODV and DSR maintain constant through-
put regardless of the mobility rate. DSDV on the other hand has difficulties in finding 
routes when mobility increases. DSDV initially shows throughput of 86.36 Kbytes/s 
at pause time of 0 second, but increases to 123.66 Kbytes/s as the pause time in-
creased to 200 seconds. All the three protocols DSDV, DSR and AODV deliver a 
greater percentage of the originated data packets at low node mobility (i.e. at large 
pause time), converging to 100% delivery of packets when there is no node motion. 
DSR and AODV perform particularly well, delivering over 98% of the data packets 
regardless of mobility rate. At higher rates of mobility (lower pause times), DSDV 
does poorly, dropping to a 68% packet delivery ratio. DSDV shows shortest end-to-
end delay of the order of 0.02 seconds when the nodes are in motion because only 
packets belonging to valid routes at the sending instant get through. The source rout-
ing protocols have a longer delay because their route discovery takes more time as 
every intermediate node tries to extract information before forwarding the reply. It is 
observed that routing overhead for source routing protocols decreases as the mobility 
decreases. Among source routing protocols, AODV shows greater overheads than 
DSR, transmitting 6086 packets whereas DSR is able to transmit 6019 packets at 
pause time of 0 second because AODV broadcasts periodic HELLO messages to its 
neighbors and needs to send control messages more frequently to find and repair 
routes. DSDV imposes a constant overhead transmitting near about 6025 packets in 
the network at all pause times because of the periodic nature of the routing updates. 
The number of packets lost is quite high initially for DSDV, dropping 1929 packets at 
pause time of 0 second because of high movement of nodes. As pause time of nodes 
increases, the number of packets loss fall drastically, drops 142 packets at pause time 
of 200 seconds and it directly affects the number of packets that reach destination. It 
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is clear from here that the performance of DSDV mainly depends upon pause time. 
For source routing protocols, DSR and AODV, packets lost are quite low and shows 
zero packet loss at lowest mobility.  

 
Fig. 1. Throughput vs Pause time 

 
Fig. 2. Packet Delivery Fraction vs Pause time 

 
Fig. 3. Average Delay vs Pause time 
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Fig. 4. Overhead vs Pause time 

 
Fig. 5. Packet lost vs Pause time 

2.2   Varying Scalability 

Simulation are conducted for three different size networks of 25, 50 and 100 wireless 
nodes, generated for a pause time of 0 seconds. It is observed that none of the three 
protocols shows significant change on the throughput (Kilobytes/second) with the 
change in node density. DSDV shows slight variation in the throughput with the 
change in node density which is negligible. It is also observed that none of the three 
protocols shows any significant effect on the packet delivery fraction with the change 
in network size. DSR and AODV shows constant packet delivery ratio above 99% for 
any node density due to its source routing nature. Whereas DSDV shows minor 
change in the packet delivery ratio with the change in scalability which is not much 
significant. As we study, it is observed that DSR shows the maximum delay of 0.17 
seconds in the network of 25 nodes but delay falls drastically to 0.05 seconds when 
the node density increases to 100 nodes. When density of the nodes increases, route 
acquisition time also increases considerably. Route Acquisition time is the time  
required to establish routes when required. Route acquisition time has increased  
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considerably but delay is still decreasing because there are more number of routes 
available from source to the destination and there are very less route make/break in 
such situations. Whereas AODV and DSDV do not show much change in delay with 
the change in node density as compared to DSR protocol. DSR shows minimum over-
heads transmitting 6009 packets in the network of 25 nodes but introduces drastic 
increase in overheads transmitting 6081 packets in the network of 100 nodes and this 
in turn reduces the efficiency of DSR protocol. Data packet header of DSR carries 
complete hop-by-hop source route to destination, thereby increases overhead with the 
increase in network size. Another reason for DSR is variable header size due to inclu-
sion of address of intermediate nodes present on route from source to destination. 
AODV and DSDV show slight decrease in the overheads with the increase in node 
density because of availability of more number of routes in dense network. DSDV 
shows considerable packet loss whereas the source routing protocols AODV and DSR 
shows negligible packet loss. None of the protocols show significant change in packet 
loss with the increase in number of nodes. 

 
Fig. 6. Throughput vs No. of nodes 

 

Fig. 7. PDF vs No. of nodes 
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Fig. 8. Avg delay vs No of nodes 

 
Fig. 9. Overhead vs No. of nodes 

 
Fig. 10. Packet lost vs No of nodes 

2.3   Varying Maximum Speed 

Mobility of the nodes basically shows how fast the nodes are moving. In this scenario, 
simulations are conducted with movement patterns generated for 5 different maxi-
mum speeds: 1, 2, 5, 10, 20, and 50 m/s, which correspond to 3.6, 7.2, 18, 36, 72 and 
180 km/hour, respectively. We have considered a wide range of speeds for our mobile 
nodes from 1 m/s (3.6 km/hour) that corresponds to walking at a slow pace, to 50 m /s 
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(180 km/hour), the speed of a very fast car. For source routing protocols DSR and 
AODV, throughput is independent of change in maximum speed of nodes. Whereas 
DSDV suffers decrease in the throughput to 70 Kbytes/s at highest speed of 50 m/s 
because of frequent link changes and connection failures. It is observed that AODV 
and DSR perform particularly well delivering 100% of the packets irrespective of 
their node speeds. DSDV delivers 97% of the packets at low speed but indicates drop 
in packet delivery ratio up to 55% at higher speeds.  

Simulation study indicates that increase in node speeds results in significant in-
crease in the average end-to-end delay of all protocols. Delay introduced in DSDV is 
least of the order of 0.01141 seconds but shows considerable increase up to 0.06296 
seconds as the speed approaches 50 m/s. The source routing protocols have a longer 
delay because their route discovery takes more time as every intermediate node tries 
to extract information before forwarding the reply. DSR and AODV shows delay of 
0.01112 seconds, 0.0146 seconds, respectively at lowest speed of 1m/s and delay in-
creases up to 0.13183 seconds, 0.10512 seconds respectively as the speed approaches 
50 m/s. DSDV presents constant routing overhead regardless of the change in the 
speed. However, for DSR and AODV the routing overhead increases with the in-
crease in speed. AODV experiences maximum overheads, transmitting 6068 packets 
as the speed approaches 50 m/s. Source routing protocols DSR and AODV shows 
zero packets lost at lowest speed of 1 m/s but shows increase of approximately 150 
packets in the number of packets lost with the increase in speed. DSDV shows drastic 
increase in the packets lost of the order of 2661 packets as the speed approaches 50 
m/s. We observed that even with increased node movement the performance of DSR 
and AODV protocol is quite high and is better as comparison with DSDV. 

 
Fig. 11. Throughput vs Speed 

 
Fig. 12. PDF vs Speed 
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Fig. 13. Avg. Delay vs Speed 

 
Fig. 14. Overhead vs Speed 

 
Fig. 15. Packet lost vs Speed 

 

3   Conclusions 

This paper presents simulations results of the comparative investigation of the per-
formance of routing protocols DSDV, DSR and AODV for wireless ad hoc networks  
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in a simulated environment against different parameters considering UDP as the 
transport protocol and CBR as traffic generator. It is evident from the discussions that 
each of the protocols studied performs well in some cases yet has certain drawbacks 
in others. Proactive routing protocol DSDV performs well, delivering virtually all 
data packets when node mobility rate and movement speed are low, and failing to 
converge as node mobility and speed of node increases. Hence, performance of 
DSDV depends on the node mobility rate and speed and is suitable for the low mobil-
ity and low speed scenarios. Results indicate that although reactive protocols AODV 
and DSR performed significantly better than DSDV regardless of the mobility rates 
and movement speeds still have certain drawbacks. The performance of DSR is ef-
fected with the change in scalability. DSR introduces higher routing overheads with 
the increase in network size which shows poor scalability of DSR which is attributed 
to the source routing nature of DSR. If we compare among source routing protocols 
DSR and AODV, it is observed that DSR performs better than AODV for low traffic 
loads, since it discovers routes more efficiently. At higher traffic loads, however, 
AODV performs better than DSR due to less additional load being imposed by source 
routes in data packets. Hence, although AODV is suitable for high mobility scenarios, 
but fails to performs under low traffic loads. 
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Abstract. With advancement in wireless technologies like development
of Wireless Application Protocol and third generation mobile system
that has many powerful capabilities like storage of small database, query
processing in mobile environment has become a hottest topic of research.
Lot of research work is done on how to do efficient query processing in
mobile environment taking into consideration the asymmetric features
of mobile environment like low battery power, reduced communication
bandwidth, frequent network disconnection. The query processing in a
mobile environment involves join processing among different sites which
include servers and mobile computers. Because of the presence of asym-
metric features in a mobile computing environment and also the need
for energy saving, the conventional distributed query processing cannot
be directly applied to a mobile computing system. Now with advent of
location based services and GPS enabled mobile devices different types
of queries to obtain location based information has evolved in mobile
environment like location dependent queries, location aware queries etc.
Processing of such queries is another area of research. This paper deals
with the mobile query processing with special focus on classification of
mobile queries and issues in mobile query processing.

Keywords: Location based service, Query processing, Mobile database.

1 Introduction

Improvements in hardware technology and wireless communication networks
have lead to the emergence of mobile database systems [1]. With emergence of
these mobile database that can store mobile data, researchers are paying more
attention towards mobile query processing as means of accessing these mobile
data. The mobile data can be information about mobile users or it can be infor-
mation about the location of mobile users thus we can classify the query basically
into two categories: Data query and Location related query. Data queries are is-
sued to retrieve information about mobile object. Query like “Retrieve car id of
car A that is chasing a car B” is an example for data query. That is in data query
the location information is not retrieved in implicit or explicit manner. In loca-
tion related query, the location information is specified or retrieved in implicit
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or explicit manner. The query like “Retrieve closest hotel near to my location”
is an implicit location query and one like “Retrieve closest hotel near to Cochin
City” is explicit location query. In both these queries the mobile issuer may be
static or mobile and the query may be targeted to a static or mobile object.
Location dependent data access is an important feature of mobile computing
application. This feature has opened new areas of research like context aware
query processing in location dependent environment. The context aware query
or location based queries support location based services. These queries are the
backbone of location based services like Emergency services, Billing services,
Navigation services, tracking services etc. Most of the queries in mobile envi-
ronment are continuous queries[2]. Continuous queries are those queries whose
results need to be refreshed continuously. Mobile devices are in motion most of
the time and the result of the query depends upon the location of mobile devices.
As each time location of mobile user changes results retrieved by the query also
changes accordingly. Thus, there is a need for continuous refreshment of result.
Several update policies have been addressed to solve this problem. To develop
efficient query processing strategies that can resolve several limitation of mobile
environment like limited battery power, frequent disconnection, less bandwidth
is an important area of research in query processing. Several query processing
strategies have been discussed in paper[3,4,5]. Several other issues also need to
be addressed while doing query processing in mobile environment like handoff
management, uncertainty management, location management. In this paper we
discuss different types of mobile queries with a main focus on location dependent
query. Issues and challenges in query processing are also discussed.

The rest of this paper is organized as follows: In section 2, we describe context
for query processing. In section 3, we present a classification of mobile queries.
Section 4 deals with location dependent query processing. In section 5,some is-
sues and challenges in query processing are discussed. Finally section 6 concludes
the paper.

2 Context

Mobile computing environment is divided into cells. The components of a mo-
bile environment are mobile devices (laptop, cell phone PDA, etc.), base sta-
tions and location server[6]. Mobile devices are those devices that have inherent
mobility feature. Each cell consist of a base station. Base station controls and
coordinates mobile devices under its domain. Base station itself is controlled by
mobile switching office which is also called location server. Base stations are con-
nected each other using wired network and the base station and mobile devices
have a wireless connection. Base station and location server are connected via a
standard network. The main functionality of location server is to store location
of mobile users under its domain. The location information is usually stored as
cell ID. A database which is distributed among different location server is used
to store the location of mobile devices. This location information needs to be
frequently updated because of mobility feature inherent in mobile devices. The
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Mobile device or mobile host have a home network and is permanently regis-
tered under a location server in this home network. Location server in its home
network is called home agent. The mobile host may also move to a foreign net-
work and register to the location server of that network. The location server in
foreign network is called foreign agent. When mobile host is in its home net-
work it is called resident and when it is moved to foreign network it is called
visitor to location server. Each agent has four databases, two are mobile host
databases and other two are location databases. Mobile host databases are home
database and visitor database. Home database store data of residents like name,
age, salary and visitor database store data of visitors. The location databases
are home location database and visitor location database that store the location
information of mobile host. These databases help in efficient querying in mobile
environment.

3 Classification of Mobile Queries

In a mobile environment there are two general categories of queries. They are
mobile data query or non location related query and location related query. The
mobile data query helps in retrieving data about mobile user excluding location
information. Example of mobile data query is“Give the list of medicine that a
person A have”. Location related information of mobile users is usually retrieved
using location related query where location related information is specified or
retrieved in implicit or explicit manner. Example of location related query is
“Give me list of hospital closest to Cochin city”.

We can again classify these queries based on two constraints like mobility
constraint and location constraint. Based on mobility constraint there are other
two categories of queries [7]: (i) Queries issued by mobile devices and querying
data related to fixed objects (e.g. hospital). (ii) Queries issued by mobile or

Fig. 1. Classification of Mobile Queries
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static devices and querying data related to moving objects (e.g. taxi). Based on
location constraint we can classify the queries into location aware queries and
location dependent queries. Both are moving object database queries.

In location aware query, the location information is specified explicitly. It re-
trieves the result based on explicitly specified location. In another words location
aware queries are those queries that has atleast one location related attribute
or predicate [8]. Consider a query like ’Retrieve hospital names in cochin”. In
this query the city Cochin is explicitly specified location that is it is a location
related attribute so the above example query is a location aware query. Position
query or location query is one type of location aware query. In position query
the location information of the mobile host is retrieved. As an example consider
the query “Where is car A”, in this we retrieve the location information of car
A so it is a position query or location query.

In location dependent query, the query response depends on the location of
query issuer. Query like “Find me closest hospital within 2 miles from my cur-
rent location” is an example for location dependent query. In this example it is
clear that result retrieved by the query depends on the query issuer. Mobile data
keeps on changing time to time especially location information thus the query
that refers to such dynamic information are called continuous query. Location
dependent queries can be considered as continuous query [8,9]. As the results
retrieved by such query depend on mobility of issuer there is a need for contin-
uous refreshment of result to keep the result valid. How to set an appropriate
refreshment frequency and how to design an efficient update policy is an issue
while dealing with the processing of such queries.

3.1 Moving Object Database Queries

Tradition databases are not capable of storing continuously changing data. Hence,
they are not suitable for storing information about moving object and their lo-
cation. In such databases, data remains constant unless it is explicitly modified.
For example, if the name field is 20K, then this name field is assumed to hold
(i.e. 20K is returned in response to queries) until explicitly updated. To process
queries in mobile environment, we need a database that is capable of storing
dynamic information thus arose the need for moving object database[8]. They
are those databases that can efficiently store information about moving objects
and their locations and thus enable efficient processing of mobile queries.

Moving Object database queries are queries that are issued by mobile or fixed
object and that retrieve data from moving object database. Shape and size of
moving object are not much important in such queries and they include spatial
objects and temporal constraints. Consider for example the query “Retrieve the
mobile objects within circular range R within the next 2 minutes”. This is a
spatial and temporal range query. The spatial range is the circular range R and
the temporal range is the time interval between now and 2 minutes from now.
Traditional query languages like SQL are suitable for expressing such queries.
Usually an integration of temporal and spatial languages is used to express
such queries (e.g. SQL extension language STQL). For performance reason while
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answering Moving Object Database query, indexing location attribute approach
is usually followed rather than examining location of each mobile object. Issues
like modeling and querying mobile object, uncertainty management, tracking
mobile object, location management etc need to be tackled while processing
such queries.

3.2 Classification of Moving Object Database Queries

Moving object database queries can be categorized into location query, range
query and within-distance query [7,9].

Location query: This query retrieves moving object whereabouts and time. It
is of two types like where-at(t,obid) query and when-at(x,y,obid) query. Where-
at(t,obid) query returns the expected location coordinate of an object with object
id obid at time t and When-at(x,y,obid) query returns the time when the object
with object id obid will be at location (x,y).

Range query: They are used to retrieve an object within a particular range for
a given time interval. Example “Retrieve mobile objects inside a circular range
R within 2 minutes from now”. Operators like inside(R, t1, t2) are used in such
queries.

Within-Distance query: Retrieve objects within a particular distance from the
query issuer. Query issuer and query target object can be static or mobile.
Based on that, we have four variants of queries such as Dynamic issuer and Dy-
namic target object query(DD query),Dynamic issuer and Static target object
query(DS query),Static issuer and Static target object query(SS query),Static
issuer and Dynamic target object query(SD query).

4 Location Dependent Query Processing

At the beginning, the main aim of wireless network was to enable mobile commu-
nication but nowadays with the technological evolution and continuous develop-
ment of positioning systems like GPS devices have contributed to the emergence
of location based services and applications in mobile environment. This location
based service (LBS) is called mobile location services. LBS provides value added
information based on the location of user. The technologies that provide con-
textual environment for implementing LBS are WAP, GPRS (General Packet
Radio Service), UMTS (Universal Mobile Telecommunication System),GIS (Ge-
ographic Information System). Example of location based services are Navigation
and information service, Advertising service, Billing service, Emergency service
etc.

Location dependent query is one of the direct consequence of location based
services and applications in database field. Such queries are the basic building
blocks of LBS. Location dependent query is a query whose query response de-
pends on the location of the query issuer. Example “Finds me a hotel within 10
miles”.
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5 Classification of Mobile Queries

5.1 Clasification of Location Dependent Query

Location dependent query is generally classified into temporal queries and spa-
tial queries which is further refined into continuous queries and non-continuous
queries [10].Location dependent query is a type of moving object database query.
It is further classified based on their purpose as Range queries, nearest neighbor
queries, Navigation queries, n-body constraint queries etc [11].

Range query: This query is used to retrieve mobile objects within a particular
range. Range can be circular range, rectangular range etc. within-distance query
and window query are two type of range query based on the type of range. If the
range is circular we have within-distance range query and if range is rectangular
window we have window range query.

Nearest-neighbor (NN) queries : These queries retrieve objects closet to a partic-
ular object or location specified in the query. As an example, consider the query
“retrieve police cars close to robbed car” where we retrieve nearest neighbor po-
lice cars closed to robbed car is an example for nearest neighbor query. If are
specifying that we need to retrieve only k nearest neighbor then the query we
choose to specify is KNN queries. If we want to specify a range constraint while
retrieving nearest neighbor then we choose a constrained NN query to specify
such constraint. We can classify NN queries into two categories; they are static
NN queries and dynamic NN queries [11]. In static NN queries target object is
static as it cannot move whereas in dynamic NN queries target object will be in
motion.

n-Body constraints query: In this type of queries we can specify location con-
straints like should be greater than or less than a particular distance and the
query retrieves a set of n objects satisfying the location constraint. Varying the
values of n we have 2-Body constraint query if value of n=2, 3-Body constraint
query if n=3.example “Retrieve police cars within a circular range with r=2 from
the police station”.

Navigation Queries : These queries help the mobile users to fetch best path to
the destination by taking into consideration of network traffic. Some of the lo-
cation dependent queries are also classified into snapshot queries, continuous

Fig. 2. General Classification of Location Dependent Queries
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queries and persistent queries. If the query result is computed only once then
that query is snapshot query or instantaneous query. If query result is computed
continuously until terminated by user then that query is continuous query and
if this query considers both past state and current state of moving object while
evaluating the result then that query is Persistent query. The above classification
is based on history of movement and evaluation time. Further classification of
location dependent query is discussed in [11].

5.2 Query Execution and Optimization

In centralized static system execution, site for processing queries are determined
in advance, that is which steps are performed on the server and which on the
client are obtained in advance. In mobile environment it is very difficult to
determine in advance which execution site is most suitable for processing each
phase of the query. Thus, depending on current situations like current location
of mobile unit in mobile environment, the mobile database system should be
capable of choosing exact sites to process each phase of the query and revise the
plan with changes in environment like change in position of mobile units.

In centralized environment, query execution plan aims to minimize CPU cost,
input/output cost etc where as in mobile environment the main objective of
query execution plans is to minimize the communication cost. Communication
cost is very difficult to measure as the mobile host is located in different locations.
A dynamic optimization method is needed in mobile environment because of
mobility feature inherent in mobile environment.

6 Issues and Challenges in Query Processing in Mobile
Environment

Several issues need to be addressed while doing query processing in mobile en-
vironment. The main issues are limited bandwidth for data transfer, frequent
handoff, frequent disconnection, limited battery power. These issues reduce the
efficiency of query processing. Efficient query processing strategies that consider
some of these issues is discussed in [3,4,5]. Mobility is an important feature of
mobile computing environment. Location is a piece of information that relates
to mobility. Location information is specified in implicit or explicit manner in
certain types of queries and result of such queries depends on the current lo-
cation of mobile units. In such a case, efficient methods to locate these mobile
units and efficient way to represent this location information need to be de-
signed. Thus localization of mobile units and location management is an issue
that needs special focus. Certain queries may be continuous queries whose results
changes continuously. Certain operators like close to, straight ahead, within are
used while specifying the Location query, an efficient processing method to pro-
cess this operators and need for suitable query language to express this queries
is another challenge that need special mention. Location binding is performed
when location information is specified in the query. Location information to do
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Fig. 3. Main Issues in Mobile query Processing

the binding can be obtained from network operator databases or from position-
ing system like GPS system. Another solution to obtain location information
is discussed in [12] where actual location of mobile user is retrieved by send-
ing client identifier to location based services. But how to obtain valid location
information in a time bound and cost effective manner is still a challenge that
needs consideration. Difference in the location model used by the application
and location services can cause problems like location granularity mismatch.
Due to unpredictable behavior and continuous movement, imprecision of posi-
tioning system and delays in network there is a limited accuracy in current and
future position of moving object. This uncertainty issues need to be managed for
valid result retrieval. How to model and query moving object in an efficient way
is another issue that needs to be taken care of during query processing. We can
have an efficient query processing in mobile environment if all these challenges
and issued are addressed in an appropriate manner. Most important issues that
is to be solved is discussed briefly in the subsequent sections.

6.1 Location Management

Location management involves modeling and querying location information,
tracking moving object [12]. Two basic operations in location management are
look ups and update. Look ups are done to retrieve location of mobile host and
update operations are needed when there is a change in the position of mobile
host. Storing the location information is done in two ways either every site in
mobile network stores up to date data or only one site stores the up to date
and all other site have to query this site to retrieve up to date data. When up
to date data is stored in multiple sites update cost will be greater than look
up cost. Update cost will be smaller than look up cost when the information is
stored at only one site. Usually higher update cost is compromised for getting
accurate location information. Methods like Point location management method
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is discussed in [12]. In this method, location coordinate of object location along
with time at which object reach that location is stored in the database. The
stored location is retrieved using SQL. One of the drawbacks of this method is
the need for frequent location update as object location goes on changing time
to time. A trajectory location management method is also proposed in [12]. In
this method the trajectory of moving object is stored in the database of server
and the location information is updated only if there is a change in the predicted
data. Moreover an uncertainty threshold is attached to the location information
in the database and this uncertainty threshold is used to decide whether location
information is exact or not.

Modeling, Binding and Granularity Mismatch of Location
Information

Location information is specified in implicit or explicit manner in location re-
lated queries. When such queries are issued, there should be some mechanism
to bind the location specified in the query with the query itself. Location in-
formation is usually obtained from GPS or from other location server database.
But this is not an appropriate solution. Another efficient solution is discussed in
[9] where author has discussed about location based services which provide nec-
essary location information and bind the location information with the query.
When a client identifier of a client who issued the query is given to location
based service, it bind location of client specified in query with the query. As an
example suppose the client issued a query like Select closest cinema theater to
my current position. Here we want the location of query issuer only then cinema
theater near to issuer location can be identified. For that, query is first sent
to location based service which do the work of identifying location information
and binding it with the query. After binding location information with query
it is then easy to retrieve closest cinema theater just by simple look up in the
database. The problem with this approach is that location model used by query
and location model used by location based service may differ. Location model
used to represent location is of two types namely Geometric model and Symbolic
model. In symbolic model, location is represented by real world entities like pin
code, cities, streets etc. In geometric model location is represented by two di-
mensional or three dimensional coordinates like latitude and longitude. Thus, if
geometric model is used by the query and symbolic model is used by Location
based service or vice versa then there is a location granularity mismatch which
need to be addressed for efficient query processing.

Modeling and Querying of Moving Objects

Mobile objects are those objects that can move or whose position changes with
time. Modeling a mobile object implies modeling their movement in the database.
To model their movement in the database, we need their location information
to be tracked in a continuous manner. Existing databases are not efficient in
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storing continuously changing information like location information. Thus, there
is a greater need to solve the issue of modeling mobile objects. One solution
to efficiently model a mobile object is discussed in [9] where author proposed a
data model called MOST (Moving Object Spatial Temporal) data model. The
MOST model introduces the concept of dynamic attribute whose value changes
with time. Such an attribute can efficiently represent motion of a mobile ob-
ject. The MOST model also enhances the capability of DBMS to predict the
future position of a moving object. Author also discussed about a spatial tem-
poral query language called FTL. This query language uses both spatial operator
like INSIDE, WITHIN and temporal operators like UNTIL, EVENTUALLY to
operate with the dynamic attribute. Abstract data type model and constraint
data type model are two other models used to model mobile objects [8,9,10].
These two models focus on history of movement and trajectory of moving object
whereas MOST model is interested only in the present and future position of ob-
ject. Abstract model uses base type ( Int, Real, String etc), spatial type (Point,
line etc) and temporal type (intime). One of the most important type construc-
tor used in the model is moving. moving type constructor is used to construct
type whose value changes dynamically. We can represent movement of object as
well as moving region using this constructor. For example moving(point), moving
(region). In constraint database model, spatial object is considered as infinite set
of point satisfying first order logic formulae. Simple standard language like SQL
is used in this model.

Tracking of Mobile Objects

Several location management techniques are also discussed in [12]. Short bat-
tery life, frequent disconnections are some of the issues in mobile environment
that prevent the efficient retrieval of location information. An efficient technique
to retrieve locations of moving objects is needed in such cases. Object track-
ing architecture like two tier, tree structured and non-hierarchy approaches are
discussed in [12]. In two tier architecture, two network sites are used to store lo-
cation information. In tree structured architecture, location information is stored
in network sites arranged hierarchically. Non hierarchy approach uses central-
ized database to store location information. Partitioning, caching and replication
techniques are used with these architectures to track the object efficiently.

6.2 Uncertainty Management

Location information of mobile devices stored in the database and actual location
of mobile device may differ. There is a certain level of uncertainty associated with
the location of moving object. This uncertainty may be due to unpredictable
movement behaviors of mobile objects, frequent disconnection,delays etc. In [13]
a method that quantifies the uncertainty in location information is discussed. The
proposed method reduces the uncertainty in past location data but keeps the
uncertainty associated with current location of object little bit higher. Another
method that considers the uncertainty on the trajectory of moving object is



74 D. Thomas and S.M. Thampi

discussed in [14]. New operators like possibly, always etc are used to represent
uncertainty in this method. Processing algorithm to process these operators is
also discussed in [14].

6.3 Data Management

In this section we focus on data management issues in query processing [10]
and discuss the methods like caching and broadcasting data to solve those is-
sues. In conventional distributed databases the continuously changing data like
location information are not stored. Even if the user is mobile the data was
static or constant unless explicitly modified and hence data management is-
sues were not much complex in such databases. However, in mobile databases
data stored especially the location information changes continuously with move-
ment of mobile host and hence there is a great need to manage mobile data in
an efficient way. Data management issues like data fragmentation, replication,
among mobile units, consistency maintenance etc are little bit complex issues in
mobile environment. Managing data in mobile computing environment because
of asymmetric features like frequent disconnection, frequent handoff of mobile
environment, communication constraint, spatial data, user movement etc is a
challenge.

Caching and Prefetching mobile data

Caching is an efficient method to solve data management issues[10]. In data
caching method, mobile users keeps a copy of data. Prefetching, cache replace-
ment, cache invalidation are three important issues related to caching method.
Cache invalidation can be implemented by giving a valid scope to location data
so that if there is a greater difference in location data valid scope and users cur-
rent location data then we can conclude that there is a less chance of reusability.
Invalid data can be removed using various replacement techniques. Manhattan
distance and Furthest away replace are replacement technique mentioned in [15].
Prefetching is a method wherein which the mobile data are stored beforehand in
users cache for use in near future. The data is fetched before it is actually needed.
Cooperative caching is a caching technique where query results are shared with
database server. This technique utilizes communication bandwidth efficiently.
Another caching technique used is semantic caching[16]. This scheme is mainly
used for location dependent queries. Semantic caching makes use of Voronoi di-
agram for nearest neighbor queries. Processing location dependent query using
this caching technique is a challenge as only similar queries can reuse the cache.
Semantic caching cannot support complex queries rather it supports different
variants of location dependent queries like NN queries, range queries etc. There
is a lot difficulty in managing cached data while using this technique. Semantic
caching is used to process location dependent queries as it improves availability
of data and efficiency of data access. One of the benefits of semantic caching
technique is that it stores results of already issued queries so that this result
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data can be used to answer queries in future. Thus, this caching technique sup-
port fast query result retrieval. Because of some drawbacks of semantic caching
scheme we propose a shared incremental update caching mechanism which can
overcome many disadvantages of semantic caching. It is similar to cooperative
caching mechanism. In shared incremental update mechanism, results of already
evaluated queries are cached and redundant results are eliminated. This enables
minimizing data transfer. The cached data are shared among different queries
eliminating the drawback that we faced in semantic caching mechanism. Shared
incremental update mechanism is not semantically dependent on the query type
unlike previous caching mechanism.

Broadcasting mobile data

Mobile data are distributed to large number of users in a mobile environment
using broadcasting technique. A push based data delivery technique can be used
for data distribution[17]. Validated cached copies of modified data items are
broadcasted periodically or on demand by the server and the entire mobile host
get the broadcasted cached copies while listening to the broadcast channels. This
technique eliminates the need for querying the server to get the validated cached
copy to validate their cache. In another technique[18], the cached data in the
server are broadcasted whenever a change is made to cached data items. This
technique has drawbacks like high data transfer cost. As an improvement to this
technique another method was proposed in [19] where broadcasting of modified
data items takes place only when user demands. This technique makes use of
mobile service station on behalf of data server for communicating with mobile
unit thereby reducing traffic between mobile unit and data server.

7 Conclusion

With the emergence of mobile databases, location based services and with the
development of wireless communication, query processing in mobile environment
is an important area of research. In this paper, we focused on query processing
in mobile environment. We first described the mobile computing context where
the query processing is done. Then we focused on the classifications of mobile
queries where we described different categories of queries. We have dedicated a
section for describing more on moving object database queries and location de-
pendent queries. Features of query processing and optimization are also discussed
with special focus on location dependent query processing. Finally we discuss
the issues and challenges in mobile environment. Some of the issues in mobile
query processing are location management, uncertainty management, data man-
agement, handoff management, frequent disconnection etc. We also proposed a
shared incremental update mechanism as solution to data management issues.
Shared incremental update mechanism is a better caching mechanism than se-
mantic caching mechanism. We will be focusing more on location dependent
query processing that make use of shared incremental update mechanism in our
furthur studies.
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Abstract. A low cost phase shifter is presented in this paper. It contains 
microstrip lines on one side of PCB backed with slot array on the ground plane. 
In addition, the moveable PCB having five metal strips serves as a phase shifter. 
By dynamically moving movable PCB, we can adjust the Number and shielding 
area of the slot array and then alter the distribution of phase angle at each port 
of the feeding network accordingly. The progressive phase between array 
elements is achieved by adjusting the line lengths of movable PCB.  
Simulations were conducted using ads software. Ease in fabrication, tilting 
mechanism, and low cost are the main reasons for choosing this type of phase 
shifting mechanism. 

Keywords: Base-station antenna, perturbation, phases shifter. 

1   Introduction 

The design of a phase shifter has attracted much interest now days because of its 
importance in numerous applications. Reviewing earlier literature concerning this 
topic, we found that various methods were developed to tilt the beam pattern of array 
antennas, such as mechanical [1], electrical [2]–[18].  Phase shifters are a critical 
element for electronically scanned phased array antennas, and typically account for a 
significant amount of the cost of producing an antenna array. The conventional 
phased-array system can scan at a fast rate but requires a complex integration of many 
circuits, including many expensive ferrite or solid-state phase shifters and beam 
forming networks. Since the technique is expensive, the use of phased arrays is 
limited to a few sophisticated military and space systems. It is difficult to implement 
for base-station antennas.  This paper describes phase shifter with low cost and easy 
fabrication which is most suitable for base-station antenna design. Many low-cost 
beam steering antennas have been developed recently. For example, a metal plate 
mounted on a piezoelectric actuator was employed to perturb the propagation constant 
of microstrip dominant mode and then to change its phase angle [10]–[12]. A 
dielectric image line equipped with a moveable metal ground plate was used to serve 
as a phase shifter [13] - [16].Are configurable photonic band gap (PBG) structure 
operated near the Bragg reflection regime was also studied for this application [17]. 
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Basic mechanism based on the waveguide theory, we know that for a fixed length 
transmission line, a perturbation imposed on it will lead to the variation in its 
propagation constant. This will cause a phase change when compared with that of the 
uniform transmission line without any perturbations. In addition, the position of the 
perturbation is also an important issue that affects the level of phase angle change. In 
order to obtain a considerable phase change, we have to perturb the structure at the 
position possessing the maximum electric- or magnetic-field distribution. Since the 
maximum field distribution is located within the substrate exactly under the strip line, 
the slot on the ground plane will interrupt the electric field line and cause a 
considerable variation on its propagation constant of the microstrip dominant mode, 
and what follows would be the phase angle. The change in phase angle can be 
achieved by moving the metal strip directly above the slots. According to our 
experimental studies, for a 120 beam-tilting angle, just a light metal strip is needed 
and the moving distance is equal to 7 mm, which can be carried out in practical 
applications. On the operating frequency, thus, it can be employed for broad-band 
array systems. 

2   Splitter and Phase Shifter Design 

We have implemented the one- to -five splitter in frequency range of 824MHz to 
960MHz, using the rogers substrate with relative dielectric constant of 3.3 and 0.8mm 
thickness. The movable PCB is printed with metallic strips, using the Rogers substrate 
with relative dielectric constant of 3.3 and 1.54mm thickness. The slot is 12 mm in 
width and 1 mm in length; the period of the slot array is 2 mm. To have a progressive 
phase difference between the elements, the difference in the lengths between adjacent 
metal strips must be equal, and then a basic progressive phase difference angle is 
determined. After dynamically moving the perturbed lower PCB, it follows the same 
fashion for each metal strip directly above the slot array. We can alter the progressive 
phase difference angle for the splitter accordingly. 

3   Progressive Phase Delay Numerical Results for an Array 
Antenna 

Radiation main beam towards certain direction. If sequentially change the phase 
difference, we continuously steer the main beam within a certain range of spatial 
direction. We consider. Here a five element antenna array having unequal amplitudes 
and a progressive phase difference. The relationship between the progressive phase 
differences Angle Ψ and the main beam angle is θ is Ψ=βdcos (θ) /λ, and is the 
operating wavelength λ.  

For example, if a main beam is tilting from 0 to 12, with a 1 step, the progressive 
phase-delay angles are given as 0.000,4.710,9.420,14.140,18.840,23.540,28.240, 
32.920,37.60,42.260,46.910 and 56.160 respectively. 
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                                       (c)                                                                          (d) 

Fig. 1. Simulation models (a) microstrip line minimum tilt condition (b) microstrip line 
maximum tilt condition (c) full design (d) Phase plot 

4   Simulation Results 

The simulation is done for single micro-strip line as shown Fig.1 (a). The length of 
the line is 205mm is taken to get the desired phase of 2040 .For the maximum tilt of 
120. The simulated result plot is shown in Fig.1 (d) between the perturbed distance 
and phase angle. The plot obtained shows that linearity between the perturbed 
distance and phase angle. Linearity shows as perturbed distance increases the phase 
achieved is more. The same length of 206mm is used for the splitter’s 50 ohm lines to 
achieve the desired phase. The total design is shown in Fig.1(c) simulations are done 
using ADS software. 

Table 1. Measured data For Perturbed Distance (mm) and Phases (degrees) for all ports 

 0 1 2 3 4 5 6 7 
PORT1 -115 -88 -65 -25 15 22 86 88.2 
PORT2 -76.2 -61 -44 -12 40 60 96 109.7 
PORT3 -64 -47 -34 -12 34.7 52 103 113 
PORT4 -73 -43 -33 -2 42.4 68 107 115.2 
PORT5 -115 -84 -64 -29 9 37 82 88 
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Fig. 2. Different views of phase shifter. (a) Overall phase shifter (b) splitter (c) spots on the 
ground plane (d) Movable PCB 

5   Measured Result 

The fabricated phase shifter is shown in Fig.2. The measurement is carried by moving 
the movable PCB from the 0mm perturbed distance to 7mm perturbed distance. 
Measured results are represented in Table.1. It shows that as the perturbed distance 
increases the phase is obtained in linear manner. The practical results are agreed with 
the simulation results.  

6   Conclusion 

In this paper, the microstrip line backed with slotted ground plane is employed as a 
basic transmission line in the feeding network design. . By means Of dynamical 
perturbation performed of the slots on the ground plane by the microstrip line, a 
reconfigurable feeding network of progressive phase difference between each port can 
be achieved. The distributions of phase angles at each port in various perturbed 
distances are verified in both simulated and experimental studies.  
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Abstract. The multimedia application through mobile Ad-hoc network
is gradually becoming very popular. The traffic patterns of multimedia
applications are quite different from the traditional data applications.
The constant bit rate (CBR) traffic does not accommodate the specific
features of multimedia applications. To characterize, the multimedia ap-
plication, Exponential or Pareto traffic sources have been explored. The
popular routing protocols for mobile ad hoc network were developed con-
sidering the Constant Bit Rate (CBR) traffic only. In case of multimedia
traffic they do not work as expected. In this article, we have tried to
study the behavior of mobile ad hoc network routing protocols consid-
ering Exponential and Pareto traffic. To the best of our knowledge, this
is the first attempt to analyze the effect of traffic patterns on mobile ad
hoc network routing. We have chosen the Normalized routing load and
Packet Delivery Fraction as our figure of merit to compare various pro-
tocols. The Normalized Routing Load is high for both Exponential and
Pareto traffic in Dynamic Source Routing (DSR) protocol. The Packet
Delivery Fraction is very high for Ad hoc On Demand Distance Vector
(AODV) routing protocol in all types of traffic patterns whereas it is
less in Dynamic Source Routing (DSR) for both Exponential and Pareto
traffic.

Keywords: network traffic, routing, mobility pattern, ad hoc network,
Exponential traffic, Pareto traffic.

1 Introduction

Ad hoc network is a wireless network technology where there is no wired or
cellular infrastructure. Nodes in an ad-hoc network can communicate with each
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other at any time, subject to connectivity limitations. This is one type of wireless
network which use multi-hop radio relay transmission and there are no fixed
base station for this type of networks. In Ad-hoc network the routing and the
resource management are realized through different nodes in distributed manner
and several nodes are connected to each other for communication. In ad hoc
wireless networks each mobile node acts as a router as well as a host. Most
ad hoc networks do not have any provisions for restricting or regulating the
traffic that flows through a node, i.e., they do not implement any network access
control. The mobility patterns of mobile nodes can be captured by different
mobility models such as Random Way Point (RWP) [2,10,15,14], Manhattan
Grid (MGM)[6], Reference Point Group Mobility Model (RPGM) [7] etc.. A
survey of the most frequently used mobility models is presented in [4]. A number
of routing protocols have been proposed for ad hoc network considering the
constant bit rate traffic source. These routing protocols can be classified into
two main categories based on the way they maintain their routes. They are (i)
Proactive routing protocol and (ii) Reactive routing protocol. Proactive protocols
maintain unicast routes between all pairs of nodes regardless of whether all
routes are actually used. Therefore, when a traffic source begins a session with a
remote destination, it has a route readily available and does not have to incur any
delay for route discovery. These protocols also can find optimal routes (shortest
paths) for given a model of link costs. Destination-Sequenced Distance-Vector
(DSDV) [12] was one of the early proactive routing protocols developed for ad
hoc networks. However, this protocol is not directly suitable for resource-poor
and mobile ad hoc networks because of its high overheads and somewhat poor
convergence behavior. On the contrary the main idea in reactive or on-demand
routing is to find and maintain only needed routes. The Ad hoc On-demand
Distance Vector (AODV) [13] is a nice example of on-demand approach for
finding routes. In AODV, a route is established only when it is required by
a source node for transmitting data packets. AODV uses traditional routing
tables, one entry per destination. Dynamic Source Routing (DSR) [9] is another
example of reactive routing which stores the complete hop-by-hop route to the
destination. These routes are stored in a route cache. The data packets carry
the source route in the packet header. The major difference between AODV
and DSR is that DSR uses source routing in which a data packet carries the
complete path to be traversed. On the contrary in AODV, the source node and
the intermediate nodes store the next-hop information corresponding to each
flow for data packet transmission. The traffic patterns play an important role
in any routing protocol. Different applications generate different types of traffic.
Traditional data applications generate constant bit rate traffic which is the traffic
model of choice of most of the researchers for a long time in the area of mobile
ad hoc network. Recently a lot of people have taken interest in multimedia
applications in mobile ad hoc network. These multimedia applications have a
radically different traffic patterns. The data rate in voice application increases
till it reaches a maximum point. It is followed over an ideal period. This pattern
of traffic can be captured by Exponential or Pareto traffic. The rest of this
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paper is organized as follows. Section 2 contains a brief introduction on different
traffic patterns. In section 3, we describe two popular reactive routing protocols.
Section 4 contains the simulation settings and results. We conclude the article
in section 5 with some suggestions regarding future directions.

2 Traffic Models in MANET

2.1 Constant Bit Rate (CBR)

Constant Bit Rate (CBR) traffic model is widely used traffic model in network
simulation. This generates traffic at a deterministic constant rate with some
randomizing vacillate enabled on the inter packet departure interval. The CBR
class is commonly used for data services. In this traffic, the data rate and the
delay remain constant during the packet transmission. However, the CBR traffic
class is not applicable in real time multimedia traffic generated on demand and
video-conferencing services [5][1].

2.2 Exponential Traffic

The exponential traffic model is an ON/OFF model with an exponential distri-
bution. There are three parameters in this traffic generator. The first parameters
denotes the rate at which the traffic can be generated during ON period. The
second and third parameter denotes the ON and OFF periods respectively. The
Exponential Traffic class is adapted for real time multimedia, video and voice
traffic.

2.3 Pareto Traffic

The Pareto traffic model is an ON/OFF model with an Pareto distribution.
There are three parameters in this traffic generator. The first parameter denotes
the rate at which the traffic can be generated during ON period. The second and
third parameter denotes the ON and OFF periods respectively. The multimedia,
video and voice transmission can be generated through Pareto traffic generator.

3 Routing Models in MANET

3.1 Ad Hoc On-Demand Distance Vector (AODV)

Ad hoc On-Demand Distance Vector (AODV) is an effective example of reactive
on-demand routing protocol. It uses on-demand approach for finding routes i.e.
a route is established only when it is requested by a source node for transmit-
ting data packets to the receivers and these routes are maintained until they are
in need by the source. In AODV, each node maintains at most one route per
destination and as a result, the destination replies only once to the first arriving
request during a route discovery. Being a single path protocol, it has to invoke a
new route discovery whenever the only path from the source to the destination
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fails. When topology changes frequently, route discovery needs to be initiated
time and again which can be very inefficient since route discovery flood is as-
sociated with significant latency and overhead. AODV maintains a destination
sequence number generated by the receivers and determines an up-to-date path
to the destination. A node updates its route information only if the destination
sequence number of the current by received packet is greater than the destination
sequence number stored at the node. It indicates the freshness of the route ac-
cepted by the source. To prevent multiple broadcast of the same packet, AODV
uses broadcast identifier number that ensures loop freedom. This is because the
intermediate nodes only forward the first copy of the same packet and discard
the duplicate copies. When a route to a new destination is needed, the node uses
a broadcast RREQ to find a route to the destination. Nodes that receive the
RREQ find out whether they are the destination or whether they have a fresh
route to the destination. Then they respond to the RREQ by unicasting a route
reply (RREP) back to the source node [8]. A route can be determined when
the request reaches either the destination itself, or an intermediate node with
a fresh enough route to the destination. Since each node receiving the request
keeps track of a route back to the source of the request, the RREP Reply can be
unicast back from the destination to the source, or from any intermediate node
that is able to satisfy the request back to the source.

3.2 Dynamic Source Routing (DSR)

Dynamic source routing (DSR) is another example of reactive routing protocol.
It generates the proper route only when packet needs to be forwarded from source
to destination. Within the limit of the transmission range, the process of finding
a path is only executed when a path is needed by a node. DSR makes aggressive
use of source routing and route caching. With source routing, complete path
information is available and routing loops can be easily detected and eliminated
without requiring any special mechanism. Because route requests and replies are
both source routed, the source and destination, in addition to learning routes
to each other, can also learn and cache routes to all intermediate nodes. The
intermediate nodes addresses of the route are kept within the delivered packets.
The route discovery process broadcasts a ROUTE REQUEST packet that is
flooded across the network in a controlled manner. ROUTE REQUEST packets
use sequence numbers to prevent duplication. The request is answered by a
ROUTE REPLY packet either from the destination node or an intermediate
node that has a cached route to the destination[6]. To take full advantage of
route caching, DSR replies to all requests reaching a destination from a single
request cycle. Thus the source learns many alternate routes to the destination,
which will be useful in case the primary route fails.

4 Simulation Results and Analysis

Our target in the experiment is to study the behavior of routing protocol with
different types of traffic sources under a specific mobility scenario. We use
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Bonn-Motion [3] for generating mobility scenarios. We generate four mobility
patterns with 30, 40 and 50 nodes moving in an area of 1000m X 1000m for a
period of 1000 s with the first 3600 sec of each mobility pattern ignored. It has
been observed that with the Random Way Point model, nodes have a higher
probability of being near the center of the simulation area, while they are ini-
tially uniformly distributed over the simulation area initially. So, we skip 3600 s
at the beginning to mitigate the boundary effects of node movement simulation.
The maximum speed Vmax of a node is set to 10m/s. The minimum speed vmin

of a node is always set to 0.5m/s. The vmin is set to a positive value because
Yoon and Liu [16] proved mathematically that the average speed of the nodes
using Random way point mobility model decreases constantly and would even-
tually reach zero. One of their suggestion for getting rid of this problem is to
use non zero minimum speed. This is what has been followed here. The cbr-
gen tool which is a part of ns-2 [11] distribution is used to generate Constant
Bit Rate traffic(CBR) for 1000s with 1 packet/sec per source. The number of
sources and destinations were chosen randomly by cbrgen tool. Similar to cbr-
gen tool we developed our own tool to generate Exponential and Pareto traffic.
The Exponential traffic source generates traffic at 2 kb/s during ON period. The
average ON and OFF periods are 315 ms and 325 ms respectively. The Pareto
traffic source generates traffic at 2 kb/s during ON period. The average ON and
OFF periods are 315 ms and 325 ms respectively. The source and destinations
are chosen randomly in each traffic generator. We have used ns-2 [11] for net-
work simulation and traces are generated in new trace format. To compare the
performance of different routing protocols under various traffic, we have chosen
Normalized Routing Load and Packet Delivery Fraction as out metric.

4.1 Packet Delivery Fraction

Packet Delivery Fraction (PDF) is an important figure of merit for Ad-hoc net-
work routing protocols. Packet Delivery Fraction is the ratio of the number of
data packets successfully delivered to the destinations to those generated by
traffic sources.

pdf =
data pkt rec

data pkt sent
∗ 100; (1)

where data pkt rec and data pkt send are the number of data packets received
and data packet sent respectively by the application. The packet delivery frac-
tion(PDF) for CBR, Exponential and Pareto traffic sources with AODV and
DSR routing protocol is shown graphically in Fig 1. From the Fig 1, we observe
that the packet delivery fraction is very high for AODV and DSR routing proto-
col in CBR traffic. For node 30, the Packet delivery fraction is slightly low due to
few number of nodes. In Exponential and Pareto traffic environment in AODV
routing protocol, the Packet Delivery Fraction is very high for various number of
nodes. The Packet Delivery Fraction in DSR routing for Exponential and Pareto
traffic is average. We also observed that if the number of nodes increases then
the Packet Delivery Fraction(PDF) is also high. From the following Fig.1, the
Packet Delivery Fraction increases for large number of mobile nodes.
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Fig. 1. Packet Delivery Fraction (%) in AODV and DSR for different traffic models in
RWP

4.2 Normalized Routing Load

The Normalized Routing Load (NRL) denotes the measure of control packets
sent and forwarded by router to transmit for every byte of data packet. the
Normalized Routing Load is given by

nrl =
cp sent + cp forw

data pkt rec
∗ 100 (2)

where cp sent and cp forw are the control packets sent and forwarded by the
router and data pkt rec is the data packet received by the application. Fig. 2
shows the routing overhead in Normalized Routing Load. Normalized routing
load is the ratio of the number of control packets propagated by every node in
the network and the number of data packets received by the destination nodes.
In case of DSR each intermediate node records the number of packets queued
in control packet. The destination node uses this information when selecting
the route. Route breaks occur more frequently in DSR because it often uses
old routes. Hence, more ROUTE ERROR packets are transmitted, and conse-
quently, more ROUTE REQUESTS are sent to reconstruct routes. This causes
the Normalized Routing Load to increase in DSR which is supported by our
experimental results as shown in Fig.2. The Normalized Routing Load is max-
imum for DSR routing in Exponential and Pareto traffic. In case of Constant
Bit Rate(CBR) traffic, the packets are generated at a constant rate. So, the
Normalized Routing Load is very less for both AODV and DSR routing.
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Fig. 2. Normalized Routing Load(%) in AODV and DSR for different traffic models in
RWP

5 Conclusion

In this article, we conducted detailed study of several Traffic models and mo-
bility models in MANET research. We have shown the relation between differ-
ent traffic and routing protocols for different parameters. Through simulations,
we found significant effect on Normalized routing load(NRL)and Packet Deliv-
ery Fraction(PDF) in routing performance of multimedia. Because, both AODV
and DSR are based on Constant Bit Rate(CBR) traffic. But in multimedia data
transmission we have used Exponential and Pareto traffic. All the earlier works
are based on Constant Bit Rate(CBR) traffic. Constant Bit Rate(CBR) traffic is
good for data application but not well suited for multimedia application. On the
other hand Exponential and Pareto traffic can module the characteristics of mul-
timedia traffic because they possesses variation in rate of data packet generation
followed by an OFF period. The authors are currently engaged in supplementing
the current routing protocols for multimedia application using Exponential and
Pareto traffic sources.
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Abstract. A mobile adhoc network (MANET) is a collection of wireless nodes, 
communicating among themselves over possibly multi hop paths, without the 
help of any central infrastructure such as base stations. Ad hoc On Demand 
Vector Routing (AODV) is perhaps the most well known routing protocol for 
MANET. A variety of attacks can be launched against AODV [1] protocol. One 
of major attack is modification of hop count in route request and route reply 
control messages.  This attack propagates distorted view of hop counts between 
two legitimate nodes in the network Secure AODV (SAODV) is a secure  
extension of the AODV routing protocol. SAODV [2] only prevents from de-
crease of the hop count attack, while attackers can still forward routing mes-
sages with the same hop count or increase in hop count on the network. In this 
paper, we have proposed a security scheme to improve SAODV (I-SAODV) 
which uses hash chain and markle hash tree for authentication to protect not 
only from same hop count fraud but also prevent from maliciously increase in 
hop count in the message. The effectiveness of I-SAODV is analyzed using 
network simulator NS2. 

Keywords: Hop count, Authentication, SAODV, Hash Chain. 

1   Introduction 

MANET is a network wherein a number of mobile nodes communicate with each 
other without any predefined infrastructure or centralized administration. The mobile 
nodes set up temporary paths among themselves to transmit packets.  Thus, a pair of 
nodes can communicate directly or over a sequence of wireless links including one or 
more intermediate nodes [3]. Many routing protocols [4], [5], [6], [7] have been pro-
posed for MANET as communication between mobile nodes has to rely on intermedi-
ate nodes. AODV is perhaps the most well-known routing protocol for a MANET. 
AODV routing was created without taking security into major concern. Each node, 
which acts like a mobile router, has full control over the data that pass through it. 
Some of these are malicious nodes, which enter the network during establishment 
phase while others may originate indigenously by compromising an existing benevo-
lent node. These malicious nodes can carry out both passive and active attacks against 
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the network. In passive attacks, a malicious node only eavesdrops upon packet con-
tents without disrupting the network operation, while active attacks can fabricate, 
modify or drop a packets [8] [9]. A variety of attacks [10, 11] can be launched against 
AODV protocol. One of major attack is modification of hop count in route request 
and route reply control messages. This attack propagates distorted view of hop counts 
between two legitimate nodes in the network. A malicious node can decrease the hop 
count to attract traffic towards itself. A node refuses to forward packets either in-
tensely or maliciously by increasing hop count a high value.  

SAODV is an extension of the AODV routing protocol providing security features 
like integrity, authentication and non-repudiation.  SAODV uses two mechanisms to 
secure the AODV messages: Digital signatures to authenticate the non-mutable fields 
i.e. source address, destination address and hash chains to secure mutable fields i.e. 
hop count information in the control messages. In order to protect the mutable hop 
count field of the AODV packet, SAODV uses a one-way hash chain. An initial seed 
value is generated. This value is then repeatedly hashed max_hop_count times to 
arrive at the value stored in the Top_Hash field. The seed value is used as the initial 
value of the Hash field. Formally this means 

)(_ _max_ seedhHashTop counthop=  

Where, h is a one-way hash function and )(xhi  is the iterative hashing of x, i 

times. Upon receiving an SAODV message, the receiving node has to confirm that 

)(_ __max_ HashhHashTop counthopcounthop −=  

It must then increment the Hop Count field and set Hash =h(Hash). Since a one-
way hash function is used, it should be computationally infeasible for a node to de-
termine a value in the hash chain it has not seen, which would correspond to a hop 
count lower than that specified in the routing message it received. But intermediate 
nodes can forward the same hop count or can increase the hop count maliciously and 
the next node cannot detect this change in SAODV. In this paper, we present the im-
provement in SAODV (I-SAODV) routing protocol which prevent from the distance 
frauds of SAODV routing protocol. In section II, we present the overview of  
I-SAODV).  Section III describes the implementation of I-SAODV. We present secu-
rity analysis of I-SAODV for different hop count attack scenario in section IV. Sec-
tion V describes the effectiveness of the proposed scheme over SAODV using NS2.34 
simulator. In section VI, we conclude our work with future scope. 

2   Overview of I-SAODV 

In this section, we propose a security enhancement scheme I-SAODV to improve 
SAODV to prevent from increase or same hop-count fraud attack. There are no 
changes to the AODV protocol operation itself but each node now performs addi-
tional, security related functions.  Security services are implemented by extending 
existing control messages of the SAODV protocol. The attributes added in the control 
message of SAODV are the node list. The purpose of node list is limited for node 
authentication and it will not be included in the cache of nodes routing table for later 
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route selection. Nodes will store only next hop address in the routing table for a desti-
nation as in AODV. 
    I-SAODV uses hash chain and authenticated hash tree. Hash chain uses this node 
list to encode the address of node sending the route advertisement for authentication 
only. Since the authenticator has the address of the node so a node cannot tell lie 
about distance with a valid authenticator. This authentication will take place during 
route discovery or route maintenance phase. Authenticated hash tree is used to pre-
vent any modification in the route list i.e. change in the position of node list node 
(from S-A-B-C-D to S-A-C-B-D). The attribute node list is included only in the con-
trol messages not in the data messages. The proposed security scheme takes following 
assumptions:  

• The scheme uses public key cryptography for the integrity of non-mutable 
fields as in SAODV. 

• There is a secret number between source and destination node.  
• Each node is capable of storing its own certificate and, as required of other 

nodes.  

2.1   One-Way Hash Chain 

A one way hash chain [12] is built on a one way hash function. A one way hash func-
tion H, maps an input of any length to a fixed length bit string. Thus, H: 
{0,1}* {0,1}ρ, Where ρ is the length in bits of the output of the hash function. The 
function H should be simple to compute yet must be computationally infeasible in 
general to invert. To create a one way hash chain, a node chooses a random initial 
value x ϵ {0,1}ρ and computes the list of values h0; h1; h2; h3; ... ; hn Where h0=x, and 
hi=H(hi-1) for  0 < i ≤n , for some n. 

 

 
     Node0           Node1          Node2          Node3          Node4             Node5          Node6               Node7 

  
Fig. 1. Hash Tree Authenticated values 

2.2   Tree Authenticated Values 

The mechanism of tree authenticated values [12] is an efficient hash tree authentica-
tion mechanism; first presented by Merkle and also known as Merkle hash trees. To 
authenticate values v0; v1; ...; vw-1, we place these values at the leaf nodes of a binary 
tree (For simplicity we assume a balanced binary tree). We first blind all the vi values 
with a one way hash function H, so vi’= H[vi]. We then use the Merkle hash tree  
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construction to commit to the values v0’; ... ; vw-1’. Each internal node of the binary 
tree is derived from its two child nodes. Consider the derivation of some parent node 
mp from its left and right child nodes ml and mr : mp=H[ml||mr], where || denotes con-
catenation. We compute the levels of the tree recursively from the leaf nodes to the 
root node. Figure1 shows this construction over the eight values v0; v1; ... ; v7, e.g., 
m01=H(v0’||v1’),m03=H[m01||m23]. The root value of the tree is used to commit to the 
entire tree and is used to authenticate the leaf values. 

3   Implementation of I-SAODV 

During route discovery phase, the control messages route request (RREQ) and route 
reply (RREP) have two types of attributes. Non-Mutable fields which does not change 
from hop to hop i.e. source address, destination address. Mutable fields which change 
from hop to hop i.e. hop count, time to live. Source node and destination node use 
digital signature to secure non-mutable fields for RREP and RREQ respectively as in 
SAODV.  I-SAODV uses hash chain and merkle hash tree for authentication of muta-
ble fields. This authentication is achieved by encoding the address of node sending or 
forwarding in the route advertisement. I-SAODV uses additional fields in the route 
request secure extension RREQ-SE control message packet as shown in Table1. 

When any intermediate node, say A, receives a RREQ, the node check its local ta-
ble of (source, RREQ_id) values from recent RREQ it has received, to determine if it 
has already seen a RREQ. If it has, the node discards the packet. Otherwise, the node 
modifies the RREQ by appending its own address to the node list in the RREQ, and 
replacing the hash field with H [A, hash chain’], finally, the node rebroadcasts the 
modified RREQ. When the target node receives the RREQ message, it performs two 
actions. First it calculates the hash using node list and secret number as shown below:  
H[noden,H[noden-1,H[noden-2,H[……,H[node1,H[secret number]]]]]]. 

Where, nodei, is the node address at position i of the node list from source node and 
n represents the number of nodes in the node list in the RREQ. If the calculated hash 
value is equal to the received hash in the RREQ, it means RREQ message is valid 
control message. Destination node calculates the hop count either using the length of 
node list or the number of times hash is performed for verification.  

Table 1. RREQ Signature Extension Fields Table 2. RREP Signature Extension Fields 

Field Value 
Type 64 in RREQ-SE 
Hash Function The hash function used to compute the Hash chain field. 
Signature The signature of all the non-mutable fields in the AODV packet. 
Hash Hash chain=H[node address, previous hash chain element]. 

The node address is the address of node handling the RREQ  
message and the previous hash chain element is the hash 
 chain element which the node got in the RREQ message  
from previous node. 

Node list Node list is the node addresses which are in the path from 
 source node to destination node.  

Field Value 
Type 65 in RREP –SE 
Hash Function The hash function used to compute the Hash field. 
Actual Hop Count The Actual Hop Count is the number of times the hash 

 is performed by the destination for verifying the 
RREQ message (except hash with secret number). 

Hash_root This is the root value (commitment value) in the merkle hash tree 
Signature 
 

The signature of all the non-mutable fields in the AODV packet. 

Node list Reverse of node list got in the RREQ message. (This 
 indicates the path followed by the RREP message)   
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Second, destination node verifies non-mutable fields using digital signature. If both 
steps successful, destination node prepare route reply control message towards source 
node containing additional fields in the route reply control message {type, hash func-
tion, actual hop count, hash_root, signature, node list} as shown in Table2. Destina-
tion node calculates the hash_root using of merkle hash tree with node list as leaf 
node.  Leaf nodes must uniquely identify any node in the network. So, we can also 
use node public key for hash_root calculation because it can foil identity spoofing 
attack. hash_root is the commitment of these leaf node addresses. 

As shown in the figure2 the v0, v1, v2….v7 are the node addresses (or their public 
key) in the node list sent by the destination. This hash_root field and the actual hop 
count field of our approach are included in the digital signature. So, they will not 
change during transmission. The source node after getting the RREP message verifies 
the message. The source node got the hash-root field and the actual hop count field 
from the RREP message. If actual hop count is not equal to the number of nodes in the 
node list then it means RREP message is not valid and some malicious activity is per-
formed. But it does not protect about change in the position of node in the node list.  
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Fig. 2. Calculation of Hash_root using node list as leaf nodes 

Now, the source node calculates the merkle hash tree in the same way as by  
the destination node. If this calculated value of hash root using node list is equal to the 
value got in the RREP message (hash_root field) then the source node verified that the 
RREP message is valid and no malicious activity is performed i.e. modification in 
node list. Node list indicates the route path but in reverse order. Otherwise the RREP 
message is not valid so source node rejects the RREP message. The role of node list is 
only for authentication to protect malicious activity. Node list is used only for control 
messages not for data messages. It will not be used by node for their routing table for 
route discovery of other nodes.  

4   Security Analysis of I-SAODV 

In this section, we evaluate security aspects of our proposed security scheme  
I-SAODV using JDK1.5.0. In I-SAODV, the hash chain elements include the  
address of nodes processing the request thus preventing an attacker from playing an 
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authenticator maliciously. For example the source node is S, the destination node is D, 
the hash function is H, the secret number x between the source and the destination. In 
starting the node list is blank since node list represent the nodes in the path from 
source to destination. The node S floods the RREQ message in the network. 

S: h0= H[x]; S → *: {64, H, signature, h0, ()} 
A: h1=H[A, h0]; A → *  : {64, H, signature, h1, (A)} 
B: h2=H[B, h1]; B → * : {64, H, signature, h2,(A, B)} 
C: h3=H[C, h2]; C → *: {64, H, signature, h3,(A, B, C)} 

The destination node D got the RREQ message. The hop count attacks are verified by 
the hash chain calculation.  

Hashchainverifier=H[C, H[B, H[A, H[x]]]]. 
If received hash is equal to the calculated Hashchainverifier then it means the RREQ 
message is valid. No malicious activity is performed. So no hop count fraud occurred. 
Now the destination node D can send the RREP. The hash_root field is calculated 
using merkle hash tree construction by destination node as shown in figure3 (For 
simplicity we add extra value w which has no effect since both source and destination 
node uses this w value at the same place). 

D → C: {65, H, 3, mcw, signature, (C, B, A)}; 
C → B: {65, H, 3, mcw, signature, (C, B, A)}; 
B → A: {65, H, 3, mcw, signature, (C, B, A)}; 
A → S: {65, H, 3, mcw, signature, (C, B, A)}; 

As intermediate nodes are simply forwarding the route reply messages toward 
source and does not perform any additional security related job, the performance of I-
SAODV improved compare to SAODV where intermediates nodes are involved. Thus 
The RREP message reaches to source node by following the path indicated by the 
node list (C, B, A). The actual hop count, i.e. 3, is equal to the no of nodes in the node 
list then the source node again reconstruct the markle hash tree using received node 
list as leaf nodes as shown in figure4. This root is now hash_root_verifier. So if the 
hash_root_verifier is equal to the received hash_root field of RREP then this means 
that the RREP message is valid. The value 64 and 65 represents route request and 
route reply messages. 

4.1   Attacks on RREQ Message 

Preventing Decrease in Hop count: The property of hash chain is that it is infeasible 
to find a hash previous in the list. So a node got the hash chain element cannot gener-
ate the previous hash chain element thus it cannot decrease the hop count. 

Preventing Same hop count: In same hop count fraud the node send the same hash 
value to the next node as received from the previous node in the RREQ message. 
Suppose the B node send the same hash value that is h1 to the C node. 

B→ *: {64, H, signature, h1, (A, B)}; C: h2=H[C, h1]; 
C→ *: {64, H, signature, h2, (A, B, C)} 

As the node D got the RREQ message and calculates:  

    Hashchainverifier=H[C, H[B, H[A, H[x]]]].  



I-SAODV: Improving SAODV to Mitigate Hop-Count Attack in Mobile Adhoc Network 97 

This hashchainverifier is not equal to the hash field because the hash field received in 
RREQ message is H[C, H[A, H[x]]]] (because node B send the same hash chain value 
(h1) received from previous node) then it means the RREQ message is not valid.  
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Fig. 3. Construction of hast tree root value to foil modification in node list 

Preventing Increase in Hop count: To increase hop count the malicious node in-
crease the nodes in the path maliciously. Suppose node B do this. 

B: h2= H[B, h1] , h3= H[F, h2]  

(Node B increases the hop count corresponding to node F) 

B→ *: {64, H, signature, h3, (A, B)} 

(Node F will not be in node list since it is malicious increase) 

C: h4=H[C, h3]; C→ *: {64, H, signature, h4, (A, B, C)} 

As the node D got the RREQ message. D calculates:  

Hashchainverifier=H[C, H[B, H[A, H[x]]]].  

This Hashchainverifier is not equal to the received hash field because the hash  
field received in RREQ message is H[C, H[F, H[B, H[A, H[x]]]]]  (because node B 
send the extra increase in hash chain corresponding to node F without being node F in 
the path) then it means the RREQ message is not valid.  

4.2   Attacks on RREP Messages 

Change the position of nodes in the node list (change the route): Suppose the node 
A change the position as: 

A→S: {65, H, 3, mcw, signature, (B, C, A)} 

(The position of B and C is changed) 
This RREP message reaches to source node. Since the actual hop count, i,e 3, is 

equal to the number of nodes in the node list. The source node compares 
hash_root_verifier to the hash_root field as shown in figure4 (for simplicity we add 
extra value w which has no effect since both trees uses w at same place). This 
hash_root_verifier is not equal to the hash_root field. So it means that RREP message 
is not valid. 
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Preventing Increase the Hop count: Some malicious node can add extra node in the 
node list so increase the hop count. Suppose the node A do this attack. 

A→S: {65, H, 3, mcw, signature, (C, B, F, A)} 

(The node A add node F in node list maliciously) 
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Fig. 4. Markle Hash tree showing the verification of hash field (mcw ) and hashverifier (mbw ) 

This RREP message reaches to source node. Since actual hop count, i.e. 3, is not 
equal to the number of nodes in the node list, i.e. 4. So it means RREP message is not 
valid so no need for calculation of hashverifier (if any node remove the node from 
node list means decrease the hop count it also gives the unequal actual hop count and 
number of nodes in the node list with same discussion). So it means that some mali-
cious activity is performed and the source node rejects this RREP message. So in this 
way hop count fraud is identified. Table3 also describes the effectiveness of our pro-
posed scheme over AODV and SAODV. 

Table 3. Effectiveness of I-SAODV over AODV and 
SAODV 

Table 4. Simulation parameter of 
NS2 for Experiment 

Description AODV SAODV I-SAODV 
Security mechanism for 
Non-Mutable attributes 

No Digital signature Digital Signature 

Security mechanism for 
Mutable attributes 

No Hash Chain with TTL and 
Hop count field 

Hash Chain and  
Authenticated Hash 
Tree with node identity 

Intermediate nodes 
verify control messages 
for hop count attacks 

No Yes No 

Prevent from Decrease 
in Hop Count Attack 

No Yes Yes 

Prevent from Same in 
Hop Count Attack 

No No Yes 

Prevent from Increase in 
Hop Count Attack 

No No Yes 

Prevent from Route 
Modification Attack 

No No Yes 

 

Simulation Parameters Values 

Number of Nodes 50 

Maximum Connections 40 traffic sources 

Mobility Model Random Waypoint 

Mobility Speed 40 m/s 

Data Rate 8kbps 

Topology Size 500m X 500m 

Total Time 100seconds 

Pause Time 10 seconds  
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5   Performance Analysis of I-SAODV 

In this research paper, the comparisons of three routing protocols between AODV, 
SAODV and I-SAODV have been measured using network simulator NS2.34. 
NS2.34 is a open source code. We used average end to end delay as performance 
metric to study each routing protocols in a free-attack simulation environment. The 
scenario is defined with a set of parameters as in Table 4.  

Average End-to-End Delay: The delay experienced  by  packet  from  the time it  
was sent  by  a source till the time it reached the destination. This includes all possible 
delays caused by buffering during route discovery latency, queuing at the interface 
queue, retransmission delays at the MAC and propagation and transfer times. Average 
end to end delay can be calculated by averaging the send time and receive time for 
each packet sent. As the results shown in Figure 5, since the usage of signatures and 
verifications method in the SAODV and I-SAODV routing protocols, higher delays 
produced in SAODV and I-SAODV as compared to AODV. From the result, we can 
see that I-SAODV had lower delay and giving much better performance as compared 
to SAODV because intermediate nodes are not involved in the verification of control 
messages.   

  

Fig. 5. Average End to End Delay Vs. Pause Time 

This simulation shows that in the secure routing protocols, the usage of security 
techniques like digital signatures, authentications and hash chains have major impacts 
on the performance since it will use more processing power and time. 

6   Conclusion and Future Scope 

In this paper, we proposed a security scheme, which improves existing SAODV, that 
is I-SAODV which prevents an attacker not to advertise a route shorter or longer than 
the one it heard by changing the hop-count attribute of RREQ and RREP control mes-
sages. When a node received the hash from previous node, it unable to generate the 
previous hash chain element thus it cannot decrease the hop count. Even attacker 
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cannot create a valid advertisement with a larger or smaller route by altering hop 
count. We prevent the distance fraud by tying the authenticator to the address of the 
node sending a route advertisement, thus an attacker cannot produce the distance 
metric maliciously. The intermediate node does not verify the RREQ and RREP mes-
sages, so little computation time is required as compared to SAODV for mutable 
attributes. I-SAODV not only prevents from hop count attack but also prevent from 
modification in node list using authenticated markle hash tree.  

This paper is focus only for hop count attack issue of SAODV not for digital 
signed non mutable information which also has major impacts on the performance 
because of asymmetric cryptography. In future, further optimizations of non-mutable 
attributes in secure routing protocols are required to minimize the processing over-
head, delays and to maximize the routing throughputs. 
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Abstract. In delay tolerant network, the intermittent connectivity
makes it difficult to guarantee end to end connectivity and due to long
delays makes impossible to provide timely data transfers. The challenges
in DTN for providing routing services using store and forward approach
over intermittent network connectivity opportunistically using limited
buffering capacity of nodes. In this paper, we proposed a routing ap-
proach for delay tolerant networks where nodes move in community. Our
approach beats the use of buffering on comparing with some of prominent
DTN routing algorithms such as Maxprop,Epidemic,Prophet, Spray and
wait.The simulation results show the reduction in the use of buffer ca-
pacity compared to Epidemic routing in community based social network
model while keeping message delivery at desired level.

Keywords: Social network analysis, Delay tolerant networks, Commu-
nity and Storage (buffer optimization).

1 Introduction

The primary challenge for routing in delay tolerant network is its intermittent
connectivity and node availability. Nodes are mobile and connection happens
when they are in wireless range of other node. Delay tolerant network experiences
frequent partitions which result in large end to end delay. In such network there is
no guarantee of full end to end connectivity. In such scenario traditional adhoc
routing protocols fails to send packet due to unavailability of path or carrier
deny to accept new message due to full buffer space. If nodes have sufficient
mobility, the messages will be forwarded to intermediate nodes, which further
buffer these packets for some period of time and forward it on contact with other
nodes. Eventually, few of the stored message reaches to destination. Flooding is
one such approach of buffering and replication of messages. DTN routing and
application protocols have shown that their performance is highly dependent on
the underlying mobility and node characteristics.

In this paper we have introduced social network aware routing for discon-
nected network where nodes are socially connected and move in community.
Community is naturally formed in networks such as crowd, groups according to
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human social relationship, etc. Social network community is derived from the
small world phenomenon [2] which was first proved by Milgram [1]. Community
is define as group of node interacting each other for certain percentage of time
together. Generally nodes move around in their own community, and sometimes
relocate to other community. Nodes are wirelessly connected so communities
could be in or out of range. In range communities forms overlapping commu-
nity [1]. When two or more node lies between two different community then it
forms overlapping community. Communities have the ability to move about in
the network, frequently mixing and merging with other communities and split-
ting into smaller community in a networks. Some past work has shown that DTN
routing performance are highly dependent on the underlying mobility and node
characteristics[8].

Traditional DTN routing protocols like epidemic routing[4] use replica of mes-
sages to improve message delivery in different delay tolerant scenario. The basic
idea behind replication schemes is to inject identical copies of data into the net-
work. Relay node carry copy of data towards destination. A message delivered
is successful if at least one of the multiple copies is received by the destina-
tion. When network resources (e.g., buffer space and network bandwidth) are
limited, then replication based schemes tend to degrade the delivery ratio (per-
centage of packets delivered to their destinations). Flooding scheme degrade the
network and increase overhead when network resources are limited.Flooding of
control messages result in increment of redundant broadcasts which cause seri-
ous contention and collision problems in wireless network. Limited replica can
be used for wireless mobile node to achieve scalability. Specific movement and
location patterns of node can provide an efficient way of buffer optimization.we
can achieve significant resource utilization if node mobility and buffer relays are
chosen effectively.

Section 2 discusses the related works reported. The section 3 discuss the frame-
work of the proposed work, section 4 is about the proposed routing and buffering
scheme of this work, section 5 brings out the performance comparison based on
simulations. Section 6 concludes the paper.

2 Related Works

Many reported works of routing algorithms in DTNs [3,4,5,6,7,8,9] discusses
sending messages opportunistically in wake of disconnected end to end networks
using forwarding and buffering. In Epidemic routing, Vahdat and Becker[4] in his
paper proposed routing protocol for intermittently connected networks.Epedermic
routing delivers message where no assumption is make regarding node mobility
and global topology knowledge. Epidermic routing relies on basic principle of
flooding, when message carrying node reaches in contact of other node it even-
tually copy message till it delivered to destination. Node buffer messages if it
there is no path to the destination available. Every node contains an index of
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these messages called a summary vector, and when nodes meet they exchange
summary vectors. Once node exchanges their summary vector, each node gets
information that other node has some message that was previously unseen.The
process replication continues till the buffer space available.

Prophet, Lindgren, Doria and Olov[5] in their paper proposed routing protocol
for DTN. They claim that Prophet delivers more message than Epidemic Routing.
Prophet routing uses history of encounters and transitivity of node.Prophet pro-
tocol first estimates a probabilistic metric called delivery predictability P (i, j), at
every node I to all known node j. This value indicates that how likely it will go-
ing to deliver message to destination. The operation of Prophet is same as that of
Epidemic routing, when two nodes meet they exchange summary vector and pre-
dictability vector which contains delivery predictability for destination known.

Spray and Wait Routing, Spyropoulos, Psounis, S. Raghavendra [7] in his pa-
per proposed randomized flood based routing for DTN. Spray and Wait protocol
works in two phase spray phase and wait phase. In spray phase initially source
create L copies of message and forwarded it to L relays.Spray and Wait bounds
the number of replications of a packets to L, where L is computed on the basis of
total number of node in network. In wait phase if destination in not found,than
each of the L node will carry a message copy and perform direct delivery to
destination.Spray and Wait routing reduce data delay, but it does not consider
bandwidth or storage constraints.

MAXprop[6],is another protocol which usage previous encounter knowledge for
minimizations of data delay. John Burgess[6] in his paper proposed an effective
routing protocol for DTN.The algorithm is based on likelihood of meeting next
node. MaxProp is controlled flooding based in nature.If a contact is discovered in
MAXprop, then the messages which is not exchange while contact is replicated
and transferred.Each node has a vector Fi=(fi0...fj−1),normalized so the sum is
equal to 1.When one node encounter other node than their corresponding vector
is incremented by 1, and than all vector elements are divided by 2.

MAXProp prioritize both the schedule of packet transmitted to other peers
and the schedule of packets dropped. Maxprop Routing operation proceeds in
three stages. Neighbor discovery,peer discovers each other before transfer begin.
Data transfer when peer comes in contact with others they do not know the
duration of each other. Storage management, as node receive packet from neigh-
bor each node manage their finite buffer space by deleting some of the buffered
packet according to ranking algorithm.

3 Frame Work

In this paper we are assuming that nodes are mobile and sparsely connected.
Whenever set of node interact for sufficiently large period of time they form
community. The proposed protocol attempts to exploit such community struc-
ture and node characteristic in order to provide better data delivery with limited
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replication. The main design goals of proposed work can be classified as
follows.

1. Community detection and maintenance.
2. Reduce pathfinding complexity of DTN networks using Social network cen-

trality.
3. Using controlled replication to increase packet delivery and resource

utilization.

3.1 Community Formation

Application of social network analysis using graph theoretic representation is
emerging topic in delay tolerant networks. Many few researchers has used the
concept of social network analysis in DTN. Mobile node on contact with other
form a connected graph. In Social network analysis node of graph is represented

t t+1

                               Birth

Death

    t                                                                                                                                                         t+1

Fig. 1. Birth and death of community
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Fig. 2. Split and merger of community
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as entity of the real world and link between node is represented as relationship
between them. Community is a form of social network, which is represented
as group of familiar node. In delay torrent networks, communities formation
happens when they are densely connected similarly community split into smaller
isolated communities when sparsely connected. Hence the generic operation on
intermittently connected social mobile nodes can be define as (birth and death)
and (splitting and merge) of community.

Birth and Death of Community happens, when nodes comes in contact of
other node and start making their small group of familiar set.Familiar set [9] is
set of node formed on past contact experience. Similarly community dies when
node start scatting with time,as illustrated in fig1.

Split and merger of community happens when node or component of commu-
nity at time t splits due to high mobility or change in node direction. Merge of
community happens when communities come closure to other and merge to form
one large community i.e union of communities. Mostly peripheral node of com-
munity which are loosely coupled and away from central node plays important
role in merger, as illustrated in fig2.

3.2 Overlapping Community

Nodes linking different community forms overlapping community [1]. Most real
networks exhibits well defined behavior of overlapping and nesting of community
in social networks. The overlapping community [1] are community structure
which makes different community to overlap so that node may become part of
more than one community.Overlapping community forms when mobility of node
(or community) exceeds the mobility of other community in network, illustrated
in fig3.
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    Overlaping Community 

Fig. 3. Overlapping community due to mobility
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4 Proposed Routing and Buffer Management Scheme

Assume that the underlying network is represented as forest of mobile nodes.
Moving node keeps track of nodes which they encounter. Each node locally
maintains commutative contact duration of encounter node tcn). When node’s
commutative contact duration tcn exceeds the contact threshold value tth (tcn ≥
tth ) then node is included in familiar set, as P.Hui’s has mentioned in his paper
[9]. tth is maximum contact hour depends on node availability in network. Each
node has its local community set which contains all the nodes which satisfies
tcn ≥ tth in familiar sets and direct neighbor. When node encounter other node
than they exchange local knowledge of network. On the basis of exchange data
node decides, whether to put neighbor in familiar set or in local community.We
divide the operations into:

Make-Set(x), Find-Set(x), Union(C1, C2), Split(C1), In-PathBuffer(x, y).

Make-Set(x) forms a community with set of nodes call it local community set
Co as illustrated in fig5.We have used ego betweeness centrality for path finding
and route discovery, Marsden[10,8]. Ego betweeness measure the extent to which
a given node linking other node.Ego network do not required global knowledge
of networks or topology of network so can be easily deployed in wireless mobile

Fig. 4. Community evolution or Birth of community
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networks. When node encounter other node they exchange list of contact to
update their ego betweeness value.Call the most egocentric betweeness node as
ro .

Find-Set(x) is set of representative element or component of community con-
taining biconnected nodes identified by our modified dfs as illustrated in fig.5.
Find-Set(x) periodically search for the destination node y. If destination node y
is in Find-Set(x) then transmit message otherwise node x will buffer to all the
cut-vertex till message reaches to destination.To avoid multiple replication and
flooding, messages are buffered at the cut-vertex for the TTL=finishtime(v.f)
- starttime(v.d). Whenever buffered node or cut-vertex of one community merge
with another community, it compute path to find the destination of the buffered
message. Eventually the message is delivered and all the buffered messages are
purged according to TTL.

Fig. 5. Detection of cut-vertex and Bi-connected component

Union(C1, C2) will merge two communities C1 and C2 by rank into new
community. Split(C1) will form new communities with the representative ele-
ments. In-PathBuffer(x, y) will find out in path buffering for the message orig-
inated from node x which is destined to node y. Summarized algorithm is given
below.
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Algorithm 1. Social Network Aware Routing in DTN
1: Input : Familiar set F i = tcn ≥ tth , Local community set Co and adjacent nodes.
Each node Vi and V o on encounter exchange their familiar set F i, Local community
set Co and adjacent nodes.
if |F i ∩ Co|/F i| > λ then

Node Vi is included in node V o community.
end if
λ is threshold value lies between (.5 to .9) [9].
2: Compute ego betweeness centrality for route discovery. Call it centric node ro

3: Run dfs(v) to compute the depth of each vertex,
for each vertex v do

the lowest depth of neighbors of all descendants of v in the depth-first-search tree,
called the lowpoint, and finishtimes v.f..

end for
4: Identify Cut-vertex (v), and biconnected component Find-Set(v) if there is a
child y of v such that lowpoint(y) > depth(v)).
(Cut-vertex(v) ∪ Find-Set(v)) ∈ Co .
5: Phase:I Communication within community
Send-msg(x, y):
Case-I :
if y ∈ Find-Set(x) then

trivial in same component.
send message

end if
Case-II :
if y /∈ Find-Set(x) then

find In-Pathbuffer(x) is all cut-vertex(v).Send message to all cut-vertex(x) via
centric node ro and purge buffer exceeding TTL = (v.f − v.d)

end if
6: Phase:II Communication in different community
Union(C1, C2):
buffer (v) is destined for y. Node y is in different community.
if Find-Set(v) ∈ Union(C1, C2) then

deliver
else

buffer in cut-vertex v via centric node ro and purge buffer exceeding TTL = (v.f
− v.d).

end if
7: Split (C1):Run step 2-4.

5 Simulation and Results

We have performed simulation to study the number of packet delivered to desti-
nation with respect to the increase in relay’s buffer size. We have compared per-
formance of our approach with Maxprop,Epidemic,Spray and wait and Prophet
routing protocols. We have considered the following two scenarios (i) when the
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node moving in six groups different velocity and (ii) when the number of nodes
are increased by half. The simulation parameters are summarized in the table.

Simulation parameters
Area 5km x 5 km
Simulation time 12 hours
Interface transmission speed 10Mbps
Interface transmission range 140 m
Number of groups 6
Total number of nodes 40

Speed of groups
1= 2.7 -13.9 m/s
2 - 3 = .5-1.5 m/s
4 - 6 = 7-10m/s

Buffer size of nodes (0 to 35)Mb
Message size 500kb - 1Mb
Message generation time 12 hours
Total packet Created 1461

The graph in fig.6 shows that buffer requirement in above scenario is maximum
in case of Maxprop compared to Spray and wait,Epidermic,Prophet and our
proposed approach. Thus the buffer requirement of our proposed approach is
comparable to Epidemic with considerable good amount of packet delivery.
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6 Conclusions

A DTN routing is an emerging area of networks that provides ample challenges
to researchers.The routing protocols have common objective of trying to increase
delivery ratio while decreasing latency and resource consumption.In this paper
we have presented a approach for routing in disconnected delay tolerant net-
works.In this paper, we are assuming that nodes are socially aware of their sur-
rounding and moves in community for sufficient time.In this paper we exploited
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community structure and used our modified dfs for buffering. The future scope
of the work includes study of network in complex and highly mobile environment
where node mobility is high and intermittent time is quite less. Our future work
is to design a robust DTN protocol which can provide high packet delivery ratio
for harsh operational environment with limited resource usage.
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Abstract. The Sybil attack is a particularly harmful threat to mobile ad hoc 
networks where a single node illegitimately claims multiple identities. A 
malicious node may generate an arbitrary number of additional node identities 
using only one physical device thereby disrupting the normal functioning of the 
network. In this paper, a certificate based localized authentication scheme is 
proposed to  prevent Sybil attack. Simulation results show that the proposed 
method can sustain the Sybil attack and protect the system throughput and 
hence the performance of the network to a considerable extent. 

Keywords: Sybil, MAODV, Certificate, Throughput. 

1   Introduction 

Sybil attack is an attack against identity in which an individual entity masquerades as 
multiple simultaneous identities. Many distributed applications and everyday services  
assume each participating entity controls exactly one identity. When this assumption 
is unverifiable, the service is subject to attack and the results of the application are 
questionable if not incorrect [1]. 

A typical example of this would be an online voting system where one person can 
vote using many online identities. It is a severe and pervasive problem in many areas. 
For example, it is possible to rig Internet polls by using multiple IP addresses to 
submit votes to gain advantage in any results. A Sybil attack is also used  by 
companies that increase the Google Page Rank rating of the pages of their customers, 
and has been used to link particular search terms to unexpected results for political 
commentary [1]. Reputation systems are a common target for Sybil attacks including 
real-world systems like eBay. Spammers can use this attack to gain access to multiple 
accounts on free email systems. Peer-to-peer computing systems which use voting to 
verify correct answers are also susceptible to accepting false solutions from a Sybil 
attacker [8]. Ad hoc mobile network routing can be manipulated when a Sybil 
attacker appears to be many different mobile nodes. Most designs against such 
malicious behavior rely on the assumption that a certain fraction of the nodes in the 
system are honest. This makes routing protocols vulnerable to sybil attacks. With 
sybil nodes comprising a large fraction of the nodes in the system, the malicious user 
is able to out vote the honest users, effectively breaking previous defenses against 
malicious behaviors. 
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2   Sybil Attack in MANETs 

Sybil attack is a harmful threat to mobile ad hoc networks, in which a malicious node 
illegally forges an unbounded number of identities by impersonating other nodes or 
simply claiming multiple forged IDs and/or locations to defeat redundancy 
mechanisms. Such attacks pose a serious threat to the security of self- organized 
networks like mobile ad-hoc networks that require unique and unchangeable identity 
per node for detecting routing misbehavior and reliable computation of node’s 
reputation. 

In such an attack, the attacker may use multiple identities simultaneously or one by 
one, to play with the trust computation system. He may alter trust values of nodes 
arbitrarily to out-vote honest nodes, thereby disrupting the entire routing structure 
which depends on these values for selection of appropriate nodes for route setup and 
maintenance. Absence of any central authority and the pure peer to peer nature of an 
open MANET make the unique identification of nodes a challenging task [4]. 

Sybil nodes also can launch selective forwarding attack, in which many pieces of 
packets will not be transmitted to other forwarding nodes. If the number of dropped 
pieces reaches to a threshold, the effectiveness of some secure data scheme will be 
significantly degraded. If each physical node's unique identity can be verified, Sybil 
attack will be disabled [9]. 

2.1   Problems with Centralized Authority 

A trusted central authority that issues and verifies credentials unique to an actual 
human being can control sybil attacks easily. But the central  authority can easily be a 
single point of failure, a single target for denial-of-service attacks, and also a 
bottleneck for performance, unless its functionality is widely distributed. 
Unfortunately, such a scenario is not possible in a decentralized, network like mobile 
ad hoc network. Also this destroys the self organizing nature of ad hoc networks. 
Given the physical vulnerability of mobile nodes in ad hoc networks, it is not 
effective to burden a single node with the responsibility of providing a security 
service [7]. A natural way to address this problem is to distribute the security service 
to multiple nodes. 

3   Sybil Secure Routing in MANETs 

In MANETs redundant algorithms are used by many systems to ensure data flow from 
one node to another [2]. This makes the attackers difficult to destroy the integrity of  
the message. If the same packet is sent over different paths, any modification to the 
packet can be easily detected and the malicious node may be isolated. In case of 
fragments of data transmitted over distinct routes, the adversary may find it difficult 
to put together all the fragments. In the case of a single node taking multiple 
identities, the attacker gains access to all fragments and hence may alter all packets 
towards the same destination [3]. This can be prevented only if nodes are 
authenticated. 
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Sybil attacker presents multiple identities simultaneously at application layer and 
exclusively at network layer [6]. From the network layer point of view, IP address 
may be considered as an identifier for the nodes. Since IP address of each node is 
unique through the entire network at a time, Sybil attack presenting multiple identities 
may be prevented. 

Given the restrictive fundamental constraints for a Sybil-proof system,  we propose 
a localized certification mechanism for a relaxed set of constraints to defend against 
Sybil attacks. 

3.1   Algorithm for Sybil Secure Architecture 

Notations: 
SN : Source Node 
IN : Intermediate Node 
DN : Destination Node 
NHN : Next Hop Node 

 
a) Initial Certification Phase 

Nodes register id with neighboring nodes on joining 
the network, 
NHN generates public key based on id 
Nodes create private key locally 
NHN checks repository to check for similar identity 
NHN issues certificates encrypted with private key 
Store certificates in repository 
Exchange Certificates with neighbor nodes 

 
If verification fails: 

Incoming node is prevented from joining network 
Certificate issued to existing node with similar id 
is revoked 

 
b) Route Discovery process 

SN broadcasts RREQ appended with certificate 
IF (IN is NOT DN) THEN 
Rebroadcast RREQ after inserting its certificate 
All INs append their certificates and forward the 
RREQ 
ELSE return RREP DN unicast RREP 
All INs forward the RREP RREP reaches SN 
Sybil Secure route is established between SN and DN 

Our approach works as follows 
As nodes enter the network, they register their identity with their neighboring nodes. 
The IP address of the node may be taken as an identity. On registering the identity, 
the neighboring node applies a one way hash function H to the identity and calculates 
the public key. The corresponding private key is created locally. Since the same hash 
function is used by all nodes to generate the public key, the public key of a node 
generated by different next hop nodes are the same. The neighboring nodes issue 
certificates to the incoming node by verifying the repository to check if a similar 
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identity exists. If the verification succeeds, a certificate is issued to the incoming 
node. The issued certificates are stored in the repository of the issuer as well as the 
subject node. The certificates are exchanged with the neighboring nodes. Only after 
this successful registration nodes are allowed to join the network. 

For example if node A is within the radio range of incoming node B, node A issues 
a certificate to B. 

Cert (A → B) = [IDB, KB, t, e] Ka                                                              (1) 

The certificate contains the identity of node B, the public key of B, the time of 
issue of the certificate and the time of its expiry signed by the private key of A. This 
certificate is stored in the repositories of node A and node B [5]. 

If the verification fails, that is, if the identity posed by the incoming node is already 
present in the issuing node’s repository, then the incoming node is prevented from 
joining the network. Also the certificate issued to the already existing node is 
revoked. If a malicious node has issued false certificate, the certificate issued to the 
existing legitimate node with the similar id is revoked. Only nodes with authenticated 
certificates are thus allowed to take part in the route discovery process. 

During the route discovery process of MAODV, every node participating in the 
routing process appends its certificate. The destination node replies to a route request 
only if certified nodes form the path to the source. Thus a Sybil secure route is 
established between the source and destination. 

4   Results and Discussions 

Simulation results comparing the protocols MAODV, and Sybil Secure MAODV are 
presented in this section. The simulations are carried out in NS2 using a MANET 
environment consisting of wireless mobile node count  from 100 to 500 roaming over 
a simulation area of 1000 meters x 1000 meters flat space operating for 900 seconds 
of simulation time. The radio and IEEE 802.11 MAC layer models were used. Nodes 
in our simulation move according to Random Waypoint mobility model, which is in 
random direction with speed ranges from 0 m/s to 50 m/s. A free space propagation 
channel is assumed. Group scenario files determine which nodes are receivers or 
sources and when they join or leave a group. 

MAODV is used as the routing protocol. A multicast member node joins the 
multicast group at the beginning of the simulation and remains as a member 
throughout the whole simulation. Multicast sources start and stop sending packets; 
each packet has a constant size of 512 bytes, with a transmission range of 250m and 
uses CBR traffic model. Each data point represents an average of at least three runs 
for each scenario. Only one multicast group was used for all the experiments. The 
malicious nodes are chosen in random among the number of nodes and the behavior is 
also chosen in random. 

4.1   Throughput 

Throughput is the percentage of the data packets sent that are successfully delivered 
over a communication channel or through a certain network node. 
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For the given size of the network varying from 100 to 500 nodes, the throughput  
of the network is measured in the presence of sybil nodes. For each experiment, the 
following metrics are derived; the average total throughput with Sybil node but 
without secure mechanism and the average total throughput with Sybil node and the 
secure routing mechanism. Each sybil node is set to claim 5 to 10 different identities. 
For each identity, the route discovery process is performed as MAODV specifies. The 
sybil nodes drop the data packets they receive with a probability of 0.9. 

Network size Vs Throughput
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Fig. 1. Variation of throughput with network size 

Figure 1 shows the variation of throughput with network size in the presence of 25 
Sybil nodes in the network. With increase in the size of the network, the impact of the 
sybil nodes is lesser. Our proposed Sybil Secure algorithm improves the network 
performance by preventing sybil nodes from joining the network. 

Figure 2 shows the variation of throughput when there are 50 numbers of claimed 
Sybil identities. As we can see, with the increase of Sybil identity, the impact of Sybil 
attack becomes severe and the system throughput decreases rapidly when compared to 
figure 1.Given the number of Sybil identities, the impact of sybil attack is less severe 
n larger scale network. Even in a network of 500 nodes, however, significant loss is 
still observed when there are 50 or more Sybil identities. Sybil Secure MAODV is 
effective in protecting the system from Sybil attack, implying that it can recognize the 
Sybil identities and thus avoid the use of them. 
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Fig. 2. Variation of throughput with network size 
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This proposed method provides a way for building initial trust between nodes. The 
localized certificate chaining allows a node’s identity to be proved to other nodes that 
it needs to communicate with. 

Traffic Load Vs Throughput 
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Fig. 3. Variation of throughput with traffic load 
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Fig. 4. Variation of throughput with traffic load 

Traffic Load Vs Throughput 

for 2 Sybil nodes with 10 identities
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Fig. 5. Variation of throughput with traffic load 
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Figure 3, 4 and 5 show the performance under different traffic load with different 
amount of Sybil nodes in a 50 node network where each Sybil node creates 5 or 10 
Sybil identities. We see that the impact of Sybil attack is very severe. Furthermore, 
the heavier the traffic load, the larger loss the entire performance has. This is because 
that the probability to choose Sybil identity in data forwarding increases with more 
data flows given no detection mechanism is deployed. 

5   Conclusion 

Security is one of the major issues in MANETs. In this article, a solution is proposed 
for Sybil attack by authenticating nodes using localized certificates. Our simulations 
show  that Sybil Secure MAODV is as effective as MAODV in discovering and 
maintaining routes in addition to providing required security. It can sustain  the Sybil 
attack  thereby  protecting the system throughput and hence the performance of the 
network. 

When the number of Sybil nodes increase, the impact is more severe. For example, 
the impact of 2 Sybil nodes that create 5 Sybil identities in total is far larger than of 
single node claiming 5 identities. The impact is still more severe in the case of 2 sybil 
nodes with 10 sybil identities. The degradation in the throughput is improved by our 
proposed method by around 40% to 50%. 

This authentication mechanism eliminates the need for a centralized trusted 
authority, which is not practical in MANETs. The additional certificate  publishing 
happens only during the initial phase. After a period of time each node has a directory 
of certificates, making the overhead incurred in this process reasonable with a good 
network performance in terms of security. 
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Abstract. Fault diagnosis in Mobile Ad-hoc Network is very challenging
task. Diagnosis algorithm should be efficient enough to find the status
(either faulty or fault-free) of each mobile in the network. The models
in the literature are either for static fault or dynamic fault. Dynamic
fault identification is more complex and difficult than static fault. In this
paper, we proposed a Dynamic Distributed Diagnosis Model to identify
dynamic faults arising in the testing phase of the diagnosis session.In
order to concretize it, our model works on a network with n number of
nodes, which is σ-diagnosable. We have given the proof of correctness
and completeness of our model and found the time complexity.

Keywords: fault diagnosis, MANET: Mobile Ad-hoc Network, dynamic
fault, static fault.

1 Introduction

An Ad-hoc wireless network consists of a set of mobile nodes (hosts) that are
connected through the wireless links. The varied characteristics of wireless net-
works as compared to their wired counterparts, address various issues such as
mobility of nodes, limited bandwidth, error prone broadcast channels, hidden
and exposed terminal problems and power constraints.

An important problem in designing MANET is handling failure of nodes.
Each node in the system can be in one of two states faulty or fault-free. The
nodes may fail because of battery discharge, crash, or limitation in age. In this
paper we consider the faults to be permanent, i.e., a faulty mobile remains
faulty until it is repaired or replaced. However we consider both hard and soft
faults, soft faulted units can communicate with its neighbors but with altered
behaviors, hard faulted units can not communicate with its neighbors. Again
we consider both static and dynamic faults. Static faults can not arise during
diagnosis session but dynamic faults can.

The first diagnosis model for wired network was proposed by Preparata, Metze
and Chien in 1967 [11]. In PMC model only fault-free nodes execute tests and
examine test results reliably. Later Hakimi and Amin in 1974 [8] characterized
the PMC model. Each node is tested by at least t nodes, and N ≥ 2t+1. In BGM
model [1]: each test is executed by a single unit; each unit has the capability of
testing any other unit; no unit tests itself.

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 119–128, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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Similar models are proposed by Malek in 1980 [10], and by Chwa and Hakimi
in 1981 [4]. These models assume a central observer which collects and examines
the result about diagnosis. The MM model [10] assumes that comparisons are
executed by the units themselves, and only results are sent to the central observer
if both the units are fault free. The MM* model [9] a node performs comparisons
for its neighbors. Later on many variants of these models are proposed and
discussed in [12,5,2]. Chessa and Santi in [3] and M. Elhadef et.al in [7] discussed
a diagnosis approach for static topology in MANETs. In 2004, Sibbiah and
Blough [13], introduced a dynamic failure problem, where bounded correctness
is made up of three properties: bounded diagnostic latency, bounded start-up
time and accuracy. A node sends heartbeat message to other nodes and then
rely those messages. In this paper heartbeats mechanism has been used for a
node to notify other nodes that, it is working.

2 Proposed Model

2.1 System and Fault Model

A system is composed by N number of nodes called mobiles; they communicate
with each other via a packet radio network. Every node has M number of task
with the task id. The topology of the network at time t illustrated as a directed
graph G(t) = (V, L(t)), where V is the set of nodes, and L(t) is the set of
communication links at time t. Given that x, y ∈ V , edge (x, y) ∈ L(t) if and
only if y is in the communicating range of x at time t or neighbor of x. The
communication protocol supports a one-hop reliable broadcast.

Maximum number of faulty nodes could be σ such that σ ≤ k − 1 for a
connected network, where the k is minimum number of nodes, removal of which
results in a disconnected graph.

2.2 Dynamic Distributed Diagnosis Model

In this paper we discuss a Dynamic Distributed Diagnosis model, which is based
on heartbeat dynamic fault identification model [13]. Heartbeat model identify
the hard faulty nodes for the fully connected and partially connected networks.
In the proposed model we find the soft as well as hard faults in mobile ad Hoc
network. The diagnosis session is divided into three main phases: Testing Phase,
Building phase and dissemination phase.

Testing Phase: The main part of the fault diagnosis model is Testing Phase,
which conclude for a mobile node that which of its neighbor is faulty and which
is fault-free. At the end of this phase every node possesses list of faulty and fault
free neighbors. The algorithm for Testing Phase is shown in Algorithm-1. First
the data structure of mobile node x is listed. Node x receives following packet
from the mobile node y during the Testing Phase:

INIT DIAGNOSTIC: We consider a fault free node as initiator, which will gen-
erate the INIT DIAGNOSTIC packet to intimate the mobile nodes of the network
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Algorithm 1. Testing Phase
Data Structure for any mobile node x :
N ′

t(x) : neighbors set of mobile node x at the time diagnosis i.e. t ≤ t′ ≤ t + Tout.
F (x) : set of mobile nodes diagnosed as faulty, initialized to φ.
FF (x) : set of mobile nodes diagnosed as faulty-free, initialized to φ.
tx : current time (associated with mobile node x).

mobile node x will recieve following packets from mobile node y ∈ N(x):

INIT DIAGNOSIS : < INIT DIAGNOSIS, θ, Tout >
if ((not)INIT DIAGNOSISx) then

INIT DIAGNOSISx � true;
TIMEOUTx � tx + Tout;
rebroadcast the INIT DIAGNOSIS packet;
SENDLIFE RESPONSE(θ);

else
Drop the packet;

end if
LIFE RESPONSE : < LIFE RESPONSE, idy, idtask, Ry, seq noy >
if ((not)TIMEOUT ) then

if ((< idy, seq noy > �= < idy, seq nolast seq no >)and(idy /∈ Fx)) then
node[y].last seq no � seq noy;
generate the response R for task having task id i.e. idtask and compare with Ry ;
if (Ry == R) then

FFx � FFx ∪ {y};
else

Fx � Fx ∪ {y};
FFx � FFx − {y};

end if
else

Drop the packet;
end if

else
Drop the packet;

end if
TIMEOUT : when timeout occur to the mobile node x i.e. the Testing Phase of diagnosis session is
over.
TIMEOUT � true;
Fx � Fx ∪ {Nx(t′) − (FFx ∪ Fx)};
for all l ∈ FFx do

if (node[l].last seq no < node[x].last seq no) then
Fx � Fx ∪ {l};
FFx � FFx − {l};

end if
end for

about the starting of Diagnosis session and flood it to the network. The format
of the packet is as follows: < INIT DIAGNOSTIC, θ, Tout > Where θ is the time
interval for generating the LIFE RESPONSE packet and Tout is the time duration
of the testing phase. Each node after receiving receives the INIT DIAGNOSTIC
packet first time, performs following things:

– Set INIT DIAGNOSTICx as true.
– Call the procedure SENDLIFE RESPONSE with θ i.e. the time interval

as the parameter.
– Set T imeoutx as current time tx plus Tout and rebroadcast the
INIT DIAGNOSTIC packet.

The procedure SENDLIFE RESPONSE is used to generate the
LIFE RESPONSE packet at every θ intervel till the timeout occurs. The proce-
dure is defined more precisely in Algorithm-2.
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Algorithm 2. SENDLIFE RESPONSE

procedure SENDLIFE RESPONSE(θ) � where θ is the time intervel
if (tx == θ and tx �= Timeoutx) then

randomly pick the task from the memory and generate the response Rx for lask i;
seq nox � lastseq nox + 1;
l rb(LIFE RESPONSE, idx, idtask, Rx, seq nox);
SENDLIFE RESPONSE(tx + θ);

end if
end procedure

LIFE RESPONSE: After getting the intimation of the initialization of the diagnosis
session the mobile node sends the LIFE RESPONSE packet with the interval θ till
timeout occurs. The format of the packet is < LIFE RESPONSE, idy, idtask, Ry,
seq noy > Where idy is the sender id, idtask is the task id, Ry is the response
generated by node y with task idtask and sequence number of the response. The
mobile node who receives the LIFE RESPONSE packet does the following things:

– Check if TIMEOUT occurs, the receiver node does not process the
LIFE RESPONSE packet, otherwise it process the packet and check further.

– If mobile node previously received the LIFE RESPONSE with same sequence
number or the sender node is in the faulty set, then drop the packet, other-
wise do further processing.

– After receiving the fresh response packet by the node it updates the last
sequence number received and generate the response of the task for given
task id.

– Compare the generated response R with the received response Ry.
– If both responses are same, add the sender node id to the fault-free node

set; otherwise add the sender node id to the faulty node set and remove the
sender id from the fault-free node set.

In this way, the hard faults can be found after the timeout occur to the mobile
node.

TIMEOUT: When timeout occurs to the mobile node i.e. the time delay expires
for the Testing Phase then variable TIMEOUT become true and calculate the hard
fault with the given conditions in the algorithm. The neighbor nodes which
doesn’t respond till the timeout were considered as hard fault nodes and the
nodes, stop sending the response after some time were also considered as hard
faulty nodes and add those fault node ids to the faulty set.

After the testing phase we do not allow any new faults into the network. Just
after the timeout the initiator node starts sending the ST MSG to construct the
spanning tree in the Building Phase.

Building Phase: For disseminating the diagnosis information in the network we
used existing approach, i.e., spanning tree [7]. There are two popular
methods; flooding based and spanning tree based. Flooding based method is
very easy but consume more energy because of redundancy and complexity.
Flooding doesn’t require building phase to disseminate the information at all.
Whereas spanning tree method consumes less energy and consumes less message
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Algorithm 3. Building Phase
Data Structure for any mobile node x :
ParentSelected : set to true once the mobile x sends its ST MSG message, initialized to false.
Childrenx : the set of mobile nodes that are considered as children of node x in the Spanning Tree.
FFy : fault free set of node y.
Fy : faulty set of node y.

mobile node x will recieve following packets from mobile node y ∈ N(x):
ST MSG : < ST MSG, y, z >
if (y ∈ FFx) then

if (x == z) then
Childrenx � Childrenx ∪ {y};

else if (ParentSelected == false) then
Parentx � y;
ParentSelected � true;
l rb(ST MSG, x, y);
SetT imer(Tout);

end if
else

Drop the packet;
end if
TIMEOUT : when the delay Tout has expired.
if (Childrenx == φ) then

l rb(LOCAL DIAGNOSTIC, Fx, FFx);
end if

complexity. Therefore, in the proposed model we use spanning tree based ap-
proach to disseminate the local as well as global diagnosis information to the
network. In Building Phase we construct the spanning tree, as explain in [6, 7].
Construction of ST (spanning tree) is done by the set of fault-free nodes. In the
algorithm described in Algorithm-3 ST MSG packet is used to construct the ST.
The initiator node initiate the building phase by broadcasting the ST MSG packet
with two information; sender id and the parent id of the sender with the format
as follows: < ST MSG, y, z >

If a mobile node does not have parent, the sender node becomes its parent, if
the sender is not faulty. After finding the parent, mobile node set the variable
ParentSelected as true, so that it can ignore further ST MSG message it receives
from the fault free nodes. After that it broadcasts the ST MSG as sender itself
and with the determined parent node id, for making the children and intimating
the parent node. After a mobile sends the ST MSG message, another timer is set
to the time bound Tout. If the parent node of the sender is itself then add the
sender node id to the set of children. If timeout occurs, the node which does not
have any children starts sending the local diagnosis information to its parents
and initiates the dissemination phase.

Dissemination Phase: After the spanning tree has been constructed, all the
leave nodes of the spanning tree start sending their local diagnostic information
to their parents. After receiving the local diagnostic information of all its chil-
dren, a parent will forward the aggregated local diagnostic information to its
parent, by adding its own local diagnostic information. This process continues
until the all local diagnostic information has reached the initiator node which is
the root of the ST. Now Initiator node has the global diagnostic information of
the fault status of the network and will forward it down the ST, which result in
all fault-free mobile nodes having a global view of the network [7].
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Algorithm 4. Dissemination Phase
Data Structure for any mobile node x :
SystemDiagnosed : set to true once the states of all mobiles are identified, initialized to false.
children : initialized to φ.

mobile node x will recieve following packets from mobile node y ∈ N(x):

repeat
LOCAL DIAGNOSTIC : < LOCAL DIAGNOSTIC, Fy, FFy >
if (y ∈ Childrenx) then

FFx � FFx ∪ FFy ;
Fx � Fx ∪ Fy ;
children � children ∪ {y};
if (Childrenx == children) then � mobile x waits for all its children’s diagnosis views.

l rb(LOCAL DIAGNOSTIC, Fx, FFx);
end if

end if
GLOBAL DIAGNOSTIC : < GLOBAL DIAGNOSTIC, F, FF >
if (x == initiator) then

l rb(GLOBAL DIAGNOSTIC, Fx, FFx);
SystemDiagnosed � true;

end if
if (y == Parentx) then

FFx � FF ;
Fx � F ;
if (Childrenx �= φ) then

l rb(GLOBAL DIAGNOSTIC, F, FF );
end if
SystemDiagnosed � true;

end if
until (SyetemDiagnosed == true)

3 Proposed Model Analysis

In this section we analysis the proposed model in terms of completeness, cor-
rectness and complexity.

3.1 Correctness Proof

Fault-free mobiles diagnosis and disseminate information correctly. If the status
of any node is correctly identify by atleast one fault-free neighbor node at the
end of testing phase then, it is called correct partial local diagnosis and it is
completely diagnosed at end of dissemination phase if every fault-free node has
the correct status of all mobiles in the system, then correct dissemination is
achieved.

Lemma 1. (Partial Diagnosis)The σ-diagnosable MANET is modeled as the
connected graph G = (V, L), let x ∈ V and N(x) indicates x’s neighbors. If node
x is fault-free, then node is correctly identify by atleast one fault-free neighbor
node. Every node x has at least one fault free neighbor.

Proof. Let assume that | N(x) |≤ σ, all are faulty. If we discard all neighbor of
x, will generate the disconnected graph, and hence | N(x) |≥ k. According to
this it will be σ ≥ k. The assumption of our model is the total number of faulty
nodes σ, should not exceed k, that means σ should less or equal to the number
of neighbors i.e. σ ≤ k − 1.
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Spanning tree is constructed through all fault-free mobiles. Only fault-free
node can correctly diagnose the status of its neighbors. In this way we can
achieve complete diagnosis.

Lemma 2. (Fault-Free Spanning Tree) Let G = (V, L) be the connected
graph which is σ-diagnosable and every node contains two set FF and F ′ where
F ′ denote the set of faulty mobiles such that | F ′ |≤ σ. In tree all fault-free
node disseminates information not only to its neighbours also to all nodes in the
network.

Proof. Given that the graph G is connected and the number of faulty nodes
| F ′ |≤ σ < k, by removing faulty nodes we get another connected graph G′ by
node set V −F ′. Since | F ′ |< k then every fault-free node must be connected by
altleast one fault-free neighbor. In this way tree propagates correct information
to all fault-free nodes.

Lemma 3. (Correct Dissemination) Let G = (V, L) be graph which repre-
sents a σ-diagnosable MANET, and F ′ be the set of fault nodes in the network
which is | F ′ |≤ σ. ST is constructed by the fault-free nodes and is used to
disseminate all global information in the network by the root node in a finite
time.

Proof. Firstly we have to prove that status of each node is correctly diagnosed
by at least one fault-free neighbor, then after we have to prove that spanning tree
is constructed by fault-free nodes only. These two are already proved in Lemma
1 and Lemma 2 respectively. Each fault-free node participats to disseminate
the correct information. In this way, correct dissemination phase acheived by
fault-free nodes.

3.2 Completeness Proof

Theorem 1. Let G = (V, L) be graph which represents a σ-diagnosable MANET.
At the end of the dissemination phase each fault-free node x knows the faulty node
set Fx which is same as total faulty nodes in the network Fx = F ′ and fault-free
nodes FFx which is FFx = V − F ′.

Proof. To prove this theorem, firstly we have to prove that every fault-free node
have correctly diagnosed the state of all its neighbors at the end of the diagnosis
session and we have to prove that all leaf node have transmitted its own neighbor
information to its parent and parent combines all its children information and
disseminates in the spanning tree. These are already proved in Lemma 3. After
receiving local information, the root node combines all local information and
generates the global information, which is disseminated to each node in the
spanning tree in finite time. Hence each fault-free mobile knows the correct
status of every node in the network.



126 M. Chouhan, M.N. Sahoo, and P.M. Khilar

3.3 Communication Complexity

Let n is total number of mobiles in the σ-diagnosable MANET. Different type
of messages transmitted in diagnosis session is presented in the Table 1 with the
message complexity.

Table 1. The message complexity of proposed model

Message Type Number of mes-
sages

Description of the message

INIT DIAGNOSIS n All nodes generate at most one message. One initiator
node generates this packet and sends to the neighbor then
neighbor broadcast this packet to its own neighbor.

LIFE RESPONSE β ∗ n, where β is
(Tout/θ)

Each mobile generates LIFE RESPONSE message. It depends
on the no. of interval during testing phase.

ST MSG n In worst case all mobile are fault free and all mobile send
ST MSG including initiator mobile.

LOCAL DIAGNOSTIC n − 1 Each mobile sends one LOCAL DIAGNOSTIC to its parent ex-
cept the initiator, .

GLOBAL DIAGNOSTIC n − 1 In the worst case all node are fault-free so the depth of
the tree is n−1. Hence, n−1 GLOBAL DIAGNOSTIC messages
broadcast in spanning tree.

Theorem 2. The message complexity of proposed model is (4n − 2 + β ∗ n).

Proof. The total number of messages transmit during the diagnosis session in
the proposed model is (4n − 2 + β ∗ n).

3.4 Time Complexity

The time complexity is expressed in terms of the following bounds:

– DG : diameter of graph G(V, L) that represents the MANET.
– DST : depth of the spanning tree.
– TGEN : maximum time elapsed between the reception of the LIFE RESPONSE

message and computing the own task to evaluate the received response.
– TPROP : maximum time to propagate a message in the network.
– TINIT : maximum time elapsed between sending the INIT DIAGNOSIS packet

to the neighbor and receiving the first LIFE RESPONSE packet from the
neighbor.

– TOUT : time delay of diagnosis session.

Lemma 4. The time complexity of the init diagnosis session is DG ∗ TPROP +
TINIT .

Proof. The initiator node starts sending INIT DIAGNOSIS message to its neigh-
bors. A neighbor node receives the packet and broadcasts to its neighbors.
So the last fault free node to receive INIT DIAGNOSIS message and send the
INIT DIAGNOSIS will do so in at most DG ∗ TPROP + TINIT time bound .
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Lemma 5. The time complexity of the testing phase is DG ∗TGEN ∗ β + TOUT .

Proof. The last fault-free node to receive a LIFE RESPONSEmessage and compute
the own task will take at most DG ∗TGEN . Every fault free node should send the
number of LIFE RESPONSE message equal to the number of interval β, hence the
time complexity will be DG ∗ TGEN ∗ β. Any fault-free node takes at most Tout

time to diagnose at least one fault-free neighbor. Hence the time complexity of
testing phase is at most DG ∗ TGEN ∗ β + TOUT .

Lemma 6. The time complexity of spanning tree construction is DST ∗TPROP +
TOUT .

Proof. We adapt the building phase discussed in [7], and this lemma follows
directly from that.

Lemma 7. The time complexity of the disseminating phase is 2DST ∗ TPROP .

Proof. The proof of this lemma is similar to that of given by M. Elhadef et.al
in [7].

Theorem 3. The time complexity of our proposed model is 3DST ∗ TPROP +
DG ∗ TPROP + β ∗ DG ∗ TGEN + TINIT + 2TOUT .

Proof. The proof of this theorem is trivial. Lemma 4-7 describe the time
complexites of each of the phase of the proposed model and collectively the
model takes at most 3DST ∗ TPROP + DG ∗ TPROP + β ∗DG ∗ TGEN + TINIT +
2TOUT .

4 Conclusion

Proposed model makes the fault-free nodes to correctly identify the status, not
only its neighbor, but also every nodes of the network. Our model is based on
the heart beat message and comparison approach in order to achieve a correct
and complete diagnosis. It diagnoses both hard and soft fault. In our model, once
all nodes have diagnosed the fault status of their neighbors, dissemination phase
starts to spread the global information of all nodes to complete the diagnosis in
network. Dissemination approach is based on the spanning tree that reduces the
message complexity. Our model is based on dynamic diagnosis, in this approach
node can be faulty any time during the diagnosis session. A mobile tests many
time during the diagnosis session, hence the number of message will increase
and communication complexity is higher as compare to static diagnosis. The
time complexity is also higher as compare to static diagnosis. The proposed
model can reduce the communication and message complexity if value of θ will
increase.
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Abstract. There is an emerging trend of using mobile agents for wireless 
network applications. For instance mobile agents can be used to protect the 
mobile ad hoc network (MANET) itself by using agent based IDS or IPS.In this 
paper we consider security issues that need to be addressed before multi-agent 
systems in general, and mobile agents in particular, can be used for a broad 
range of commercial applications for MANET. Here we propose a distributed 
scheme to protect both the agents and the host platforms (running at the nodes) 
from possible threats. This paper seeks to form a distributed trust model of the 
network. Here the agents and the host platforms work together to so that each 
trusted node may form a consistent trust view of the network. Each agent is 
given with a list of nodes (host platforms) to visit by their owner (a node). The 
agents, while migrating share their view of the trusted hosts to the platform they 
currently reside. The agents use combination of encryption and digital signature 
(to create hash code) to provide privacy and authentication services.Here 
smooth random mobility model is used to generate node mobility. The 
connectivity between the nodes is decided by the Two-Ray model of radio 
propagation in order to consider multipath propagation effect. The effect of 
environmental noise is also studied. Our proposed algorithm is simulated using 
java and the results show the robustness of our proposed scheme. 

Keywords: Mobile Agent, Security, Digital Signature, Trust, Mobility Model. 

1   Introduction 

A mobile agent is a combination of software program and data which migrates from a 
site to another site to perform tasks assigned by a user according to a static or 
dynamic route [1]. It can be viewed as a distributed abstraction layer that provides the 
concepts and mechanisms for mobility and communication [2]. An agent consists of 
three components: the program which implements it, the execution state of the 
program and the data. A mobile node (MN) may migrate in two ways namely weak 
migration and strong migration [3]. Weak migration occurs when only the code of the 
agent migrates to its destination, a strong migration occurs when the mobile agent 
carries out its migrations between different hosts while conserving its data, state and 
code. The platform is the environment of execution. The platform makes it possible to 
create mobile agents; it offers the necessary elements required by them to perform 
their tasks such as execution, migration towards other platforms and so on.Typical 
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benefits of using mobile agents include bandwidth conservation, reduced latency, load 
balancing etc. 

The route of the mobile agent can be decided by its owner or it can decide its next 
hop destination on the fly.  

Here, we assume the underlying network to be a Mobile Ad Hoc Network 
(MANET) that typically undergoes constant topology changes, which disrupt the flow 
of information over the existing paths. Mobile agents are nowadays used in MANETs 
for various purposes like service discovery [4], network discovery, automatic network 
reconfiguration etc. In fact there are many situations where every MN (needed by the 
application) may not be connected to each other at the same time, so the user can 
submit tasks for processing to the mobile agent. The agent can return the results of the 
calculation thereby greatly reducing the amount of network data transmission. 

But before mobile agent based applications become commercially available, 
securing them from possible threats is very essential. Besides, security of agent 
platform is also important. So, we try to propose a trust model for the nodes. Based on 
this trust, an agent will be asked to visit different nodes (trusted) in order to 
accomplish a task. In the following section we will first discuss about the possible 
threats to mobile agents in MANET. Then in section 3, the state of art regarding this 
area of research is elaborated. In the subsequent section (4) our model is introduced 
that is designed to detect a malicious agent as well as a malicious platform (depending 
on trust level defined later) in a distributed way. Section 5 gives the experimental 
results followed by concluding remarks in section 6. 

2   Security Issues  

Before discussing about countermeasures, let us discuss about who we are securing 
our agents from and why. Threats in a Mobile Agent system can be categorized as [5]: 

• Threats from mobile agent to host platform- A malicious agent may attempt 
denial of service (DoS), damage the software and data, penetrate virus/worms 
and finally action repudiation [5]. It may also steal some secret information of 
the hosts. 

• Threats from host platform to mobile agent- A host platform may also attack an 
agent in several ways, like, reveal private or sensitive action performed by 
mobile agent, execute agents code incorrectly, sending agent to unintended 
destination, cheat agent with false information and information or action 
repudiation [6]. Behavior of the agent can also be altered sometimes by code 
manipulation. It can be stopped if one can cryptographically sign the code of 
the agent. But it (signature) is only feasible when the code is not changed 
frequently. But, the control flow of agent execution cannot be fully protected; 
hence the host can easily deduce information about the state of the agent. 

• Threats from mobile agent to mobile agent-Finally, an agent could face threats 
from other agents in the system like stealing agent information, convey false 
information, render extra messages, DoS and unauthorized access [5, 6]. 



 Mobile Agent Security based on Trust Model in MANET 131 

3   Related Work 

Many researches have been conducted regarding the security issues of Mobile Agent 
based system (MAS). Some are to protectonly the code and some are to protect the 
host platforms. But very few works address all the security aspectsof mobile agent 
system in an ad hoc network. Interestingly most of them do not consider the effect of 
mobility and/or the underlying environment into the security services provided. Some 
of the existing works are discussed below. 

1. In [6] Threshold Cryptography is used to protect the agents and their host 
platforms against possible threats. There is a master public/private key pair to 
sign a certificate (for a service or server). The master public key is known to all 
hosts and any certificate signed by the master private key (kpr) is considered to be 
trusted.It is divided into a no. of shares and is stored in a group of nodes. Thus, to 
decrypt an agent, the shares should be collected to form the private key. But due 
to reasons like, node mobility, transient failure of the links and limited battery 
backup, a node of that group (having one share) may not be available and hence 
the entire system performance would degrade. 

2. In [7] concept of a Secure Image Controller (SIC) is introduced that works like a 
trusted third party. SIC generates an image (a version) of the agent and sends the 
image to the compromised host. After completion of execution the agent image is 
compared with the original agent by the SIC. But SIC may become a bottleneck 
especially in a resource constrained network like MANET. 

3. The method[8] of signing the code allows authenticating and authorizing a mobile 
agent. Digital signature can be used for this purpose. The signature may be 
provided by either the creator of the agent or the owner or some third party. The 
security policy of the platform decides whether to trust those signed codes and 
how much. But such methods need a central certificate authority-not suitable for a 
distributed system like MANET.In [8] a blackbox security approach, obfuscated 
code, is mentioned thatscrambles an agent’s code to make it unreadable. But it is 
difficult to quantify the protection time provided by the obfuscation algorithm. 
Also no black-box algorithms exist that work for arbitrary data. 

4. Symmetric Key Cryptography can be usedto protect the intermediate state of 
partial result of an agent[9] after being executed on a host platform. Strong 
migration [3] is assumed here. But to enforce this, a large no. of symmetric keys 
should be generated and maintained – a bottleneck in mobile ad hoc network. 

5. In this scheme[10] three agents are used. A dummy agent moves first to a host, 
returns results of its calculation back to the original agent. If that indicates a safe 
host then the agent records the path with the cooperator agent and encrypts its 
data to finally move to the host platform. As is evident this system suffers from 
poor performance and utilizes bandwidth (expensive in MANET) inefficiently. 

Only a few works is done on trust management system for MAS and we found none 
of them to focus specifically on MANET. However,managing trust in MANET is 
thoroughly dealt with in literature. The framework of a typical Trust Management 
System(TMS) contains a Watchdogand a Reputation System (RS) [11].  In [12] such 
a reputation-based trust model for MAS is presented where the agents and the nodes 
they visit are asked to provide feedback about their interaction in a timely manner  
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(to a feedback storage server). This paper also presents an algorithm that inspires each 
participant in each transaction to faithfully provide its truthful feedback. However the 
work focuses on Bayesian networks and thus constraints like node mobility, limited 
bandwidth or absence of a coordinator (always available) are not considered. Thus 
assuming the availability of feedback server is unrealistic in MANET.  

4   Our Work 

In this paper, we define our mobile agent-based system (S) to be consisting of M 
independent agents deployed by k owners that may move in the underlying MANET. 
To describe our model we will take help of the following abstraction of MANET.Here 
we try to protect mobile agents from visiting malicious hosts (nodes) and to prevent 
trusted nodes from sending agents to malicious ones. We assume compromised nodes 
can send malicious agents to mislead a node or it can send a no. of agents to a trusted 
node in order to block its traffic and hence launch DoS attack. 

4.1   Modeling MANET 

We model the underlying network as an undirected graph G= (V,E) where V is the set 
of MNs and E is the set of edges among them. Let the network consist of N nodes, 
thus |V|=N that may or may not be connected via bidirectional links (e).  

Initial locations of the nodes (vis) are assumed to be provided. The mobility of 
nodes in MANET can be simulated using SRMM [13]. This model is like Random 
Waypoint Mobility Model [13] but more realistic as it prevents the mobile nodes 
(MNs) from taking sharp turns or making sudden stops.  

To incorporate SRMM [13] a Poisson event determines the time instant of change 
in speed. A new speed is chosen from the interval [0,Vmax] where 0 and  Vmax are 
given higher preference and rest of the values are uniformly distributed. Once a target 
speed is chosen the current speed is changed according to the acceleration a(t), which 
is once again uniformly distributed in [0, amax]. The values of Vmax and amax may be 
different for different users. For example for vehicular traffic these will have higher 
values than pedestrians. Thus as in [13], 

vi(t):= vi(t-Δt)+ai(t)*Δt   (1)

A new target direction is chosen only when vi(t)=0 (stop turn and go[13]). At 
every time instant direction (Δφi(t)) changes incrementally to attain the target 
direction as [13], 

φi(t)= φi(t-Δt) +  Δφi(t)  (2)

Now, using vi(t), ai(t) and φi(t), we can estimate the node position (xi,yi) at (t+Δt) 
as  

xi(t+∆t)=xi(t)+∆t*vi(t)*cosφi(t)+0.5*ai(t)*cosφi(t)* (3)

yi(t+∆t)=yi(t)+∆t*vi(t)*sinφi(t)+0.5*ai(t)*sinφi(t)*Δt2  (4)
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The distance between a pair of nodes (dij) can be calculated as follows d t x x y y  (5)

The probability of link existence (Plink) not only depends on the distance between 
the nodes but also on environmental factors.So, even when two nodes remain within 
the transmission range of each other, quality of transmission can degrade 
appreciably[14]due to multipath propagation. The average received power (pr) is a 
function of the distance between the transmitter and the receiver. Here we take the 
two-ray model for radio propagation in order to show how the transmitted signal 
power (pt) incurs loss while reaching the receiving end. Thus pr(d) can be stated as 
follows [14]: p d p G G h hd  (6)

In free space, the received power varies inversely to the square of the distance but 
here we have assumed the exponent to be 4 to indicate the presence of a medium. 

Thus at a certain time instant we get a view of the MANET as G(V,E’) where E’ is 
a subset of E. (E-E’) denote the edges deleted due to environmental factors. 
As we know that in an ad hoc network it is not possible touse a central server or a 
single point of trust, so trust should bedistributed here among the connected nodes. 
We define our MAS on MANET as follows. 

4.2   ModelingMobile Agents Based System 

In this scenario we can think of a mobile agent as a token visiting one node to another 
in the network (if the nodes are connected) based on some strategy as needed by the 
underlying applications to accomplish its task. 

An important use of Mobile Agent may be to collect data from a network like in 
service discovery [4] or clustering in MANET. In ecommerce applications also the 
agents are expected to visit all the nodes in the network [7].We take an example 
where people may want to share real time data among them in a meeting. Here we 
consider that, the people in the meeting have established an ad hoc network to get and 
stay connected with each other. We also consider that communicating devices (i.e. 
Laptop/PDA) used by them have the ability to process an Agent code, that means all 
the nodes can act as potential hosts for the agents. Now, assume that person 1 (MNA) 
wants to gather some data from other members and has launched a mobile agent for 
that purpose. That agent will move from one node to another, collect data and at last 
return with the collected data to its owner, that is, the node that launched it. Thus an 
agent starts its journey from a given owner and moves from one node to another at its 
will. The owner provides a Priority List(PL) to the agent which contains a list of node 
ids that are most beneficial migration sites (for the application that deployed that 
particular agent). So, an agent will always try to visit those nodes from the priority list 
as its first preference. But this movement is successful if the two nodes are connected 
and there is no simultaneous transmission in the neighborhood of the intended 
destination (taken care of by the MAC protocol). So, we associate a probability with 
the movement to indicate transient characteristics of the environment, since, for 
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example, the routing table may not be updated properly or the link quality may have 
degraded so much (due to increased noise level) that the agents are unable to migrate. 
Thus, if an agent residing at node MNA decides to move to node MNB (connected to 
MNA) then the agent successfully moves to MNB with probability pt. Here pt denotes 
the problem of unpredictable background noise level mentioned above. For example, 
noise level may increase due to heavy rainfall. 

4.3   Our Model 

The following data structures are needed 

Priority_list of agent j:        PL:-it has two fields- node_id and trust_level  
  (unvisited 0; suspected -1; trusted +1) 

Trust_threshold:                             k (a positive integer) 
Default trust level:                         TS (> k) 
Trust level view of the MANET by node i: (Trust level1, Trust level2, Trust 
level3,………………..)iwhere trust level1 represents the trust value assigned to 
node id=1 by the current node 
Initially the priority lists (PL) of all agents have 0 trust level corresponding to 

every node id in their PL. So also then any node I’s view of the network will be 
(TS,TS,……)i. 

The workflow can be divided into two parts: (i) Algorithm I gives the function of 
the agents that helps to collect first hand information about an agent’s trust; (ii) 
Algorithm II running at the nodes takes its input from algorithm I and any broadcast 
message received by the node (second hand information) to update the distributed 
trust model and hence the node’s trust level view of the network. This in turn affects 
the route taken by newer agents.Steps followed by each agent 

Algorithm – I: Agent_code() 

1. While task given to the agent is not completed  
1.1. Move to an agent site (MN) (unvisited) according to the PL provided. 
1.2. If that destination falls in the same cluster as it is now residing, the 

agent moves to the new destination with probability p  
1.3. Before processing, take hashcode of the agent’s own code and data. 
1.4. If the hashcode matches with the one stored in a secured way in the 

agent’s data, then 
1.4.1. Share information regarding the visited nodes with the host  

 platform. 
1.4.2. Set the trust value of this node to +1 in the PL. 
1.4.3. Gather information needed by the application that deployed this  

 agent. 
1.4.4. Update the computed results. 
1.4.5. Compute hashcode of the new updated code and data and store it in  

 a secured way. 
1.5.  Otherwise put the trust level of this node to -1 in its PL and go to  

 step 2.//inference: most likely- agent data has been changed 
2. Move back to the owner. 
3. Stop. 
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Steps followed by every MN (host platform) 
Algorithm – II: MN_code() 

1. Input network configurations. 
2. For t=t0 to T repeat the following. 

2.1. Some nodes may also fail because of software/hardware failure 
according to Weibull distribution. Node failure can be simulated by 
deleting the edges e from E’ further that are incident on the failed 
node . 

2.2. If a node fails then go to step 3. 
2.3. Movement of nodes according to the SRMM is updated as follows 

2.3.1. Update the speed and direction according to equations 1 and 2. 
2.3.2. With the new velocity update the node locations according to 

equations 3 and 4. 
2.3.3. Distance between each pair of nodes is calculated using 

equation (5) and E’ is populated according to equation (6). 
2.4. If an agent comes to this site/node (MNj) 

2.4.1. If the visit frequency of agent from a particular node (MNk) 
reaches threshold then  

2.4.1.1. The agent is killed (since it can be an indication of DoS 
attack.) 

2.4.1.2. A message will be broadcast stating MNk to be 
compromised.   

2.4.1.3. Delete the current trust level view stored at MNj. 
2.4.2. Otherwise 

2.4.2.1. Update the trust level of the nodes as follows. 
2.4.2.1.1. If the agent is found to trust a node (MNk)  (has a 

positive trust level in its PL) then increment the 
trust value of (MNk) in the trust level view of MNj 
by 0.5. 

2.4.2.1.2. If the agent is found to suspect a node (MNk)  (has 
a negative trust level in its PL) then  

2.4.2.1.2.1. Kill that agent. 
2.4.2.1.2.2. Decrease the trust level of its owner and 

learn not to migrate an agent via this node. 
2.5. If an agent owned by this node comes back containing at most one 

suspected node in its PL then 
2.5.1. Update the results.  
2.5.2. Update the trust level view of the network according to the 

agent’s PL (increase by 0.5 or decrease by +1)  
2.5.3. If a node is found to be suspected then learn to avoid the 

existing route followed by the agents  
2.5.4. Kill the agent (Algorithm – I, steps 1.4 and 1.5). 

2.6. If the resulting trust level of any node falls below Trust_threshold 
value then advertise the node id to be a suspected one to the rest of the 
nodes. 
 

Vv ∈
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2.7. Whenever a message regarding suspected node id is received from a 
trusted node, then depending on its trust level, the relevant 
information would be updated. 

2.8. The PL for each agent containing trusted node ids is also formed and 
kept with the owners. 

2.9. Deploy the agents. 
3. Stop. 

In step 1.3 of Agent_code(), the secured way of storing means that we assume the 
hashcode is stored in a way that is not easily understandable/modifiable by a host 
platform. For example it can be encrypted by the owner and the hashcode calculation 
may include the encryption key along with the agent’s code. Moreover we assume 
that the hashcode calculation and matching part (step 1.4 of algorithm I) is stored in 
such a (secured) manner that it cannot be changed in transit. Further, in the next step 
(1.4) if the current host platform (where the agent currently resides) is found to be 
malicious, then most likely the data part of the agent is changed, not the code. So to 
save network bandwidth and improve performance of MAS, killing of the agent 
cannot be suggested rather the agent can be asked to move back to its owner (so that 
the owner may update its trust level accordingly). Because the PL (kept as part of 
agent’s data) could also be corrupted. Individual node failures are considered in step 
2.1 of MN_code(). But we did not consider the fault tolerance of the nodes. In step 
2.4.2.1 and 2.5.2 of MN_code(), the trust value is incremented slowly but 
decremented rapidly from agent’s feedback. This is done to avoid agent migration to 
compromised sites under all circumstances. A node learns about a suspected area in 
the network in steps 2.4.2.1.4 and step 2.5.3. 

As can be seen, agents in our system migrate and collect feedback about the 
trustworthiness of the nodes they visit. So, they work like watchdogs [11]. Their 
feedbacks (stored in the status of the PL) work like firsthand information [11] for the 
reputation system working at the nodes (step 2.4.2.1.1 of algorithm II). The broadcast 
messages from a trusted node (step 2.7 of algorithm II) to others act as second hand 
information [11] for the recipients. The reputation system at the nodes based on the 
first hand and second hand information updates its view of the network and 
accordingly guides (providing PL) the agents it deploys. 

5   Experimental Results 

The simulation is carried out in java and can run in any platform. For simplicity, in our 
simulation the PL tells the agents which nodes to visit. After visiting all the nodes from 
the PL successfully, the agent moves back to its owner. We have taken an instance 
where there are six nodes in the network. Two mobile agents are deployed by four 
different owners. Agents 0 and 1 start their journey from nodes MN0 and MN1 
respectively and roam around the network to accomplish its task. Thus an application 
(for example service discovery) running on MN1 deploys agent 1. Our job is to protect 
the agents from malicious hosts and to kill a compromised agent as soon as possible. 
Initially all nodes are initialized with a default trust level. The agents are provided with 
a given PL by their respective owners (agent 0 needs to visit MN1 and MN2 whereas 
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agent 1 needs to visit MN2 and MN3). For example, visiting nodes MN1 andMN2 will 
be most beneficial for agent 0 and so on. 

The nodes are taken close enough so that they form a connected network initially as 
shown in figure 1(a). Every 3 seconds the positions of the nodes are updated according 
to SRMM. The simulation is carried out for 120 seconds. SRMM generates realistic 
and smooth movement of the nodes.Connectivity of the nodes is calculated according 
to the Two-ray model. The network topology at 4 successive time instants is shown in 
figure 1(a, b and c).  Agents are also shown in figure 1 by callouts along with a 
numeral to indicate agent ids. The dotted ones (callouts) represent the starting position 
and the bold ones (callouts) represent end point of their journey at that time instant. 
The status of their PL is also shown in the figure. MN3 is assumed to be malicious in a 
sense that it tries to change the data carried by an agent. 

Table 1. Trust Level view of MN1 Table 2. Default values of our configuration  

MN0 MN2 MN3 MN4 MN5

5 6 4 5 5 
 

Parameter Default Values 
M 20 
N 25 
Trust View default 5 
Trust_threshold 3 
Minimum required signal power 18 dBm 
Length of priority list 0.5N 

In time instant t (say) both agent 0 and agent 1migrate to MN2 (figure 1(b)), do 
necessary calculations, compare hash code, update results, take new hash code 
(algorithm-I in section 4.4) and then move towards the next node in its 
PL.Consequently agent 0 migrates to MN1, computes and compares hash code and 
shares its belief of MN2. Thus trust level for MN2 at MN1 gets increased by 0.5. In the 
mean time agent 1 suspects MN3and decides to move back without computing results 
at MN3. Thus in the next time instant MN1 finds agent 1 back and decreases the trust  

 

                        (a)                                                       (b)                                           (c) 

Fig. 1. (a) Initial configuration of MANET having 6 nodes 
 (b)  MANET configuration and corresponding agent locations after 3 seconds 

(c) MANET configuration in next 3 seconds indicating end of agent 1’s journey 

1 0

1
0

 
 

 
 1

0

1 0

 
 

11 0

 
 

 



138 C. Chowdhury and S

level of MN3 before creatin
could not make a successful
the trust view of MN1 is sh
by 0.5 (by visiting agent 0 
MN3 is decreased by 1 as is
the trust value of MN3 reac
updates the trust view abou
nodes get a consistent view
agents. 

Fig. 2. System perform
environments 

We have done a series 
algorithm. The default val
explicitly mention any chan

First the effect of theinhe
noise increases, stronger si
increases the minimum requ
takes longer times to detect
network become compromi
time increases further with
environment, longer time i
reach a steady state.  

If we fix the background
required pr and vary the no.
them increases even furthe
suspected node, it comes 
further. As the result carried
MANET any further wou
deployed.This strategy save
in the network a time c
compromised nodes increas

But if we increase the s
result is shown in figure 4. 
fixed to 84%.Corresponding
with larger networks, becau
into a no. of components m
network impossible. As age

0

100

Ti
m

e

Required Strength of Signal

System Performance in 
Environment

. Neogy 

ng a new agent (figure 1(c)). Due to transient faults agen
l migration this time and stays back at MN1. After this ti

hown in table-2. The trust value for MN2 is increased tw
and then by agent 1) thus making it 6. The trust value 

s indicated by the PL of agent 1. The process goes on and
ches below 4 at MN1, it broadcasts a message which in t
ut MN3 at MN0. This process goes on and eventually all 
w of the network only if they create or are visited by 

mance in noisy Fig. 3. System performance as threat to
agents increases 

of experiments to show the robustness of our propo
lues for the experiments are shown in table-3. We w

nge in these values for individual experiments. 
erent background noise is shown in figure 2. As backgro
ignal becomes necessary for successful transmission. T
uired prthereby decreasing coverage area of a node. Thu
t compromised nodes in the network.As more nodes in 
ised, more time is needed to detect them. This difference
h increase in background noise. Thus for a highly no
is needed before the trust views of the nodes in MAN

d noise level to a particular value and hence the minim
. of malicious nodes in the network, the time to detect al
er. By step 1.5 of algorithm I, whenever an agent find
back to its owner without discovering the MANET 
d by this agent is meaningless for its owner- roaming in 
uld not serve the purpose for which this agent w
es bandwidth but makes detection of other malicious no
consuming task. Hence figure 3shows that as no. 
ses, the time to detect all of them increases even further. 
size of MANET keeping other parameters fixed, then 
Here we have kept the percentage of trusted nodes alm

gly the PL of the agents also becomes larger (table-3). T
use of inherent mobility, the network becomes partitio
making the movement of the agents in some parts of 
ent migration gets delayed, the process of trust calculat

l Received …

Noisy No. of 
Comprom
ised 
Nodes=1
No. of 
Comprom
ised 
nodes=2

0

500

0 2 4 6 8

Ti
m

e
No. of Malicious Nodes

Time to Detect Increasing no. of 
Malicious Nodes

nt 1 
ime, 
wice 
 for 
d as 
turn 
the 
the 

o the 

osed 
will 

und 
This 
us it 
the 

e in 
oisy 

NET 

mum 
ll of 
ds a 
any 
the 

was 
odes 

of 

the 
most 
Thus 
oned 

the 
tion 

10



 M

and sharing is also hamper
find all suspicious nodes.  

We introduce a new m
follows 

We assume MN2 and/or 
from the beginning but MN
observed that after a certa
independent of the referenc
the robustness of our protoc
trusted ones. 

Fig. 4. System performance fo
networks 

6   Conclusions 

This paper provides a soluti
threats of modification of a
find distributed trust model
get a consistent trust level v
them from visiting compro
agent’s data and code in o
methodology to secure no
provides prime security se
given the responsibility of k
is found to be malicious, its
enables an agent to share in
MNs update their trust lev
also detected eventually an
nodes only listen to (and up
trust.The protocol is valida
that for a larger MANET lo

0

500

1000

Ti
m

e

No. of Number Node

Time to Detect Maliciou
Nodes in Bigger Network

Mobile Agent Security based on Trust Model in MANET 

red. Thus for larger MANETs longer time is necessary

metric called the ratio of agents passed that is defined

. .  

MN3 to be compromised where MN2 behaved maliciou
N3 was compromised during simulation (see figure 5). I
ain time (513 units) the ratio of agents passed becom
ce point when a node becomes compromised. This expla
col as all malicious nodes can eventually be detected by 

or bigger Fig. 5. Ratio of agents passed where MN3 beco
compromised in run time 

ion for securing mobile agents in MANET against possi
gent data and/or code by compromised nodes.It attempt
l for the network so that each trusted node may eventua
view of the network and hence prevent agents deployed
omised nodes any further. Herewe take hash code of

order to detect possible modification. Our model provi
ot only the agents, but also the agent owners(nodes)
ervices like integrity, authenticity.The agent owners 
killing malicious agents and creating new ones. If any n
s entry is removed from the PL of new agents.The sche
nformation about MANET with the nodes it trusts, help
vels.Modification of agent’s code and/or data in transi
nd is broadcast.To protect from malicious broadcasts, 
pdate trust level) broadcastmessages from the senders t

ated and results are shown in section 5. It can be obser
onger time is necessary to detect all compromised nodes.

es(N)

s 
ks

139 

y to 

d as 

(7)

usly 
It is 
mes 
ains 
the 

 

mes 

ible 
ts to 
ally 

d by 
f an 
ides 
). It 
are 

node 
eme 
ping 
it is 
the 

they 
rved 
.  



140 C. Chowdhury and S. Neogy 

References 

[1] Chowdhury, C., Neogy, S.: Estimating Reliability of Mobile Agent System for Mobile 
Ad hoc Networks. In: IEEE Proc. 3rd International Conference on Dependability, pp. 
45–50 (2010) 

[2] Cao, J., Feng, X., Lu, J., Das, S.K.: Mailbox-Based Scheme for Designing Mobile 
Agent Communications. Computer 35(9), 54–60 (2002) 

[3] Migas, N., Buchanan, W.J., McArtney, K.: Migration of mobile agents in ad-hoc, 
Wireless Networks. In: Proc.11th IEEE International Conference and Workshop on the 
Engineering of Computer-Based Systems, pp. 530–535 (2004) 

[4] Meier, R.T., Dunkel, J., Kakuda, Y., Ohta, T.: Mobile agents for service discovery in ad 
hoc networks. In: Proc. 22nd International Conference on Advanced Information 
Networking and Applications, pp. 114–121 (2008) 

[5] Jansen, W., Karygiannis, T.: Mobile Agent Security, NIST Special Publication, 
http://csrc.nist.gov/publications/nistpubs/800-19/ 
sp800-19.pdf 

[6] Rizvi, S.M.S.I., Sultana, Z., Bo, S., Islam, M.W.: Security of Mobile Agent in Ad hoc 
Network using Threshold Cryptography. In: The Proc. of the International Conference 
on Cryptography, Coding and Information Security (2010) 

[7] Tarig, M.A.: Using secure-image mechanism to protect mobile agent against malicious 
host. In: Proc. of World Academy and Science, Engineering and Technology, pp. 439–
444 (2009) 

[8] Borselius, N.: Mobile agent security. The Electronics & Communication Engineering 
Journal 14(5), 211–218 (2002) 

[9] Yee, B.S.: A Sanctuary for Mobile Agents. In: Ryan, M. (ed.) Secure Internet 
Programming. LNCS, vol. 1603, pp. 261–273. Springer, Heidelberg (1999) 

[10] Haghighat, R., Yarahmadi, H.: A New Approach for Mobile Agent Security. In: The 
Proc. of the World Acadamy of Science, Engineeringand Technology, vol. 32 (2008) 

[11] Li, N., Das, S.K.: A trust-based framework for data forwarding in opportunistic 
networks. Ad Hoc Networks (in press) 

[12] Songsiri, S.: MTrust: A Reputation-Based Trust Model for a Mobile Agent System. In: 
Yang, L.T., Jin, H., Ma, J., Ungerer, T. (eds.) ATC 2006. LNCS, vol. 4158, pp. 374–
385. Springer, Heidelberg (2006) 

[13] Bettstetter, C.: Smooth is better than sharp: a random mobility model for simulation of 
wireless networks. In: The Proc. of the Fourth ACM International Workshop on 
Modeling, Analysis and Simulation of Wireless and Mobile Systems, pp. 19–25 (2001) 

[14] Rooryck, M.: Modelling multiple path propagation- Application to a two ray model. 
The Journal of L’Onde Electrique 63, 30–34 (1983) ISSN 0030-2430 



 

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 141–152, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

An Efficient Protocol to Study the Effect of Flooding on 
Energy Consumption in MANETS 

Anita Kanavalli1, N. Chandra Kiran1, P. Deepa Shenoy1,  
K.R. Venugopal1, and L.M. Patnaik2 

Department of Computer Science and Engineering 
1 University Visvesvaraya College of Engineering, Bangalore, India 

2 Vice Chancellor, Defence Institute of Advanced Technology (Deemed University) 
Pune, India 

anita.kanavalli@gmail.com 

Abstract. Mobile Ad-hoc network (MANET) comprises of mobile nodes which 
can communicate with each other through wireless channel. MANET is 
different from fixed wired networks, as the nodes are mobile, and they have a 
limited transmission range. A major issue with ad-hoc networks is energy 
consumption since node mobility is dependent on battery-operation. The 
mobility of the nodes introduces a new challenge to find the location of the 
node. Most of the MANET routing protocols rely on flooding for finding the 
location of the node. In this paper an attempt is made to study the effects of 
flooding on the energy consumption of the nodes. The comparison is made on 
the protocols DSDV, AODV, DSR which rely on flooding, with the Ring 
routing protocol which does not use flooding for finding the location of the 
node. The ring protocol introduces a new conceptual design, which does not 
depend on flooding nor uses location dependent identifiers for locating the 
node. The ring protocol is well suited for studying the effect of flooding on the 
energy consumption as this protocol does not use flooding. This paper covers 
the introduction and working of the protocol, and the results of comparison. The 
simulation is carried out using ns-2 simulator. 

Keywords: Ad-hoc routing, Energy consumption. 

1   Introduction 

A Mobile Ad-hoc Network is a collection of wireless mobile nodes without the need 
of any network infrastructure or a central administration they can form a  network[1]. 
The Mobile Ad-hoc networks do not have any fixed routers; the nodes are capable of 
movement and can connect dynamically in arbitrary manner. The nodes are capable of 
computation and communication and hence act as routers. They can maintain routes 
to other nodes in the network. In order to facilitate the communication in the network, 
a routing protocol is used to establish the routes between nodes, which are different 
from routing protocols for wired-networks.  The primary goal of the routing protocols 
in ad-hoc networks is to establish the routes correctly and efficiently between the pair 
of nodes and to ensure that the messages are delivered in a timely manner. The initial 
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Mobile Ad-Hoc Network routing protocols emerged by introducing some 
modifications to the existing wired routing protocols. The routing protocols can be 
classified into two types, namely Table-Driven routing protocols and Source-Initiated 
on demand routing protocols. In the case of table-driven routing protocols the nodes 
maintain routing information even before it is needed. Hence these protocols are also 
called as proactive routing protocols. Each and every node in the network knows the 
route to every other node in the network. Routing information is usually kept in 
routing tables and is periodically updated as the network topology changes. On the 
contrary, the source-initiated on demand routing protocols do not maintain routing 
information or routing connectivity if there is no communication. If a node wants to 
send a packet to another node then the protocol searches the route in an on-demand 
manner and establishes the connection in order to transmit and receive the packet. 
Hence this protocol is also called as reactive protocol. The Destination Sequenced 
Distance Vector (DSDV) [2] routing protocol is an example for Table-Driven 
proactive MANET routing protocol, Dynamic Source Routing (DSR) [3] and Ad-hoc 
On-demand Distance Vector (AODV) [4]  routing protocols are examples of the 
source-initiated reactive MANET routing protocol. Both the proactive and the 
reactive classes of routing protocols rely on flooding for connection establishment and 
transfer of packets. The proactive routing protocols resort to flooding whenever 
network or topology changes, whereas the reactive class of routing protocols uses 
flooding for route discovery. The use of flooding increases the message overhead, 
which further increase the congestion in the network, where a network is flooded by 
the control packets there by blocking the data packets to reach to the node 
successfully. As the size of the network increases the amount of flooding also 
increases, there by drastically reducing the performance of the protocol. The energy 
of the node is decremented when it sends or receive the packets. Once the energy of 
the node reaches zero, the node is shut-down and is considered terminated by the 
system. If the network has a large number of control messages, most of the energy is 
exhausted on reading, analyzing and handling the control packets, there by will have 
adverse effects on the energy efficiency. Most of the research is done on how to 
conserve the energy of the ad-hoc networks[5], and many power aware[6] and energy 
aware[7] routing protocols are introduced. Proposals were made on how to reduce the 
flooding in the networks, so as to reduce the number of control message required.   
Advancements were also made in the area of basis ad-hoc routing protocols, a new 
family of protocols called as hybrid protocols were introduced which combined the 
advantages of both proactive and reactive protocols. These protocols mainly 
concentrated on increasing the scalability of the networks. In recent years alternative 
strategies, for locating the position of the node have been proposed. The Zone 
Routing Protocol (ZRP) [8] is an example of the hybrid routing protocol and the 
LANMAR is an example of the location-based routing protocol. Most of these 
protocols were compared with respect to the scalability and the performance of the 
network, no attempt was made to study how energy efficient are, these networks.  

In the ring routing protocol the nodes are organized in the shape of a ring. The 
assignment of the nodes in this ring is done in the order of their location independent 
identifiers. Each node maintains a routing path to its neighbors in the ring. In addition 
the nodes along the path store the next hop towards each path end point in a routing 
table. The ring protocol performs well because it does not flood and it does not use 
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location dependent addresses, which helps in minimizing the control overhead 
required, thereby increasing the performance of the protocol. This work mainly 
concentrates on the energy consumed by the protocol. The protocol is compared with 
the traditional routing protocols namely DSDV, AODV and DSR using the network 
simulator-2[9].  

The paper is organized as follows, in section II an overview of traditional MANET 
routing protocols is presented. Section III describes the ring protocol in detail. Section 
IV covers the performance evaluation. Section V gives the conclusion. 

2   Related Work 

This section covers the existing ad-hoc routing protocols and gives a brief comparison 
of these protocols. The basic wired routing protocols were modified in order to adapt 
them to the Mobile Ad-Hoc networks. 

2.1   Destination Sequenced Distance Vector (DSDV) 

First, The Destination Sequenced Distance Vector protocol is one of the first 
protocols proposed for ad-hoc networks. It is an enhanced version of Bellman's Ford 
algorithm where each node maintains the table that contains the shortest distance and 
the first node of the shortest path to every other node in the network. It is a hop by 
hop proactive protocol In DSDV protocol the updates due to broken links lead to very 
heavy control overhead during high mobility, even a small network with high 
mobility or a large network with low mobility can choke up the bandwidth. Hence this 
protocol suffers from excessive control overhead that is directly proportional to the 
number of nodes in the network. 

2.2   Dynamic Source Routing (DSR) 

Dynamic Source routing (DSR) protocol is an on-demand routing protocol designed 
to restrict the bandwidth consumed by control packets. The major difference between 
this and the other on-demand routing protocols is that it is beacon less and hence does 
not require the periodic HELLO packets transmissions, which are used by a node to 
inform to its neighbor nodes of its presence. The bandwidth is restricted by finding 
the path only when required. The disadvantage of this protocol is that the broken link 
cannot be repaired by the route maintenance phase. Stale route cache information can 
also lead to inconsistencies during route reconstruction. 

2.3   Ad-Hoc on Demand Distance Vector (AODV) 

Ad-Hoc on-demand distance vector (AODV) routing protocol uses on-demand 
approach for finding the routes, that is a route is established only when it is required 
by a source node for transmitting packets. It belongs to the class of Reactive routing 
algorithms. It employs destination sequence numbers to identify the most recent path. 
AODV does not repair a broken path locally. When a link breaks, it is usually 
observed through the periodic beacons or through link-level acknowledgments, and 
are notified to the end nodes. 
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2.4   Other Routing Protocols 

Distance Routing Effect Algorithm for Mobility (DREAM) [10] is an example of 
restricted directional flooding routing protocols. Cell Hash Routing (CHR), is 
designed to cope with problems like limited available energy, communication range 
or node mobility. CHR overcomes these problems by using the distributed hash table 
of clusters than individual nodes [11]. 

There are some new hybrid protocols which try to introduce the concept of hashing 
into the ad-hoc networks to increase the performance. Examples of these protocols are 
Dynamic Address RouTing (DART) [12] protocol, Virtual Ring Routing (VRR) [13] 
Protocol.  

3   Ring Protocol 

The main motivation of ring protocol is to reduce flooding of control messages in ad-
hoc networks. The performance and efficiency of ad-hoc routing protocols depends 
on how efficiently the routing protocol finds the neighbors or the peers of the node, 
this is usually done by exchange of control packets between the nodes through 
flooding. The ring protocol does not flood the network and it also uses location 
independent identifiers for the nodes, which do not require any external or complex 
mechanism for finding the location of the node, there by reducing the complexity of 
the protocol and to attain high performance. 

3.1   Node Identifier  

Each node is assigned a unique global identifier generated through a 3-digit 
hexadecimal number generation algorithm; these identifiers are used to distinguish 
different nodes. The generated identifiers are random unsigned integers. The protocol 
works on the assumption that the node identifiers are fixed, unique and location 
independent. The protocol does not impose any structure on the node identifiers. It 
only requires that they are unique and totally ordered. Figure 1 shows an ad-hoc 
network with node identifiers assigned. 

 

Fig. 1. Network with node identifiers 
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3.2   Ring Formation  

After successfully assigning the identifiers to the nodes they are placed in a circular 
ring in the increasing order of their node identifiers. For any given node, the other 
nodes which are adjacent to the node in the ring are part of registered neighbors of the 
node. They are termed as registered neighbors as they get registered in the nodes’ 
Neighbor_Registry table. The registered neighbors of a particular node can be of two 
types, the physical neighbors of the node in the network and the other type are the non-
physical neighbors of the node which are nothing but the nodes which are lying beside 
the given node in the ring. Figure 2 shows the equivalent ring for the network topology 
in Figure 1 and also shows the non-physical neighbors of node 3A0 and also its 
routing-paths. 

3.3   Neighbor_Registry Table 

Each and every node in the network maintains a Neighbor_Registry table with 
information about the routing paths to all its registered neighbors, both physical and 
non physical. It also tries to maintain the neighboring nodes of the nodes, which may 
help in constructing the alternative routing paths in case of the failures in the network. 
Each entry in the Neighbor_Registry table denotes the two routing-path endpoints and 
the next hop towards each endpoint.  

 
Fig. 2. The nodes in a ring 

Table 1. Neighbor_Registry Table 

EndPointA   NextHopA EndPointB NextHopB Status 

3A0 null 2D8 8D2 00 

3A0 null 2D4 E57 00 

3A0 null 3F2 E57 00 

3A0 02A 4D3 8D2 10 

A02 8D2 A92 E57 00 

35F 12E 37A 6D3 00 

3A0 null 8D2 8D2 01 

3A0 null E57 E57 01 
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The Neighbor_Registry table also stores the status flag which is used to indicate the 
type of the node(EndPointB). The status flag is actually a 2-bit flag. The meaning of 
each flag is given below. 

              00       -            Non Physical Neighbor 
              01       -            Physical Neighbor (1-hop) 
              10       -            Physical Neighbor(multi-hop) 
              11       -            Failed Nodes    

Each routing path is attached with a timestamp which will help to uniquely identify 
the path. Each node originates at most one path to each of its two non-physical 
neighbors on the ring. Table I shows the Neighbor_Registry table for the node 3A0. 

3.4   New Node Joining the Network 

This section discusses about how to build the state as the new node joins the network. 
Initially the node transmits a RequestToJoin (RTJ) message in the form of a 
broadcast, and at the same time also listens to the broadcasts sent by the other nodes.      
When a new node joins the network, it initializes the non-physical neighbor set and 
physical neighbor set and it sets up routing-paths to its neighbors. The joining process 
of a node has three steps:  

• The node discovers all its neighbors. 
• The new node must build path-vectors to ensure it can directly reach each of 

its neighbors(both physical and non physical).  
• The nodes must remove paths to nodes that are no longer their neighbors.  

When this process completes, the new node will be just like any other node in the 
network, it can route to any other node by traversing its overlay neighbors. The ring 
protocol maintains routing state for virtual-paths which detects both node and path 
failures using only direct communication between the physical neighbors. The 
protocol also supports a feature repair the routes locally. 

4   Performance Evaluation 

The performance evaluation is done with network simulator ns-2. The performance of 
ring protocol  is compared with existing traditional routing protocols namely DSDV, 
AODV and DSR. The simulation is done for 50 nodes over 670mx670m area. The 
experiments were run for the duration of 500 sec. Here a random way point model[15] 
is used for the mobility, which has been generated using the Bonn Motion tool. For 
the mobility model the speed parameters used are (1, 5, 10) m/sec. The measurement 
is done for the fraction of packets delivered correctly and the energy consumed per 
packet by keeping the number of nodes to constant as 50 nodes and varied the number 
of connections. The following metrics were considered for measuring the 
performance of the protocol. For all the simulations the number of data packets sent 
are kept constant, so the number of packets successfully received at their destinations 
will give a comparison as to how efficient the underlying routing algorithm is under 
similar traffic load.  
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It is represented as shown above. 

• Energy Consumption per Successful Data Delivery is the ratio of total 
network energy consumption to the number of data packets successfully 
delivered to the sink. The network energy consumption includes all the 
energy consumptions except MAC 

layer controls. It is represented as shown below, where Eik is the initial energy of the 
kth node Erk is the remaining energy of the kth node after the simulation. Figure 3 
shows the packet delivery fraction of AODV, DSR, DSDV and ring protocol at low 
speed of mobility. Figure 4, shows the energy consumption of AODV, DSR, DSDV 
and the ring protocol for low speed of mobility, DSDV and the ring protocol  uses less 
energy per packet because the probability of the link breakage is less. 

 

 

Fig. 3. Packet delivery at low mobility speed 

The energy consumption per successful delivery of both DSDV and ring protocols 
is decremented when the numbers of connections become large. This is due to the fact 
that once the routes are established; large number of traffic uses the routes without the 
need of additional energy to construct new routes. This value is larger than the 
maximum energy consumption per successful delivery of ring protocol. Energy 
consumption of AODV and DSR increases when the number of connections 
increases. This is due to the fact that these routing protocols are on-demand. Hence, 
this feature increases energy consumption of routing overhead The graph shown here 
is for scenario with a faster mobility. The Figure 5. shows the comparison packet 
delivery factor of the routing protocols. The DSR and AODV show better 
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performance than the other two protocols for 10 and 15 number of connections. This 
is due to the fact that DSR and AODV establish the routes on demand. This provides 
better chances to avoid usage of staled routes for DSR and AODV. When the number 
of connections is greater than 15, the PDF of DSR and AODV degrades. This is due 
to the increase in the routing overhead. The ring protocol shows good results here 
even though the value of PDF is less for 10 and 15 nodes its value is constant. From 
the graph we can see that the ring protocol performed fairly well this is because of the 
local repairs which help to find the alternate routes quickly there by decreasing the 
number of staled routes. The packet delivery factor of DSR is greater than AODV's. 
This is due to two reasons, the first is that routing overhead of DSR is less than 
AODV. Secondly, AODV is aggressive to maintain broken links. AODV starts new 
route discovery for link breakage. Unlike AODV, DSR uses the cached route for route 
maintenance. Figure 6.demonstrates the energy consumption per successful delivery 
of three MANETS routing protocols with speed of 5m/sec. The simulation result of 
this scenario shows that DSR consumes less energy per packet than all the three 
protocols initially, but as the number of connections increases the ring protocol 
performs better than the rest of the protocols tested. The probability of the link bre 
akage goes up when the speed of node mobility increases in case of DSDV. Because 
of staled routing table entries, packets are sent or forwarded over the broken links. 
This increases the retransmission attempts for successful transmission. It leads DSDV 
to consume large amount energy for unsuccessful communication. In addition, DSDV 
consumes significant amount of energy to construct unusable routes periodically. 
AODV and DSR start route discovery as soon as there is demand of routes. On 
demand route discovery avoid energy consumption to construct unusable routes. It 
also provides fresh route for data communication. 

 

Fig. 4. Energy Consumption 
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Fig. 5. Packet delivery factor 

 

Fig. 6. Energy Consumption 

Use of fresh route reduces the rate of retransmission that leads to consume 
significant amount of energy. Because of lower overhead and usage of route cached for 
route maintenance, DSR consumes smaller amount energy per packet than AODV. In 
case of the ring protocol the local repair mechanism helps in faster repair of the links, 
by using the existing alternate nodes there is no need of re-transmissions thereby 
energy is not wasted. The Figure 7, shows that DSR and AODV outperform DSDV in 
PDF, by high mobility, DSDV acts very poorly. Due to the stale routing table entries, 
packets are sent or forwarded over broken links and PDF fails at high speed. PDF of 
DSR is better than AODV because DSR has access to a significantly greater amount of 
routing information than AODV in single cycle of route discovery. By virtue of source 
routing in DSR, using a single request-reply cycle, the source can learn routes to each 
intermediate node on the route in addition to the intended destination. Both DSR and 
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the AODV protocols give better results than the ring protocol initially but as the 
number of connection increases, the rate of decrease of PDF is less in the ring protocol 
when compared to both AODV and DSR protocols, the ring protocol gives better 
results. As shown in the Figure 8, both DSR and the ring protocol uses less energy 
consumed for successful packet delivery than the remaining two protocols. DSDV does 
not have upto date route entry to send the data packets in dynamic network. The node 
sends a packet on staled out routes. The packet is transmitted successfully after a 
number of attempts, this leads to more energy consumption. In addition, DSDV 
requires periodic transmission of reach ability information; this also leads to higher 
energy consumption of DSDV. High mobility increases incidence of link and 
connection failures. Since AODV does not cache multiple routes, the failure of a link 
requires all sessions currently using that path to issue new route requests. It causes high 
flooding, which drain the battery energy of the nodes. 

 

Fig. 7. Packet delivery at high mobility 

 

Fig. 8. Energy Consumption 
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The energy consumption of the three routing protocols increases as the numbers of 
connections increase, The energy consumption per successful delivery of DSR 
increases dramatically as the numbers of connections increases. This is due to the fact 
that DSR caches large number of routes large number of connections. But these routes 
are not valid longer due to high mobility. In case of the ring protocol the energy is 
dissipated due to the periodic exchange of the Hello packets, but when compared to 
other protocols the ring protocol consumes low energy. 

5   Conclusion 

Reducing power consumption in Ad-hoc networks has received increased attention 
among researchers in recent years. The design of energy efficient routing protocols 
must address reducing of power consumption from the viewpoint of the node and 
network. In this paper, the evaluation is done for the energy efficiency of the existing 
well known MANETs routing protocols and compare it with the ring protocol. The 
simulation results showed that the ring routing protocol outperforms all the remaining 
protocols. It is finally concluded that flooding not only reduces the performance of the 
protocol by increasing the congestion, but also leads to high energy consumption. 
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Abstract. In wireless ad hoc networks, each node cooperates with each other to 
forward the data packet. However, some of the nodes behave selfishly and 
disincline to share their resources with other nodes. This selfish behavior of 
nodes at network layer degrades the performance of the network significantly. 
In this paper, a novel approach is proposed, to suppress the selfish behavior of 
nodes and encourage each node to forward the data to its next node in the 
routing path. This work is inspired from the One More Hop (OMH) approach, 
in which each node in the network is believed to be rational i.e. each node want 
to send and receive its own packet in the network. In this paper, a source node 
always finds a longer path for destination. Here, the term longer path consists of 
actual routing path from source to destination and an extra path from 
destination to other disjoint nodes. This extra path may be either fake or real 
depending on availability of extra path at destination.  

Keywords: Extra path, fake path, longer path, MANET, OMH, RREQ, RREP. 

1   Introduction 

Unlike wired network, mobile ad hoc network (MANET) does not have any fixed 
infrastructure and there is no central body to govern the network. In MANET, it is 
possible that nodes may not be within the communication range of each others. Such 
ad hoc networks extend the transmission range by multi hop packet forwarding. That 
is a reason for ad hoc network being well suited for scenarios in which pre deployed 
infrastructure support are not available e.g. emergency relief military operation and 
terrorism response. In ad hoc network nodes can be of four following types: 

1. Cooperative nodes: Nodes which comply with the standard at all times. 
2. Inactive nodes: Nodes which include lazy nodes and constrained nodes e.g. 

energy constrained or field strength constrained. 
3. Malicious nodes: Nodes which drops packet with the intention to cause 

network attack. 
4. Selfish nodes: Selfish nodes try to save their own resource since resources 

are very constrained in wireless network. Selfish nodes may decide to 
conserve their resources by not forwarding data packet for other nodes. This 
can be achieved in two ways: 



154 R. Raghuvanshi, M.K. Giluka, and V. Dehalwar 

a) Selfish node type 1: These nodes participate correctly in routing function 
but not forward data packets they receives for other nodes, so data 
packets may be dropped rather than forward to their destination. 

b) Selfish node type 2: These nodes do not participate correctly in the 
routing function, by not advertisement available roots. In DSR, selfish 
nodes may drop all RREQ packet they receive or not forward RREP 
packet to some destination. 

In these networks, energy conservation is the key, which not only extends the life 
of the nodes but also prevents a node to become selfish in the network. Conventional 
routing algorithms ignore residual battery power of nodes.  Sooner or later, the node 
with depleted battery will be reluctant to participate or withdraw itself in the existing 
routing which leads to Denial of Service (DoS) attacks [1]. To save its battery a node 
might behave selfishly by not forwarding packets originated from other nodes, while 
using their resources to relay its own packets towards remote recipients. Therefore, 
countermeasures against node selfishness are mandatory requirements in mobile ad 
hoc network. Selfish nodes can intensively lower the efficiency of the network since 
they do not easily participate in the network operation. This paper deals with the first 
category of selfish node (type 1) misbehavior.  

Our approach encourages a node to forward data packet to know whether the actual 
destination is itself or not. Our work is inspired from the One More Hop approach [2], 
where a source node finds a longer path for destination and sends the data packet 
through this longer path. 

Section 2 gives previous research work on selfish node misbehavior. In section 3, 
we present the modified RREQ format of DSR protocol. Section 4, gives the basic 
assumption made in our approach. Proposed scheme and algorithm is presented in 
section 5. Finally, conclusion and future work is provided in section 6.provide the 
comparative study of these techniques in section IV and conclusion of this paper in 
section V. 

2   Related Work 

There are several techniques that have been proposed on selfish node detection, and 
mitigation of their selfish behavior and removal of them from the network. These 
techniques can be classified into two categories: reputation based and credit based.  

Reputation based schemes uses the node’s reputation or behavior to mitigate the 
selfish behavior. Node’s reputation can be obtained using direct observation or from 
reputation messages from other nodes in the network. In this, each node monitor 
(overhear) its neighbor’s transmission. Marti et al. [3] scheme consists of two 
components: Watchdog and Pathrater. The watchdog component detects misbehaving 
nodes, and the pathrater rates paths according to the knowledge it gains from the 
watchdog. Buchegger et al. [4] proposed the CONFIDANT scheme, utilizing the 
watchdog/pathrater model where detected misbehavior is broadcast using alarm 
messages and rogue nodes are punished. Michiardi et al. [5] proposed CORE scheme 
which is similar to CONFIDANT in the sense that both supports first hand reputation; 
and indirect, reported reputation and it is different from CONFIDANT by the fact that 
it doesn’t allow negative rating. He. et. al. [6] proposed SORI, which propagate 
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monitored behavior, thus relying on first and second-hand information. Since, the 
Reputation-based scheme is totally depended on the reputation of a node. Therefore, 
such system has to make sure the reputation information is highly secure, which 
causes high complexity of the system design. It also suffers from the problem that the 
detected selfish node will be isolated and will not be able to take part in data 
forwarding. So, overall network performance will be degraded.  

Credit based schemes uses some incentive to motivate nodes to cooperate. That is, 
the node will get some incentive if it serves the network and pays back some price 
when it gains help from the network. In [7, 8, 9], author proposed a currency based 
scheme. It provides incentives for cooperation. Buttyan et al. [7] proposed a system 
where nodes receive credit (nuglets) for forwarding packets and need to spend credit 
to transmit their own packets. The problem with this scheme is that it needs a tamper-
proof hardware to manage the increments and decrements in number of credits for 
each node.  

Zhong et al. [8] proposed Sprite which uses a Credit Clearance Service (CCS) that 
manages the rewards and the credit payments for each node. Credit for forwarding a 
packet depends on fact that packet forwarding was successful or not. Forwarding is 
considered successful if and only if the next node on the path reports a valid receipt to 
the CCS. The problem with this scheme is that it requires a centralized server as CCS 
which does not meet many ad-hoc practical scenarios. In [9], a game-theoretic scheme 
for routing in MANETs, called Ad hoc Vickrey, Clarke, and Groves (Ad hoc-VCG) 
that consists of greedy and selfish agents was considered. Those agents accept 
payments for forwarding data for other agents if the payments cover their individual 
costs incurred by forwarding data. The problem with this scheme is that, it does not 
pay attention to the fairness issue in routing when some nodes do not get any reward 
due to some reasons, e.g., location. 

3   Modified RREQ Packet in DSR Protocol 

This approach is applicable to the DSR [11] protocol and it can also be applied to the 
AODV [12] routing protocol with some modification in RREQ packet. Dynamic 
Source Routing (DSR) provides a rapid, dynamic network connection, featuring low 
processing loads and low memory consumption. Messages in the network can be 
divided into routing messages and data messages, and routing messages can be further 
divided into path discovery and path maintenance messages. The former includes 
Route Request (RREQ) and Route Reply (RREP), while the latter includes Route 
Error (RERR). Each node maintains a cache and updates the content while receiving a 
routing message. The cache contains multiple paths to different destination from 
itself. When source node needs to send data to the destination, if in the source node’s 
cache, the path towards the destination is out of date, or there is simply no path 
towards the destination, the source node would broadcast a RREQ packet to all nodes 
in the network. Each intermediate node receiving a RREQ packet would first judge 
whether it is the originator or if such a RREQ packet is repeated. If yes, this RREQ 
packet would be dropped. If not, the RREQ packet would be processed and 
broadcasted again. In processing the RREQ packet, an intermediate node first checks 
that a corresponding reverse route exists in its cache or not. If not, the node would 
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create an entry for a reverse route. The purpose of a reverse route is to let the 
intermediate node send an RREP packet back to the originator. If there is already a 
reverse route, the intermediate node checks the content of this entry. If the 
identification field in the RREQ packet is same as the recently received RREQ packet 
then the intermediate node simply discard this RREQ packet because of duplicate 
RREQ packet. If intermediate node receives a RREQ packet with different 
identification number then it searches for the corresponding target address path in its 
cache. If it does not have a (forward) route to the destination, it will broadcast the 
RREQ packet to continue the searching of a route to the destination node. 

 

Fig. 1. Modified RREQ Packet format 

In our protocol, in addition to target address field, source node also uses one more 
field in the RREQ packet which is encrypted by a symmetric encryption algorithm. 
Figure 1 shows the modified RREQ packet. A field (Desti_Val) represents the extra 
field of RREQ packet. Desti_Val represents a fake extra path from destination. On 
receiving the RREQ packet, destination node searches for an extra path in its cache. If 
it finds an actual extra path in its cache, then it append this extra path to the received 
path in RREQ packet and send this longer path to the source node, through a RREP 
packet. Otherwise, destination decrypts the Desti_Val field and finds a fake path and 
uses this fake path as an extra path 

4   Basic Assumptions 

In this paper, we make the following assumptions. 
 

1) There is no centralized server or administrator present in the network to detect 
malicious behavior of a node. 

2) Each source and destination node pair are trusted entities and all nodes know 
about their neighbors via MAC link layer acknowledgement or technique present 
in [10].  

3) Each node in the network behaves rationally. 
4) A selfish node can return a key to its previous nodes if it knows that the 

destination exists among previous node.  
5) We also assumed that no malicious entity exist in the network. In DSR, we 

assumed that the links are bidirectional.  
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6)  A packet can be received by all neighbors present in the transmission range of a 
transmitting node because of the broadcast nature of wireless medium. 

7) There is no conspiracy among nodes. 
8) Each node operates in promiscuous node [11]. 

5   Proposed Scheme 

In our proposed solution, source node always finds a longer path from destination. A 
longer path is the routing path in which destination itself is an intermediate node. For 
example in Figure 2 (a) and (b), A and F are the source and destination respectively 
and B,D are the intermediate nodes between them, then routing path will be 
A B D F but longer path would be A B D F I J K, where I J K is 
the extra path from destination F.  

 
Fig. 2. (a) RREQ Packet, (b) RREP Packet 

In OMH, source node adds special information for each node in the data packet 
header. This information includes: 1) whether the packet’s real destination is its 
previous node and 2) if it is, then the key K to open the packet. In our approach, 
source node does not need to add this special information for each node. Instead, it 
adds this information for some of the selected nodes. Selection of these nodes is based 
on a temporary variable (Temp). Source node sets an appropriate value of this 
variable. Each node decrements this Temp value by one. When it reaches to zero, then  
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only the corresponding node reads this information, otherwise sends packet to the 
next node in the path. This reduces the overall computation overhead of the routing 
path as compared to OMH. 

In OMH, if a no longer path exists to the source node then source node sends 
different information in packet header. However, this different information in the 
packet header may be detected by a selfish node and packet may be discarded by this 
node. To solve this problem, in our approach, the source node finds the longer path in 
all the cases. When no longer path is found for destination then source uses a fake 
extra path in the longer path to send data packet but intermediate nodes always 
assume that the routing path is legitimate. Only source knows the truth. 

Fig 2 shows the route discovery process of this approach. For this, it broadcasts a 
RREQ packet. When an intermediate node receives a RREQ packet, it saves the 
RREQ path, contained in the RREQ packet, in its cache. The node appends its 
identification (Node_id) in RREQ path. Now, it searches a longer path for destination 
in its cache. If it does not find a longer path then it broadcasts the RREQ packet. If it 
finds one, it sends it (lngr_path) to source node through reverse path by an RREP 
packet.When a destination node receives a RREQ packet, it also saves the received 
RREQ path in its cache and appends its Node_id in RREQ path. Now, it searches for 
an extra path in its cache. If it finds the extra path then it appends this extra path to the 
RREQ path; otherwise, it opens the encrypted field (Desti_Val) of the RREQ packet 
by using its own symmetric key and finds a fake extra path. This encryption is done 
by a symmetric key algorithm (e.g. DES algorithm). The destination node appends 
this fake extra path (Fake_Path) to RREQ path. In both the cases, the destination 
node will copy this appended RREQ path in an RREP packet and sends it to the 
source node through reverse path. When an intermediate node receives a RREP 
packet, it saves the reverse path in its cache and forwards the RREP packet to the next 
node in the reverse path. 

Algorithm 1 
/*When destination or intermediate node (NK) receives the RREQ or RREP packets, 
does the following*/  
 

1. if type=RREQ then  
/* when RREQ packet is received*/ 

2.   save (RREQ_path, cache); 
/* save received RREQ path in cache for future use */ 

3.   RREQ_path = RREQ_path + Node_id; 
4.   total_path=search_path (cache); 

/*searches a path to the destination along with an extra path from the destination in 
its cache*/ 

5.   if total_path=true then 
/*if the total path is found in the cache */ 

6.    RREP_path = RREQ_path + total_path; 
7.    send (RREP, S); 

/* send RREP packet containing longer path to the source node S through reverse 
path*/ 
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8.   else  
9.    if Node_id!= D then 

/* if it is the intermediate node then broadcast the RREQ packet */ 
10.    broadcast (RREQ); 
11.   else  

/* if it is the destination (D) then opens the encrypted destination value(Desti_val), 
which contains a fake path, by using its own private key */ 

12.    open (DK (EK(Desti_Val))); 
13.    RREP_path = RREQ_path + Fake_Path; 
14.    send (RREP, S); 
15.   endif /* line 9 */ 
16.  endif /* line 5 */ 
17.endif /* line 1 */ 
18.if type=RREP then 

 /* when RREP packet is received */ 
19.  if Node_id!=D then 
20.   if Node_id!= S then 

/* if it is the intermediate node then save the RREP_path in the cache and 
forward the RREQ packet */ 

21.    save (RREP_path, cache); 
22.   send(RREP, S); 
23.         else 
24.    save(RREP_path, cache); 
 /* if it is the source node then save the RREP_path in its cache. */ 
25.   endif /* line 20 */ 
26. else 
27.   discard_RREP_pkt; 

/* if it is the destination node then discard the packet */ 
28. endif /* line 19 */ 
29.endif /* line 18 */ 

 
In this approach, encryption is used in a novel way. With this approach, only the 

upstream nodes (path after the receiving node of data packet) can find out whether a 
packet is destined to the node or not. Only destination and upstream nodes know the 
symmetric key. As a result intermediate nodes cannot drop packets because they 
cannot determine if the packet is destined for them or not. The transmission ends at 
the upstream node of destination node. Here, symmetric algorithm (e.g. DES) is used 
for data packet encryption and asymmetric algorithm (e.g. RSA) is used to encrypt the 
special information in the data packet header. 

When a source node receives a RREP packet then it starts sending data packet to 
the destination node. In the data packet header, the source node sets a Temporary 
variable (Temp) whose value decreases with each node traversal of data packet. This 
variable is set in such a way that it always becomes zero at the destination node (it 
does not mean that Temp can not be zero at intermediate nodes). Source node sets 
Temp=δ, 1≤δ≤I , where I is the length of the extra path. Figure 3 shows the data 
packet routing in our scheme, with δ=2. 
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Fig. 3. Data packet forwarding 

Main aim of using this Temp variable is to reduce computation overhead (checking 
special information) at each node. When source node sends the encrypted data packet 
(EK(M)), with Temp variable, then each node uses following algorithm: 

 
Algorithm 2 

/* Let the packet transferred by source node is: (Temp, longer_path, EK (M)) */ 
1. if Temp>0 then 
2.  Temp=Temp-1; 
3.  save a copy of data packet.  
4.   send (Temp, longer_path, EK (M)); 

// send data packet to the next node if Temp is not equal to zero. 
5. else 
6.   find destination node in δ limit 

/* the node at which Temp becomes zero, checks that whether the packet is 
destined to any of the nodes having Temp value between 1 and δ. */ 

7.   if destination node found then 
8.    Ack (K, node_id); 

/* send an acknowledgement along with the symmetric key to the destination.*/ 
9.   else 
10.   if  Next_node=true then 

/* if the destination node is not found then it checks for a valid next node(not a 
member of fake extra path) in the longer path */ 

11.    Temp= δ; 
12.    send (Temp, longer_path, EK (M)); 

/* if next node is a valid node then set the value of Temp to δ and forward the 
packet. */ 

13.   else 
14.    Open (DK(EK (M)); 

/* if next node is not a valid node, it means that it is itself the destination node. */ 
15.   endif  /*  line 10 */ 
16.  endif  /* line 7 */ 
17.endif /* line 1 */ 

6   Conclusion and Future Work 

MANET is highly dependent on the cooperation of nodes to perform networking 
functions. This makes it highly vulnerable to selfish node. This approach suppresses 
the selfish behavior of nodes by hiding destination identity in the routing path. The 
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proposed approach is applicable to the DSR protocol and it can also be applied to the 
AODV routing protocol with some modification in RREQ packet. In this paper, we 
propose an enhanced version of One More Approach to encourage packet forwarding 
in a non cooperative ad hoc network. Unlike OMH, in our approach, only selected 
nodes needs to know whether the packet is destined to previous nodes or not, which 
reduces the unnecessary delay at each node. On the other hand, in OMH each node 
performs this operation. This scheme also solves the longer path problem of OMH. In 
this paper, a source node always finds a longer path, while in case of OMH a source 
node may fail to find a longer path.  

We are working on the following aspects in the future: 

• To build an elaborate simulation environment to experiment with and 
evaluate our proposed scheme in DSR and AODV protocol. 

• To insert security mechanism to defend against misbehaving nodes. 
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Abstract. Routing protocols employed in Mobile Ad Hoc Networks (MANET)
lack security mechanisms. Vulnerabilities in protocols are exploited by mali-
cious/compromised nodes to launch attacks.Consequently network performance
is degraded. ‘Broken Link Fraud’is a Denial of Service (DoS) attack launched
against Destination Sequence Distance Vector (DSDV) Protocol. Malicious node
announces a ‘broken link’to victim node. Honest nodes in the network are fooled
into believing that route to victim does not exist. Network performance in terms
of Packet Delivery Ratio (PDR) is severely affected. In this paper, we propose a
countermeasure for the attack. Our method has an advantage that it does not rely
on cryptographic techniques. It is suitable for resource constrained MANETs.
Simulation results confirm the effectiveness of our technique in improving
PDR.

1 Introduction

In MANETs, routing protocols determine how a packet ultimately gets to its desti-
nation via a series of intermediate nodes. Design of routing protocols is challenging
owing to constraints on MANET resources (bandwidth, memory). Routing protocols
can be either proactive or reactive. Proactive protocols require more memory but take
comparatively less time to deliver information. They are easy to implement and compu-
tationally more efficient than reactive protocols. With the continued increase in memory
of hand held devices, proactive protocols can be easily deployed in MANETs. Destina-
tion Sequenced Distance Vector (DSDV) [6] is a proactive protocol used in MANET. It
is simple and efficient and is based on distributed Bellman-Ford Algorithm [3].

Routing protocols in MANET assume trustworthiness of participating nodes. Ma-
licious nodes frequently deviate from defined specifications. A single malicious node
can severely disrupt network performance by exploiting vulnerabilities in routing algo-
rithms to launch attacks. It is essential to study attacks in routing protocols and incorpo-
rate provisions for detection and response to minimize impacts of attacks. In this paper,
we propose a method to detect and prevent Broken Link Fraud [7] in DSDV. Proposed
method does not use public key infrastructure (PKI) or expensive cryptographic based
methods [10]. To detect malicious node, each node observes the frequency with which
a node occurs as next hop neighbor for the destination. A node is labelled suspicious, if
the observed frequency for the node exceeds a specific threshold. Countermeasure en-
tails blacklisting suspicious node. No messages are accepted from the blacklisted node.

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 162–171, 2011.
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Our simulation results show that the detection rate in most cases is 100%. Results in-
dicate that there is a significant improvement in network performance once malicious
node is detected and blacklisted.

The rest of the paper is organized as follows. Section 2 introduces DSDV. Section 3
highlights the need to study vulnerabilities of the protocol. This section introduces ‘Bro-
ken Link Attack’in DSDV. Section 4 presents related work. Section 5 discusses the met-
ric that can be a good candidate to detect the probability of an attack. It also describes
our proposed detection method and countermeasure. Simulation of the method and its
analysis are presented in Section 6. In Section 7, we describe our conclusions and future
work. In the following discussion terms misbehaving node, malicious node and attacker
node has been used interchangeably.

2 DSDV Protocol

In MANETs, information is exchanged between nodes through a process called routing.
Routing protocols provide means of data transfer in MANETs by selecting the optimal
path from available paths to destination. Routing protocols are classified as either link
state or distance vector [15] based on metric used to select the best path. In distance
vector routing, distance is calculated as total number of hops to destination and optimal
path is the one with minimum hop count. In link state, status of each link determines
the best path. Link state routing protocols require more processing power and memory
than simple distance vector protocols. An earliest distance vector protocol is RIP [4].
It suffers from count to infinity problem [6]. DSDV avoids the problem by associating
a sequence number with each route entry. The decision to update the routing table is
based on sequence number.

DSDV is a proactive protocol. Every node maintains one or more routing tables that
are updated regularly. Routes are always available on request. Routing table consists of
following entries.

1. All known destinations (dest)
2. Next hop node to reach the destination (nxtHop)
3. Number of hops to reach the destination (hopCnt)
4. Sequence number originating from destination (seqNum)
5. Time when entry was made (insTime)
6. Owner of the entry (owner)

Owner nodes usually update the sequence number with even values. In case a bro-
ken link is detected on a route, non owner nodes update the sequence number of that
route with odd values. A node periodically advertises its own routing information to
each of its neighbor by communicating recent entries. Each entry contains following
information.

1. dest
2. hopCnt
3. seqNum
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On each advertisement, the node increments own destination sequence number. Neigh-
bors compare received information with entries in own routing table. For a destination,
entry in routing table is updated through application of following rules.

1. Route with higher seqNum is selected to ensure route with newest information,
2. When sequence numbers are equal, route with lower hopCnt is selected to ensure

better path

As topological changes are detected, routing tables are either broadcast immediately
or periodically. Information on new routes, broken links, hop count change is immedi-
ately propagated to neighbors as incremental updates. Figure 1 shows a typical MANET
consisting of nine nodes. Let us consider that n1 has packets to sent to n6. Some of the
possible routes available are:

– Route 1: n1 −n3 −n6 with sequence number say s1 and hop count 2
– Route 2: n1 −n5 −n6 with sequence number say s2 and hop count 2
– Route 3: n1 −n2 −n3 −n6 with sequence number say s3 and hop count 3.
– Route 4: n1 −n2 −n4 −n3 −n6 with sequence number say s4 and hop count 4.

Given that s3 ≥ s2 > s1 > s4. Route 3 is selected to forward packets even though routes
with lower hop count exist. If s3 = s2, Route 2 is preferred as it has a lower hop count.

n1

n2

n3

n4

n5 n6

n7

n8

n9

Fig. 1. An Ad Hoc Network

Another field of relevance to our discussion is insTime. It is used to determine
when to delete stale routes. Stale routes expire when

insTime − currentTime > expiryTime
where expiryTime is the minimum time of considering a routing entry as fresh.

3 Attack Models in DSDV

Mobile devices employed in MANET have limited resources. They are heavily depen-
dent on other nodes for data access and information processing. Reliable and coopera-
tive network topology is assumed. Routing protocols lack security mechanisms. Several
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attacks can be performed on the routing protocols [13] in ad hoc networks. Without any
secure mechanism, nodes can perform any actions in the packets they forward. A mis-
behaving node may change packet content, drop it, or even inject new packets leading
to partial/complete disruption of packet transfer. In this section we discuss threats to
DSDV by a misbehaving node. We introduce a new DoS attack ‘Broken Link Fraud’on
DSDV [7]. This attack is launched in two steps. In the first step the misbehaving node
launches byzantine attack to become next hop neighbor for the target. In the second
step, it announces a broken link to target by propagating infinite distance to the target.

3.1 Step 1: Byzantine Attack

A malicious node exhibits byzantine behaviour by sending false route information to
misdirect traffic [2]. To improve the chances of false information being accepted, the
malicious node falsely advertises favourable routing metrics (e.g. seqNum, hopCnt).
Possible Byzantine behaviour in DSDV may include

1. Advertising smaller distance to destination (Small Distance Fraud)
2. Advertising route to destination with higher sequence number (Large Sequence

Number Fraud)

If a malicious node advertises lower hopCnt to destination, it becomes part of the
perceived shortest route. If it advertises a route with a high seqNum, neighboring nodes
legitimately choose it to forward packets. Malicious node can drop all data packets pass-
ing through it (black hole attack) [14] or selectively drop packets (gray hole attack) [14].
It might also forge packets and carry out message forging attacks [2].

Consider the topology in Figure 1. If n1 has packets to send to n6, the evident short-
est route is n1-n3-n6 or n1-n5-n6 . n3 legitimately broadcasts that n6 is one hop away
from it. Let n2 be the malicious node. It tries to include itself in the route to destination
by either manipulating the seqNum or hopCnt or both. In DSDV, preference is given
to the route with higher seqNum. In case the seqNum is same, the route with lowest
hop count is selected. If n2 broadcasts the route n1-n2-n4-n3-n6 with higher sequence
number, it will be treated as fresh route and given preference over other routes. Alter-
natively, if n2 broadcasts a distance to n6 that is less than that broadcast by n3, there are
increased chances of n2 being included in path to destination n6.

3.2 Step 2: Broken Link Fraud

Broken Link Fraud [7] uses long distance to launch an active attack. It is a DoS attack
wherein, a malicious node targets an innocent node by propagating an infinite distance
to it. Target node never features in the path to destination or as destination itself. Con-
sider again the topology in Figure 1. After being included in path to destination (Step
1), malicious node n2 advertises a fake table as shown in Table 1.

n2 advertises a broken link to n6. This creates a make-believe situation for other
nodes that n6 is unreachable.Node n6 become unavailable for forwarding packets. Pack-
ets destined for n6 cannot be sent.
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Table 1. Advertised Fake Table

destination next hop seq owner install
hop count num time

n1 n1 1 4 n1 tn+1
n2 n2 0 6 n2 tn+2

n3 n3 1 2 n3 tn+1

n4 n4 1 4 n4 tn+1
n5 n1 2 4 n5 tn+1

n6 n3 ∞ 5 n2 tn+1

n7 n4 2 4 n7 tn
n8 n1 3 4 n8 tn+1

n9 n4 3 4 n9 tn+1

4 Related Work

Wang et al [12] have studied the security properties of DSDV by simulating false dis-
tance vector and false destination sequence attacks. They have not studied the impact
of large distance fraud on DSDV.

In [8], Kumar discusses threats like modification and replay to distance vector rout-
ing protocols. He proposes using Message Authentication Codes to secure information
exchanged between neighbors. Though these methods ensure integrity of communica-
tion between nodes, they do not withstand node compromise. In particular, metric in
each routing table entry is not secured. A compromised router may claim routes of any
length to any destination.

Smith et al [9] provides countermeasures for routing message and routing update
protection. They propose using digital signatures for authentication and integrity of
routing messages. Though this method may protect against sequence number frauds,
they do not protect against short/long distance fraud. Their techniques also do not apply
well in ad hoc network since they require knowledge of predecessors.

SEAD proposed by Hu et al [5] uses efficient cryptographic mechanisms like one
way hash chains and authentication trees for authenticating sequence numbers and dis-
tances of advertised routes. However, SEAD does not prevent a misbehaving node from
advertising a distance longer than the one it has received (e.g. broken link fraud).

Wan et al [11] propose S-DSDV. All messages are cryptographically protected.
Cryptography-based methods are expensive in terms of resource consumption. They
also require a priori trust. Wan et al state that longer distance frauds can only be used to
launch passive attacks (e.g., selfishness). ‘Broken Link Fraud’uses long distance fraud
to launch active attacks that severely hampers network performance.

All of the above methods use either seqNum or hopCnt or both for detection pur-
pose. Our proposed detection method and countermeasure use frequency of occurrence
of node as nxtHop to detect attacker.
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5 Methodology

In this section, we identify a metric that can be a good candidate to detect probability
of an attack. We, then, present a frequency based method that uses the same metric to
detect a malicious node. Further, we present a countermeasure so that impact of broken
link fraud can be mitigated.

5.1 Metric

In MANETs, intermediate nodes cooperate to forward packets from source to desti-
nation. MANETs also have a dynamically varying topology due to mobility of nodes.
Mobility prevents communication among nodes outside each others transmission range
through same intermediate nodes. Mobility reduces chances of a node having same set
of neighbors for a long duration. A nodes neighbor provides a good reference for detect-
ing misbehavior. If a node has same neighbor for an observed duration, it may indicate
the presence of a malicious node.

In DSDV, a routing table having same nxtHop neighbor for a dest for an observed
duration may indicate improper behavior. The nxtHop neighbor is a good attribute for
prevention of broken link attack.

We demonstrate by two sets of experiments that misbehaving node may be identified
by an attribute nxtHop. The first experiment investigates for a dest, the number of
times that a node occurs as nxtHop. This observation is done for a fixed duration. In
the second experiment we assess the nxtHop for a destination in situation of an attack.
We experimented with a topology of 16 nodes moving at a speed of 10m/sec according
to random waypoint model. We monitor a destination’s nxtHop for a period of 10 sec.
The results of our observation is shown in Figure 2. The graph indicates that in case
of no attack, any single node occurs as nxtHop with a frequency less that 50%. But
in case of an attack, some node may occur as nxtHop with a frequency close to 80%.
Based on this observation we design a method to deal with both byzantine and broken
link fraud. This method consists of two parts: detection and countermeasure.
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5.2 Detection

Each node in the network keeps track of the number of times that a node becomes next
hop neighbor for each destination. In order to collect this information, we introduce a
special variable countwith each destination entry in the routing table. It is initially set
to one. Each node broadcasts its routing table at regular intervals. Neighboring nodes
update their tables based on routing information received. Value of count is also mod-
ified on each routing update as follows

– count = count + 1, if the received routing update has the same next hop neighbor
as the one contained in own routing table.

– count = 1, if the next hop neighbor is different.

The nxtHop neighbor for a destination is designated as malicious if the value of
count for that destination exceeds beyond a certain threshold value.

5.3 Response

Let us label the node that identifies a malicious node as suspecting node. Many sus-
pecting nodes may exist in the network at the same time. These nodes blacklist their
identified malicious nodes. Suspecting nodes do not accept further messages from the
blacklisted node for a period equal to expiry time. Routing tables are rebuilt at each
node after this period. Value of count is again reset to one. This restarts the detection
process. In DSDV,

expiry time = periodic update interval * hold time.

Hold time is the time for which the node waits since the last update before flushing the
route from the routing table. Periodic update interval specifies the periodic time interval
between which a node broadcasts its entire routing table.

6 Simulation

In this section we describe simulation environment used to implement our proposed
countermeasure. We made the following assumptions:

– There is only one attacker.
– Attack starts from the beginning of simulation.
– Sink is the target node.

6.1 Simulation Setup

We use ns-3 [1] for simulation. MANET characteristics for simulation are tabulated in
Table 2. To incorporate our detection and countermeasure, we have made changes to
DSDV module. We call it modDSDV.
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Table 2. Simulation Parameters

Number of Nodes 16
Signal Range of each node 200 meters
Mobility Model Random Waypoint Model
Traffic Type UDP Traffic
Number of packets sent from source to destination 1 packet/sec
Simulation Time 60 - 100 seconds

Performance Metrics. To test and evaluate our proposed detection and countermea-
sure, we use Packet Delivery Ratio (PDR) to encapsulate network performance. This
is defined as the ratio of number of packets received at destination to the number of
packets sent by the source. In no attack scenario, only packets dropped are because
of collision and PDR is very high. As an attack is launched and packets are dropped
because of the absence of link to target, PDR falls down.

Movement and Communication Model. We use UDP traffic type. The UDP source
sends packets at the rate of one packet/sec. The packets are sent from 5th sec onwards.
We measure the performance of our proposed scheme for different simulation durations.
We have randomly placed 16 nodes in a square area of 1000 × 1000. We vary the
simulation time from 60 to 100 sec in steps of 10 sec.

Random waypoint model is used as the mobility model. The nodes move with a speed
of 10 m/sec along pre generated random paths. Table 2 shows the simulation parameters
used.

Experimental Setup. We assume that the malicious node exhibits malicious behavior
from the start of simulation. We observe the frequency of next hop neighbor for each
destination. Count is modified on each routing update. Nodes in the network identify
a malicious node when the value of count exceeds a particular threshold. Messages
from malicious node are not processed until expiry time. Routing tables are rebuilt
and the value of count is again reset to 1. We experimented with different values
of threshold. A value that gives practically no false positives was chosen as threshold
value. We performed ten simulations for each simulation duration to get a single point.
Threshold is not changed for the same topology. Detection procedure restarts on each
rebuilt of routing tables. We have kept periodic update interval = 10 sec and hold time
= 3 sec. Thus, expiry time = 30 sec.

6.2 Simulation Result and Discussion

Figure 3 shows the PDR for different simulation periods. In the graph we plot curves
for three scenarios:

1. normal - countermeasure: PDR when the routing protocol functions normally. This
depicts “no attack situation”.
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2. attack + countermeasure: PDR in presence of attack. Countermeasure is applied.
This depicts scenario when suspected attacker is blacklisted and attack is contained.

3. attack - countermeasure : PDR in attack situation. No countermeasure is applied.

From the graphs it is clear that in situation of an attack, the PDR drops to a low level.
When the countermeasure is applied, there is a huge improvement in PDR. PDR is in
the range of 85 - 90%. There is a gap between the top two curves designated by Normal
- countermeasure and Attack + countermeasure. We observed through simulations that
it takes 2 - 3 seconds for the detection procedure to converge. During this period, the
attacker claims itself as next hop for the destination. Routing tables at all nodes have
misbehaving node as the next hop for the destination. This combination of incorrect
routing tables causes a packet to loop endlessly. The packet is discarded when its time-
to-live (TTL) is exhausted. Packets cannot be forwarded to the destination and PDR
drops during this period. We have taken 10 readings by designating different nodes as
attackers for each simulation. Average of these simulations have resulted in one point.

We observe through simulations that our proposed detection and countermeasure can
effectively detect the malicious node without introducing too much control overhead
into the network.
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7 Conclusion and Future Work

Broken link fraud is a denial of service attack that severely affects the Packet Delivery
Ratio of the network. In this paper we have proposed a detection and countermeasure for
the attack. The results show that our proposed method detects the attacker. Our method
does not use expensive computations as those required by cryptographic methods. It is
suitable for MANET situations that are already resource constrained. In future, we will
extend this work so as to detect attacks that may start at any time during simulation.
We will also see the effect of the attacker on nodes other than the sink. In addition, we
would like to experiment with cases where the misbehaving node assumes the identity
of other nodes to avoid detection (Sybil Attack).
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Abstract. Continuous effort to achieve higher performance without driving up 
the power consumption and thermal effects has led the researchers to look for 
alternative architectures for microprocessors. Like the parallel processing which 
is extensively used in today's all microprocessors, multi-core architecture which 
combines several independent microprocessor cores in a single die has currently 
become very popular in most high performance integrated circuits. Although 
multi-core processor offers excellent instruction execution speed with reduced 
power consumption, optimizing performance of individual processors and then 
incorporating them by interconnection on a single chip is a non-trivial task. This 
paper investigates the leading challenges associated with current high 
performance multi-core processor in terms of different types of power 
optimization techniques. 

1   Introduction 

Multi-core processing is a growing industry trend as single core processors rapidly 
reach the physical limits of possible complexity and speed. The multi-core design puts 
several such processor “cores” and packages them as a single physical processor. The 
multi-core design enables two or more cores to run at somewhat slower speeds and at 
much lower temperatures. The combined throughputs of these cores deliver 
processing power greater than the maximum of today’s available single-core 
processors and at a much lower level of power consumption. The demand for high 
performance processing has resulted in the introduction of chip multiprocessor 
architectures to enable continued performance scaling without having to increase the 
chip clock frequencies to make multi-core processing platforms power and energy 
efficient [20].  

1.1   Multi Core Challenges 

At present, it is the time for the turning point in the processor design. The many-core 
shift is gaining momentum within the processor design spectrum. This emerging 
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paradigm substitutes a few complex processors with larger number of simple cores. 
Chips with thousands of cores promise high computing power, and are ideal when 
multiple applications are running simultaneously, each with multiple tasks and threads 
[10] there are a number of design challenges for such architectures including power 
consumption, memory and cache coherence, routing network, and the impact of 
process, voltage, and temperature (PVT) variations, Software decomposition into 
instructions, communication between two or more tasks, controlling resource 
contention and determining an optimum or acceptable number of units that need to 
execute in parallel .Power consumption is the major concern in computing 
equipments need to be optimized to meet the all the challenges mentioned above. 
Thus, various techniques have been applied within these components to optimize the 
power consumption either by improving the design and construction of the hardware, 
optimizing the application software which controls the hardware behavior, to optimize 
or to minimize the power consumption of the overall system. 

2   Related Work 

There are a number of works for analyzing power reduction for multicore platforms. 
They attempted to reduce power consumption using various methods like 
voltage/delay dependence, task scheduling algorithms, dynamic task allocation 
techniques and dynamic power management techniques etc. In the following, a quick 
review of some of the works that are directly related to the power optimization is 
discussed. 

2.1   Power Optimization Algorithm 

In modern computing system, processor technology has evolved tremendously with 
ever increasing processor frequency and number of processors cores. With better 
performance, more power is utilized. This research focuses on manipulating processor 
frequency, taking advantage of frequency scaling feature and combining with 
processor affinity to optimize power consumption in processors, with the objective to 
propose a power optimization algorithm [1]. Various test scenarios and test cases are 
presented to confirm and support the power optimization algorithm using frequency 
scaling and processor affinity with the optimum configuration.  

2.2   Simultaneous Optimization of Power and Energy Based on Game Theory 

Game theory is conventional approaches that try to maximize the performance of both 
power and energy by using Dynamic Voltage Scaling (DVS) technique [2]. DVS is a 
power reduction technique where the voltage used in a component is increased or 
decreased, depending upon circumstances. Under volting is based on DVS, which is 
done in order to consume power, particularly in multicore systems.  

2.3   Power Optimization Using Transcoding systems 

To implement and evaluate a power-efficient and traffic-aware transcoding system on 
multicore servers that appropriately adjusts the processor operating level is proposed.  
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The system is capable of configuring the number of active cores and core “frequency  
on-the-fly" according to the varying traffic rate. As a result, transcoding has been 
adopted as an essential component in media servers to adapt to various platforms and 
fluctuating network conditions. Reducing power consumption for those systems is 
undoubtedly critical in achieving energy efficiency [3].  

2.4   Power Optimization Based on DVFS-Enabled H.264 Decoder 

To  find how the number of cores and working frequency affect the power 
consumption and provide several power management strategies for the future 
multicore system  designs and software applications  by applying four experimental 
scenarios. To break down and analyze the power consumed by three main 
components, DSP logic, local memory, and the external DDR2, of a multi-core 
platform there are four configurations provided [4]. One DSP with full and half clock 
rates and two DSP’s with full and half clock rates.  

2.5   A Meta Heuristics Approach for Multi Objective Optimization 

Parallel Metaheuristics Framework (PMF) aims to serve a different role. By focusing 
exclusively on multicore parallelism as opposed to distributed multiprocessing. This 
has led to an increase in interest in technologies and techniques that enable 
programmers and users to take fuller advantage of the parallel processing power on 
almost every desktop and laptop [5]. This work describes the design and 
implementation of a framework for constructing parallel metaheuristics called, 
appropriately, the Parallel Meta heuristics Framework (PMF)  

2.6   Resource Constrained Optimization 

In order to cope with the high complexity of performance simulation for multi-core 
architectures, asymptotic analytical performance models are derived for exploring a 
high-level design space of a multi-core architecture. A set of equations are derived 
based on Amdahl’s law asymptotically capturing the performance benefits of a 
multicore processor [6]. The model guides the architectural decision and given 
research direction for optimizing the power performance of multi-core architectures. 

2.7   Optimization in Volunteer Computing  

Volunteer computing (VC), which selects more active nodes over idle nodes for 
scheduling foreign application tasks to achieve significant energy savings. The 
efficacy of volunteer computing model by evaluating the energy saves and 
performance impact of co-executing resource-intensive foreign workloads with native 
personal computing tasks were discussed by authors [7]. VC is motivated by two 
observations: (1) the incremental energy cost incurred by running an additional 
workload W on an active PC is smaller than that of running W alone on a separate  
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machine, and (2) with the increasing hardware parallelism in multi-core computers, 
VC is feasible.  

2.8   Optimized Cache Architecture       

Energy consumption as well as performance should be considered when designing 
high-performance multicore processors. The significant part of total energy 
consumption is accounted by the instruction cache. Therefore, energy-aware 
instruction cache design techniques are essential for high-performance multicore 
processors. A new instruction cache architecture, which is based on the level-0 cache 
composed of filter cache and victim cache together, for multicore processors, is 
proposed [8]. The proposed architecture reduces the energy consumption in the 
instruction cache by reducing the number of accesses to the level-1 instruction cache.  

2.9   Exploring Power Optimization 

A performance and power analysis methodology based on a simulation model for 
multi-core systems with integrated power management is implemented in SLATE 
(System-Level Analysis Tool for Early Exploration). SLATE allows designers to 
assemble, configure and simulate multi-core systems with L1 and L2 caches and 
memory controllers interconnected by a coherent bus, and under the control of a 
global on-chip power manager [9]. For managing power, two algorithms namely, the 
MaxBIPS algorithm and Continuous Power Modes (CPM) algorithm have been 
implemented, based on non linear programming for discrete and continuous power 
modes. 

2.10   Coordinated Power optimization 

There is many multiple clock domain architectures have been implemented to 
improve the power problem by assigning different frequency/voltage values. A 
feedback control solution for accurate power management in multiprocessor systems 
is implemented [10]. It consist of  two parts, a Global Power Manager (GPM) to 
correct the  power of  individual voltage/frequency islands at the first-level and Local 
Per-Island Controllers (LPIC) at the second-level, which normalize  island power 
consumption using DVS  in response to varying  workload requirements.  

2.11   Coordinating System Software for Power Savings  

The motivation is to explore more opportunities for power optimization by coordinate 
components working at various levels to take full benefits provided by compiler and 
OS. The compiler and OS interact with an application at different stages, thus they  
have different knowledge about the application [11]. Taking the whole application as 
input, the classic compilers are highly informed with the structure of applications. It 
then evaluates the power consumption of applications and use power saving schedule 
algorithms for task scheduling.  
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2.12   On Line Optimization Based on Analog Computation 

The solution to the problem of online optimization of the dissipated energy in multi-
processing element systems with unified tasks under timing constraints using the 
basic principles of analog computation by converging on the global minima of the 
constrained optimization problem which are represented as stable operating points of 
a simple resistive network (RN). The input set of the circuit consists of individual 
workload estimates for each task and for each PE [12], while the output consists of 
assigned supply voltage/frequency values for each PE as well as the allocated time 
duration for each task.  

2.13   Power Exploration for Parallel Applications 

The impacts of the choice of several architectural parameters of CMPs on    
power/performance/ thermal metrics were discussed [13]. The experimental 
framework consists of a detailed micro architectural simulator, integrated with Watch 
and CACTI power models. This environment makes a fast and accurate exploration of 
the target design space possible. The main contribution is the analysis of several 
design energy/performance trade-offs when varying the core complexity, L2 cache 
size, and number of cores for parallel applications. In particular, the interdependence 
of energy/thermal efficiency, performance, and architectural-level chip floor plan is 
discussed.  

2.14   Power Optimization/ Scheduling for Real Time Applications 

The authors focus on design issues of a real-time power aware scheduler for a high-
performance multicore processor [14] . This scheduler adapts the global frequency of 
the cores to the computation requirements of soft real-time tasks while improving 
power savings. The scheduler pursues to minimize the number of DVS transitions by 
increasing or decreasing the voltage and frequency of all the cores at the same time. 
The algorithm applies dynamic voltage and frequency scaling, and adjust the 
processor speed to the running soft real-time workload.  

2.15   Power Optimization Scheduling 

A fuzzy logic based approach to schedule the program to its optimum core by 
analyzing key program characteristics such as the instruction dependency distance, 
data reuse distance, and the branch transition rate with the built-in human intelligence 
in its rule system. The fuzzy logic method can measure the suitability of the hard-to-
model program-core relationship and use that suitability to guide the program 
scheduling [15]. These characteristics determine the ILP, the data locality as well as 
the branch predictability of the applications, which largely define the applications 
overall resource demands.  
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2.16   Parallelization and Energy Consumption 

An analytical framework to study the trade-offs between parallelization, program 
performance, and energy consumption was developed [16]. Although this framework 
is based on many simplifying assumptions, some of which are inherited from 
Amdahl’s law and some of which are specific to variable-speed processors, it 
provides interesting insights on these trade-offs.  

2.17   Removal-Cost Method: Voltage Selection Algorithm  

A novel solution to the Voltage Selection Problem for large multi-core architectures is 
presented  under the influence of within-die process, temperature, and voltage 
variations to show the superiority of the algorithm in speed as well as energy saving is 
considered[17]. Removal Cost method is an energy optimization technique that uses 
voltage island technique which is based on the variation in the voltage level is 
described. The algorithm maintains an ordered list of selected voltage levels and a 
voltage assignment procedure for each core 

2.18   Energy Optimization Based on PVT Aware Voltage Island Formation 

In a voltage-island-based design, an island is a contiguous physical part of the chip 
operating at the same voltage level and consists of one or more cores. Within-die 
(WID) process variation causes some of these cores to run slower than others within 
one island [18]. The purpose of voltage-islands is to supply different blocks of a 
design with a finite number of supply voltages to reduce the total consumed power.  

2.19   Power Management Based on Supervised Learning  

The motivation for utilizing supervised learning in the form of a Bayesian classifier is 
to reduce the overhead of the PM which has to repetitively determine and assign 
voltage-frequency settings for each processor core in the system [19]. This work 
describes a supervised learning based on DVFS for the multicore processor, which 
enables the PM to predict the performance state of the processor for each incoming 
task by inspecting some readily available input features, followed by a Bayesian 
classification technique.  

2.20   Optimization Based on 3D Torus Network on Chip 

3D IC technology drives Network-On-Chip (NoC) design on towards 3D trend and 
relevant multi-core system further development. However, most recent researches still 
focus on the fundamental 3D Mesh structure and have no convincible traffic pattern 
models in realistic applications. A complete design framework of a Distributed 
Shared Memory homogenous multi-core system based on 3D Torus interconnects is 
based on 3D Torus homogenous multi-core system [20]. The Gray code deadlock free  
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routing mechanism and analyzes the effects of typical IP floor plan on NoC 
interconnected multi-core system. 

3   Future Challenges 

Modern hardware technologies increased the capability to reduce both dynamic and 
static power consumptions. However several mechanisms to save power at circuit 
level require an adequate software support to be effectively exploited. Indeed, to 
properly satisfy applications QoS demands is required to track system resources 
availability and usage which directly impact on energy consumptions. Moreover the 
need for support of heterogeneous usage scenarios makes the management of 
resources and power saving a challenging design goal. The CPM approach allows 
capturing energy savings while fulfilling Qos constraints. The same approach can be 
extended towards multi core architectures. As a next step it is planned to investigate 
the effect of system software such as task scheduling on the integrated power manager 
and interactions between them. 

By manipulating several key parameters, an optimized power utilization algorithm 
can be produced by combining both frequency scaling in modem processors and 
processor affinity in current operating system process scheduler. Although processors 
technology has improved drastically with higher frequency and more cores in one 
processor package, the common workload does not really require such high 
performance. Most of the time, the processors are running at low load or idle. As 
such, power utilization can be minimized by lowering the processor frequency and 
distributing the load to all available processors. Most researchers have not considered 
performance factor, which is a very subjective and varies from individual to 
individual's experience. This could be considered in future works which may take into 
account of balancing between power utilization and performance. 

Also increasing the memory power consumption is becoming a severe concern for 
modern high performance computing systems. In the available methods contemporary 
DRAM architectures and design choices with perspective of both power consumption 
and performance under multicore processor systems compared and evaluated. This 
can be extended for I/O power management to organize the memory subsystems and 
device configurations can have significant impact on power efficiency.  

4   Summary of Power Optimization Techniques 

This study mainly highlights the recent research work in the field of power 
optimization in multi core architectures. This paper primarily focuses about the 
proposed frame work for comparing various optimization techniques. The 
comparative study is based on the survey, which is made by analyzing the existing 
algorithms, considering the key characteristic factors as discussed below. 
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Sl.
No

Detailed Work

System 
implementation/

Optimization 
technique/

Algorithm used

Parameters
Involved

Optimization    
Rate Disadvantages

1 Power 
Management  
Based on 
Supervised 
Learning

Power Management 
Framework

Bayesian 
Classifier

Better 
optimization

PM has to monitor 
the workload of a 
system and make 
decisions

2 Energy 
optimization for 
Many core Systems

RCM Algorithm Process, Voltage
and temperature 
variations

Better 
optimization

Splitting the 
voltage islands for 
different 
applications

3 On line 
Optimization based 
on Analog 
Computation

Analog Optimizer Current based 
Approach

(KCL)

Better online 
optimization

Settling time of the 
ghost circuit

4 Exploring Power 
Optimization

PM Algorithms
(MAXBIPS and 
CPM algorithms)

Continuous 
Voltage and 
frequency ranges 

Better 
optimization

Scheduling can be 
done to get a 
integrated power 
management 

5 Parallelization and 
Energy 
Consumption

Frame work based 
on Machine models

Amdahl’s Law Greater 
optimization

Changing speed 
and turning  off 
processors

6 Coordinated power 
optimization 

Global Power 
Manger and Local 
per Island 
Controllers

Power control 
architecture using 
feedback control 
loop

Very high 
accuracy and 
max. overshoot 
in power 
consumption

Processor queue 
utilization

7 Optimized Cache 
Architecture

Filter Cache 
Architecture and 
Victim  Architecture

Architecture 
based 
implementation 

Reduces energy 
consumption

-

8 Coordinating 
System Software 
for Power Savings

DPM via Compiler 
Assisted I/O 
Prediction

OS based 
implementation

Significant 
power  savings 

-

 

5   Conclusion  

Various techniques for ensuring power optimization in multicore architectures have 
been surveyed and investigated both at the higher level as well as the low levels. The 
literature shows the counter measures which have been proposed to overcome the 
hurdles in increasing the speed and efficiency of the core. Though some tangible 
results have been obtained in ensuring the performance enhancement in multicore, 
there is room for further improvement. Multicore processor architectures are built to 
adhere reasonable power consumption, heat dissipation, and cache coherence 
protocols. However, many issues remain unsolved. First, identification of an optimal 
trade-off between expected performances and reduced and reduced power 
consumptions. Secondly, to investigate the effect of system software such as task 
scheduling on integrated power manager and the interactions between them. There is 
a real need for active research and analysis on power optimization to keep the pace of 
tremendous changes in multicore architecture technology. 
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Abstract. Optimization techniques are the crucial steps in parallelizing the 
programs for multi-core architectures. These Multi-Core architectures have 
become more popular due to improvement in performance, power concerns, 
thermal dissipations and more efficient simultaneous processing of multi tasks. 
There are wide variety of optimization techniques, but there is no history notify 
about the order in which these techniques to be applied for a program to obtain 
maximum performance. This paper mainly focuses on analysis of various 
program optimization techniques for multi-Core architectures. Finally this paper 
shows how the sequential code can be parallelized using OpenMP programming 
environment and will be explaining the interest findings with V-Tune analyzer.  

Keywords: Multi-Core, Optimization Techniques, Compilers, Parallelism. 

1   Introduction 

Increasing number of cores on multi-core architectures provide a solution to increase 
the performance capability on a single chip without requiring a complex system and 
increasing the power requirements. As the momentum behind the chip multiprocessor 
(CMP) [5.7] architectures continues to grow, it is expected that future 
microprocessors will have several cores sharing the on-die and off-die resources. The 
success of CMP platforms depends not only on the number of cores but also heavily 
on the platform resources (cache [5], memory [2], etc) available and their efficient 
usage. Program optimization is an important feature in software development. This 
paper covers various issues such as optimization techniques which touches the 
program development at different stages. The program development includes the main 
algorithm definition, the general design of the program, and detailed design of each 
implemented function. These optimizations techniques can be implemented in parallel 
in several ways, one of that is OpenMP; it has established itself as an important 
method and language extension for programming shared memory [2] parallel 
computers. It contains the set of compiler directives, runtime library routines and 
environment variables, is the de-facto programming standard for parallel 
programming C/C++ on multi-core [6] architectures. Threads and processes are used 
to determine the performance efficiency of the model like OpenMP. V-Tune is the 
tool for this evaluation of performance. 
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1.1   Multi-core 

Computer Architecture tells about the conceptual design and operation structure of the 
computer system. That means it refers to those attributes of a system that have direct 
impact on the logical execution of program. The processor industry has made giant 
strides in terms of speed and performance. The first microprocessor, Intel 4004, ran at 
784 KHz while the microprocessors of today run easily in the GHz range due to 
significantly smaller and faster transistors. The increase in performance has been 
historically consistent with moore’s law [7,8] that states that the number of transistors 
on the processor die keeps doubling every eighteen months due to the transistors 
getting smaller every successive process technology. 

1.2   OPENMP 

The OpenMP [3] (open multi-processing) is an application program interface that 
supports multi-platform shared memory multiprocessing [3] programming in C or 
C++ on much architecture, including UNIX and windows operating systems. It 
consists of set of compiler directives, library routines, and environment variables that 
influence run-time behavior. OpenMP is an implementation of multithreading [1,2], a 
method of parallelization whereby the master "thread"  divided as specified number of 
slave "threads" and a task is divided among them. OpenMP uses the fork-join model 
[2] of parallel execution. This fork-join model used to solve the many problems. 
OpenMP is specified for support programs that will execute both as parallel programs 
and as sequential programs 

2   Over View of The System 

Functionality: Fig. 1. & Fig. 2. representing the functionality of the program 
optimization implementation. This paper focuses mainly on four modules: Code 
generation module, parallelization module, analysis module and statistical module.   

  

Fig. 1. Expanded System design forl parallel 
implementaion 

Fig. 2. Abstract view of parallel 
implementation design 
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Fig. 4. DFD for Code generation 

 
Fig. 3. Statistical module DFD diagram 

Code Generation Module: In 
fig 4., Application of 
optimization techniques is the 
prime function of this 
module. This module 
analyzes code and applies the 
various optimizations to 
reduce the execution time. 
Input is Sequential code, and Output is optimized sequential code The Fig. 6. is 
representing the parallelization module. The function of parallel module is to 
parallelize the code as per the analysis of optimization techniques output. This module 
parallelizes the code using OpenMP. OpenMP is an API (application program 
interface) used to explicitly direct multi-threaded, shared memory parallelism. With 
the advent of Multi-core processors, there has been renewed interest in parallelizing 
programs. After generating the code with optimization should parallelize the code. 
This parallelization can be done with using the OpenMP thread library. The OpenMP 
(open multi-processing) is an application program interface that supports multi-
platform shared memory multiprocessing programming in C or C++ on much 
architecture. OpenMP consists of a set of compiler #pragmas that control how the  
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Fig. 7. DFD for Statistical Module 

program works. Input: 
Sequential Code with 
Optimization techniques, 
Output: Parallel code with set 
of pragmas The DFD of the 
Parallelization Module. 

Analysis Module: The Intel 
V-Tune Performance 
Analyzer is a performance 
analysis tool that utilizes 
hardware interrupts to give the 
developer a true picture of 
how an application is 
performing. Available on 
Microsoft Windows* and 
various flavors of Linux*, this 
is a great tool for focusing in 
on the performance-intensive sections of an application. There are two technologies in 
this tool that are useful when analyzing code for threading opportunities: sampling 

and call graph. Input: OpenMP Program, 
Output: Call graphs and sampling graphs. 

Statistical Module: In this module the 
outputs of the programs which run in the 
single-core and dual-core system as the 
execution time will taken as a input and 
generating the respective graphs for each 
optimization technique is done. 

Analysis Module: The Intel V-Tune 
Performance Analyzer is a performance 
analysis tool that utilizes hardware 
interrupts to give the developer a true 
picture of how an application is 
performing. Available on Microsoft 
Windows* and various flavors of Linux*, 
this is a great tool for focusing in on the 
performance-intensive sections of an 
application. There are two technologies in 

this tool that are useful when 
analyzing code for threading 
opportunities: sampling and call 
graph. Input: OpenMP Program, 
Output: Call graphs and sampling 
graphs. 

#pragma omp parallel  
{ 
   for(i=0;i<=k;i++) 
   { 
      a[i]=1; 
      a[i]+a[i]=a[k]; 
   } 
} /* End of Parallel 
region */ 
for(k=0;k<1000;k++) 
{ 
    #pragma omp parallel 
   { 
       for(j=0;j<=k;j++) 
       { 
          b[j]=2; 
       } 
   }  /* End of  Parallel 
region */ 
}

Fig. 5. DFD for Parallel Module 

Fig. 6. DFD for Analysis Module 
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#pragma omp parallel 
shared(a,b,c,nthreads,chunk) 
private(tid,i,j,k) 
{ 
tid = omp_get_thread_num(); 
if (tid == 0) 
{ 
nthreads = 
omp_get_num_threads(); 
printf("Starting matrix 
multiple example with %d 
threads\n",nthreads); 
printf("Initializing 
matrices...\n"); 
} 
/*** Initialize matrices ***/ 
#pragma omp for schedule 
(static, chunk)  
for (i=0; i<NRA; i++) 
for (j=0; j<NCA; j++) 
a[i][j]= i+j; 
#pragma omp for schedule 
(static, chunk) 
for (i=0; i<NCA; i++) 
for (j=0; j<NCB; j++) 
b[i][j]= i*j; 
#pragma omp for schedule 
(static, chunk) 
for (i=0; i<NRA; i++) 
for (j=0; j<NCB; j++) 
c[i][j]= 0; 
printf("Thread %d starting 
matrix multiply...\n",tid); 
#pragma omp for schedule 
(static, chunk) 
for (i=0; i<NRA; i++)     
{ 
printf("Thread=%d did 

3   Implementation and Testing  

Above said four modules implemented. In Code generation module, the code 
generated on basis of 
optimization techniques. That 
means the code consists the 
blocks like before applying the 
technique and after applying 
technique. Total twenty 
optimization techniques are used 
to develop code. Each one will 
give the output execution time 
before technique and time after 
technique. Execution of these 
programs is done in single-core 
and multi-core. Following pseudo 
code-1 is from the branch 
optimization technique. 
Algorithm starts with function 
call which is not in the pseudo 
code. After that it spawns a 
parallel region (line 1) then one of 
the threads takes a position for 
execution of remaining (line 3. 7) 
part. After completing the for 
loop execution parallel region 
will end (line 8). For loop will 
starts for thousand iterations for 
each iteration it spawns a parallel 
region (line 11). Next remaining 
execution will be done. 2. 
Parallelization module: OpenMP 
is an API (application program 
interface) used to explicitly direct 
multi-threaded, shared memory 
parallelism. With the advent of 
Multi-core processors, there has 
been renewed interest in 
parallelizing programs. OpenMP 
directives are used to extract the 
multi-level parallelism. Outer 
loop can be parallelized between 
processors and inner loop is 
parallelized for processing the elements inside each processor. 

The pseudo code  is about matrix multiplication program with OpenMP pragmas. 
This will start with spawning a parallel region (line 1). Next the variable tid will has a  
 



Optimization Techniques and Performance Evaluation 187 

 

thread number which is defined by the function omp_get_thread_num(), if the thread 
number is zero then number threads will be create. Matrix initialization can be done 
with maximum number of threads created in the parallel region. This can two for all 
matrices initialization. The Analysis module  can be implemented in the Microsoft 
visual studio 2005 using Intel C++ compiler for OpenMP and V-Tune analyzer. This 
module takes OpenMP programs as input and gives the thread analysis as output.  
OpenMP programs have OpenMP directives. Number of threads created in the program 
and how the threads are worked in the execution of the program will generated by the 
V-Tune analyzer. The working this module can be showed by following snapshots. 
These can be helpful for working with visual studio.  Statistical module: In this module 
taking execution time of optimization techniques without OpenMP and with OpenMP in 
dual-core plotting the graphs. In single core execution time is taken as before applying 
the optimization techniques and after applying the techniques. 

4   Results and Discussion  

The performance of each optimization technique has been observed by taking the 
execution time. In the later phase , Parallelize the program using OpenMP application 
program interface. Subsequently, creating the threads externally and analyzing the 
threads by using the V-Tune thread checker. Then Obtain the graph analysis of 
threads with call graph wizard in V-Tune thread analyzer, and finally  Performance of 
the optimization technique with and without using the optimization technique 
observed and drawn conclusions.  

The results and analysis can be shown in following manner. 1. Execution of 
Optimization techniques in single-core, 2.Execution of Optimization techniques with 
and without OpenMP in dual-core, 3. Generating graphs for execution time in single-
core, 4. Generating graphs for execution time with and without OpenMP in dual-core.  
Few of optimization are disused in this section.   

Loop fission optimization technique: Loop fission optimization technique tells about 
splitting the loop into two loops according to the induction variables. If the inner loop 
is depend on the outer loop induction variable then we cannot spit the loop. That 
means if there is no data dependency we can apply the technique. Execution time has 
taken before splitting the loops and after splitting the loops. Execution time takes for 
thousand iterations. Write the output into a file for plotting graphs.  

Loop fusion optimization technique: This technique defines that merging the two 
loops into a single loop when one loop is not depend on the other. That means if there 
is no data dependency we can merge and split the loops. Execution time takes for 
thousand iterations. 

Expression simplification optimization technique: This technique can used when 
some expression are there which are replaced with an equivalent expression that is 
more efficient. Execution of Optimization techniques with and without using OpenMP 
has been observed. 1. Expression simplification optimization technique: This technique 
can used when some expression are there which are replaced with an equivalent 
expression that is more efficient. Here execution time has taken for one lack iterations. 
2. Function in lining optimization technique: The overhead associated with calling and 
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returning from a function can be eliminated by expanding the body of the function 
inline, and additional opportunities for optimization may be exposed as well.  

Instruction combining: This technique can be done at two levels. At source code 
level combining two statements into one statement. At Intermediate language level, 
combine two instructions into one instruction. 

Graphs For Execution Time In Single-Core 
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Fig. 8. Branch Optimizaton Technique Fig. 9.  Alias by type optimization technique 
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Fig. 12.  Constant propagation technique Fig. 13.  Dead code elimination 
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Fig. 8. Presents the Execution time before applying technique it reaches 100% and it 
is constant. After applying it slightly changing. Fig. 9. explains Execution time of this 
technique is varying upto 144th  iteration after that it is parallel changing. Fig. 10. 
Describing  Execution time of this technique is continuously 0 after applying 
technique. Fig. 11. Dealing Execution time of this technique is varying upto 130th 
iteration after that it is parallel changing. Fig. 12. Tells Execution time of this 
technique is not varying upto 28th iteration after that varying is very low. Fig. 13.  
presents Execution time of this technique is varying upto 128th iteration after that 
parallel changing. 

 

  

Fig. 14. Forward optimization technique Fig. 15. Induction variable elimination 

  

Fig. 16. Function in lining technique Fig. 17. Induction variable elimination 

  

Fig. 18. Loop collapsing technique Fig. 19. Loop fission technique 

Fig. 14. Presents the Execution time of this technique is slightly varying, Fig. 15.  
Shows the Execution time of this technique giving negatives upto 10 iterations after 
that positive values. Fig. 16. Shows Execution time of this technique changing 
disorderly, Fig. 17. Describes  Execution time of  this technique changing in parallel.  
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Fig. 18. Shows the difference between before and  after applying technique for some 
values time is giving 0, but before applying it is reaching 100%, Fig. 19. Shows the 
before and  after applying technique, it is increasing continuously, but before applying 
it is changes up 300th iteration is in not in continuously. Fig. 20. Before applying 
technique it is exponential changes, after applying it is slightly changing. 

Graphs on Execution Time with and without Openmp in Dual-Core 

Fig. 20. Branch optimization technique Fig. 21. Constant propagation technique 

 
 
 
 
 
 
 
  

Fig. 22. Instruction combining Fig. 23. Loop fission technique 

 
 
 
 
 
 
 
   

Fig. 24. Instruction combining Fig. 25. Instruction combining 

Fig. 21. Changing time at 250th iteration before applying technique. Fig. 22. Time 
changes disorderly before applying and after applying the OpenMP, Fig. 23.Time 
change is in order before applying and after applying g OpenMP, Fig. 24. Upto 863 
iterations time is not changing, but after 863 before applying OpenMp is increased, 
Fig. 25. Before applying OpenMP time is changing, but after applying OpenMp time is 
0, changing in the time is equal after applying and before applying OpenMP,  after 
applying tech and OpenMP Execution time is 0. 



Optimization Techniques and Performance Evaluation 191 

 

Fig. 26. Call graph for thread analysis 

These screen shots will represent 
the thread analysis in the V-Tune 
analyzer. These thread analysis are 
two types one is in sampling wizard 
and another in call graph wizard 
Expression simplification technique: 
Call graph wizard: Snapshot 15. 
Thread analysis report of Expression 
In the execution of this program in 
V-Tune it is creating two threads, 
and the two threads are running in 
parallel, further dividing into small threads for processing Function inlining 
optimization technique Call graph wizard:  

6   Conclusion and Future Work  

Various program optimization techniques have been analyzed for the single core as 
well as multicore. The Applications of OpenMP for the Dual-core architectures has 
been studied. This report generated the graphical analysis outputs for execution time 
and Studied about how the optimization techniques can give the better performance 
than a sequential program without applying the techniques with techniques. Finally, the 
behavior and functionality of threads have been examined to achieve parallelism in 
Dual Core Environment. The performance of the each optimization technique has 
analyzed by drawing graphs. 
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Abstract. Orthogonal Frequency Division Multiplexing (OFDM) is one of the 
most recent modulation techniques that enable us to reach higher data rates, 
both in wired and wireless communication systems. Recently, it has proved 
more efficient in optical networks. This paper gives a comparison review of 
existing OFDM receiver architectures and their modes of operation. Also, most 
of the OFDM systems used Fourier transform for modulation and 
demodulation. The performance of Fourier Transform algorithm with other 
algorithm (Hartley Transform) will be explored. This detailed review and 
performance analysis of various receiver architectures will provide guidelines 
for an individual to design an OFDM receiver and the important parameters to 
be considered.  

Keywords: Modulation, Optical communication, Orthogonal Frequency 
Division Multiplexing (OFDM), Wireless Communication. 

1   Introduction 

Orthogonal frequency division multiplexing is one of the recent modulation technique 
used in broadband wired and wireless methods of data transmission which uses the 
principle of multi carrier technique. It enables better resistance to inter-symbol 
interference (ISI) and inter-carrier interference (ICI) caused by channel dispersion. 
One major advantage of OFDM is that it transits the analog domain of transmitters 
and receivers to digital domain [1].  The principle of OFDM is quite simple. Data is 
transmitted in parallel on a number of different frequencies, and as a result, the 
symbol period is much longer than for a serial system with the same total data rate. 
Because the symbol period is longer, ISI affects at most one symbol, and equalization 
is simplified. In most OFDM implementations any residual ISI is removed by using a 
form of guard interval called cyclic prefix. 

OFDM does have certain disadvantages. High Peak-to-Average Power Ratio 
(PAPR) has been recognized as one of the major practical problem which results from 
the type of the modulation itself where multiple subcarriers/sinusoids are added 
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[1]. This is partly because of the recent demand for increased data rates across 
dispersive optical media and partly because developments in digital signal processing 
(DSP) technology make processing at optical data rates feasible. However another 
important obstacle has been the fundamental differences between conventional 
OFDM systems and conventional optical systems as shown in Table 1. 

Table 1.  Comparison between Typical and Optical OFDM systems 

 
Typical 
OFDM 
System 

 
 

Bipolar 

 
 

Electrical 
domain 

 
Local 

oscillator 
at 

receiver 

 
 

Coherant 
detection 

 
Optical 
OFDM 
system 

 

 
 

Unipolar 

 
 

Optical 
domain 

 
No local 
oscillator 

at 
receiver 

 
 

Direct 
detection 

Optical OFDM solutions can be broadly divided into two groups [1]. The first 
group comprises techniques for systems where many different optical modes are 
received, for example, optical wireless, multimode fiber systems and plastic optical 
fiber systems. The second group includes techniques for single mode fiber, where 
only one mode of the signal is received and for these the OFDM signal should be 
represented by the optical field. 

Optical OFDM modulation is done by two ways. One is done by intensity 
modulation and other by linear modulation. Two types of intensity modulations are 
dc-biased optical OFDM (DCO-OFDM) [3], [4] and asymmetrically clipped OFDM 
(ACO-OFDM) [5], [6]. In dc-biased OFDM, a DC bias is added to the signal, 
however because of the large peak-to-average power ratio of OFDM, even with a 
large bias some negative peaks of the signal will be clipped and the resulting 
distortion limits performance [6]. In ACO-OFDM the bipolar OFDM signal is clipped 
at the zero level and all negative going signals are removed. The use of DCO-OFDM 
has been demonstrated experimentally for optical wireless [8], multimode fiber [9] 
and plastic optical fiber [10]. 

Two types of linear modulations are direct-detection optical OFDM (DD-OOFDM) 
[11] or coherent detection can be used where the received signal is mixed with a 
locally generated carrier signal as in coherent optical OFDM (CO-OFDM) [12].Both 
techniques have advantages. DD-OOFDM has a simple receiver, but some optical 
frequencies must be unused if not to cause interference. DD-OOFDM also requires 
more transmitted optical power. CO-OFDM requires a laser at the receiver to generate 
the carrier locally, and is more sensitive to phase noise [13], [14]. 

Another approach for optical communication is by Multiple Input Multiple Output 
(MIMO) system. The term “MIMO” is used to describe a range of systems with 
multiple transmits and/or receives antennas [1]. The usage of MIMO system enhances 
the system information capacity and high data rate [15] [16] [17] [18]. 
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Fig. 2. Optical OFDM system 

Now coming on to the working of OFDM system, it consists of transmitter and 
receiver. As this paper emphasizes mainly on receiver part, only the detailed 
description about the receiver is explained. One such Optical OFDM system is shown 
in Fig. 2. The working of the receiver system is explained as follows. The receiver 
performs the reverse operations of the transmitter, with additional training tasks. In 
the first step, the receiver has to estimate frequency offset and timing so that the 
transmitted and received data are synchronized. The cyclic prefix added in the 
transmitter, is removed, converted from serial to parallel and then applied to a Fast 
Fourier Transform to recover the modulated values of all subcarriers. The modulated 
values are then demapped into binary values, decoded to get the information bits and 
finally converted to serial data stream. The sub carriers used in OFDM are modulated 
individually by Phase Shift Keying (PSK) or Quadrature Amplitude Modulation 
(QAM). In order to know the functionality of the receiver, it is necessary to know 
more about the blocks of the receiver, explained in detail as follows.  

2.1   FFT 

FFT block is the heart of the OFDM receiver. Now the question arises that why 
Discrete Fourier Transform (DFT) is not being used. The FFT algorithm is much 
faster and efficient than DFT in many ways. Secondly, the DFT needs N² operations 
while FFT needs N log N operations. As data rates increases, DFT becomes slower as 
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shown by Table 1. Also, the inputs and outputs of FFT have the same average power 
and total energy. The well known FFT formula according   is given by 1 √ 2   0 1 

Where, y= [y0y1 y2 y3…] is the vector showing the sampled time domain signal, given 
as input to the FFT. Y= [Y0Y1Y2Y3…] is the output of FFT block, in frequency 
domain. As the data transmission rate of OFDM systems increases, OFDM symbols 
are generated with high data rate which arises the need of very high speed FFT 
processor.  

In general, there are two approaches in implementing the FFT for OFDM, 
including the pipelining and memory based recursive processing. Pipelining deals 
with the data throughput in real-time, while it consists of log r N stages (radix-r) and 
each stage has one butterfly computation unit, one commutator shift register and one 
complex twiddle multiplier. The pipelining leads to much more silicon area. The 
memory-based FFT can save much area than the pipelined FFT, but it needs higher 
clock rates for iteration on each butterfly calculation [2]. 

Table 2. Comparison of DFT and FFT 

OPERATION DFT FFT 
COMPLEX 

MULTIPLICATIONS 
 

N2 
 

N/2(log2N-1) 
COMPLEX 

ADDITIONS 
 

N(N-1) 
 

N(log2N) 
REAL 

MULTIPLICATIONS 
 

4N2 
 

2N(log2N-1) 
REAL ADDITIONS N(4N-2) 2N( log2N) 

A number of ideas for FFT calculation have been proposed. One of the ideas given 
uses the pipelining concept [3]. It should be noted that only the FFT process is taken 
into account irrespective of whether the system is MIMO or not. The proposed highly 
pipelined double data rate FFT/IFFT processor is depicted in Fig. 3. It consists of 
butterfly unit, the control unit (CU), the complex multiplier and the First-In First-Out 
(FIFO) registers. The number of FIFO registers depends on the algorithm followed by 
the FFT process. For example of the radix-2 64-point FFT/IFFT, the first stage of the 
64-point FFT/IFFT structure is constructed by 32 FIFO registers. The other five 
stages require 16, 8, 4, 2, and 1 registers, respectively. The inputs Xin and Pin follow 
a interlacing way of sharing the FIFO [19]. 

The Butterfly unit has two adders and two multipliers for complex multiplication. 
According to the radix-2 algorithm, the butterfly unit needs 2 input data in N/2 clock 
intervals, where N is the point number of the FFT/IFFT processor. This shows that the 
butterfly unit works at the second half input signals, so the butterfly unit can be shared 
by the two input sequences to enhance the hardware efficiency [19]. The control unit 
enables to switch to FFT and/or IFFT operation. This tells us that FFT can be 
performed to one input while IFFT can be performed to another input.  The control 
unit is regulated by Ctrl-Reg, a 5 bit counter. 
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Fig. 3. Dual Input FFT/IFFT Processor 

The Pipelined complex multiplication performs the multiplication process for 
FFT/IFFT. As said earlier, FFT is the heart of receiver. So, pipelined multiplication is 
done to raise the clock rate [19]. The processor has an area of 0.66mm2 and a power 
dissipation of 97mW at 200MHz. Also the dual FFT/IFFT reduces the hardware 
complexity. 

When MIMO systems is used, pipelined FFT operations can be used [20]. The 
system consists of four modules as shown in Fig. 4. 

 

Fig. 4. Block Diagram of 128/64 FFT/IFFT processor 

The first module does the operation of data reordering. One goal is to let Module 2, 
Module 3, and Module 4 implement the operation of FFT and IFFT with 1-4 
simultaneous data sequences more efficiently. The second goal is to avoid the data 
sequences in Module 3 to be multiplied by the same twiddle factor in each data path 
simultaneously [20]. The second module consists of four complex multipliers which 
are needed in the parallel approach to implement a radix-2 FFT algorithm. Multiple 
data sequences and only two complex multipliers are used in this module. The second 
module consists of a memory, 4 butterfly units of radix-2 FFT algorithm, two 
complex multipliers, two ROMs, and some multiplexers [20]. The third and the fourth 
module perform the operation of Radix-8 FFT. The received outputs are multiplied by 
non trivial twiddle factors before they enter in to next stages. This design [20] consists 
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of memory size is 514 words, 16 complex multipliers and 48 complex adders. The 
output is received at 6 ns and has a power consumption of 2.26 mw.   

2.2   Fast Hartley Transform 

All the receivers are based on the usage of FFT or IFFT for modulating or de 
modulating. Instead, Hartley transform can be used effectively for modulation and de 
modulation. The direct and inverse transforms are identical for Hartley transform, and 
the Hartley transform of a real signal is real. Fourier transform always implies a 
complex processing and the phase carries fundamental information, while Hartley 
transform is a real trigonometric transform. Furthermore, the real and imaginary parts 
of the Discrete Fourier Transform (DFT) coincide with the even and the negative odd 
parts of the DHT, respectively: the transform kernels only differ for the imaginary 
unit [24]. Unlike FFT, Hartley transform has less complexity. Hartley transform 
requires same number of multiplication but one extra addition than FFT. In the case of 
radix-2 algorithm, reported in [25], for both the decimation-in-time and decimation-
in-frequency, the number of multiplications required by the DHT is N log2 – 3N+4 
and the number of additions is (3N log2N-3N+4)/2, with the transform order. The 
FHT-based algorithm has the same number of multiplications and N-2 more additions 
than the corresponding FFT algorithm [24].                 

Table 3. Comparison of FFT and Hartley Transform 

 
Type of 

Demodulation 
Algorithm 

 
Fast Hartley 
Transform 

 
FFT 

 
Supported 

Constellation 
 

 
Real 

 
Imaginary 

 
 
 
 

Complexity 

 
P=(Nlog2N-3N+4)/2 

 
A=(3Nlog2-5N)/2+6 

 
Self inverse 

 
NO additional 

 
Resources 

 
P=(Nlog2N-N+4)/2 

 
A=(3Nlog2-5N)/2+4 

 
NOT self inverse 

 
Resources for QAM 

2.3   Cyclic Prefix Removal 

The cyclic prefix is added in the transmitter side to counter the effect of inter carrier 
interference and inter symbol interference is removed in the receiver side. Cyclic 
prefix is nothing but a bit of data copied from the symbol data and appended at the 
beginning of the symbol as shown in Fig. 5. Care should be taken before the removal 
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of cyclic prefix because in case of errors, the data too may be removed. So 
synchronization of the transmitted and received data is necessary. Proper delay should 
be added or removed for effective removal of cyclic prefix.  

 
Fig. 5. Cyclic prefix 

2.4   Decoder and Demapper 

The data from the FFT module is demapped. The demapped data is decoded using any 
decoders like Viterbi or Reed Solomon Decoder. There are certain serial to parallel 
converters and parallel to serial converters. Serial data occupies most of the 
bandwidth, leads to distortions, overlapping of data and hence, causes most of the 
errors. So parallel data is used to counter the effects of serial data and most of all 
parallel data is resistive to frequency fading.    

Coming to the design of the receiver, there are many ideas proposed to achieve 
high data rate and get higher efficiency. One of the proposed architecture gives us a 
double rate of data reception [21] as shown in Fig. 6. The idea proposed enables us for 
faster reception and faster processing of the transmitted to receive the real output data. 

 
Fig. 6. Double rate receiver architecture 

The working principle of a receiver is explained as follows, the received symbols 
from the ADC’s are collected into blocks of the FFT and split into two paths. Each 
path starts with a Buffer to capture the odd and even signals and then to output a 
single stream of symbols for the following FFT. The FFT feeds the equalizer in the 
conventional way. Due to the two Equalizers being present, the channel estimates for 
both paths are required to be available at the same time, and in this CODEC system, 
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this is achieved by having a Channel Estimator with two dedicated output ports (using 
two sets of dual-port RAM) to supply the channel estimate for each Equalizer. The 
signal from equalizer is given to demapper for demapping. Since the output signals 
from demapper arrive at different times, the signals are merged with a simple OR 
function. This architecture results in a maximum clock rate of 264 MHz instead of the 
expected 528 MHz clock rate existing anywhere on the baseband CODEC [21]. 

Another receiver designed has a speed of 120 Gb/s over 500 km based on the 
principle of Self Coherent Detection OFDM [22]. The first stage of the receiver (filter 
/demux) consists of optical filters to separate the carrier and sideband spectral 
components. The filter also provides Amplified Spontaneous Emission (ASE) 
bandwidth limiting to reduce shot noise. The separated carrier and sideband signals 
are then optically pre-amplified and drive the inputs of the polarization-diverse optical 
hybrid. The hybrid has an internal polarization beam splitter on the signal input and 
an internal linear polarizer on the LO input. The linear polarizer ensures equal carrier 
power for each polarization and the polarization controller maximizes carrier output. 
Outputs from the optical hybrid, Ix, is mixed with the signals from the local oscillator, 
Qx after passing through balanced photo detector [17]. I and Q outputs from the mixer 
is converted to digital and the digitized outputs are converted to complex parallel data 
blocks and the CP is removed. The IQ compensation, channel estimation, and 
polarization demultiplexing are performed in the DSP block, before the QAM 
symbols are demodulated into binary data as shown in Fig. 7.   

 

Fig. 7.  Dual polarization optical OFDM Receiver 

An architecture which achieves the data rate of 1Tb/s too has been proposed [23]. 
This architecture uses to Coherent detection OFDM (CO-OFDM). The basic principle 
of this receiver, OBM-OFDM (Orthogonal band multiplexed OFDM) is to partition 
the OFDM into multiple sub-bands, while maintaining their orthogonal property. The 
output signal after fiber transmission is detected using a polarization diversity 
coherent receiver comprising a receive local laser, a polarization beam splitter, two 
hybrids and four balanced receivers as shown in Fig. 8. The relative phase shift 
between subcarriers or channel estimation is calculated by using training sequences. 
The phase drift from the laser phase noise is also estimated and compensated using 
pilot subcarriers. Two ways of receiving the signals are considered. In first method, 
the receiver laser is tuned to the center of each band. Each band is detected separately 
by using an ‘anti-alias filter’ that low-passes only one-band RF signal. In second 
method, the local laser is tuned to the center of the guard band. Two bands are 
detected by using an ‘anti-alias filter’ that low-passes two-band RF signals 
simultaneously [23]. 
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4   Conclusion 

Thus, different receiver architectures are compared in this paper. Also, the heart of the 
receiver, the FFT module and certain ideas proposed for optimizing this module is 
also explained. It is been noted that Hartley transform is much more efficient than 
FFT for de modulation. Also, the double rate architecture can be implemented to get 
the faster processing of data to get the real transmitted data. In case of using FFT as 
demodulator, parallel processing can be used for this process, but at the cost of 
increased silicon area. Hence, it is possible to select better receiver architecture design 
for faster processing.  
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Abstract. In this paper a new method is proposed to improve the memory per-
formance of multi-core architectures, a pre-fetch enabled cache-core architec-
ture. This technique can be implemented in multi-core processors which mainly 
have a local storage in their cores, apart from the main shared memory. It  
involves configuring the local storage of cores as a level two cache and pre-
fetching the data into the L2 cache. The pre-fetch enabled cache-core mecha-
nism on the Cell Broadband Engine processor has been simulated using the Cell 
BE simulator and its performance has been evaluated for various benchmark 
programs. 

Keywords: Software cache, Cache-core, Pre-fetching. 

1   Introduction 

Multi-cores, which have been designed for speeding up processing through parallel 
executions has brought a new revolution in processor performance and speed. For the 
past few years processor performance have showed a much faster improvement when 
compared to memory performance. These wide differences have made the memory 
performance a bottle neck. The introduction of cache memories, which uses the prin-
ciple of locality have helped to improve the performance to some extent. But the 
caches have to be fully utilized by reducing the miss rates to the maximum. Several 
memory optimization techniques have been adopted for multi-core processors. In 
heterogeneous multi-core processors like Cell Broadband Engine (Cell BE) and 
GPGPU’s the cores have a local memory apart from the system memory. These cores 
bring instruction and data from main memory to local storage for execution. The local 
memory of these cores can be configured as a software managed cache. Cache-core 
architecture is the new usage of the local storage as a software managed level two 
cache. If data is being pre-fetched to the cache-core, then it will further help to reduce 
the cache misses.  

The rest of the paper is organized as follows. Section 2 describes the related works. 
Section 3 describes the new architecture for a pre-fetch enabled cache core. Section 4 
discusses on the implementation methodology and evaluation results. Section 5  
concludes the paper.  
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2   Background and Related Work 

There are many researches and implementations for software managed caches, data 
pre-fetching and optimization techniques for multi-cores with local memory. Jairo 
et.al [2] motivates the use of a novel software cache for managing asynchronous data 
transfers. For asynchronous data transfers, it is possible to overlap the memory access 
time with computation time by initiating the data transfer request in advance. The 
placement of such memory access calls will change the overlap between data com-
munication and affects the overall application performance. A new method to pre-
fetch irregular references accessed through the software cache that is built upon 
hardware such as cell has been proposed [3]. This method involves  transformation of 
code in the compiler and a run time library support for the software cache and it 
simplifies the synchronization required when pre-fetching data into software cache.  

A new software managed cache design Extended Set Index cache has also been 
proposed [4]. It has the benefits of both set associative and fully associative cache and 
based on 4-way set associative cache. Yosuke et.al [5] has proposed the cache core 
architecture to enhance the performance of multi-core processors. Nicola et.al [1] has 
proposed software pre-fetching for the cell Broadband engine processors. Their tech-
niques involve automatic pre-fetching for regular memory references and modulo 
scheduling for irregular memory references.  

The next two subsections gives a brief description on the target cell BE architec-
ture used for the simulation and the cache-core architecture.  

2.1   The Cell BE Architecture 

The target architecture that is used for the simulation of pre-fetch enabled cache-core 
is the Cell Broad Band Engine (Cell BE) architecture [9] which is shown in Figure 1. 
The cell is basically a heterogeneous multi-core processor designed specifically for 
compute intensive applications [6] [7]. It comprises of a 64-bit Power Processing 
Element (PPE) which is multithreaded and eight Synergistic Processing Elements 
(SPEs). The PPE and SPEs communicate through a high speed element interconnect 
bus. PPE is the cell’s main processor that runs the operating system. It has the Power 
PC architecture with 32KB L1 cache and 512KB L2 cache. The SPE consist of a 
Synergistic Processing Unit (SPU) and a Memory Flow Controller (MFC). The MFC 
includes a Memory Management Unit, a Direct Memory Access (DMA) controller, 
bus interface unit and atomic unit for synchronizing with other SPUs and PPE.  

The cell has shared memory architecture. Apart from the main memory, each 
SPU’s has a 256KB Local Storage (LS) to store instructions and data. SPUs cannot 
access the main memory directly. They can only issue DMA commands to the MFC 
which brings data and instructions from the main storage to the local storage and 
write back data to main memory. Each local storage can be managed using software. 
The DMA transfer can happen between the local storage and any other resource con-
nected on chip, such as the main memory, another SPE’s local storage or an I/O  
device.  

The communication architecture of Cell BE describes that each SPU’s can use ei-
ther mail boxes or signals for signaling to the PPE or other SPU’s. The signal notifi-
cation facility has two channels Sig_Notify_1 and Sig_Notify_2. SPU’s can read its 
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own channels using the read blocking SPU channels SPU_RdSigNotify1 and 
SPU_RdSigNotify2. Each SPU has a mail box that act as a 32-bit communication 
channel to the PPE or another SPE.  

 

 

Fig. 1. The Cell Broadband Engine Architecture 

The Element Interconnect Bus (EIB) is the main component which enables com-
munication between among the PPE, the SPE’s, the main memory and the external 
I/O. The EIB data network consists of four 16-byte data rings and each ring can allow 
up to three concurrent data transfers. The Memory Interface Controller (MIC) pro-
vides a peak bandwidth of 25.6 GB/s to main memory. A coherent protocol called 
Broadband Interface connects two cell processors in a single coherent network. 

2.2 Cache-Core Architecture  

The Cell BE architecture uses the local storage for caching instruction and data. 
Hence these local stores act as a level one cache. The Cache-core mechanism involves 
configuring the local storage of the Cell Broadband Engine as a level two cache. In 
the Cell BE processor the SPU’s act as the cores used for computation. When such 
application programs are made to run on the processor all cores (SPU’s) may not 
participate in computation. There will be many cores that are sitting idle. In cache-
core architecture one of the idle cores’ local storage can be configured as a level two 
cache.  

When an application program runs in the computation core, it checks that data is 
also present in the L2 cache of the idle core, if a miss occurs in the L1 cache. As the 
result of the cache-core the cache miss ratio decreases in a very high rate, because 
most of the memory references when missed in L1 cache will hit in the cache-core 
rather than going for a memory access.  

One of the advantage of using Cache-core for such multi-cores is that, the conten-
tion for the main memory decreases. In cell, the communication between two cores is 
much faster when compared to that between the core and the shared memory. The 
communication with shared memory requires a DMA transfer, whereas to communi-
cate between two cores, either mail boxes or signaling can be used which is of much 
less overhead than a DMA operation.  
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3   Design of Pre-fetch Enabled Cache-Core Architecture  

This section describes the design of the new approach. Data pre-fetching involves 
fetching the data far ahead before it is actually used in a computation. Data pre-
fetching when combined with cache-core will reduce the miss rates further. The pre-
fetch enabled cache-core architecture is shown in figure 2. The computation core 
contains the application program and the L1 cache. The cache-core has a level two 
cache. First a look up operation is performed in the L1 cache. If data is not present, 
then L2 cache is checked. If an L2 miss occurs then data is brought to L2 cache from 
memory during look up and also written to the L1 cache, since L2 is configured as an 
Inclusive cache here. After the look up operation, pre-fetching of data occurs. The 
data which is likely to be used in the next iteration of the loop and which in not guar-
anteed to be present in both the caches are being fetched into the level two cache.  

 

Fig. 2. Pre-fetch enabled cache-core architecture 

In this paper a write back policy has been adopted for memory. During an L1 miss, 
if L1 line is found to be dirty, then it is written back to L2 cache. Similarly during an 
L2 miss, the dirty L2 line is written back to the main memory.  

3.1   Methodology 

For pre-fetching regular accesses we used the methodology similar to the one by Ni-
cola et.al [1]. The programming model for a pre-fetch enabled cache core is as shown 
below. 

Consider a for loop of the form  
 
for(i=0;i<N;i++)                                                  

  {                                                                          
  temp=array[i]; 
}  
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This for loop can be transformed as follows  
 

  i=0; 
while(i<N) 
{ 
   n=N; 
   s=stride(array,array[i]);  
   mem_map(array[i],s); 
   n=min(n,i+iter); 
   prefetch(array[i+iter]); 
   for(;i<=n;i++) 
   { 
       temp=mem_read(array[i]); 
   } 
} 

 

stride( ref, address ) : Predicts the stride of the memory access for the current    itera-
tion from the previous iteration for a particular memory reference. 
mem_map ( address, stride) : Performs the look up operation in the L1 cache and if a 
miss occurs, it checks in L2. If the required line is not present in L2 it will fetch the  
line from global memory.  

iter : The variable which returns the number of iterations to iterate for the reference on 
the current cache line without producing a miss.  

prefetch (address) : Performs pre-fetch operation into the level two cache.  
 

For predicting the stride, a stride prediction table is used [8]. The address of the refer-
ences is stored in the table along with the reference identifier during each iteration of 
the loop. For the current iteration, the predicted stride value will be the difference 
between the current address of the reference and the previous address. The mem_map 
function will perform a look up operation based on the address received. After check-
ing the address in the L1 cache, the computational core will communicate the address 
to the cache-core for a look up operation in the L2 cache. If a miss occurs in L2, then 
a DMA operation will bring the required data from the memory. Data is also written 
into the L1 cache. The mem_map function will also set the iter variable which indi-
cates the number of iterations for which the reference will be present in the cache 
block. So, by the end of look up operation data will be available in the L1 cache. The 
pre-fetch function will pre-fetch the next address which is not likely to be present in 
the L1 cache. The computation core will communicate the address to be pre-fetched 
to the cache core. Cache-core will bring the corresponding line from the memory to 
the cache.  

The number of memory accesses will not be reduced by pre-fetching, but the cache 
miss rate definitely decreases. This is because the data is definitely going to hit in L2 
cache in the next iteration due to pre-fetch. Another advantage is that we can overlap 
the computation time with the fetching time into the cache, since pre-fetch is occur-
ring in parallel to computation in a different core.  
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4   Evaluation 

This section briefly describes the system configuration and evaluation parameter used 
for the architecture. Table 1 shows required configuration for evaluating the new 
architecture. The Cell Broadband Engine simulator was used for simulations [9]. Four 
application programs Quick sort, Merge sort, Matrix multiplication and Dijikstras 
were used as benchmarks.  
 

 
Table 1. System Configuration 

 

Platform Fedora 9 

Simulator Cell BE 

Library CellSDK3.1 

IDE Eclipse 

 

 
The percentage of cache misses for these programs have been plotted against vary-

ing data sizes. The graphs show a comparison between cache-core architecture with 
pre-fetch and cache core architecture without pre-fetch. It has been observed that 
programs like quick sort and merge sort, which are highly dominated by regular refer-
ences showed a much less reduction in cache miss rate compared to the other two 
programs. 

The two caches are implemented as direct mapped caches. L1 cache in computa-
tion core has a size of 8KB and L2 cache (Cache-core) has capacity 128KB. The 
cache line size is taken as 128 bytes. 

The matrix multiplication program is dominated by irregular references. Only the 
regular references were pre-fetched in this case. The size of integer numbers is taken 
as 4 bytes. If the column size of the matrix is very small, then majority of the refer-
ences will become regular references when the matrices are stored in row major order. 
Figure 3 shows the miss rate of matrix multiplication with matrix size varied from 10 
X 10 to 100 X 100. 

Figure 4 shows the graph for Dijikstras, which has the least miss rate of 0.108% 
when the number of nodes is 300. From the graph it is clear that there is a wide 
reduction in miss rate for Dijikstras when the accesses are prefetched. This is because 
the inner loop of Dijikstras has more or less a regular access pattern which is being 
pre-fetched. The minimum miss rate for matrix multiplication is 0.042% when data 
size is 10K. 

Figure 5 and 6 shows the cache miss rate in percentage for quick sort and merge 
sort. Integer numbers each of size 4 bytes with data size varying from 100 to 10K 
were considered. The quick sort and merge sort programs are dominated by regular 
references. Both the read and write memory accesses were pre-fetched for these pro-
grams. The miss rate tends to be very low, i.e. in the range of 0.005% for these 
benchmarks when data size is more than 1K. 
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Fig. 3. Cache miss rate in percentage for varying data sizes for matrix multiplication 
 
 

 
 

Fig. 4. Cache miss rate in percentage for Dijikstras 
 
 

 
 

Fig. 5. Cache miss rate in percentage for varying data sizes for quick sort 
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Fig. 6. Cache miss rate in percentage for merge sort  

The decrease in miss rate is much more for merge sort, since it is more memory 
intensive than quick sort. For both the programs, as the data size increases, the miss 
rate will decrease for version without pre-fetch and also for the version with pre-fetch. 
With increase in data size more number of accesses are found to hit on the level two 
cache which is having a size of 128KB. 

5   Conclusion 

In this paper a pre-fetch enabled cache-core was simulated in a cell BE simulator and 
the cache miss ratios were evaluated for four benchmark programs. Only single cache 
and computation core were used for evaluation. The regular references of these 
benchmarks were pre-fetched into the level two cache or the cache-core. A consider-
able reduction in cache miss rate was obtained for cache core with pre-fetching when 
compared to cache core without pre-fetching. Future work involves considering the 
irregular references also and evaluating the execution time. Since data is pre-fetched 
to the level two cache, it is possible to overlap the computation time and the fetching 
time and execution time should reduce. Multiple cache and computational cores can 
also be considered if we go for parallelizing the benchmarks.  
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Abstract. During fabrication of chip, manufacturing defects like open or shot 
may occur which cause malfunctioning of the chip. Design-for-Test (DFT) is 
extensively used to identify such defects. On tester, test data is applied to the 
chip to identify the defects. For larger chip, the amount of test data volume and 
test application time is higher on tester. Adaptive scan compression method is 
used to reduce test application time and test data volume. This paper gives an 
overview of the technique and discusses the factors that influence test parame-
ters: compression ratio, test data volume reduction (TDVR) and test application 
time reduction (TATR). We also present the relationship of TATR, TDVR and 
Total no of internal scan chain. Results of experiments conducted to validate 
the relationship are also reported.   

Keywords: Tester cycle count, Test Application Time Reduction (TATR), Test 
Data Volume Reduction (TDVR), Compression Ratio. 

1    Introduction 

During manufacturing of a chip, there is a possibility of defects like open, short. To 
identify such defects, test data are applied to the chip on tester. It is desirable to apply 
smaller test data while attempting identification of all faults on the design during 
manufacturing test. This would also reduce cost of the test. Currently almost all of the 
design-for-test (DFT) techniques start with a baseline of scan technology. However, 
the chip complexity continuously increases, which results in excessive test data vo-
lume even for single-stuck-at fault with single-detection [1]. In conventional external 
testing, this huge amount of test data must be stored on the external automatic test 
equipment (ATE) and be transferred to and from the circuit-under-test (CUT) through 
the limited test channels [22]. This poses a serious problem on manufacturing test. As 
test data volume increases, it takes more tester buffer space to hold the complete test 
set and larger simulation time to deliver the test set through limited test channels, both 
leading to higher test cost. Therefore, reduction in tester storage and tester channel 
bandwidth for million-gate designs are recognized as extremely important require-
ments and have received a lot of attention in the recent years [21]. 
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There are a few methods focused on reducing external test channels to achieve 
good compression for designs with multiple scan chains. A technique using a single 
input supporting multiple scan chains has been proposed in [2]. However, its applica-
tion is limited to test multiple independent full scan circuits in parallel. Illinois scan 
architecture [3] overcomes this limitation by using two modes of scan operation, pa-
rallel scan and serial scan. Circular Scan [4] configures the scan chains in a circular 
form enabling the generation of the next pattern from the captured response. While it 
efficiently overcomes the tester channel bandwidth limitation; it introduces a new 
problem on the test diagnosis process due to the undeterministic property of the test 
response. Approaches proposed in [5] and [6] explores the logic dependencies of the 
internal scan chains to construct a simple logic gates based decompression network so 
that a great number of scan chains could be driven by a limited number of external 
scan channels and test cost is reduced. 

In this paper, we discuss a DFT technique – Adaptive Scan Compression, which 
drastically reduces test cost for scan-based designs [23]. Main benefit of the technique 
is a small amount of on-chip circuitry that reduces both test storage and test time re-
quired for testing a core-based design [8]. Fully specified test vectors provided by the 
core vendor are stored in compressed form in the tester memory and transferred to the 
chip where they are decompressed and applied to the core. Instead of having trans-
ferred entire test vector from the tester to the core, a smaller amount of compressed 
data is transferred. This in turn reduces the amount of compressed data that must be 
stored on the tester and hence reduces the total amount of test time required for trans-
ferring the data with a given test data bandwidth[10][12]. 

This paper derives a new compression relationship to calculate Test Application 
Time Reduction (TATR), Test Data Volume Reduction (TDVR) and calculation of 
total number of internal scan chains. The paper is organized as follows. Hierarchical 
implementation of compression method and decompression architecture is discussed 
in Section 2. Section 3 presents the analysis of effect of compression on test coverage. 
Pattern inflation from compression method is described in Section 4. Section 5 & 6 
discuss the experimental results and conclusion respectively.   

2   Basics of Adaptive Scan Compression 

Adaptive Scan technology inserts a combinational decompression structure between 
the chip scan pins and the numerous short internal scan chains. Compressed scan in-
put values are loaded in the adaptive scan module that associates them internally to 
the internal scan chains [22]. To maximize test coverage, the association adapts to the 
needs of ATPG to supply the required values in the scan cells. Adaptive Scan opti-
mizes traditional scan chains into smaller segments enabling savings in test time [7], 
while the adaptive scan module and the output compactor significantly reduce the 
amount of test data needed to comprehensively test the chip [1]. As shown in Fig. 1, 
the compressed patterns are inserted into decompressed block of the architecture. In-
ternal scan chains are connected to this block and allow patterns to propagate through 
them. Furthermore, these decompressed patterns are compressed at compressor  
block.  

 



 Performance Analysis of Ada

Fig. 1.

3   Fault Coverage Lo

Fault coverage loss measur
logic states without exhibit
pression solution is fully X-
sion levels if design contain
result of the experiment con
ratio. We begin the experim
adding any compression1 a
defined as the ratio of detec
The flat characteristic in Fi
higher compression levels. 

Based on this experimen
significantly with compres
slightly from one tool to the
ing a tool’s maximum faul
always favor the tool with t
most difficult-to-detect fau
fault coverage convergence
relatively fewer faults [24]
the number of patterns need
fault lists differ, it is advis
ATPG tools while evaluatin

                                            
1 Total no of scan flip-flops we

test (DUT). 

aptive Scan Compression Methodology and Calculations 

 
. Adaptive Scan Compressor Architecture 

oss vs. Compression 

res a compression tool’s ability to accommodate unkno
ting a significant loss in fault coverage. Even if the co
-tolerant, fault coverage can still decrease at high compr
ns a very large number of unknowns [12]. Fig. 2 shows 
nducted to validate effect of fault coverage on compress

ment with the execution of basic scan on the design with
and testable fault coverage is measured. Fault coverage
cted faults to detectable faults in the uncollapsed fault l
ig. 2 shows that there is negligible loss in coverage at 

nt, it is observed that the fault coverage does not cha
ssion ratio. Note that fault coverage statistics can v
e next due to differences in fault accounting. Simply low
lt coverage target to compensate for these differences w
the highest reported fault coverage [16]. This is because 
lts are near the end of the ATPG run — in the tail of 

e curve — where many more patterns are required to de
. Thus, lowering the coverage target significantly redu
ded. Since it is often difficult to determine exactly how 
able to create a single fault list with faults common to
ng different compression solutions. 

               
ere 51560 and total number of scan chains were 8 in design un

215 

own 
om-
res-
the 

sion 
hout 
e is 
list. 
the 

ange 
vary 
wer-
will 
the 
the 

etect 
uces 

the 
o all 

nder 



216 A. Rao et al. 

 

Fig. 2. Fault Coverage Vs Compression Ratio 

4   Pattern Inflation from Compression 

Although compression reduces the amount of data in each test pattern, more patterns 
are needed to achieve the same high testable fault coverage as the compression ratio is 
increased. The pattern count line should be fairly linear and have a relatively small 
slope. The pattern count without compression P and the pattern inflation rate ε both 
affect the tester cycle count, which is also a function of the number of scan flip-flops 
in the design F, the number of scan channels C, and the compression ratio x [12]. If 
we assume the internal scan chains are balanced, then as x increases the tester cycle 
count decreases according to equation (1).  

This simple expression is accurate to within 1%. It may be noted that all compres-
sion solutions behave in this manner. Tester cycle count can be calculated as: 

 

Tester Cycle T =    /                                         (1) 
 

Although the ratio F/C is determined by design and I/O constraints, from a tool-
comparison perspective more tester cycles will be required for each compression ratio 
if either the pattern count without compression P or the pattern inflation rate ε is rela-
tively higher. We validate the equation (1) with the help of an experiment as shown in 
Fig. 3 which displays plot of Tester Cycle Count Vs Compression Ratio§. The expe-
riment started with the different values of compression ratio. Based on compression 
ratio values, the scan chain length are different. With each values of compression ra-
tio, values of F, P and C are different. Hence the value of tester cycle count  vary with 
different values of compression ratio. 

The plot indicates that compression ratio is inversely proportional to the Tester 
cycle count. As the compression ratio increases Tester cycle count reduces. Hence for 
larger designs with a high scan chain length, this method is useful. It also reduces  
pattern count and tester cycle count. Hence it reduces Test application time on tester.  
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Fig. 3. Tester Cycle Count Vs Compression Ratio 

 
Test application time is the ratio of tester cycle count without compression (x=1) (i.e. 
internal scan mode) to tester cycle count with compression (i.e. compression mode): 

 

TATR = 
Cycle Count (Basic Scan) 

Cycle Count (Compression Scan) 
 

         (2) 

 

Above equation indicates test time reduction on increasing compression ratio. Test 
time reduction is equally proportional to Compression ratio as observed in Fig. 4. As  
 

 
Fig. 4. Cycle Count (Basic Scan) Vs Cycle Count (Compression) 
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shown in Fig. 4, with increase in compression ratio test application time reduction 
also increases. As compression ratio increases the scan chain length reduces. This 
results in to reduction in required tester time. As compression ration increases further 
scan chain length reduces more. Hence, with increase in compression ratio, TATR 
ratio increases more. 

5   Experimental Results 

In this section, we present results of experiments conducted on 2 industrial designs 
(DUT). To compute the fault coverage and test application time reduction (TATR) 
numbers, we inserted the basic scan and compression scan with the use of given scan-
in and scan-out. First experiment is conducted on design with 51560 shift registers, 8 
scan-in and 8 scan-out pins. Second experiment is conducted on design having 30 
shift registers, 5 scan-in and 5 scan-out pins.  

The experiments were conducted on Synopsys Design Compiler tool [24] and Te-
traMax tool [25] over Linux platform with kernel version 2.6.18. To start compression 
method we replaced flip-flop with its scan equivalent model. We also checked the 
total number of external scan chains and total number of flip-flip-flops present in the 
design. Based on compression ratio, Adaptive Scan de-compressor splits down scan 
chain into smaller scan chains. Note that in adaptive scan compression, external pin 
count of scan-in and scan-out is same [22].  

As shown in Table 1, there are two designs ckt1 and ckt2, which have 8 and 5 in-
put and outputs respectively. Ckt1 has 51560 flip-flops and Ckt2 has 150 flip-flops. 
There are total 8 scan chains in Ckt1 and 5 scan chains in Ckt2. Pattern count of both 
designs is 10061 and 32.  

Table 1. Pattern Count, Test Application Time Reduction (TATR), Test Data Volume Reduc-
tion (TDVR) for Basic Scan 

 
Design 

I/Ps O/Ps 

No of. 
Flip-
flops/ 
chain 

No of 
Scan 

Chains 

Pattern 
count 

TATR (s) TDVR (bit) 

ckt1 8 8 6445 8 10061 64859651 259855508 

ckt2 5 5 30 5 32 1022 826304 
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Scan Test Time is calculated based on the relationship shown below: 

Scan Test Time = F + (1+F) * V                                                                             (3) 

Scan Test Data Volume = (I + O + 2* F) * P                                                          (4) 

In above equations, F indicates number of flip-flops, V is the test vector, I is In-
puts, O is Outputs, and P is no. of Test Vectors.  Subsequently, Compression method 
was implemented on the same designs and results were analyzed. Table 2 shows the 
calculations for all the outputs (Compressed test time reduction and test data volume 
reduction) of the experiment. It appears from the comparison of Table 1 and Table 2 
that Test Application Time and Test Data Volume are reduced by applying Compres-
sion method. However, it also increases Pattern Count.  

Table 2. Pattern Count, Test Application Time Reduction (TATR), Test Data Volume Reduc-
tion (TDVR) for Scan Compression 

Design I/Ps O/Ps 
Comp. 
Ratio 

No of 
scan 
chain 

No of 
flip-

flops/ 
chain 

Pattern 
count 

TATR 
(s) 

TDVR 
(bit) 

Ckt1 8 8 35 336 154 10981 1702209 3557844 

Ckt2 5 5 7 40 4 54 274 972.00 

 
From all the above results we have observed one relationship to find out total num-

ber of internal scan chains after compression by only known value of external scan 
chain count and compression ratio. Total number of Internal scan chains depends on 
multiplication of external scan chain count and compression ratio.  

 
Internal Scan Chain Count = 1.2 * Scan Chain * Compression Ratio                    (5) 
 
As shown in Table 3, number of internal compressed scan chains is approximately 

equal to the above equation (5). For compression ratio 3 and scan chain count 8, the 
internal scan chain count will be 1.2 * 8 * 3 = 29.  Thus, Tester cycle count also re-
duces by the equation (2).  This can be seen in Table 3 below. 
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Table 3. Compression Ratio, No of Scan Chain (compressed), Fault Coverage and Tester Cycle 
Count Calculations 

 

Compression Ratio 
No of 
Scan 

Chains 

Fault  
Coverage 

Tester Cycle 
Count 

2 20 92.43% 34989905 

3 29 92.42% 23379070 

6 58 92.38% 11709945 

10 96 92.31% 7044747.2 

15 144 92.25% 4705197.6 

20 192 92.15% 3536919.6 

25 240 92.06% 2831808 

35 336 92.02% 2029880.8 

 
From Table 3, we can observe that as compression ratio increases, the tester cycle 

count decreases. It is also observed that the fault coverage does not change signifi-
cantly with compression ratio increases. 

6   Conclusion 

In this paper, we discuss the adaptive scan compression technique which significantly 
reduces test data volume and test application time of the chip on tester. In order to 
validate the merits of adaptive scan compression methodology, we carried out ex-
periments. Following observation can be made from the results of these experiments. 
(i) Based on the incremental value of compression ratio, tester cycle count and re-
quired test application time reduces. (ii) Test data volume required to test the chip 
reduces significantly. (iii) The relationship of internal scan chain count gives the total 
number of internal scan chain created with the applied compression ratio.  

Results of experiments conducted on DUT indicated that  Adaptive scan compres-
sion technique significantly reduced the tester cycle count from 34989905 to 
2029880, test data volume from 259Mb to 3.5Mb and test application time from 
64x106  sec to 1.7x106 sec. This in turn validated the  relationship for test parameters: 
test application time, test data volume and internal scan chain count.  

However, we noticed the major drawback of this method as significant increase in 
pattern count from 10061 to 10981. Moreover the technique does not change fault 
coverage considerably. 
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Abstract. Logical errors are the program bugs that are caused due to the pro-
grammer’s faulty reasoning. Logical errors in a program are not easy to find 
since the point of failure is shown in a statement but actual bug may be in any 
other statement(s). Debugging of this kind of errors is tedious. To debug the 
logical errors backward slicing is very useful. But, in most cases, backward 
slices are as large as the original program itself. This again creates problem in 
finding the original bug. This paper presents Optimized Call-stack Restricted 
slicing which reduces the number of lines to be checked while debugging. In 
other words, this technique reduces the size of the slice and also ensures that 
Optimized Call-Stack Restricted slices are smaller than the slices produced by 
any other slicing techniques. Optimized Call-stack restricted slicing is very ef-
fective. The size of slice ranges from 3 to 80 percent of the original program. 
Under any circumstances, the size of slices produced by optimized call stack re-
stricted slicer is not greater than that of other slicers.  

Keywords: Logical error, Debugging, Slicing, Slice size, Faulty reasoning, 
Call-stack, Call site, Backward slicing. 

1   Introduction 

A program may fail in two ways at run time. First, the program may not be executed 
fully due to the production of uncaught exception. Next, the program works fine with 
bad output. i.e., the program executes fully but it produces wrong output. Both these 
failures are due to logical errors. For the second case, we can find the line which has 
the wrong output in two steps: 1. Trace the actual output with reference output to find 
point of failure and 2. Use call stack (procedures called at the time of failure) to find 
actual bug. But it is not easy to find the actual bug that produced the bad output. The 
wrong output is because of logical errors in the program. To solve this problem pro-
gram slicing technique [1] is very useful. It reduces the number of statements to be 
checked for the error. Slicing is finding the statements that are dependent on the line 
of failure (the first instance of failure). 

The first step is to find the intermediate representation of the program. Intermediate 
representation is a directed graph which represents various dependencies of the  
                                                           
* Corresponding author. 
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program. As discussed below graph will show different dependencies of the program. 
C programs [11] (GCC [12], [13]) that confirms to gcc coding standards are the inputs 
for this slicing. 

Program Slicing extracts only relevant parts of the program at the chosen line with 
respect to the chosen set of variables (slicing criterion). Based on the direction of 
slicing, program slicing has two types [8]:  Backward Slicing and Forward Slicing. 
The statements that affect the point of failure are called backward slices. In terms of 
System Dependence graph [2] (SDG), it is nothing but travelling backwards from the 
line of failure to the entry in SDG. The statements that are affected by the point of 
failure are called forward slices. In terms of SDG, it is nothing but travelling forward 
from the line of failure to the exit in SDG. 

Call-Stack Restricted Slicing considers the call sites which are called at the time of 
failure. The called sites at the time of execution are stored in a stack called call-stack. 
While slicing, the slice follows the edge that is at the top of the stack [5]. Optimized 
call stack restricted slicing reduces the number of call sites in the stack i.e., the call 
stack is reduced to a set of minimum call sites. 

The next Section will discuss about the System Dependence Graph. Section 3 de-
scribes about the related works. Section 4 will discuss about Optimized Call-Stack 
Restricted Slicing and its advantages over other slicing methods. Section 5 will de-
scribe experimental results of the proposed slicing and compares the results with 
context insensitive slicing method which is widely used and conclusions are presented 
in Section 6. 

2   System Dependence Graph 

System Dependence Graph (SDG) is intermediate graphical representation of the 
source program. This mainly represents flow and data dependence of the original 
program. SDG is a Directed Graph. In this graph, nodes represent the statements of 
the original program and edges represent the different dependencies between state-
ments. SDG contains Program Dependence Graph [2] (PDG), summary nodes and 
edges. Summary edges represent transitive dependency of nodes which are due to 
procedure calls.  Summary edges map the link between actual-out nodes from actual-
in nodes by inter procedurally realizable path which travels on SDG through the 
called procedure. SDG is inter-procedural dependence graph i.e., all procedure de-
pendence graphs in a program are connected through summary edges to get SDG. 

PDG basically has control dependence and data dependence with formal-in and 
formal-out nodes for every formal parameters of the procedure. Control dependence 
Graph is a graphical representation of the program that shows the execution of a node 
controlled by other node. A Data Dependence Graph is a graphical representation that 
shows the flow of data (variables) between statements. Four types of nodes in PDG 
are Statement node, Predicate node, Entry node and Region Node. The edges in SDG 
are created using different dependencies of the program. Usually dependencies are of 
many types like Control Dependence, Data Dependence and Summary Dependence. 

 
Control Dependence 
Control Dependence represents Execution control of the program. Two nodes are 
connected through an edge if a node controls the execution of other node. Specific 



 Better Debugging of Logical Errors Using Optimized Call Stack Restricted Slicing 225 

 

iteration statements and recursive functions are controls themselves. They are 
represented using self directed edges. Control statements have more than one control  
dependence. For Example, in a simple if-else control structure if part controls the 
execution of else part. A formal Definition [18] is as follows: Node B is Control De-
pendent on A if and only if, B is not post dominant of A and there exists sub path to B 
through every node other than A in path A to B. 

Data Dependence 
Data dependence shows the data flow between statements. Data flow starts from a 
variable declaration. Whenever the variable changes or used, the data dependency 
exists. In this case each variable and its dependencies are found first. Data Dependen-
cy of a program has 4 main types [19], [20]. They are Data-flow dependencies (Read 
After Write), Output Dependencies (Write After Write), Anti-Dependencies (Write 
After Read) and Def-order dependence. A data dependency may pass through many 
procedures via parameter passing edges. This is inter-procedural data dependence. 
The scope of the data differs through this kind of dependencies.  

Summary Dependence 
Summary dependence of the program is used to find the transitive dependence 
through procedure calls in the program. Summary dependence can be obtained from 
PDGs of the program by introducing some additional (summary) nodes and edges. 
Table 1 Shows the Summary nodes and respective edges. 

Table 1. Summary nodes and edges 

Node in calling 
Procedure 

     Node in called  
     Procedure 

Connecting Edge 

Call node Entry of Procedure Call Edge 
Actual-in Formal-in Parameter-in 
Actual-out Formal-out Parameter-out 

 
 
Consider an example SDG to find the factorial of a number: 

E0 main(){      
S1 int k; 
S2 int f;  
S3 printf(“Enter the number:”); 
S4 scanf(“%d”,&k); 
C1 f=fact(k); 
S5 printf(“The factorial is %d”,f); 
E1 int fact(int k) 
     { 
S6 int i 
S7 int j=1; 
S8 while(i<k) 
    { 
S9 j=j+j*I; 
S10i++;} 
S11 return j; 

}    

    Fig. 1. SDG of Factorial Program 
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3   Related Works 

Program slicing techniques are used in many fields. Some of these include debugging, 
testing, program integration, program understanding, reverse engineering, software 
maintenance and software quality assurance. Construction of a slice is removing irre-
levant parts of the program with respect to a slicing criterion. A Slicing criterion is 
generally a tuple <s, V> Where, s is statement number, V is a subset of variable in 
program which is relevant to that statement s. 

According to context of the program, slicing can be classified into two types: Con-
text insensitive Slicing and Context Sensitive Slicing. Program Context implies the 
program feature which changes depending on the action that one does in the program. 
Context insensitive slicing [4] on SDG is reach-ability of nodes with respect to a 
slicing criterion i.e., slice is vertices of a realizable path. 

3.1   Context Sensitive Slicing 

Context Sensitive slicing [4], [10] is a program analysis technique which considers 
inter-procedural realization. This analysis will be based on calling context. Context 
sensitive analysis is explicit encoding of call string in a sequence of call sites. Call 
string is simulated as a call stack which is sequence of called procedures in a pro-
gram. Context sensitive slicing is more precise than context insensitive slicing since it 
considers sequence of call sites of a program. This slicing technique has several va-
riants [16]. They are Explicit context slicing, Folded context slicing, Limited context 
slicing. Chopping is another technique. Chopping is transitive dependence between 
two different statements in a program. It has two different criterions. One is source 
criterion and another one is target criterion.  

Few tools are available for slicing. A popular slicing tool is Wisconsin Program 
Slicing tool [6]. This tool is called Code Surfer [14]. This slicing technique is static 
[7]. This tool supports backward and forward slicing. Since this is static slicing tool, it 
produces comparatively big size of slices. This tool is also useful in finding SDG. 

4   Optimized Call Stack Restricted Slicing 

Program slicing is decomposition of program based on dataflow and control flow 
analysis. A useful slice must provide pieces with predictable properties i.e., a slice is a 
subset of a program. Slicing basically reduces any program into a minimal form that 
still retains its behavior. During debugging a programmer is interested in a specific 
execution and not all possible executions. A particular bug might be due to that spe-
cific execution. A program might crash at a certain point in a different set of execu-
tion. For this reason dynamic slicers [17] are needed. 

Call-Stack Restricted (Context Restricted [3]) Slicing considers called sites only at 
the time of failure with respect to point of failure. Hence this kind of slicing is dynam-
ic slicing [9]. Dynamic slicing is more advantageous than static slicing.  

Call-Stack Restricted slicing restricts the number of procedures for analysis to 
called procedures at the time of failure. Using a dynamic slicer like call-stack  
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restricted slicer is efficient but it reduces the speed [15] of finding slice. We propose 
an optimized call-stack restricted slicing which will increase the speed by having few 
call sites only to find the slice. In best case, time required to find the slice will be very 
less compared to context-insensitive slicing. In worst case, this technique performs at 
the same speed of the context insensitive slicer. In majority of the cases this technique 
is better than its counterparts. Call sites are the statement number at the calling time. 
So the statement numbers are stored in the call stack.  

Detailed algorithm of Call-Stack Restricted Slicing is provided by Krinke. This al-
gorithm is formerly called as Context Restricted Slicing [3]. In this technique slicing 
back from a program line involves backward traversal of edges in the SDG of pro-
gram. In this algorithm the call stack is used. But our algorithm reduces the number of 
call sites by removing the repeated call sites. s=<c1,…,ck> can be reduced to 
s=<c1,…,cq>. q<=k. Removal of repeated call sites is possible as the extraction of 
lines is carried based on static SDG. The changing value of a variable will not affect 
the slicing process as it does not depend on dynamic SDG.  

This algorithm has 2 phases. Phase 1 computes slices for every call site of the mi-
nimized call stack. During each iteration of phase 1, every node is reachable via edges 
of a particular procedure (intra procedure) calculated for slicing, which is stored in W. 
If parameter-in or call edge is traversed, and if reached node is part of the call site, it 
will be the initial node for next iteration (Stores in Wup) i.e., it finds the intra proce-
dural realizable path from that node. If Parameter-out edge is traversed then the node 
is stored in Wdown. These nodes will be processed at phase 2. At Phase 2 the edges are 
traversed from parameter-out edge to parameter-in edge i.e., the travel is between 
actual-out nodes to actual-in nodes. Second phase is to get the inter procedural realiz-
able path through called procedure. 

In context restricted slicing, the algorithm has to scan the SDG for each call site in 
the call stack. But a call site may be called more than once at the time of execution. 
Since it scans the static graph, scanning of SDG more than once for the same call site 
will produce the same answer. In this proposed algorithm the call stack is transferred 
to be an array call sites in which the repeated call sites are removed from the call 
stack and minimized call stack is created. 

In context restricted slicing, for every call site in the stack the SDG is scanned. So 
the SDG as a whole has to be scanned for k (number of sites in call stack) times. At 
the time of parameter-in or call edge traversal the edge is checked whether it is at 
current call stack. 

This is not required in the modified algorithm. The SDG is scanned with array of 
call sites. So we can check whether parameter-in or call edge is any one of the call 
sites. This will reduce that scanning of the SDG fully for each site. This technique 
checks for call sites while traversing the parameter-in or call edge itself. So this  
algorithm scans the SDG only once. It obviously reduces the running time of the  
algorithm. 

This technique will produce the same number of lines which are produced by  
context restricted slicing by using less number of call sites and hence we call it as 
Optimized call stack restricted slicing. 
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Optimized Call Stack Restricted Slicing: 
 
Input: G = (N, E) the given SDG  
n ∈ N the given slicing criterion  
s = <c1,…,ck> the given call stack  
Output: S ⊆ N the slice for the criterion n 
Procedure Call Stack minimization 

Input: s=<c1,…,ck> 
Output: s=< c1,…,cq > 
for i=1 to k do 
 for j=1 to k do 
  if ci==cj 

   remove cj 

   for p=j+1 to k do 
   shift cp+1 to cp 

   k=k-1 
q=k 
return s=<c1,…cq> a set of minimized call stack 
Procedure Optimized Slicing 
Wup= {n}  
Wdown= Ø 
S = {n} 
 first pass, descending slice 
W = Wup 

Wup= Ø  
while W   = Ø worklist is not empty do 
W = W / {n} remove one element from the worklist 
 for each m → n ∈ E do 

if m ∉ S then  
    if m → n is a parameter-out edge (m→ n )  
then  

Wdown= Wdown
∪ {m} 

S = S ∪ {m} 

elsif m → n is a parameter-in or call edge (m→ n)  
and for i = q . . . 1 do the call site of m is ci  

then  
Wup=Wup

∪ {m} 
S = S ∪ {m} 

else  
W = W ∪ {m} 
S = S ∪ {m} 

second pass, ascending slice 
 while Wdown = Ø worklist is not empty do  

Wdown = Wdown /{ n} remove one element from the worklist  
for each m→ n ∈ E do 

if m ∉ S then 
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if m→ n is not a parameter-in or call edge (m→ n ) then  
Wdown= Wdown ∪ {m} 
 S = S ∪ {m} 

return S the set of all visited nodes 

5   Experimental Results 

We have considered all three types of programs as inputs for our optimized call stack 
restricted slicing technique. First type of input program has no call sites. 2nd one has 
call sites but flow of program is sequential i.e., each function is called exactly once in 
the program. 3rd one has call sites and different call stacks for the same point of fail-
ure. We have compared the output of this technique with context insensitive slicing 
technique for all three input categories. For the first category there is no difference 
between the proposed and existing technique. For second and third categories, we 
have shown the results in graphical format. ‘x’ axis of each graph represents different 
points of failure for various call stack combinations. In Fig 2(a), y axis shows the ratio 
between Context Insensitive (CIS) and Optimized Call stack Restricted Slicing 
(OCRS) techniques when the input program has call sites but with sequential program 
flow. In Fig 3(a), y axis shows the ratio between Context Insensitive (CIS) and Opti-
mized Call stack Restricted Slicing (OCRS) techniques when the input program has 
call sites and different call stacks for the same point of failure. Fig 2(b) and 3(b) 
shows the slice size of both slicing techniques. Y axis represents size of the slice 
(number of lines).  

 
 

 
 
 
 
 

 
 

                Fig. 2(a)              Fig. 2(b) 
 
 
 
  

 
 
 
 

                               Fig. 3(a)                               Fig. 3(b) 
 
From above results we can conclude: Slices of the program which has no call sites 

have no reduction in size in optimized call-stack restricted slicing. Both methods 
produce same size of slices. For second category, results show the reduction in slice 



230 L.D. Dhinesh Babu et al. 

 

size in the proposed method. For the third category there is a drastic reduction in slice 
size in the proposed optimized technique. Optimized Call-stack restricted slicer pro-
duces comparatively very small size of slices for programs. This reduced slice state-
ments are very much helpful in finding the actual bug from the point of failure. The 
bug could be in any or all of the slice statements and/or in point of failure.    

6   Conclusions 

For debugging of logical errors, Optimized Call-Stack Restricted Slicing proposed in 
this paper produces slices of smaller size compared with other slicing techniques. 
Logical errors can be easily found by tracing this small subset (slice) of the programs. 
Logical errors may reside in some or all statements within the slice. Our presented 
approach which generates slices using SDG, an intermediate graphical representation 
of the input program. Context restricted slicer and optimized call stack sensitive slicer 
produces same size of slices but our algorithm uses minimum set of call sites and 
minimum number of iterations to find those slices. Optimized Call-stack restricted 
slicing is compared with context-insensitive slicing. In future, this technique can be 
compared with other slicers to find the most efficient slicing technique. 
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Abstract. Context awareness is one of the key requirements for realiz-
ing the vision of ubiquitous computing. Formal representation of context
information fosters interoperability, eases evolvability and maintainabil-
ity of applications, and enables a number of reasoning services. The pro-
posed formal models are mainly based on the emerging standards such
as the Web Ontology Language (OWL). Reasoning with ontology based
models of context, however, is inherently complex and is further compli-
cated by the dynamism of the context data. In this paper, we advocate
an incremental approach for reasoning about dynamic context data; so
as to avoid redundant computations and alleviate the cost of reasoning
from scratch. The continuity of contextual states and existence of long-
lasting subscription queries further encourage this approach. We present
the related work on reasoning with dynamic data and conclude that the
efforts do not address the problem adequately and are not tailored for
specific considerations of context aware systems.

Keywords: ubiquitous computing, context awareness, incremental rea-
soning, ontology, rule.

1 Introduction

“The most profound technologies are those that disappear. They weave them-
selves into the fabric of everyday life until they are indistinguishable from it.”
This is how Mark Weiser describes the vision of ubiquitous computing in his sem-
inal paper [27]. Such a utopia is saturated with pervasive computing and com-
munication technologies. Everyday objects and places are smart, sensors and
actuators maintain rich connections between the physical and virtual worlds,
and computing is spread throughout the environment [15]. A highly anticipated
property of this new paradigm is its graceful integration with human lives. To
be minimally intrusive, a ubiquitous computing environment must be context-
aware. Context data can be used for adapting user interface, tailoring the set
of application-relevant data, increasing the precision of information retrieval,
discovering services, or making the user interaction implicit [6].

Despite the availability of constituent technologies, the vision of ubiquitous
computing is still far from realization. Surprisingly, most of the constituent tech-
nologies are now available or even viable commercial products. Portable devices,

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 232–241, 2011.
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wireless technologies, and sensing devices are already widespread. The required
software components such as location tracking, face and speech recognition, and
online calendars have also reached a sophisticated level of maturity. The major
challenge for developing ubiquitous context aware systems is seamless integra-
tion of the component technologies [21]. This is due to the sheer diversity of the
context sources as well as different software which collect, process, and change
the information.

The ubiquitous computing community increasingly understands benefits of
formal context information modeling. Firstly, the formal expression of context
data alleviates the heterogeneity by providing well-defined semantics. This in
turn fosters reuse and sharing of context information which can be expensive
to gather, evaluate and maintain. Secondly, a formal context model reduces the
complexity of context-aware applications and improves their maintainability and
evolvability [4]. Lastly, a number of reasoning services are enabled which can be
used to derive implicit or abstract information, answer queries, and detect the
inconsistencies peculiar to context data.

Proposed formal context models usually take advantage of emerging standards
such as the Web Ontology Language (OWL) [18] proposed by W3C. This lan-
guage is characterized by the formal semantics of Description Logics (DL) [3] and
its RDF-based serializations [1]. Unfortunately, one major concern with the use
of ontology based models is the inefficiency of the reasoning services. Moreover,
unlike other application domains such as semantic web, the dynamism of the
contextual information should be considered as the main concern. Traditional
reasoning methods, however, assume that the knowledge base is static or seldom
changes. In fact, research on reasoning over dynamic knowledge is quite limited
[28][24][8][12].

One way to address the problem is to reuse the results of the previous compu-
tations in an incremental fashion. This, however, depends on the nature of the
changes and on how a knowledge base is accessed. Firstly, incremental reasoning
can have the same worst complexity as a normal reasoning task, if the changes
to the knowledge base make the new knowledge base completely different. Sec-
ondly, exploiting previous computations makes sense, only if it can be used later.
We highlight two observations made in the ubiquitous computing environments
that satisfy these assumptions. Firstly, two subsequent contextual states usually
do not differ completely, allowing the reuse of the common required computa-
tions. Secondly, a considerable portion of envisioned queries are long running
subscriptions, making the reuse sensible as long as the queries are valid.

In this paper we elaborate on these observations and present the related work
in reasoning with dynamic knowledge (albeit in different areas). We conclude
that the existing work do not address the problem sufficiently and are not de-
signed with specific considerations of context aware systems in mind; namely,
the distribution and imperfection of context data.
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2 Ontology-Based Modeling and Reasoning

Useful context information can be retrieved from physical or virtual sensors.
Physical sensors refer to hardware sensing devices capturing a wide range of
data types. These include location, motion and acceleration, audio, light, visual
context (camera images), touch, temperature, ECG sensors and so on. These
sources of information can be consumed directly or be used in deriving more
abstract information such as the activity of the users. On the other hand, vir-
tual sensors refer to information sources which are provided by various software
applications and services through different APIs. Consider, for example, traf-
fic and weather information, identity, profile, and calendar of users, and flight
information.

Many context-aware systems based on various context models have been de-
veloped over the years. Models based on Key-value pairs use simple dictionary
like structures for representation of context (e.g. ¡temperature, 25¿). Markup
scheme models usually extend the XML based models such as Composite Ca-
pabilities/Preferences Profile (CC/PP)[2]. Object oriented methods introduce
concepts such as encapsulation, inheritance, and reusability into the modeling
process. The details of context processing are hidden within objects and access
to the context data is provided through specified interfaces. Spatial models stress
the significance of location information and provide constructs as well as data
storage and retrieval mechanisms for location aware manipulation of the context.
In a logic based model, context is defined as facts, expressions and rules which
is added to, updated in, and deleted from a logic based system. The experiences
with the proposed context models and the challenges faced in practice have influ-
enced the set of the requirements defined for context modeling. In fact, many of
these modeling approaches have been shown to be insufficient for (i) representing
a variety of context types, (ii) capturing relationships, dependencies, timeliness,
and quality of context information, (iii) allowing consistency checking, or (iv)
supporting reasoning on context [6][4][23][13][5].

The ubiquitous computing community increasingly understands benefits of
formal context information modeling [4]. In fact, in order to facilitate inter-
operability, powerful knowledge representation methods should be taken. Ad-
hoc formalisms with insufficient expressiveness make this process difficult [14].
The Web Ontology Language (OWL) is a formal approach for modeling context
which is widely used in the literature. OWL has several variants which differ in
their expressiveness and the efficiency of the reasoning. OWL-DL, specifically, is
based on a decidable fragment of description logics and is the fragment of choice
in many application scenarios. In principle, an OWL knowledge base consists
of two parts. The TBox is comparable to the schema in databases, the inten-
tional knowledge, which defines knowledge structure in terms of concepts and
their relationships. The ABox corresponds to database instances, the extensional
knowledge, and describes the actual individuals and relationships.

Using the supported constructors in OWL, complex contextual situations
can be described in terms of domain knowledge and existing definitions. Such
descriptions are built by composing elementary definitions through specific
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operators provided by the language such as conjunction, existential quantifi-
cation, and number restrictions. For instance, one can express the context of a
business meeting as:

BusinessMeeting ≡ Meeting� ≥5

hasParticipant.Employee � ∃hasV enue.ExecutiveRoom,

which defines a business meeting as a specific kind of meeting involving more
than five people and happening in an executive room. In the above definition
Meeting, Employee, and ExecutiveRoom are concepts, and, hasParticipant and
hasVenue are relations (a.k.a. properties).

On top of a formal context representation model, appropriate reasoning mech-
anisms can exploit the available context information for a number of purposes.
As the context data originates from various sources, the chances to encounter
inconsistencies are not negligible. For instance, location information identified by
a user’s GPS receiver can be in contradiction with the one identified in his cal-
endar. DL based reasoning techniques allow verification of the acquired context
information for possible inconsistencies. Furthermore, TBox reasoning services
allow for deriving implicit relationships in TBox, and ABox reasoning services
help in answering instance retrieval queries. These reasoning services can be
helpful in improving the quality of the existing data, inferring knew knowledge
or answering queries.

Many of the existing DL based reasoners (e.g. Pellet [22]) are based on the
tableau process for detecting inconsistencies. A tableau is a graph corresponding
to the underlying model of the knowledge base. Several expansion rules are ap-
plied continually which correspond to the logical constructs of the language, such
as disjunction, qualifiers, and number restrictions. The algorithm terminates ei-
ther when no more rules can be applied, or when contradictions are detected. The
tableau decision procedure determines the consistency of a set of arguments, and
can be used for other reasoning tasks such as classification, instance retrieval,
and realization [3]. Realization amounts to finding the most specific class in the
knowledge base to which the individual representing the current context belongs
to. In [14] and [17], contextual situations are defined as classes in OWL, and
the set of sensor inputs are considered to be instances in the knowledge base.
Determining the current context is then formulated as realization.

Formal representation of the context data also facilitates reasoning based on
additional information in the form of rules. SOCAM [9] allows users to define
rules for specific application domains to derive high level context information.
The system supports forward chaining, backward chaining, and hybrid execution
mode (thanks to the use of Jena rule engine). For instance, consider the following
rule:

(?user situation Sleeping) ← (?user locatedIn ?bedroom) ∧
(?bedroom lightLevel Low) ∧ (?user hasPosture LieDown),

which decides if a user is sleeping based on his current location, his posture, and
the lighting level. In Semantic Spaces project [26], users can submit the domain
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specific rules to the system to perform the forward chaining reasoning using the
Jena rule engine. This is the only form of reasoning supported and the results
of the reasoning are not stored.

For a more comprehensive study of semantic models and reasoning techniques
in context aware systems, interested readers may refer to [4][5].

3 Incremental Reasoning

With regards to the streaming data, the focus of research has mainly been on
the management, query evaluation, and optimization; nevertheless, research on
deductive reasoning on streaming data is very limited [28][24][8][12]. A naive
approach to handle reasoning on streaming data is to re-initiate the inference
upon a change in the data, which is impractical for real world scenarios with
large knowledge bases and frequent changes. The reasoning techniques need to
be incremental so as to reuse the results of previous computations. In this section
we review the DL/OWL reasoning methods which take the dynamism of the
knowledge base into consideration.

In [16], the authors provide a formal analysis of the most basic ABox updates
of the form: [¬]a:A and r(a,b). They show that in order to incorporate the new
information resulting from an update, the language should support nominals;
and further, the @ concept constructor from hybrid logic or Boolean ABoxes. As
a result, both SHIF and SHOIN (corresponding to OWL Lite and OWL DL)
can not represent the updates without the ’@’ operator. They also highlight that
an important issue is the size of the updated ABox, which can be unavoidably
exponential both in the size of the original ABox and the new information. In
[7], the DL-Lite is proved to be closed with respect to instance level updates;
that is to say, the result of an update is always expressible by a new DL Lite
ABox. This is in contrary for updates in more expressive description logics (as
stated before). We note that these studies are mainly from a theoretical point
of view. Furthermore, the preliminary algorithms provided do not come with an
implementation and hence we will not evaluate them here.

The work in [12], is motivated by the existence of various dynamic sources of
data in the semantic web, including web portals, syndication frameworks (e.g.
RSS feeds), and semantic services frameworks (e.g. OWL-S). They provide a
syndication framework which matches conjunctive queries submitted by users
against a set of dynamic publications which contain rich semantic content. Each
publication is essentially a set of ABox assertions which is incorporated in the
central knowledge base of the broker.

One of the main arguments is that the central knowledge base should be kept
consistent, because otherwise, any information can be derived from it, which is
undesirable. For this purpose they develop an incremental consistency checking
algorithm. This is to address the main performance issue in traditional tableau-
based OWL reasoners which re-build the entire completion graph from scratch
in the event of an update to the KB. The overall goal is to incrementally update
a completion graph from a previous consistency check.
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Having secured the consistency of the central knowledge base of the broker,
they consider incrementally resolving registered subscriptions in the syndication
framework which are represented as DL conjunctive retrieval queries. Rather
than considering the entire knowledge base after an update, they develop tech-
niques which aim to reduce the portion of the KB that must be considered as
candidate answers. That is to say, the query only needs to be re-evaluated over
a subset of the KB over the updated broker’s KB.

Nevertheless, we point that despite some good steps in addressing the prob-
lem, this work is limited to DL reasoning and the application of rules is not
considered. Furthermore, the suitability of the method needs to be tested in
pervasive computing environments with high change rates, imperfect data, and
distributed sources of information.

Another line of research is towards incremental maintenance of materializa-
tions of ontological entailments. The classic reasoning tasks are usually triggered
when the user queries the system, which is responded by deriving entailed in-
formation from asserted information. Under this setting, when the queries are
frequent, or the reasoning process is time consuming or complex, the perfor-
mance may not be acceptable. Materialization amounts to precomputing and
storing a set of implicit entailments, so that frequent and/or crucial queries to
the ontology can be answered efficiently [25]. It basically saves the reasoner from
recomputing the entailed information for every single query. As re-calculating
the materialization upon a change is not efficient, the proper solutions should
be incremental; i.e. reuse the result of previous calculations.

In [25], one such approach for incremental maintenance of materialized onto-
logical entailments is presented. It can only be applied to the ontologies which
can be axiomatized as logic programs. A logic program LP is a set of rules of
the form H : −B1, . . . , Bm ; where H, Bi belong to the set of predicates P.
Similar to the differentiation between the TBox and ABox in description logics,
logic programs also distinguish between intensional and extensional predicates.
Intensional predicates are materialized, if their derived extension is stored in the
database. RDFS and Description Logic Programs (DLP) are among the ontolo-
gies which can be transformed into logic programs. One main advantage of this
approach is the default support for rule-based reasoning.

The work takes a declarative variant of the delete and re-derive algorithm
(DRed) [10] which consists of three steps:

1. Overestimate a deletion: compute all the direct consequences of a deletion
2. Re-derive: neglect those estimated deletions which could be still derived by

other facts
3. Insert: insert the new derivations that are consequences of the added facts.

The maintenance process starts with a setup, where the maintenance program
is created for a given source program and the initial materialization of the in-
tentional predicates is computed. Afterwards, upon a change in the extensional
knowledge (ABox), the actual maintenance is triggered. As shown in the exper-
iments, after materialization the cost of accessing the materialized predicates is
negligible.
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Nevertheless, all maintenance operations (including setup, add, and removal
of facts) are more expensive than the cost of evaluating a single query on the
original program. Furthermore, if the original ontology is large or consists of com-
plex rules, the time for evaluation of the maintenance rules can be significantly
large (around 15 minutes [10]). As discussed by the authors, materialization is
a good technique in application domains where queries are dominated by read
operations. They exemplify the process as caching employed in web servers to
enable fast access to dynamic data. Although many good applications for the
technique can be thought of in the semantic web, the technique is far suitable for
non-read-dominant context aware systems with severe real-time requirements.

LarkC [8] takes a similar approach while trying to couple traditional DL rea-
soners with powerful, reactive, and throughput-efficient Data Stream Manage-
ment Systems (DSMS). The main advantage of this approach is that it uses
available techniques for stream processing and DL reasoning. LarkC consists of
five steps which are to be repeated continually until a good enough answer has
been calculated. Data is first retrieved, and then abstracted by transforming to
logics (e.g. using statistical methods). Relevant data is selected and reasoned
about, and the cycle ends by deciding if the answer is appropriate enough. If
that is not the case, a new cycle needs to be repeated. Nevertheless, we argued
that this approach is good for read-dominant scenarios, to where reasoning on
streaming data clearly does not belong. In fact, as shown in the experiments, the
solution cannot cope well with the streaming data, despite some improvements
over the original work.

At the end, we mention that there are specific formalisms which incorporate
the notion of time, and consider reasoning to be an ongoing process. Represen-
tatives are temporal logic, dynamic logic, and active logics. Nevertheless, they
have not been applied in context aware systems and their performance has been
less studied.

4 Conclusion and Future Work

Ontology-based models of context information take a formal approach to foster
interoperability, ease software development, and enable sound reasoning mecha-
nisms. The existing reasoning services, however, can be of high worst case com-
plexity. On the other hand, context data is potentially dynamic which poses
severe requirements on the efficiency of the reasoning. We presented two observa-
tions made in the ubiquitous computing environments. Firstly, the relevant con-
textual information do not change completely between subsequent states. This
allows for reusing the common computations that were made previously. Sec-
ondly, many of the queries concerning context aware systems are long-running,
and are in the form of subscriptions. This makes reusing of the previous compu-
tations useful as long as the queries are present. In this regard, having efficient
incremental reasoning mechanisms would alleviate the inefficiency of redoing
reasoning for each change in context data.

The related work can be categorized into two groups; those based on in-
cremental maintenance of tableau completion graph, and those incrementally
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maintaining materialized ontologies. Having discussed the related work, we con-
clude that, firstly, they can not handle high change rates. This issue may by alle-
viated by usage-driven identification and discarding of unnecessary updates. In
fact, in many of envisioned pervasive computing scenarios, changes have patterns
or at least do not happen randomly. For instance, the environmental factors, road
traffic data, and the interactions within ambient intelligence environments have
identifiable patterns. The question is, how the assumptions on the distribution of
the incoming data may be exploited to improve the efficiency of the incremental
reasoning.

Another way to better equip the reasoner in handling high change rates is
trading soundness and/or completeness of the reasoning for good enough answers
under time pressure. Approximation has been identified as a potential way to
reduce the complexity of reasoning [19]. In ubiquitous computing scenarios, the
reasoner can consider factors such as user, his current task and its priority,
quality of service and SLA to provide approximations. In DL based reasoning, for
instance, the sources of the complexity are non deterministic choices made during
expansion of the tableau completion graph - corresponding to disjunction and
value restrictions, among others. Approximations based on the mentioned factors
can target these sources of complexity by selectively ignoring or estimating their
results.

A major issue with the existing work in incremental reasoning is that they
mainly take a central approach – where all the data necessary for the inference
are gathered in a central processing node. This method suffers from a single pro-
cessing bottleneck, single point of failure, and suboptimal utilization of network
resources. Despite some recent efforts on distributed reasoning (e.g. [29]), the
methods do not address the problem adequately and are not incremental. More-
over, in a distributed setting, different sources may have different update rates
and quality of context (freshness,delay, and trust) which may lead to anomalies.
For instance, in rule based reasoning, it can lead to concurrent firing of the rules
and race conditions [20]. In fact, the traditional view of the existing methods
which is concerned with ideal reasoning under ideal circumstances do not hold
anymore.

A fundamental assumption in existing reasoning algorithms is that the knowl-
edge base should be consistent, because otherwise any conclusions can be made
from it. Nevertheless, this is quite restricting in practice where the distribution
and heterogeneity of knowledge sources may result in frequent inconsistencies.
The existing work mainly assumes that the incoming updates are consistent
with the existing knowledge. Even if appropriate belief revision methods can
be devised (e.g. [12]), incorporating them in the incremental solution can be
inefficient. Therefore, there is the need for robust incremental solutions which
tolerate some detected inconsistencies.

Our recent effort focuses on the development of a service-oriented middle-
ware known as Coalition [30]. Ir provides a number of system-level services, such
as context data acquisition, context storage, context reasoning, service organi-
zation and discovery, to facilitate the development and deployment of various
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ubiquitous computing applications. The middleware infrastructure separates con-
text data and context-aware services in different layers that are accessible by the
applications. Our infrastructure assumes autonomous sources of context data
which are categorized and organized into different context domains. This allows
for low-level processing of the data and associated reasoning operations to be
distributed among individual domains. We are working on incremental reasoning
solutions in the previously-mentioned directions to further make the middleware
suitable for ubiquitous computing environments.
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Abstract. Human context acquisition is an important aspect of human computer 
interaction (HCI) for context aware ubiquitous computing. There are many 
state-of-art relatively obtrusive and unobtrusive approaches to accomplish the 
task of human context extraction. This paper surveys the state-of-the-art ap-
proaches and establishes the possibility of using the conventional mobile com-
munication as an enabler for nearly unobtrusive human context acquisition in a 
smart ubiquitous environment. This paper studies the technical intricacies be-
hind using the mobile communication technologies for such purposes and pro-
poses how it can be used for such an ‘augmented’ utility in smart spaces. 
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1   Introduction 

The aim of ubiquitous system is not just to support ubiquity in its literal meaning by 
interlinking all systems into an omnipresent domain, but to support ‘context based 
ubiquity’ as per the objectives set by Weiser in his seminal paper [1]. So, a system 
needs to be context aware such that it fits into a human-centric personalized environ-
ment, interacting less obtrusively with humans and become part of the physical envi-
ronment by sensing more of it [1][2]. Ref. [3] provides a good exemplary vision on 
personalized smart environment services. Ref. [4] provides a good account of the 
different efforts to define ‘context’ and provides a broad definition of ‘context’ and 
‘context aware system’. In terms of practical usage this broad definition of ‘context’ 
can be classified into three categories [2]: ‘physical environment context’, ‘human 
context’ and ‘virtual environment context’. ‘Human context’, the topic of this paper, 
helps to personalize a service based on user presence, user identification and task 
preferences set by prior user experience. 

There are many proposed and in-use techniques for achieving the purpose of hu-
man context acquisition which is the key in terms of personalization of services. 
These techniques span a wide range of technologies. However, all these approaches 
have some advantages and some disadvantages when we try to evaluate them in terms 
of real life aspects which essentially involve human factors. What we find interesting 
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is that mobile phones can be a very good choice for such a purpose by virtue of its 
normal course of operation in the very basic form without relying on convergence 
with other associated technologies like Bluetooth, WiFi, etc. However, conventional 
mobile phone operation has not found much mention in the relevant researches in 
personalization of smart environment services compared to other approaches. 

In this paper, we first perform a survey of the state-of-the approaches starting from 
computer vision to short range wireless communications and compare them against 
some real life issues around the human factor. Then we shall do a technical feasibility 
study for using mobile phones for the given purpose followed by the researches done in 
this area which can help as the launching pad. Next we shall evaluate the proposed 
approach against similar factors as we have done for other state-of-the-art technologies. 

2   State-of-the-Art Approaches 

The problem of mechanized presence detection and identification in a premise / sys-
tem to perform some predefined task relevant to the identified person is not new. A 
very common example is the access control system in an office entrance where the 
user has to swipe an access card through an access controller for opening the door. 
Again, consider a software system which gets unlocked only when a user types the 
right user ID and password leading the system to activate with the settings specific to 
the current user profile. There can be many such examples. However, these conven-
tional  systems, though context aware in true sense, are not ‘unobtrusive’ so far as the 
HCI is considered as they require explicit human interaction to initiate the process. 
Following part concisely presents a survey of different dominant technologies pro-
posed in different literatures. 

Active Badge using modulated infrared beacon: One of the earliest approaches is 
to create an “active badge” which emits a periodic1 unique code in the form of a bea-
con by way of pulse-width-modulation of infrared signals as described in [5]. The 
users wearing these badges can be picked up by a network of sensors placed around 
the host building. 

RFID based detection: RFID has been proposed as a very popular technology for 
identification of objects for smart applications and future Internet of Things (IoT) 
[6][7][8]. It uses electromagnetic coupling in the radio frequency (RF) portion of the 
electro magnetic spectrum to uniquely identify an object or a person with an RFID 
tag. Ref. [7] discusses about several prototypes of smart identification based UbiCom 
applications which use RFID for identity acquisition. RFID tags are passive or active. 
Passive RFID tags receive their power to exchange from the signal sent by the RFID 
reader itself. Active RFID tags are battery powered. 

Detection using short range wireless communication – Bluetooth and WiFi: Short 
range wireless communication like Bluetooth and WiFi have become a very popular 
choice for human presence detection [9][10][11][12][13] . This works on a simple 
idea. The Bluetooth and WiFi devices transmit there unique MAC addresses which 
the detectors detect. The devices are usually personalized and thus their addresses can 

                                                           
1 Approximately a tenth of a second every 15 seconds. 
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be tagged with the users using them. One of the biggest reasons for these techniques 
to be popular is that they are usually integrated into PDAs and Handhelds which users 
carry around quite habitually. 

Detection based on computer vision – Face Recognition: Face recognition using 
computer vision is a promising technology for presence detection in smart environ-
ment [14][15][16][17][18]. This technique uses artificial intelligence (AI) on captured 
camera images  and the identification works using a classifier which has been trained 
with the end users (like members of a home, preferred customers of a superstore, etc.) 
in advance. 

3   Analysis of the Surveyed Approaches 

In line with Ref. [5] and [16] we can come up with several issues which can be treated 
as real life attributes for judging the effectiveness of different approaches as below. 

• Confidence on the means of identification is important. Based on degree of 
confidence we can treat the identification as weak or strong [18]. For exam-
ple, the biometric scheme like face-recognition is stronger than schemes like 
‘active-badge’ and RFID tags (unless embedded into the body) which are 
more vulnerable to faking. Bluetooth and WiFi based approach can be 
treated with medium confidence if they come integrated with hand-
helds/PDAs as these devices are more or less personalized. But vulnerability 
to faking is always there. 

• Detection range suggests proximity requirement of the identity advertiser to 
the identifier. Passive RFIDs suffer from low detection range and may not be 
good choice for larger areas like super stores [7]. Same applies for ‘Active 
Badge’ [5]. Bluetooth based schemes also have range problem as the trans-
mitted signal is usually not very strong.  

• Technical issues pose limitations leading to false alarm, missed detection 
opportunity, etc. ‘Active Badge’ and RFID has quite significant chance of 
false alarm[5][7]. Again, insufficient lighting and too much background 
noise can lead to error in face recognition scheme [15] apart from high algo-
rithmic complexity. 

• Power requirement especially at the user end is an important issue as it has 
a direct linear relation with the number of users in a premise. For example 
active RFID tags, though have a good range, does consume battery power 
and the same is applicable for active badge scheme. Bluetooth and WiFi also 
drain additional power even if they come integrated with handhelds. Of 
course, face recognition does not demand any user end power source being a 
totally passive technique. 

• Ease of use / unobtrusiveness means how transparent is the HCI to the user 
and how easily can user adapt to the system. For example, face recognition 
should ideally be totally unobtrusive. But for schemes like RFID tags and ac-
tives badge the users have to be conscious about wearing the badge which 
may create discomfort to the user. Again, the Bluetooth and WiFi based 
schemes requires the user to remember to keep the Bluetooth / WiFi service 
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switched on so that the detection can happen even if they come integrated 
with handhelds. 

• Psychological factors in using the system may impact the user. Although it 
relates to the fundamental issue of privacy in automatic identity disclosure, 
there may be differences in the degree of concern depending on what feature 
is being used as the ‘identification mark’. For example, the face recognition 
scheme may be unwelcome for users as it captures the user’s image, perhaps 
without his/her active consent. Again, wearing tags and badges just to get 
identified may not be a comfortable solution for some users, besides wearing 
active RFID badges which have large form factor [7]. Users may also dislike 
keeping the WiFi / Bluetooth on while they are actually not using those ser-
vices for any content transfer and they can complain about draining of the 
battery power. 

• Cost effectiveness of the system is also important. Schemes like RFID may 
not be very feasible detection mechanism for home like environment. Active 
RFID tags are quite costly as well [7]. Again the schemes requiring user end 
battery source add to the cost in terms of per user power usage. 

4   Potential Use of Standard Mobile Communication Technique 

Although not many references are found which explicitly use the standard mobile 
communication for presence detection and identification for personalization of ser-
vices in smart environments, there is potential of using this conventional technology 
for such purpose and thereby opening up huge possibilities in context aware services 
through mobile HCI. 

Mobile phones transmit the device identity as well as the subscriber identity in or-
der to get identified and registered in a mobile network. For example, GSM (Global 
System for Mobile communication) uses IMSI (International Mobile Subscriber Iden-
tity) and IMEI (International Mobile Equipment Identity) numbers. Ref. [19] can be 
consulted for the different exchanges of these identifiers under different circum-
stances. It is because of these identities that we roam around across different geo-
graphical cells and the visiting locations identify the users and the users remain con-
nected with the network. The total system is totally unobtrusive so far as human inter-
vention in HCI is concerned. Intuitively, we can think of extending this property of 
mobile communication into smart spaces for personalization of services and extend 
the utility of mobile communication beyond what this was originally meant for. 

However, the transmitter identity, for security reasons, is many a time encrypted 
such that only a legitimate base station can detect the mobile and the subscriber. 
Again, most of the time, the mobile phones remain idle when not in use. However, 
there is solution [21][22] to detect and identify idle mobile phones and we can see that 
such schemes can be extended to support human context acquisition for a wider range 
of applications. 

Ref. [20] proposes a straight forward approach for presence service using femto-
cell by monitoring the attach request and detach request of subscribers.  

Ref. [21] discloses a method for detecting the presence of a mobile phone in idle 
mode using a signal generating unit generating pseudo base station signal and a  
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detecting unit that detects the response of the mobile phone against the pseudo base 
station signal. However, the intention of this invention is mainly to create an alarm for 
areas like a flying aircraft, theatre halls, etc. which should be devoid of any switched 
on mobile phone. It does not reveal the identity of the phone.  

Ref. [22] takes this concept further to a more context aware application. Ref. [22] 
has proposed different approaches to detect presence of a user near a suitable IP 
(Internet Protocol) domain to control active hand-off between cellular and IP domain. 
In one of the schemes the inventors have used a pseudo base station which broadcasts 
the ‘registration invitation’ signal. A mobile phone in the range of pseudo base station 
would transmit back its ‘registration information’ containing the mobile identification 
number (MIN) and electronic serial number (ESN) (Fig. 1).  

 

 

Fig. 1. Procedure to get mobile phone identity using pseudo base station [22] 

These identifiers are used to route all calls to the MIN to the appropriate location 
and device. This approach can be generalized and explored for providing different 
personalized services in a smart space as conceptualized in Fig. 2. 

The conceptual smart space is equipped with a gateway that senses the user pres-
ence through a virtual base station and controls the applications as per the personalized  
 

 

 

Fig. 2. Extracting human context using mobile phone identifiers in a smart space 
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requirements of the user. This shows the potential of unobtrusive use of conventional 
mobile communication for human context acquisition in a smart space in a very unob-
trusive way. 

5   Analysis of the Mobile Communication Based Scheme 

Now let us compare the proposed scheme based on the same attributes as in section 3. 

• In terms of confidence the mobile phones are ‘moderately strong’ as they are 
usually very much personalized. 

• Detection range should not be a problem as they usually transmit at a power 
sufficient to reach a standard base station. 

• This approach does not require any additional power just to perform the de-
tection activity as the scheme relies on the normal communication standard 
unlike schemes like Bluetooth/ WiFi, etc. 

• This scheme should be quite unobtrusive as the user just need to keep the 
mobile powered on which is quite habitual and does not need to switch on 
additional services like Bluetooth / WiFi for this purpose. Again, carrying 
around the mobile phone does not normally add any discomfort to the user as 
mobile phones have become a part of our living. 

• This scheme does not add any psychological discomfort as discussed for 
other schemes in section 3. 

• This scheme does not incur any additional cost other than that of the mobile 
phone which can of a very basic variety so far as human context acquisition 
is concerned. 

The above points show the advantages of the proposed scheme over others. However, 
there are some technical and other issues which need to be addressed before arriving 
at an applicable solution. The major issues that this paper identifies are: 

• Due to broadcast nature advertiser’s radiation may overlap with neighbour-
ing region causing false alarm. 

• Artificially revealing subscriber identity may be a breach of the standard se-
curity feature and may need special permission from competent authority. 

• The mobile communication operates in licensed band. Using the licensed 
band for detection should require spectrum usage permission. However, this 
does not apply for scenarios where the premises are equipped with legitimate 
femto-cells like [20]. 

6   Conclusion 

In this paper we have surveyed different state-of-art approaches for human context 
acquisition in smart environments for personalization of services and compared them 
based on some real-life human centric attributes. Then we have explored the potential 
of using standard mobile communication method for human presence identification 
and proposed a possible scheme. We have also shown how this scheme can provide us 
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with a very good unobtrusive HCI compared to other techniques. Also, we have dis-
cussed about the issues that need to be addressed for making the proposed scheme a 
usable choice. The discussion on this scheme can provide good motivation to come up 
with innovative solutions with mobile HCI for personalization of services in a ubiqui-
tous environment. 
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Abstract. The need for adaptability in software is growing, driven in
part by the emergence of pervasive and autonomic computing. In many
cases, it is desirable to enhance existing programs with adaptive be-
havior, enabling them to execute effectively in dynamic environments.
Increasingly, software systems should self-adapt to satisfy new require-
ments and environmental conditions that may arise after deployment.
Due to their high complexity, adaptive programs are difficult to specify,
design, verify, and validate. Moreover, the current lack of reusable de-
sign expertise that can be leveraged from one adaptive system to another
further exacerbates the problem. In this paper we proposed an adaptive
design pattern called adaptive sensor factory to make the monitoring in-
frastructure of the adaptive system more dynamic by fusing the sensor
factory pattern, observer and strategy patterns. This pattern will deter-
mine the type of sensor that suits best for monitoring the client. We
have applied it to a sample application which is monitoring compliant
and makes use of this monitoring infrastructure.

Keywords: Design patterns, Adaptive patterns, Autonomic computing.

1 Introduction

Advances in software technologies and practices have enabled developers to cre-
ate larger, more complex applications to meet the ever increasing user demands.
In today’s computing environments, these applications are required to integrate
seamlessly across heterogeneous platforms and to interact with other complex
applications. The unpredictability of how the applications will behave and inter-
act in a widespread, integrated environment poses great difficulties for system
testers and managers. Autonomic computing proposes a solution to software
management problems by shifting the responsibility for software management
from the human administrator to the software system itself. It is expected that
autonomic computing will result in significant improvements in terms of system
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management, and many initiatives have begun to incorporate autonomic capa-
bilities into software components.

On the other hand as applications grow in size, complexity, and heterogeneity
in response to growing computational needs, it is increasingly difficult to build
a system that satisfies all requirements. and design constraints that it will en-
counter during its lifetime. Furthermore, many of these systems are required to
run continuously, disallowing downtimes while code is modified. As a result, it is
important for an application to self-adapt in response to changing requirements
and environmental conditions. Autonomic computing has been proposed to meet
this need, where a system manages itself based on high-level objectives from a
systems administrator. Due to their high complexity, adaptive and autonomic
systems are difficult to specify, design, verify, and validate. In addition, the cur-
rent lack of reusable design expertise that can be leveraged from one adaptive
system to another further exacerbates the problem.

Adaptive and autonomic systems comprise a monitoring, decision-making,
and reconfiguration infrastructure. Monitoring enables an adaptive system to
be aware of its environment and detect conditions warranting reconfiguration.
Decision-making processes monitoring information and determines which par-
ticular reconfiguration to apply in response. The reconfiguration infrastructure
enables an application to change itself in order to fulfill its requirements. Devel-
opers must not only design and implement these elements correctly; they must
also carefully determine their interactions. For instance, if the monitoring pro-
cess fails to report an environmental change, then a decision-making process may
incorrectly trigger an unnecessary and potentially detrimental reconfiguration.
Until recently, however, most approaches have addressed adaptation through ad
hoc techniques. To address these concerns, researchers have built adaptation-
enabling frameworks [4,5], middleware [6,7], and language-based support [8].
These approaches, however, may be tightly coupled with specific domains or
technologies, possibly limiting their applicability across different domains. In
contrast, design patterns work at the modeling and design level of abstraction,
thus facilitating design reuse. The pattern proposed is a generic solution that
can be easily adapted to specific situations.

Our paper is organized as follows. Section 2 presents a survey of related work.
In Section 3 we introduce the Adaptive Sensor Factory design pattern template.
In section 4 we have discussed a case study of an adaptive Online Library Man-
agement System and described its fundamental entities. Lastly, in Section 5 we
draw our conclusion sketching the path for future work.

2 Related Work

There are number of publications reporting the adaptive patterns to monitor, to
make decisions and to reconfigure at run time. But they are limited to their ap-
plications only. In this paper we proposed a monitoring compliance autonomic
design pattern that can be applied to applications/components that support
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push and pull actions on sensors and needs an external monitoring infrastructure
this relieves the developers from implementing the monitoring infrastructure.

Gamma et al.[1] introduced a set of design patterns for dynamically recon-
figuring specific types of software architectures. These design patterns leverage
the concept of dynamic change management [3] by specifying the behavior re-
quired to dynamically reconfigure master/ slave, server/client, centralized, and
decentralized architectures. Most importantly, Gamma et al.’s reconfiguration
patterns identify when it is safe to perform a reconfiguration based on the ap-
plication’s architecture. To this end, they used hierarchical UML state diagram
templates to depict, at a high level of abstraction, the behavior required to re-
configure these system architectures. While these reconfiguration design patterns
provide a valuable reference for developers implementing dynamically adaptive
systems, their contents are not organized in a template format, such as Gamma
et al.’s design patterns [1]. Moreover, the set of reconfiguration design patterns
are neither presented, nor integrated, within the context of an adaptive sys-
tem comprising monitoring and decision-making processes. This paper presents
an adaptive monitoring pattern to make the internal or external monitoring
adaptive decoupling the selection of the sensor type to monitor a distributed
component. This pattern is an extension to the sensor factory[2] by combining
the observer pattern and strategy pattern by Gamma et al.[1].

3 Adaptive Sensor Factory Design Pattern Template

To facilitate the organization, understanding, and application of the adaptation
design patterns, this paper uses a template similar in style to that used by
Ramirez et al.[2]. Likewise, the Implementation and Sample Code fields are too
application-specific for the design patterns presented in this paper.

3.1 Proposed Pattern

1. Pattern Name:
Adaptive Sensor Factory

2. Classification:
Stuctural-Monitoring

3. Intent:
Systematically deploy software sensors across a network to probe distributed
components decoupling the client from choosing the suitable sensor.

4. Context:
The Adaptive Sensor-Factory Pattern may be used when:
– the applications/components to be monitored are distributed.
– each application/component provides an interface that can be probed

for the required information
– to decouple the clients from choosing the sensor type required to monitor

the distributed application/component.



A Novel Adaptive Monitoring Compliance Design Pattern 253

Fig. 1. UML class diagram for the Adaptive Sensor-Factory Pattern

5. Proposed Pattern Structure:
A UML class diagram for the Adaptive Sensor-Factory Pattern can be found
in Figure 1.

There are two different types of sensors that can be found in this de-
sign pattern. Simple Sensors can handle booleans, integers, and real data
types. Complex Sensors, on the other hand, are capable of either reporting
more complex data types or of aggregating the outputs of a Simple Sensor.
Regardless of their specific type, Simple Sensor and Complex Sensor both
inherit the interface from the Abstract-Sensor abstract class. As a result,
they should provide an interface with basic functionalities such as pushing
and polling for data.

6. Participants:
(a) Abstract Sensor:

i. Declare a common interface to all sensors.
ii. Simple Sensor and Complex Sensor both inherit from this abstract

class. As a result, these sensors share an interface to common oper-
ations such as pushing and pulling data.

iii. Sensor factory uses this interface to call the required sensor.
(b) Business Logic:

This class is used to represent any application/component that needs to
perform either internal or external monitoring.
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(c) Complex-Sensor:
This type of sensor contains greater computing resources onboard than a
Simple Sensor does. As a result, a Complex Sensor is capable of reporting
complex data types, aggregating various Simple Sensor data feeds, and
performing on-board computations.

(d) Simple Sensor:
i. This is the most basic sensor available
ii. It is capable of reporting boolean, integer, and real data types. Ad-

ditionally, it can be configured to poll a component at different in-
tervals and periods.

(e) Registry:
i. Responsible for tracking deployed sensors across the network.
ii. Each entry should at least record the sensor name, the sensor type,

the Client it is providing data to, and the component it is monitoring.
iii. Provides a search functionality based on the available fields.

(f) Resource Manager:
i. Determines if an existing sensor can be shared with one or more

clients.
ii. A sensor can be shared as long as it does not violate any existing

constraint.
iii. It determines if the system has enough resources to deploy a new

sensor across the network.
(g) Subject:

i. knows its observers. Any number of Observer objects may observe a
subject.

ii. provides an interface for attaching and detaching Observer objects.
(h) Observer:

Defines an updating interface for objects that should be notified of
changes in a subject.

(i) Sensor-Factory:
i. Clients must interact with this class in order to gain access to a

sensor.
ii. It regulates the dynamic access and management of sensors across a

network.
iii. Is configured with a simple and complex sensor.
iv. Maintains a reference to abstract-sensor
v. May define an interface that lets abstract-factory access its data.

7. Consequences:
(a) This design pattern eliminates the overhead of the client in determining

the sensor type needed to monitor the distributed component.
(b) This design pattern reuses the provided functionality and interface of a

distributed component to extract the desired attributes. However, if a
component’s interface is excessively polled, then it could interfere and
alter the component’s behavior.

(c) Different types of sensors can be systematically deployed at run time
while providing a flexible monitoring infrastructure that is amenable to
adaptation.
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(d) This design pattern ensures system integrity by accessing a component’s
attributes through its interface.

(e) The Registry and Resource Manager share existing sensors whenever
possible. This avoids wasting resources in the form of duplicate sensors.

(f) This design pattern introduces a management layer between a Client and
a sensor. This additional overhead may degrade performance.

(g) Monitoring is only supported for those components with an interface to
the required attributes.

8. Related Design Patterns:
– Strategy Design Pattern [1]:

This pattern can be used to make the sensors interchangeable. Strategy
lets the sensor vary independently from clients that use it.

– Adapter Design Pattern [1]:
This pattern can enable the interaction between a Client and a sensor
whenever their interfaces are incompatible.

– Reflective Monitoring Design Patterns [2]:
This pattern can be used whenever a component does not provide an in-
terface to the required attributes. Such values may be accessible through
Introspection.

– Adaptation Detector Design Pattern [2]:
This pattern is responsible for interpreting the results provided by a
sensor and determining when an adaptation is required.

4 Experimental Setup

This section shows a proof of the concept study. We have developed an Online
Library Management Application that makes use of this autonomic design pat-
tern. This application is built based on EJB 3.0, JBoss application server and
coding is done using Netbeans IDE.

4.1 Application Desciption

Online Library Management Application is a web site that helps user to search,
place order and pay for the ordered books online. The system should avoid
losing its customers due to high response times. So it needs to be monitored for
performance like operational cost, latency. To make adaptations according to
the environment the application is monitored by our adaptive pattern. Figure 2
describes the uml use case schema of this sample application. First the customer
will log into the system then makes search for a particular book or books and then
places an order for those books and makes payment. Upon successful transaction
of the payment the user will be notified with a success message else a failure
message along with the reason for failure.
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Fig. 2. UML UseCase view for Online Library Management Application

4.2 Making Application Monitoring Compliance

Our testing application have implemented the following

– Database: We have used MySql to form the database layer. It is responsible
for storing all the application needed data.

– BookBankBean: We defined an entity class bean that has three properties
title, author and price to model a Book product.

– BookCatalogInterface: This is a simple Java class that declares all the
business methods.

– BookCatalogBean: This is the concrete implementation of the BookCat-
alogInterface and responsible for making objects persist.

– MonitorBean: This is the class that is responsible for making the applica-
tion to be monitoring compliance. The observer part of the proposed pattern
will able to update the SensorFactory class of the proposed pattern.

– WebClient.jsp: It is Jsp file that is accountable for collecting the data from
user and to bind the BookcatalogBean.

– Index.jsp:This is the landing page of the application that provides interface
to the user.

4.3 Proposed Pattern Approach

Our proposed pattern defines a framework that can monitor any application/
component that supports monitoring compliance requirements.Our case study
application satisfies the requirements for making it monitoring compliance.Our
proposed system approach will have an administrator who will set the oper-
ational environment base on which the monitoring is done.The client who is
monitoring compliant can request to take care of monitoring it.The observer
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will make an update to the sensor factory about the client.In this context we
used client to refer the application/component.Based on the update from the
observer the sensor factory will determine the sensor type that best suits the
client for monitoring it will create and deploy that type of sensor.Before de-
ploying the sensor the sensorFactory will check whether the existing sensors can
satify the client interms of monitoring or if it have to create a new sensor then
the sensorFactory will register that sensor and then it deploys that sensor.We
have discussed it further using java like syntax used to build this pattern.

public class Sensor_factory extends Observer {
ResourceManager _check;
Vector<Client> _requests = new Vector<Client>();
Registry _register;
Vector<AbstractSensor> _deploy = new Vector<AbstractSensor>();
public boolean addSensor() {
}
public boolean addClient() {
}
public void deploy(client aT) {
}
}
public void register(sensor aS) {
}
public void update() {
}

Here the sensorFactory will behave like both a context when we consider the
strategy pattern and also as a concrete observer with reference to observer pat-
tern.

public class SimpleSensor extends AbstractSensor {
private String _client;
private String _target;
private double _delay;
private double _interval;
private String _id;
Vector<Client> _polls = new Vector<Client>();

}

Here abstract sensor class is an interface.This is similar to that of the strategy
in the strategy pattern.

public class ResourceManager {
public boolean checkStatus() {
}
public boolean addsensor() {
}
public boolean addClient() {
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}
}
public class SimpleSensor extends AbstractSensor {

private String _client;
private String _target;
private double _delay;
private double _interval;
private String _id;
Vector<Client> _polls = new Vector<Client>();

}

This class is the concrete implements of the abstractSensor class.Based on
the context provided by sensorfactory the correct type of sensor is deployed to
monitor client. To describe the efficiency of the pattern the profiling results is
taken using the NetBeans IDE profilier tool for ten runs and graph is plotted as
shown in Figure 3.

Fig. 3. Profiling Graph

5 Conclusion and Future Work

This paper introduced an autonomic design pattern to monitor the distributed
component decoupling the higher level of abstraction in determining the sensor
type needed by client to probe the distributed component and the burden of
making the decision module. We extended the Ramirez et al. sensor factory [1]
by amalgamating the Gamma et al strategy pattern [2].

Several directions for future work are possible. We are examining how these
design patterns can be inserted into a non-adaptive application through the
use of aspect-oriented techniques [12]. we are exploring the use of evolution-
ary computation techniques [11] to determine how adaptation design patterns
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can be automatically instantiated and integrated into legacy systems to meet
adaptation needs. We are making a generic decision making and reconfiguration
infrastructure so that any application that needs dynamic adaptability can make
use of them.
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4. Cámara, J., Canal, C., Cubo, J., Murillo, J.M.: An aspect-oriented adaptation
framework for dynamic component evolution. Electron. Notes Theor. Comput.
Sci. 189, 21–34 (2007)

5. Garlan, D., Cheng, S.-W., Huang, A.-C., Schmerl, B., Steenkiste, P.: Rainbow:
Architecture-based self-adaptation with reusable infrastructure. Computer 37(10),
46–54 (2004)

6. Kon, F., Román, M., Liu, P., Mao, J., Yamane, T., Magalhães, L.C., Pasquale, F.:
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Abstract. The paper is about the predictive analysis of lung cancer recurrence 
based on non-small cell lung cancer carcinoma gene expression data using data 
mining and machine learning techniques. Prediction is one of the most signifi-
cant factors in statistical analysis. Predictive analysis is a term describing a va-
riety of statistical and analytical techniques used to develop models that predict 
future events or behaviours. Prediction of cancer recurrence has been a chal-
lenging problem for many researchers. The proposed method involves four 
phases: data collection, gene selection, designing classifier model, statistical pa-
rameter calculation and finally the comparison with previous results. The major 
part of the method is the gene selection and classification.  A hybrid method for 
gene selection and classification is used for statistical analysis of lung cancer 
recurrence. The most suitable techniques are used for this work on the basis  
of comparative analysis of different classification method and optimization 
techniques.  

Keywords: Lung Cancer Recurrence, Data Mining, Statistical Analysis, Gene  
Expression Data. 

1   Introduction 

Prediction of cancer recurrence is concerned with predicting the likelihood of rede-
veloping the cancer after some treatment to disease. Data mining along with machine 
learning can be used for the prediction of the cancer recurrence. Through predictive 
analysis, the recurrence possibility may be known in advance. With the prediction in 
prior, the treatment can be started at initial stage. Thus the survivability can be im-
proved. The biopsy like method is available for this but it is quite costly. With data 
mining and machine learning this work can be done with less cost, equivalent accu-
racy and easily.  

The paper is organized as follows: Section 1 gives the introduction of the research 
work. Section 2 is the background study. Section 3 depicts about the proposed method 
in this paper and different parameters for analysis. Section 4 gives the description of 
results obtained. Section 5 is summary and section 6 discusses about the concluding 
points and future work. 
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2   Background Study 

2.1   Gene Expression Data and Its Complexities 

Gene expression refers to the level of production of protein molecules defined by a 
gene [11]. A typical microarray data is consist of a small number of samples and 
thousands numbers of genes [4].Although gene expression data are very useful for 
this study but there are some complexities associated with it like it has so many genes 
relative to only few samples gives a high possibility of getting “false positives” and 
the gene expression data is usually too large which may cause the problem of “over-
fitting”. 

2.2   Feature Selection Methods for Gene Expression Data 

There are basic three methods for gene selection such as: Filter Method, Wrapper 
Method   and Embedded Method. 
    Filter methods evaluate the relevance of attributes by looking only at the inherent 
properties of data [8]. In filter method highest ranking features are selected and left 
over are eliminated [7]. The major drawback of filter method is that it ignores interac-
tion with the classifier. Wrapper method implants the model hypothesis search within 
the feature subset search [8]. Once a number of subsets of feature are obtained, each 
subset is to be evaluated with the classifier [33]. It has more risk of overfitting and is 
more computationally exhaustive. Embedded method has feature selection method 
built into the classifier construction. It has better computational complexity than 
wrapper methods but it is classifier reliant selection. 

2.3   Classification Techniques for Recurrence Prediction 

There are various classification methods which have been applied for the cancer re-
currence prediction. There are various classification techniques such as: Decision 
Tree Algorithm, K-Nearest Neighbor, Support Vector Machine, Artificial Neural 
Network, and Bayesian Classifier etc. Comparative study of different classifiers is 
discussed below: 

 
Table 1. Comparative Analysis of Different Classification Techniques in Data Mining 

 
Decision Tree 
Algorithm 

K-Nearest 
Neighbor 

Support Vec-
tor Machine 

Artificial  
Neural  
Network 

Naive Bayes 
Classifier 

Trees created 
from  
numerical 
dataset are 
complex.  

K-NN  
classifier 
needs all 
available data, 
which leads to 
an overhead if 
data set is very 
large.  

Support vector 
machines are 
sensitive to 
noisy data.  

Determining the 
network  
structure and 
parameters is 
difficult  

Performs well 
for both  
categorical 
and  
continuous 
data.  
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Table 1. (continued) 
 

Best Suited for 
categorical 
data. Not 
suited for 
missing and 
noisy data. 

Deciding the 
value of k is a 
big problem.  

It only 
considers 2 
classes.  

It is a black box 
model. It 
doesn’t assume 
any relationship 
between the 
independent 
variables and let 
the data define 
the functional 
relationship.  

Best suited for 
noisy data.  

Output  
attribute 
should be 
categorical.  

Prediction 
accuracy  
degrades when 
number of 
attributes  
increase.  

Selection of 
kernel function 
is very 
difficult.  

High speed 
prediction is a 
great challenge 
in NN.  

A clear  
dependency is 
defined  
between  
attributes. 

As the number 
of data 
increases, no 
of operations 
increase to 
build the tree 
model.  

It is a distance 
based learning, 
and it is not 
clear which 
type of 
distance to be 
used.  

It suffers from 
overfitting.  

It also suffers 
from  
overfitting.  

It handles 
overfitting.  

They produce 
very complex 
production 
rules.  

It is not known 
that which 
attributes will 
produce best 
results.  

It takes long 
time to 
process.  

It consumes lot 
of memory.  

It consumes 
very less 
memory.  

3   Proposed Method 

For the predictive analysis of lung cancer recurrence following steps are used: 

1.  Data collection (to collect the data of the patient who have suffered from lung 
cancer once and their surgery is done)  

2.  Gene Selection using hybrid method (Correlation based feature subset evaluator 
and best first search technique). 

3. Obtain the classifier model on the training data set using Naïve Bayes & Bag-
ging/Boosting Ensemble method.   

4.  Find statistical parameters on test data set sample before and after optimizing. 
For the implementation WEKA API version 3.4 with jdk 1.6 is used. 
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3.1   Data Collection 

The data of lung cancer recurrence from the kent ridge biomedical data repository 
(http://leo.ugr.es/elvira/DBCRepository/LungCancer/LungCancer-Ontario.html) is 
taken for the experiment.  

3.2   Hybrid Method for Gene Selection 

The results of feature selection can be improved by combining filter method with 
wrapper method.  The method used for feature selection is CFS [28] with best first 
search technique. The gene subset with highest Merits is returned as the result of gene 
selection. 

3.3   Hybrid Method for Classification 

Here, the hybrid method proposed for classification is the combination of base classi-
fier with meta classifier. The optimized method consists of the base and meta classi-
fier both. The most current meta classifiers are bagging (bootstrap aggregating)[35] 
and boosting [35]. Bagging reduces the variance and boosting reduces the bias. Bag-
ging and boosting both builds a classifier from a training set of instances [34]. Boost-
ing shows the greater performance enhancement. Boosting is likely to learn faster 
than bagging as it focuses more in the misclassified cases. 

First of all, the 66% split is done on the dataset to divide the data in training and 
test dataset. Now the data of 25 patients is in training dataset and data of 14 patients 
in test dataset. Then following steps need to be followed: 

 
        
 

  
 
 
 
 
 
 

      
 
 
 
 
 
 
                                                                 
                                                  Fig. 1. Proposed solution approach 
 

Gene Selection (CFS + Best First 
Search Technique) 

Apply Naive Bayes and Bagging 
/Boosting technique (Hybrid) 
 together on reduced training  

dataset and find the classifier model 

Use the model for prediction on 
test dataset

Find all statistical parameters on 
test dataset

Data Collection
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3.4   Calculation of Statistical Parameters 

The result is obtained in the form of confusion matrix i.e.  

 
 Relapse  

Predicted (t) 
Relapse Free  
Predicted (f) 

Patient with  
Relapse (t)  

tt tf 

Relapse free  
patient (f) 

ft ff 
 

           
Fig. 2. Confusion matrix structure 

 
The following parameters are calculated as: 

Accuracy= (tt+ff) / (tt+tf+ft+ff), Sensitivity= tt / (tt+ft), Specificity= ff / (tf+ff) In 
AUROC, the false positive rate is on the X-axis and the true positive rate is on the Y-
axis. The AUROC curve of a model has the values in the interval 
0.0<=AUROC<=1.0.  

4   Results 

About dataset: Total no of instances: 39, Number of instances in training dataset: 25, 
Number of instances in test dataset: 14 

Last 3 rows of table 2 show the result calculated by proposed method. 
Here are the steps to be followed to obtain the result: 

4.1   Step I (Gene Selection) 

The gene selection process is applied on the whole dataset of 39 patients. As the result 
of the gene selection we get least redundant and most relevant genes, other genes are 
removed. So each subset created by best first search technique is evaluated by CFS 
evaluation technique. The gene subset with highest merit 0.663 is selected. 

 
 Search Method: Best first. 
Attribute Subset Evaluator (supervised, Class (nominal): 2881 Class): CFS Subset Eval. 
Selected attributes: Gene Ids:  323796, 34954, 491026, 292938, 67043, 28243, 50416, 
278729, 40935, 200101,151009 

                                                                
Fig. 3. Step I (Gene Selection) 

4.2   Step II (Classification Accuracy, Prediction Accuracy and Other Statistical 
Parameters (Before and After Optimization)) 

The classifier model is obtained by applying base classifier (Naive Bayes) on training 
dataset for the selected genes of patients after gene selection. As a result of the model 
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some statistical parameters such as mean, standard deviation, weight sum. Precision 
are calculated for all selected genes. The classification accuracy is 84%. Below is the 
fig. 4. showing the actual class and predicted class for the sample of 25 patients. Then 
the confusion matrix containing the numbers of correctly & incorrectly classified in-
stances is formulated. 21 patients have correct predicted class and 4 patients have 
incorrect predicted class. 
 

 
----actual and predicted class of training dataset--- 
For ID: 1,3,5,7,9,10,11,13,14,16,18,21,22,23,25: 
actual: Relapse, predicted: Relapse 
For ID: 2: actual: Relapse, predicted: Non-relapse 
For ID: 4,6,12,15,17,19: actual: Non-relapse, predicted: Non-relapse 
For ID: 8,20,24 actual: Non-relapse, predicted: Relapse 
--------Confusion Matrix for training dataset------- 
15.0    1.0 
3.0     6.0 
 Total training instances are: 25.0, Correctly classified instances are: 21.0  or 84.0%, 
 Incorrectly classified instances are: 4.0 or 16.0% 

                                                
Fig. 4. Classification accuracy of the classifier model 

 
Next the obtained classifier model is applied on the test dataset. The actual and 

predicted class of the patient is compared to be same or not. Out of 14 patients, 11 are 
classified correctly and 3 incorrectly. The prediction accuracy, specificity, sensitivity 
and AUROC are 78.57%, 100%, 72.72% and 97.92% respectively. Refer fig.5. 

 
---actual and predicted class of test dataset----- 
For ID: 1,3,7,8,10,11,12,13: actual: Relapse, predicted: Relapse 
For ID: 2,6,14: actual: Non-relapse, predicted: Relapse 
For ID: 4,5,9: actual: Non-relapse, predicted: Non-relapse 
-------Confusion Matrix for test dataset--------- 
8.0     0.0 
3.0     3.0 
 Correctly classified instances are: 11.0 or 78.571%, Incorrectly classified instances are: 
3.0 or 21.428%, Specificity of the classifier is: 100.0%, Sensitivity of the classifier is: 
72.727% 

 
Fig. 5. (Prediction accuracy, specificity, sensitivity) before optimization 

 
With hybrid method of classification (NB+ Bagging), the improved prediction ac-

curacy, sensitivity and AUROC is 85.71%, 80% and 100% respectively. Refer fig.6. 
With NB + Boosting, more improved prediction accuracy, sensitivity, specificity and 
AUROC is 92.86%, 88.89%, 100% and 97.92% respectively. Refer fig. 7.  
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 ------actual and predicted class of test dataset------ 
For ID: 1,3,7,8,10,11,12,13 actual: Relapse, predicted: Relapse 
For ID: 2,4,5,9 actual: Non-relapse, predicted: Non-relapse 
For ID: 6,14: actual: Non-relapse, predicted: Relapse 
-------Confusion Matrix for test dataset------------- 
8.0     0.0 
2.0     4.0 
Correctly classified instances are: 12.0 or 85.714%, Incorrectly classified instances are: 
2.0 or 14.285%,  Specificity of the classifier is: 100.0%, Sensitivity of the classifier is: 
80.0%, Area under ROC: 100% 
 

Fig. 6. (Prediction accuracy, specificity, sensitivity) after optimization with Bagging 

 
------actual and predicted class of test dataset-------- 
For ID: 1,3,7,8,10,11,12,13: actual: Relapse, predicted: Relapse 
For ID: 2,4,5,6,9: actual: Non-relapse, predicted: Non-relapse 
For ID: 14, actual: Non-relapse, predicted: Relapse 
--------------Confusion Matrix for test dataset---------- 
8.0     0.0 
1.0 5.0 
 Correctly classified instances are: 13.0 or 92.857%, Incorrectly classified instances are: 
1.0  or 7.142%, Specificity of the classifier is: 100.0%, Sensitivity of the classifier is: 
88.888%, Area under ROC: 97.92% 

 

Fig. 7. (Prediction accuracy, specificity, sensitivity) after optimization with Boosting 

4.3   Comparison with Previous Results 

Below is the comparison between the performances of the naive bayes classifier  
applied on the gene expression data of lung cancer patients obtained in [31] and our 
result: 

Table 2. Comparison with others results 

Data Set Techniques 
used 

Prediction 
Accuracy 

Sensitivity Specificity 

Genetic (after giving 
Carboplatin drug) 
[31] 

 
Naive bayes 

 
78% 

 
76% 

 
80% 

Genetic(after giving 
Paclitaxel drug) [31] 

 
Naive bayes 

 
81% 

 
72% 

 
87% 

Genetic(after giving 
Cisplatin drug) [31] 

 
Naive bayes 

 
80% 

 
85% 

 
74% 

Genetic(after giving 
Etoplocide drug) 
[31] 

 
Naive bayes 

 
73% 

 
80% 

 
67% 
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Table 2. (continued) 
 

Genetic(after giving 
Erlotinib drug) [31] 

 
Naive bayes 

 
79% 

 
79% 

 
80% 

Genetic(after giving 
Gefitinib drug) [31] 

 
Naive bayes 

 
94% 

 
92% 

 
95% 

Genetic (after  
surgery) 
 

 
Naive bayes 

 
78.57% 

 
72.72% 

 
100% 

Genetic (after  
surgery) 

Naive bayes 
+Bagging  

 
85.71% 

 
80% 

 
100% 

 
Genetic (after  
surgery) 
 

Naive bayes 
+Boosting 

 
92.86% 

 
88.89% 

 
100% 

 
It is seen in the result that with naive bayes only, the results are not so good. But 

there is very good prediction accuracy (better than other 5 results) and sensitivity (bet-
ter than 3 and same as another result) with bagging + NB technique. With NB + 
Boosting prediction accuracy and sensitivity is better than other 5 results. 100% speci-
ficity shows that the proposed classifier model is best for the prediction of those in-
stances which have class as non-relapse. 

5   Summary 

The predictive analysis of the lung cancer recurrence is done on the dataset collected 
from kent ridge biomedical data repository. For this complete analysis best first 
search with correlation based feature selection for gene selection and naive bayes with 
bagging/boosting is used for classification and prediction. This paper contributes in 
knowing about the early prediction of recurrence chances after the surgical treatment 
of the lung cancer patient. 

6   Conclusions and Future Work 

In this paper it is discussed that the prediction accuracy can be improved by using 
different hybrid techniques of gene selection and classification. The method proposed 
is giving 100% accurate results for the patients where the recurrence will not happen. 
If the recurrence is known a prior, the suitable treatment can be given to the patient. 
Early prediction about recurrence can prolong the life of the patient. As per the future 
work, the result can be optimized using some other optimization techniques such as 
genetic algorithm etc. 
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Abstract. In this paper, mathematical models required to describe the functio-
nality of nanodevices are reviewed, and based on the mathematical models  
sensor equivalent circuit is developed. An experimental setup is developed to 
analyze the characteristics of ISFET, nanowire and nanosphere devices. Impact 
of geometrical properties on device performance is estimated based on the ex-
perimental setup. Settling time and surface analyte concentration graphs ob-
tained using the experimental setup is used in designing a nanobio sensor 
(DNA) for disease detection. Based on the test results a mathematical model is 
develop in Matlab to model nanodevices. The DNA sensors modeled can be 
used for automated drug detection and delivery unit.  

Keywords: Nanodevices, DNA sensor, ISFET, matlab, nanotube, nanohub. 

1   Introduction 

Vast numbers of studies and developments in the nanotechnology area have been 
conducted and many nanomaterials have been utilized to detect cancers at early stag-
es. Nanomaterials have unique physical, optical and electrical properties that have 
proven to be very useful in sensing. Quantum dots, gold nanoparticles, magnetic na-
noparticles, carbon nanotubes, gold nanowires and many other materials have been 
developed over the years. Nanotechnology has been developing rapidly during the 
past few years and with this, properties of nanomaterials are being extensively studied 
and many attempts are made to fabricate appropriate nanomaterials. Due to their 
unique optical, magnetic, mechanical, chemical and physical properties that are not 
shown at the bulk scale, nanomaterials have been used for more sensitive and precise 
disease detection. For developing a system to detect disease, software modeling is one 
of the major requirements. Matlab environment is predominantly used for developing 
software reference models, thus various sensor models (electrical and mechanical) are 
already inbuilt in Matlab and are readily available for development of automotive and 
mechanical system. There is large number of nanobio sensors that are being used for 
medical applications such as disease detection. Developing a software reference mod-
el for disease detection using Matlab, there is a need for a mathematical model of na-
no-bio sensor. Thus in this work, we develop a mathematical model for nanowire, that 
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is used for cancer detection. Section II discusses the geometrical and mathematical 
models of nanowires. Section III discusses the diffusion capture model that is used for 
modeling nanosensors, section IV presents the experimental setup for simulation of 
nanowire sensors and design of biosensors. Section V presents the Matlab models 
developed based on the simulation results obtained.  

2   DNA Sensors 

Human genome have billions of DNA base spheres, to sense the DNA sequence an ar-
ray of sensors are used for genome sensing. Nanobio sensor consists of X-Y array of 
elements consists of pixels called as electronic components, each component is a sensor 
that can be a nanowire transistor, carbon nanotube, planar transistor etc. Each element 
has a unique and known DNA sequence (genome) bound to the sensor. As in figure, Q1 
is one such sequence consisting of ACGAT molecule arranged in an order. Each loca-
tion in the X-Y array has a known sequence attached to it. Figure below shows the array 
of sensors, and the corresponding DAN sequence attached to the sensor.  
 

 
Fig. 1. Nanosensor array and DNA sensor 

When an unknown DNA sequence is introduced into the XY array, the unknown 
sequence finds its conjugate in the XY array and binds with the DNA sequence 
present on the array. Since the DNA sequence at every location along the XY array is 
known, the binding of unknown sequence with known DNA sequence modulates the 
current in the corresponding element in the XY array. Thus by detecting the amount 
of current change, the corresponding concentration of unknown DNA sequence in a 
given electrolyte is detected. This is the basic principle of detection in nanobio sensor. 
Figure below shows the change in conduction of sensors due to detection of unknown 
sequence.  

 
Fig. 2. DNA strand and sensor response time 
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There are different kinds of nanobio sensors such as Chem FET, IsFET, Nanowire, 
Nanosphere, Nanodots and CNT. Sensitivity is one of the major parameter that need 
to be considered to select a appropriate sensor for drug delivery.  

Sensors consist of source and drain regions place above a gate. Gate consists of re-
ceptors that capture the unknown molecules that diffuse across the target molecules. 
Figure below shows the basic two kinds of sensor (ISFET and Nanosensor). 

 

 
Fig. 3. ISFET and Nanosensor 

Current flows between source and drain, and the molecules that are bound to the 
sensor determine the soruce-drain current. The sensitivity of such sensor is found to 
be between molar and few micro molar (10-6M). This is a very small value, thus it 
requires that for disease detection sensors should have higher sensitivity. To improve 
sensitivity of a sensor for bio applications, CNT where introduced, and the sensitivity 
of CNT sensors compared with nanosensor were increased by several orders of mag-
nitude (femto molar). In order to further improve sensitivity, nanodots can also be 
used.  It is found in the literature that the cylindrical or nanowire sensors is much bet-
ter than a planar sensor, is because of geometry of electrostatics. In a nanowire, the 
unknown molecules surrounds all around the gate consisting of receptor molecules 
compared to a planar transistor where the receptor molecules are on top of the plane, 
thus there is higher sensitivity in nanowire.  The currents in nanowires are in tens of 
nanometer dimension, which is very large. The cross section of nanowire sensor is 
shown in figure below. The nanowire is immersed in water or pH containing material 
and the DNA molecules are swimming around in the electrolyte. 

 

    

Fig. 4. Diffusion region and sensor detection boundary 

In order to understand or model sensor for use in drug delivery applications, it is 
required to analyze the working principle of nanowire sensor and develop mathemati-
cal relationships that can be used for sensor design.   
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A sensor consisting of many receptors is shown in figure above. The unknown mo-
lecules (target) get captured by the receptors as they diffuse along the surface of re-
ceptors, only when the unknown molecule has s conjugate sequence compared to the 
receptor sequence. It is required to establish the relations ship between number of 
molecules detected, current, time involved in detection and concentration of  
molecules. 

3   Diffusion-Capture Model 

There are two equations that explain the diffusion-capture activity in a nanobio sen-
sor. The capture equation is given below: 

                       (1) 

N is the number of conjugated molecule, No is the initial number of molecules (re-
ceptors, blue y shaped). To know how many of conjugated, this is proportional to 
number of unconjugated molecules thus is determined by (N0-N), kF is reaction  
constant. There are possibilities of molecules that are bound to deconjugate due to 
chemical reaction, thus the second term kRN represents the number of deconjugated 
molecules (kR is reverse reaction constant). Deconjugation is very weak in nanobio 
sensors, thus the diffusion equation can be approximated to equation below.  

                                                       (2) 

ρs is the surface concentration of the captured molecules.  
As the molecules present in the electrolyte diffuse across the receptors, the diffu-

sion equation is given by 

                                                        (3)  

D is the diffusion coefficient; ρ is the concentration of molecules. This equation 
defines that the molecules have to diffuse around the sensor surface before they could 
be captured. It is required to find an analytical solution for the above two equations to 
understand the sensitivity of sensors. The diffusion-capture equation needs to be 
solved to understand the behaviour of the sensor.  

Consider the figure given below, it consists of cylindrical sensor (red) at the centre, 
and the outermost red circle is the area of constant density. It is required to find how 
many molecules per unit time will be captured by the sensor, if uniform density is 
maintained within the outermost circle.   

ρo is the concentration at the boundary at a distance of W from the sensor, and ρs is 
the concentration of molecules at the sensor surface. Howard burg in 1960 equated 
this problem with a coaxial capacitor problem as shown in figure below. Considering 
a capacitor with central field Фs and boundary potential of Фo at a distance W the 
electric filed and the potential is related using poisson equation. Diffusion constant D 
is equated with є in a capacitor.  
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Fig. 5. Diffusion boundary 

 

 
Fig. 6. Electric field boundary 

As per poissons equation, the charge Q is related to capacitance and potential is 
given by  ∅ ∅                                                    (4) 

The capacitance Co is given by the equations below for various geometries of  
capacitors. 

 

 2log  

                                                  (5) 

         

By using the above equations, the solution for a nanowire sensor is given below: 
 

                                                  
(6) 

        

 2log  

                                                    (7) 
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Electrostatic constant i.e. the dielectric constant є is replaced by diffusion constant 
D.  

Consider equation 6, solving for this equation, the rate of change of number of mo-
lecules captured changes the flux and is given by the equation below (substituting for 
dN/dt).  

                                            (8) 
          

Solving the above two equations, gives the solution for number of molecules cap-
tured and is given by 

                                          (9) 
         

The above equation is used to compute the number of molecules that have been 
captured for a certain period of time. The capacitance Co is chosen based on different 
kind of sensor being used. Thus it can be seen that the dimensionality of sensor influ-
ences the number of molecules captured, thus affecting the sensitivity of the sensor. 
The above analysis is carried out assuming steady state analysis, i.e. the concentration 
of diffusion is constant within the outer boundary. In order to model the sensor beha-
viour in transient state, figure below shows a sensor at the centre, and the analyte with 
unknown molecules (blue).  The sensor captures the molecules closer to it and thus as 
the distance increases the analyte concentration increases, as the molecules closer to 
the sensor are being captured (white).  

 

 
Fig. 7. Diffusion changes 

As the boundary of diffusion changes and is time dependent, the factor W is time 
dependent. The boundary surface increases with time as in figure below. 

 
Fig. 8. Variable diffusion boundary 
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Thus the diffusion concentration is varying with time the modified equations for 
N(t) is given in equation below.  

 

 2log  

                                                    (10) 

    

For different sensors as shown in figure below, the factor W changes with the  
geometry.  

 

Fig. 9. Different types of sensors 

Based on the mathematical models developed for different sensors, the mathemati-
cal models have been validated with numerical simulation results.  

 

 
Fig. 10. Analyte concentration variations 
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From the results obtained and given in above figure it is found that the planar sen-
sor is less sensitive compared to nanosphere sensor.  

4   Experimental Setup for Nanosensor Simulation 

Based on the mathematical models discussed, biosensor tool available in Nanohub.org 
is used for simulation of ISFET, nanowire and nanosphere. For a biosensor the most 
important parameters that are required for are: 

 Size of micro channel: 5mm x 0.5mm x 50um 
 Flow rate of fluid in the channel: 0.15ml/h 

 Concentration of antigens in fluid: 2·10−15·6·1023≈109 
 Number of antigens through channel per hour:1.5x10-4x109 ~ 105 (~ 42 per 

second) 
 Total area occupied by Antibodies: 5mmx0.5mm ~ 25x10-7m2 
 Area of one Si NW occupied by Antibodies (Assumption: r~10nm, l~2um): 

2πrl ~ 1.26x10-15 m2 
 Target receptor conjugation 
 Type of antigen: DNA 
 Ratio between total occupied area and Si NW: 2x109 
 Mean time between one antigen reacts with one antibody on the Si NW: <3 

minutes 

Based on the above parameters, the parameters in the biosensor lab is developed and 
the models available in the sensor lab are simulated. Figure below shows the experi-
mental setup using the biosensors lab for simulating three different sensors.  

 

 
Fig. 11. Experimental setup for sensor characterization 

Figures below show the simulation results for three different sensors, and their cha-
racteristics based on the design parameters given above.  

From the results, it is found that the analyte concentration dips largely for nanos-
phere at 1E0 time, thus indicating the detection of targets by the receptors in a given 
analyte. Thus, nanosphere has good sensitivity compared with nanowire and ISFET.  
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Fig. 12. The graph of surface analyte concentration variation with time (ISFET – green, Nano-
wire-Red, Nanosphere-Blue) 

  
Fig. 13. The conjugated receptor density 
against time 

Fig. 14. The settling time for all three  
sensors 

For the graph it is found that there exist linear relationships among all the three 
sensors. As the surface analyte concentration is reduced (previous figure), the conju-
gated receptor density also gets affected.  

 

 
Fig. 15. The graph of concentration vs. device current characteristics for nanowire sensors 
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As the concentration increases, settling time has large variation for nanosphere 
compared to nanowire and ISFET, thus nanosphere is more sensitive to concentration 
of target ions.  

From the results obtained, nanosphere has is found to have higher sensitive to ana-
lyte concentration, thus diseases are detected with higher accuracy, however, the con-
struction of nanosphere is quite complex, thus in this work, nanowire is selected for 
sensor modeling. 

4.1   VI Characteristics of Silicon Nanowire 

A silicon nanowire is developed with the following parameters, the VI characteristics 
of the nanowire is simulated using the biosensor tool. Sensor parameters: Diameter of 
silicon nanowire: 10nm, Oxide thickness: 5nm, Gate length: 50nm, Channel doping: 1 
e+21 /cm3. Analyte concentration parameter is varied from 0.1 to 1 nmol/L, corres-
ponding changes drain current in the nanowire sensor is determined. 

 
Table 1. The equivalents in terms of voltage samples for various sets of iterations carried out. 
The results have been obtained using Matlab simulations. 

 

Concentration 
in nmol/L 

Sensor 
current 
equivalents 

Concentration 
in nmol/L 

Sensor 
current 
equivalents 

Concentration 
in nmol/L 

Sensor 
current 
equivalents 

0.4629 0.8332 0.3646 0.6564 0.349 0.6283 

0.3706 0.667 0.2211 0.398 0.3154 0.5676 

0.4616 0.8308 0.2109 0.3796 0.5427 0.9769 

0.3751 0.6753 0.4324 0.7783 0.4263 0.7673 

0.1138 0.2049 0.3445 0.6201 0.7965 1.4338 

0.2336 0.4205 0.3558 0.6404 0.6919 1.2454 

0.5667 1.02 0.1213 0.2184 0.1302 0.2343 

0.6277 1.1298 0.2161 0.3891 0.124 0.2232 

0.3818 0.6873 0.1137 0.2046 0.7293 1.3128 

0.4559 0.8207 0.1532 0.2758 0.5636 1.0145 

0.34 0.6121 0.1406 0.253 1.4003 2.5205 

0.3101 0.5582 0.2606 0.469 0.6937 1.2487 

0.2772 0.4989 0.235 0.423 0.4923 0.8862 

0.5925 1.0665 0.116 0.2088 0.1055 0.1899 

0.4978 0.8961 0.1988 0.3578 0.1297 0.2335 

0.4881 0.8786 0.2067 0.372 0.9062 1.6312 
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Table 1. (continued) 

0.3285 0.5913 0.0604 0.1088 0.9573 1.7231 

0.3457 0.6222 0.1742 0.3136 0.387 0.6966 

0.2778 0.5001 0.1478 0.2661 0.5344 0.962 

0.2002 0.3604 0.1288 0.2319 0.4633 0.834 

0.5852 1.0534 0.139 0.2503 0.1911 0.344 

0.3123 0.5622 0.166 0.2989 0.4768 0.8582 

0.583 1.0494 0.2258 0.4064 0.2374 0.4272 

0.3932 0.7077 0.2193 0.3948 0.3346 0.6023 

0.4084 0.7351 0.1846 0.3323 0.2624 0.4723 

0.3939 0.709 0.1292 0.2326 0.5181 0.9326 

0.2934 0.5281 0.261 0.4698 0.262 0.4716 

0.3818 0.6872 0.2218 0.3993 0.1192 0.2146 

0.5059 0.9107 0.0826 0.1487 0.0907 0.1633 

0.5227 0.9408 0.2237 0.4026 0.271 0.4878 

0.445 0.8011 0.1165 0.2097 0.4029 0.7252 

0.307 0.5526 0.1325 0.2385 0.644 1.1592 

0.1723 0.3101 0.3161 0.569 0.4642 0.8355 

0.4376 0.7876 0.2097 0.3775 0.1705 0.3069 

0.3059 0.5506 0.2113 0.3803 0.228 0.4105 

0.3914 0.7046 0.3077 0.5539 0.3317 0.597 

0.4727 0.8508 0.1829 0.3293 0.6877 1.2378 

0.3376 0.6076 0.2147 0.3865 0.6617 1.1911 

0.2386 0.4295 0.274 0.4932 0.5943 1.0697 

0.1768 0.3183 0.2581 0.4646 0.9265 1.6678 

0.5035 0.9064 0.1799 0.3238 0.3296 0.5933 

0.4297 0.7734 0.1099 0.1978 0.7458 1.3425 

0.3029 0.5452 0.2529 0.4552 0.5271 0.9487 

0.3945 0.7101 0.2432 0.4377 0.4593 0.8267 

0.3986 0.7174 0.1736 0.3126 0.3569 0.6425 
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5   Mathematical Models for Nanowire Sensor 

From the results obtained using biosensor lab, a Matlab model is developed for silicon 
nanowire. The Matlab model is based on the results obtained in table 1. The experi-
mental setup developed using biosensors lab is used to identify the equivalent current 
values that flow in the drain of nanowire sensor with changes in analyte concentra-
tion. During the experimental setup, 135 different values of analyte concentration is 
set to identify the variations in drain current. The analyte concentration is varied from 
0.1 to 0.5 mmol/L, corresponding drain currents are identified and is recorded. The 
Matlab model is a look up table of these values obtained in the biosensor lab. Figure 
below shows the top level diagram of Matlab model for nanowire sensor. 

 
Fig. 16. Matlab model developed using look up table 

The Matlab model developed is used in developing system level design of disease 
detection unit using nanowire sensors. In order to validate the developed Matlab mod-
el with biosensor model, an experimental setup is used to compare the performance of 
Matlab model with the biosensor model.  

 

 
Fig. 17. The results of the two sensor models 

From the results obtained it is found that the Matlab models (red), have the same 
variations as that of biosensor models (blue), but the numerical values of both the 
models have a maximum deviation of 1.2, thus the Matlab models developed follow 
the variations of biosensor models, but have an error of 1.2. Thus it is recommended 
that during system development it is required to address this error during signal  
processing.  
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6   Conclusion 

In this paper, we have analyzed the mathematical models for nanowire sensors, varia-
tion in sensor properties with geometrical parameters have been analyzed. Experimen-
tal setup is developed to simulate three different nanosensor (ISFET, nanowire and 
nanosphere). Sensitivity of nanosphere is found to be better than nanowire and ISFET, 
however, it is practically difficult to realize nanosphere. Thus nanowire sensor is se-
lected for system level design (disease detection), nanowire sensor is simulated and its 
response to variations in analyte concentration is identified. Based on the results ob-
tained, Matlab model is developed. The developed mathematical model is validated 
against biosensor model, the results shows that both the models have linear variations 
for changes in analyte concentration, but there is an error of 1.2 (maximum), between 
the drain currents of biosensor model and Matlab model. This can be minimized by 
developing accurate results using the biosensor model for large number of analyte 
concentration.  
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Abstract. Recurrence Quantitative Analysis is a relatively new pattern recogni-
tion tool well suited for short, non-linear and non stationary systems. It is de-
signed to detect recurrence patterns that are expressed as a set of Recurrence 
Quantification variables. In our work we made use of this tool on allosteric pro-
tein system to identify residues involved in the transmission of the structural re-
arrangements as an upshot of allostery. Allostery is the phenomenon of changes 
in the structure and activity of proteins that appear as a consequence of ligand 
binding at sites other than the active site. Here, we scrutinized the sequence 
landscape of ‘ras’ protein by partitioning its residues into windows of equal 
size. An 11 element characteristic vector, comprising of 10 features extracted 
from the Recurrence Quantification Analysis along with a feature relating to al-
losteric involvement, was defined for each windowed sequence set. By applying 
multivariate statistical analysis tools including Principal Component Analysis 
and Multiple Regression Analysis upon the characteristic feature vectors ex-
tracted from all the windowed sequence set, we could develop a significant lin-
ear model to identify the residues that are critical to allostery of ‘ras’ protein.  

Keywords: Recurrence Quantitative Analysis, pattern recognition, allostery, 
hydrophobicity. 

1   Introduction 

Patterns are inherent in nature. Tools based on pattern recognition are aplenty. RQA, 
a relatively new entry in the field in pattern recognition has been extensively applied, 
since its induction days, in varying areas including physiology, economics, climate 
regime and biology [1, 2, 3, 4]. 

                                                           
* Corresponding author. 
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Recurrence Quantification Analysis (RQA) is a pattern recognition tool based on 
Recurrence plot, a graphical tool, developed by Eckmann et al. [5] to study recurrence 
phenomena. It was later quantified by Webber and Zbilut [6] and popularised as Re-
currence Quantification Analysis.  RQA has been found to be suitable in finding pat-
terns in short, non-stationary numerical sequences and has been successfully applied 
to the analysis of amino acid sequences of proteins [7, 8, 9, 10, 11]. We applied RQA 
in our study to identify the amino acids involved in allosteric transmission of ‘ras’ 
proteins, a well known allosteric protein. Allostery is a phenomenon initiated by bind-
ing of a ligand at particular sites of certain protein which produces unique structural 
changes in the protein. This accompanies conformational changes associated with 
altering interactions at the active sites (which may be far away from the causal bind-
ing site) [12]. The restructuring of allosteric proteins or allosteric transition involves 
long range communication among the residues well separated in sequence [13] Identi-
fying residues involved in alloteric transmission is crucial to gain insight into the 
mechanisms controlling allosteric regulation and for building working proposition on 
signal processing by protein domains. 

Different computational models to identify the major residues involved in mecha-
nism of conformational switching based on sequence mechanical linkage, protein 
dynamics and thermodynamics, graphs and networks analysis and of late machine 
learning and data mining approaches have been developed.  Using the sequence-based 
statistical approach, Ranganathan and co-workers [14] could model the signal trans-
ducing interaction network of the G-protein-coupled receptor family. Elastic network 
models introduced to study the protein dynamics has been used to predict critical 
residues in this transitions [15] Molecular dynamics simulations [16, 17, 18, 19] have 
been used to identify residues involved in conformational transitions that occur in the 
nanosecond timescale. The Rosetta high-resolution structure prediction methodology 
[20, 21] has been used to identify residues in various proteins including ‘ras’ proteins 
[22].  Daily et al. [23, 24] investigated coupling among residues by calculating net-
works of contact rearrangement.  

Daily and coworkers [25] inferred that moving residues in allosteric proteins are 
structurally linked with other residues. We exploit this inference to develop a compu-
tational model using RQA, based on hydrophobicity ordering along the sequence of 
‘ras’ protein, to identify the residues involved in its allosteric transition. RQA outper-
forms all other approaches by providing a structure oriented description of the system 
in hand.   

2   Materials and Methods 

2.1   Materials 

The amino acid sequence of ‘ras’ protein obtained from Protein Data Bank (PDB) 
having the accession code, 4Q21, was looked into to identify the amino acids which 
are involved during allosteric transmission. The two different 3D structures of ras 
protein, corresponding to the ‘active’ and ‘inactive’ forms as a result of re-structuring 
due to allostery was also obtained from PDB. We also used the six different metrics 
which represented different aspects of conformational motions of ‘ras’ protein as 
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computed by Daily and coworkers [25]. The adopted metrics had to do with both 
dihedral angles motions which involve changes in φ and ψ backbone torsion angles, 
side-chain torsion angles, and changes in between residues contact matrices. The 
transition between non-allosteric and allosteric behavior was determined over an 
average of 10-20 residues in sequence space and 10-20 Å in Cartesian space.  All the 
six metrics of ‘ras’ protein was threshold by the comparative analysis of ‘non-
allosteric’ motions to convert the basically continuous measure (allostery) into a 
‘yes/no’ allosteric/non-allosteric property. 

2.2   Method 

2.2.1   Windowed Recurrence Quantification Analysis (RQA) as Applied to ‘ras’ 
Protein 

We applied windowed RQA on the ‘ras’ sequence. For this, we partitioned the entire 
sequence of ras protein into window of 36 amino acid. The choice of 36 residues 
comes from the fact that 36 is approximately the length of the smallest ‘proper’ pro-
tein and allows a sufficient statistics for the computation of RQA descriptors [8]. The 
first 36 amino acids of the primary sequence of the protein formed the first window. 
Subsequent overlapping windows were formed by shifting amino acid one at a time. 
Thus the first window has amino acids starting from position 1 to 36 of the protein, 
the second window has amino acids from position 2 to 37 and so on.  The entire ‘ras’ 
protein was thus partitioned into 154 windows. Each amino acid of windowed se-
quence set was substituted with Miyazawa Jernigham hydrophobicity index value 
[26]. Among several options available, we choose hydrophobicity as a key as it has a 
great role in folding and dynamics of the protein. 

To obtain the recurrence plot for each of the hydrophobicity mapped windowed se-
quence set, we first produce an embedding matrix which projects the sequence into a 
higher dimensional space. A distance matrix is computed from this embedding matrix 
by finding the Euclidean distance among all the rows of the matrix. From the distance 
matrix, the values that fall below a predefined radius are considered as recurrences 
and set to 1 and the rest to 0 to form the recurrence matrix. Recurrence plot is a visu-
alization of a recurrence matrix where all the 1’s and 0’s of the recurrence matrix are 
replaced by black and white dots respectively. 

Our method is elaborated by considering the following windowed sample  
sequence: 

SARMMMMMMSARRGSARGKLSARIMMMMMMVALSARCMMMMMMHSA
RETQSARITMMMMMMHAFFGDSARMMMMMMNSARETYVSARNMMMM 
MMKLSARTRESAR 

The amino acid sequence of ‘ras’ protein is coded in terms of relative hydrobhobicity 
according to the Miyazawa Jernigan hydrophobicity scale. The resulting numerical 
discrete series is transformed into a three dimensional embedding matrix. The embed-
ding procedure results in a three column matrix of the  original linear series by shift-
ing the series at fixed time delay thereby obtaining the transformed multivariate   
embedding matrix. The number of elements considered in a row is the embedding 
dimension. A distance matrix is now worked out by computing the pairwise Euclidean 
norm of all the rows of the embedding matrix as follows: 
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where (P1, P2, P3…Pn) and (Q1, Q2, Q3…Qn) are the two rows in consideration.  
    The distance matrix is then filtered by a predefined radius to form a recurrence plot. 
In the recurrence plot, all the elements of the distance matrix which have distance less 
than or equal to the predefined radius are darkened leaving the rest as white.  

 

 

Fig. 1. Recurrence plot of the sample windowed sequence  
(Embedding dimension=3, radius =0.5 and time delay=2) 0 is in white and 1 is in black 

 
For quantitative studies, from the patterns present in the recurrence plot as shown 

in Fig. 1, meaningful quantification indexes are derived. R1, the Recurrence measure, 
corresponds to the fraction of recurrence plot filled by darkened dots. R2, the Deter-
ministic measure,  represents the proportion of the recurrent points forming diagonal 
lines having a length of at least 2. Diagonal lines orthogonal to the main diagonal line 
are not considered. R2 is defined as the number of points in the diagonal lines divided 
by the total number of recurrence points excluding the elements of the main diagonal. 
R3: Lmax, is is the length of the longest diagonal line excluding the main diagonal 
line. R4 is an Information entropy measure. This is a measure of the Shannon  
information entropy computed over the frequency distribution of the lengths of the 
diagonal lines of recurrent points. R5, the Laminarity measure, is a measure of the 
proportion of recurrence points forming vertical/horizontal lines having at least a 
minimum length of 2. R6: Trap Time, measures the average length of vertical lines. 
This measures the mean time that the system will remain in a specific state. R6 is 
defined as the number of recurrence points forming vertical/horizontal lines divided 
by the length of the vertical/ horizontal structure. R7: T1 (Mean Recurrence Time -
Type I) is the average time distance between a point and its recurrence in the embed-
ding matrix. R8: T2 (Mean Recurrence Time -Type II) is the average time distance 
between a point and its recurrence in the embedding matrix excluding time distance of 
one unit. This removes all the points except for the first point forming the vertical 
lines. Therefore this is a measure of time distance with laminarity measure removed. 
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In addition to the above order-dependant quantifications, we also append two order 
independent quantifications for our analysis. These are R9, the hydrophobicity values 
of all amino acids in the given sequence and R10, the standard deviation of the hy-
drophobicity value of all the amino acids in the sequence. The 10 element RQA fea-
ture vector for the sample windowed example is as follows: 

R1      R2     R3    R4     R5      R6     R7       R8     R9       R10 
R=     [0.15  0.43   2.5   0.69   0.43   2.86   2.69    4.23    5.48    1.67 ] 
 
In our study, RQA was used to transform each windowed sequence set of ‘ras’ pro-

tein into a 10 characeristic feature vector. The allosteric involvement of each residue 
in the windowed sequence set was measured by computing the average over the six 
allosteric motions metrices [25] and thereafter the allosteric involvement of all the 
residues of each windowed sequence set was summed to obtain allosteric involvement 
measure, allostcount. This was repeated for all the 154 windowed sequence set. Thus 
an 11 element characteristic feature vector comprising of 10 features extracted from 
the Recurrence Quantification Analysis and a feature relating to allosteric involve-
ment was defined for each windowed sequence set. A data matrix, A, of 154 rows 
representing the windowed sequence set and 11 columns representing the characteris-
tic feature vector (10 RQA features and allostcount) was constructed. 

2.2.2   Predictive Model Using Multivariate Statistical Analysis 
Data matrix A was subjected to Principal Component Analysis to extract the most 
prominent features. We first processed the data matrix A by subtracting the mean 
value of each of the columns from each element of the column and from the standard-
ized matrix B so obtained, a standardized correlation matrix C was determined using 
the formula: 

C= BB
1

1

−n
T                                                                                     (2) 

The correlation matrix C, which represents the interrelationship between the stan-
dardized variables and how they co-vary, is used in the characteristic equation |C- λ 
I|=0, where I is the identity matrix, λ represents the eigen-value. Solving this equation 
gives rise to eigen-values and eigenvectors. Each eigen-value is the amount of the 
variance and the corresponding eigenvector represents the direction of variance, each 
eigenvector is a factor. We found eleven factors that are orthogonal to each other and 
whose eigen-values are a linear combination of the variance of the eleven variables. 
Table I shows the factors, eigen-values, the proportion of variance accounted for by 
the factor in percentage and the cumulative variance in percentage. The eigen-values 
were arranged in descending order to highlight the important eigen-values (Table 1). 

Initially factors 1 to 4 (shown in bold), which covered up to 97.7% of the total 
variance, were retained. From the factors retained, all factor loadings with values of 
±4.0 or greater were considered significant and selected as key factors. The first com-
ponent, factor 1, collects generically all the RQA descriptors and can be intended as a 
global measure of deterministic structuring of the sequence. Factor 2 has to do with  
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recurrent times (T1 and T2) that correspond to the average distances between two 
consecutive recurrent points. Factor 3 is the average hydrophobicity, Factor 4 has to 
do with minor subtleties of recurrent times. The amount of variance of the original 
variables on each of these retained factors is represented in Table 2.  

 
Table 1. Eigen-value distribution of the characteristic matrix A 

 
 Proportion of  

variance 
Factors 

 
Eigen 
values 

(or  
variance) 

In 
%  

In Cu-
mulative % 

1 6.72 0.68 67.19 

2      1.31 0.13 80.25 

3 0.98 0.10 90.02 

4      0.76 0.08 97.66 

5 0.13 0.01 98.93 

6 0.08 0.01 99.75 

7       0.01 0.00 99.89 

8 0.00 0.00 99.97 

9 0.00 0.00 99.98 

10 0.00 0.00 99.99 

11 0.00 0.00 100 
 

 
Table 2. Eigen-value distribution of the characteristic matrix A 

 
 
 

Factor 1 
 

Factor 2 Factor 3 Factor 4 

R10 0.21 0.29 0.92 -0.13 
R11 0.98 -0.04 0.11 -0.09 
R1 0.98 -0.09 -0.10 -0.15 
R2 0.99 -0.08 -0.07 -0.08 
R3 0.96 -0.03 -0.01 0.01 
R4 0.98 -0.02 -0.06 -0.02 
R5 0.98 -0.16 -0.07 -0.01 
R6 0.87 -0.16 0.13 0.40 
R7 0.33 0.78 -0.25 -0.46 
R8 .030 0.75 -0.10 0.58 
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The most significant factor loadings are shown in bold. Among the retained fac-
tors, factor 2 and factor 3 were found to correlate well with allostcount. A significant 
linear model using multiple linear analysis with allosteric involvement measure as 
dependent variable and factor 2 and factor 3 as independent variables was developed.  

3   Results  

Recurrence plots contain single black dots, diagonal lines and vertical / horizontal 
lines. Single dots occur when the states occur sporadically. Diagonal lines running 
parallel to the main diagonal indicate recurrences consecutively occurring in the se-
quence.  The diagonal lines perpendicular to the main diagonal are formed when the 
same states are revisited but in the reverse temporal order. Vertical/horizontal lines 
are formed when states are not altered for a successive period of time, i.e. when the 
same value is repeated. Such patches are found repeating horizontally and vertically. 
Fig. 2 shows the recurrence plot of the first window (1-36 residues) of ‘ras’ protein 
having PDB accession code 42Q1. 

 

      
 

Fig. 2. Windowed recurrence plot (First window) of ‘ras’ protein 

 
Principal Component Analysis on the feature vector extracted from all the win-

dows of ‘ras’ protein gave rise to two significant factors namely factor 2 and factor 3. 
Factor 2, hydrophobicity-recurrence-decorrelation-time measure, corresponds to the 
average distance between two consecutive recurrence points. It represents the inter-
space between consecutive recurrences. Factor 3, mean hydrophobicity measure, 
represents the average hydorphobicty.  Factor 2 and factor 3 were found to correlate 
well with allosteric involvement measure, allostcount and could be considered crucial 
factors related to allosteric transmission in ‘ras’ protein. A multiple regression analy-
sis with allostcount as dependant variable and factor 2 and 3 as independent variable 
produced a very significant linear model. Fig. 3 shows the observed and estimated 
allosteric involvement based on our proposed model. Our present model identifies 
two major flexible, allosteric zones of ‘ras’ proteins vey evident from Fig. 3. Fig. 4 
shows the contribution of factor 2 and factor 3 in identifying the residues involved in 
allosteric transmission. 



 Application of RQA in Biosequence Pattern Recognition 291 

 

    
Fig. 3. Observed v/s Estimated allostery  

 

Fig. 4. Contribution of factor 2 and factor 3 in identifying residues involved in allosteric trans-
mission of ‘ras’ protein 

4   Discussion 

Allostery is an important biological regulatory mechanism in organisms. Identifying 
residues involved in alloteric transmission is crucial to gain insight into the mecha-
nisms controlling allosteric regulation Different computational models to identify the 
major residues involved in mechanism of conformational switching based on se-
quence mechanical linkage, protein dynamics and thermodynamics, graphs and net-
works analysis and of late machine learning and data mining approaches have been 
developed.  

In this study, we used a reductionist approach whereby the primary sequence data 
of the protein was considered for Recurrence Quantitative Analysis, with hydropho-
bicity as the key driver of the conformational change exhibited by such proteins. The 
hydrophobicity index describing the various amino acids was quantified into variables 
using Recurrence Quantitative Analysis. Six different metrics which represented  
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different aspects of conformational motions of ‘ras’ protein that had to do with both 
dihedral angles motions which involve changes in φ and ψ backbone torsion angles, 
side-chain torsion angles, and changes in between residues contact matrices were used 
to compute the allosteric involvement of each amino acid of ‘ras’ protein. The RQA 
features and allosteric involvement of all the windowed sequence set of ‘ras’ protein 
formed a characteristic feature vector. Multivariate statistical analysis on this feature 
vector, led to the developed a model which could significantly identify amino acids 
which play a major role in allostery of ‘ras’ protein. We are able to identify two major 
flexibility zones that are well approximated by the convolution of recurrence decorre-
lation time (factor 2) and mean hydrophobicity (factor 3). Daily et al. [25] had noted 
some characteristic spacing between ‘allosteric’ residues based on structure informa-
tion. RQA proved very useful in providing a holistic representation of amino acid 
sequence in terms of the degree of structuring. Thus we could demonstrate, using this 
global, coarse-grained view of the primary structure of protein, that inter-space be-
tween consecutive patches of hydrophobic recurrences play a pivotal role in identify-
ing residues involved in allosteric transistion thereby providing valuable pointers to 
allosteric mechanism.  
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Abstract. It is widely recognized that the information for determining the final 
subcellular localization of proteins is found in their amino acid sequences. In 
this work we present new features extracted from the full length protein se-
quence to incorporate more biological information. Features are based on the 
occurrence frequency of di-peptides - traditional, higher order. Naïve Bayes 
classification along with correlation-based feature selection method is proposed 
to predict the subcellular location of apoptosis protein sequences. Our system 
makes predictions with an accuracy of 83% using Naïve Bayes classification 
alone and 86% using Naïve Bayes classification with correlation-based feature 
selection. This result shows that the new feature vector is promising, and helps 
in increasing the prediction accuracy. 

Keywords: protein subcellular localization, naïve bayes classification, correla-
tion-based feature selection, di-peptides. 

1   Introduction  

Apoptosis is the term given to programmed cell death that occurs in multi cellular 
organisms.  This is a form of death the cell itself initiates, regulates, and executes using 
cellular and molecular machinery. Because of this Apopotosis is also called “pro-
grammed cell death”. The word apoptosis has ancient Greek origins, referring to the 
falling of leaves,. Cell death may be initiated when a cell is no longer needed, when a 
cell becomes a threat to the organism's health, or for other reasons. Cells undergoing 
apoptosis have changes in the cell membrane such as loss of membrane asymmetry and 
attachment, cell shrinkage, nuclear fragmentation, chromatin condensation, and chro-
mosomal DNA fragmentation etc. This disposal of cellular debris through this process 
does not damage the organism and it is for the good of the organism as a whole. Exces-
sive apoptosis causes hypotrophy, such as in ischemic damage, whereas an insufficient 
amount results in uncontrolled cell proliferation, such as cancer[1].    
    Organs shape is developed through Apoptosis. A human fetus initially has webbed 
hands and feet  and later apoptosis process  removes  few  skin cells, forming  indi-
vidual fingers and toes. Another example is the  eyelid formation in foetus. 
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    To understand the apoptosis protein mechanism and functions fully, it is important  
to obtain the information about their subcellular location. This is because subcellular 
location is closely related to their function [2, 3, and 4].  It has been known that there 
are about 62503 proteins (Reviewed 5659) with name “apoptosis” in UniProtKB.  
With the increase in the number of known protein  sequences, it is time consuming 
and expensive  to determine the  specific subcellular location a given protein belongs 
to. In spite of great technical advance in the past decades, it is still laborious to expe-
rimentally determine protein subcellular locations on a high throughput scale. There-
fore, it is very essential to develop an accurate and reliable prediction method for 
apoptosis protein subcellular location. For this, a good feature representation of se-
quences is very essential.  
    Zhou and Doctor [5] attempted to identify four kinds of subcellular locations of 98 
apoptosis proteins based on amino acid composition by means of the covariant dis-
criminant function. Chou [6] proposed the concept “pseudo amino acid composi-
tions”. Chou and Cai [7, 8] proposed a  method by  integrating the pseudo amino acid 
compositions and the information of gene ontology. Feng [9] proposed a new repre-
sentation of unified attribute vector; all of proteins have their representative points on 
the surface of the 20-D globe.  Cherian and Nair [10] proposed prediction of subcellu-
lar location using global features and amino acid composition using SVM. Li Zhang 
[11] proposed Support Vector based method for prediction of subcellular localization 
in Apoptosis Proteins using distance frequencies. Kumar Kandaswamy [12] proposed 
a new Genetic Algorithm, SVM based feature vector formation. Chaohong Song, Feng 
Shi [16] proposed a method using K-nearest neighbor. These results indicated that the 
subcellular location of apoptosis proteins is predictable to a considerably extent if a 
good vector representation of protein can be established. It is expected that, with a 
continuous improvement of feature representation methods by incorporating amino 
acid properties, and by combining more powerful mathematics methods [13], better 
accuracy in prediction can be achieved.  
    In this work, the amino acid di-peptide composition of a protein sequence is used to 
construct the feature vector. This numerically transformed sequence is used as input 
feature vector for the Naïve Bayes classifier to predict the subcellular location of 
apoptosis proteins. 

2   Materials and Methods 

2.1   Data Sets 

For this study, dataset compiled denoted as ASN_G 315 is used. This dataset is gen-
erated from SWISSPROT (release 2011-02) by selecting the sequences  which has a 
decided single subcellular location for human apoptosis proteins. This dataset is clas-
sified into six subcellular location and details are described in Table 1.  While compil-
ing the data sets, it became clear that subcellular location is not annotated for all 
apoptosis proteins and hence the data set is relatively small. 
    To ensure that our results are not biased , we have used  a 10 fold cross validation 
to measure the performance of the classifier with different feature vectors.  
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Table 1. Subcellular location distribution of the dataset of 315 chosen apoptosis proteins 

Subcellular localization sites Number of proteins  

Cytoplasmic 111 

Endoplasmic Reticulum 47  

Membrane 54 

Mitochondrial 34 

Nucleus 52 

Secreted 17 

Total 315 

2.2   Naive Bayes Classification 

Bayesian classifiers are statistical classifiers that can predict class membership proba-
bilities, such as the probability that a given sample belongs to a particular class. Baye-
sian classification is based on the Bayes’ theorem (Feller, 1971).  Bayes theorem 
relates the probability of the occurrence of an event to the occurrence or non occur-
rence of an associated event. In particular, Naive Bayes classifiers assume that the 
effect of a variable value on a given class is independent of the values of other varia-
ble. This assumption is called class conditional independence. It is made to simplify 
the computation and in this sense considered to be Naïve.  
   An advantage of the Naive Bayes classifier is that it requires a small amount of 
training data to estimate the parameters (means and variances of the variables) neces-
sary for classification. Because independent variables are assumed, only the variances 
of the variables for each class need to be determined. 
   Algorithm first uses the Bayes rule to express P (class | features) in terms of P 
(class) and P (features | class)                                                  (1) 

The algorithm then makes the 'naive' assumption that all features are independent 
of every other feature. This means that                               (2) 

The above equation can be written as 

                                          (3) 

A simple Bayes Classifier system works as follows:-  
    Data sample is represented by n dimensional feature vector. Suppose there are m 
classes. Given an unknown data sample X, the classifier will predict that X belongs to 
the class having the highest posterior probability, conditional on X. 
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   To classify an unknown sample X, |  * P( ) is computed for each class Ci 

Sample X is assigned to the class Ci  if and only if |  * P( ) > |  * P( ) 
for 1 <= j <=m, where j is different from i. 

2.3   Correlation Based Feature Selection (CFS) 

CFS is a simple attribute selection algorithm [14] that gives high scores to  feature 
subsets according to a correlation based evaluation. Features that are highly correlated 
with class and uncorrelated to each other are assigned with  high. Irrelevant features 
are ignored because they will have low correlation with the class. Redundant features 
are screened out as they will be highly correlated with one or more of the remaining 
features.  
    Merit of a given attribute is calculated taking into account the correlation of the 
attribute with the target class as well as the correlation of the attribute with other 
attributes in the dataset. Attributes with stronger correlation with the target class and 
weaker correlation with other attributes are ranked higher. 
    Since attribute selection is the process of identifying and removing as much of the 
irrelevant and redundant information from a dataset, the reduction of dimensionality 
in a dataset presents a number of benefits, such as enabling algorithms to operate 
faster and more effectively, improving classification accuracy, improving data visua-
lization, and enhancing better understanding of the derived classification models. 

2.4   Feature Vector 

Machine learning techniques require fixed length patterns as input feature vector or 
classification. The aim of calculating the composition of proteins is to capture the 
meaningful biological information from the protein sequences of different length  to 
fixed length information. This is an important and most crucial step in classification 
problems. In this paper, di-peptide occurrence frequency is used for forming the fea-
ture vector for classification.  
    Di-peptide is a molecule consisting of two amino acids joined by a single peptide 
bond and that gave a feature vector having dimension of 400 from the 20 amino acid 
combination. The advantage of di-peptide sequence composition over amino acid 
composition is that it encapsulates information about the fraction of amino acids as 
well as their local order.   
    Consider a sequence  A  A  A  P  Y  Q  A  A  C  A   Q.   
    The di-peptide count with 0 skips d0 is calculated by counting all pairs of amino 
acid  condition with no skips (ie the case were they occur adjacent to each other. In 
this figure below the count of d0AA  is shown as 3. 
 
A  A  A  P  Y  Q  A  A  C   A  Q    -> d0AA =3 
 
    Di-peptide counts with n skips, dn , counts pairs with n skips between them. For 
instance, d1AA is calculated as 2. 
 
A  A  A  P  Y  Q  A  A  C   A  Q    -> d1AA =2 
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subset (called the validation set or testing set). Multiple rounds of cross-validations 
are performed using different partition. The validated results are averaged over the 
rounds to reduce the variability. 
    The prediction results using various protein features are shown in Table 2. All the 
results are estimated using 10 fold cross validation. The first column represents the 
features and the feature selection method used. The overall accuracy for the combina-
tion of di-peptide +1,+2+3 reached to 86% from 84% with the feature reduction  
method. Combination of di-peptide frequency count further enhanced prediction per-
formance to some extent. These results shows  that the selected feature vector is in-
deed capable of extracting more information from the  protein sequence and has given 
a better prediction performance. Hence the current approach is effective. 
    For the subcellular location of a apoptosis protein, it is very important to select a 
set of reasonable biological information feature as different feature extraction can 
bring different accuracy. Our result shows that di-peptide compositions are very use-
ful for apoptosis protein and Naïve Bayes classifier is much suitable for such predic-
tions. This approach can be used for other protein subcellular location predictions. 

4   Conclusion 

The new feature vector based on the occurrence frequency of di-peptide along with 
Naïve Bayes classification can be effectively used for predicting subcellular locations 
of apoptosis proteins. However, in the future research; we would try to improve our 
method to increase the accuracy using other amino acid parameters and test in many 
different datasets, expecting our method will have general applicability. We do recog-
nize the reductionist nature of our approach and its consequent limitations. Wider 
trials for more appropriate feature vector elements are to be carried out if the predic-
tion accuracies are to be improved further. The analysis of organism-wise tuning of 
predictors also to be investigated in future works. 
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Abstract. The performance of a classifier depends on the exactness of the 
feature vectors extracted from the dataset. Here, a novel method for feature 
extraction from genome sequences is presented which combines Chaos Game 
Representation (CGR) and Hurst exponent. The former maps genome 
sequences into fractal images while the latter acts as a quantifier for such 
images. The suitability of the new feature vector is attested by classifying 8 
categories of eukaryotic genomes accessed from NCBI. The classification 
results prove that application of Hurst exponent over Chaos Game 
Representation formats of genome sequences can extract signature features 
representative of the underlying sequences, thus presenting HCGR as a new 
feature for classification of genomes.  

Keywords: genome sequence, feature extraction, chaos game representation, 
fractals, Hurst exponent, SVM classifiers. 

1   Introduction 

Any classification problem deals with proper selection of feature vectors as its major 
initial concern. In this work, a novel technique for feature extraction from genome 
sequences is presented. A combination of Chaos Game Representation (CGR) and 
Hurst exponent forms the foundation of this new technique. The appropriateness of 
the proposed feature vector is validated by classifying 8 categories of eukaryotic 
genomes using a Support Vector Machine (SVM) classifier. Genome classification in 
turn finds wide application in evolutionary studies of organisms as well as practical 
applications such as bio-diversity studies, forensic investigations and food and meat 
authentication, to name a few. Hence the need for efficient feature extraction 
techniques. 

R. Sandberg et al. [1] classified archeal and bacterial genomes based on the 
dinucleotide composition of the sequences using a naïve Bayesian approach and an 
accuracy of 85% is seen reported. Principal Component Analysis was used to extract 
the feature descriptors from three tuple words from genome sequences by S. 
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Narasimhan et al. [2]. The descriptors were visually represented using polar 
coordinates. No quantitative measures of accuracy are seen reported. Frequency CGR 
(FCGR) [3] & [4] was used for genome classification in a previous investigation [5].  

The focus of this paper is on investigating a novel method for feature extraction 
from the CGR format of the genome sequences using Hurst exponent. Hurst exponent 
which is conventionally used for quantifying a time series trend is used in this 
context. Hurst exponent, as is related to fractal dimension [6], could in turn be 
considered as a quantifying feature for a fractal image. CGR of genome sequences are 
indeed fractals [7] and hence the motivation behind this novel method. Hurst 
exponent has been previously used by Sk. Sarif Hassan et. al [8] for exploring 
genomic evolution through quantitative measures of fractals and morphology.  

Support Vector Machine (SVM) was used for the classification. SVM is a 
supervised classification algorithm that learns by example to discriminate among two 
or more given classes of data [9]. In this work, classification was implemented using 
multi class SVM, since 8 categories of organisms are classified. A Radial Basis kernel 
function was used results of which are reported. 

1.1   Chaos Game Representation and Hurst Exponent 

The scope of CGRs as useful signature images of bio-sequences such as DNA has 
been investigated since early 1990s. CGR of genome sequences was first proposed by 
H. Joel Jeffrey [10]. To derive a chaos game representation of a genome, a square is 
first drawn to any desired scale and corners marked A, T, G and C. The first point is 
plotted halfway between the center of the square and the corner corresponding to the 
first nucleotide of the sequence, and successive points are plotted halfway between 
the previous point, and the corner corresponding to the base of each successive 
nucleotide. Mathematically, co-ordinates of the successive points in the chaos game 
representation of a DNA sequence is described by an iterated function system defined 
in Eq. (1) and Eq. (2). 

Xi = 0.5(Xi 
-1 + gix). (1)

Yi = 0.5(Yi 
-1 + giy). (2)

gix and giy are the X and Y co-ordinates respectively of the corners corresponding to 
the nucleotide at position i in the sequence [11]. The CGR of a random sequence 
gives a uniformly filled square. The CGR of DNA sequences plotted for various 
species gives images illustrating the non-randomness of genome sequences, which 
indeed means that the sequence has a structure, indirectly captured by the signature 
image. Features of CGRs include marked double scoops, diagonals, varying vertical 
intensities, absence of diagonals etc. signifying corresponding sequence 
characteristics.  The CGR is thus found to be unique for every species. Hence CGR of 
genomic sequences are expected to furnish features of discriminative nature which 
could subsequently be presented to classifiers. Fig. 1. shows the CGR for 
Musmusculus (house mouse), sequence of which is retrieved from NCBI. 



304 V.V. Nair et al. 

 
Fig. 1. CGR of Musmusculus (NC_005089, 16299nt) 

CGRs exhibit the property of self-similarity which is the foundation for 
considering them as fractals [7]. Each fractal has a characteristic called fractal 
dimension, which is an indication of how completely a fractal fills space as one 
zooms down to finer and finer scales [12]. Fractal dimension is linearly related to 
Hurst exponent by the equation  

H = 2 - D . (3)

where D denotes Fractal dimension and H, Hurst exponent [6]. The fractal dimension 
also provides an indication of how rough a surface is [13]. As is evident from Eq. (3), 
a small Hurst exponent has a higher fractal dimension and a rougher surface and a  
larger Hurst exponent has a smaller fractional dimension and a smoother surface. 
    Hurst exponent is referred to as the "index of dependence," and is the relative 
tendency of a time series to either strongly regress to the mean or 'cluster' in a 
direction [6]. It is a numerical estimate of the predictability of a time series. The 
values of the Hurst exponent range between 0 and 1. A value between 0 and 0.5 
indicates anti-persistency, value between 0.5 and 1 indicates persistency and a value 
of 0.5 indicates a random process. Hurst exponent occurs in several areas such  as 
applied mathematics, including fractals and chaos theory, long memory processes, 
financial analysis, biophysics, computer networking etc. 

This paper explores the possibility of using Hurst exponent as a fractal image 
quantifier and in turn as a feature vector for classifying genome sequences based on 
their chaos game representation images. 

2   Materials and Methods 

2.1   Dataset 

A novel feature vector is derived by computing the Hurst exponent from the CGR 
format of a whole genomic sequence or a fragment. This is then used in identifying its 
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origin. Mitochondrial genomes are considered here. They are the sites of aerobic 
respiration, and are the major energy production center in eukaryotes. The low 
mutation rate in metazoan mitochondrial genome sequence makes these genomes 
useful for scientists assessing genetic relationships of individuals or groups within a 
species and for the study of evolutionary relationships [14]. Mitochondrial genomes 
were downloaded from the NCBI Organelle database [14]. Table 1 shows the data 
used for classification. The number of organisms shown is as listed in NCBI on 
01/01/2011.  

Table 1. Dataset used for classification 

Serial 
number 

Name of category Number of       
organisms 

1 Acoelomata 33 

2 Cnidaria 35 

3 Fungi 76 

4 Plant 42 

5 Porifera 27 

6 Protostomia 437 

7 Pseudocoelomata 47 

8 Vertebrata 1406 

 Total 2103 

2.2   Methodology  

In this paper, a novel feature vector is extracted from fragments of genome sequences 
which are mapped into their CGR formats. The feature vector comprises of the Hurst 
exponent of sub-quadrants of CGR which is subsequently classified using SVM 
classifier. Training as well as test sequences limited to 20000 bases are first mapped 
into the corresponding Hurst exponent matrices. For this the CGR was divided into 
grids of 2nx2n cells where n is an integer and the Hurst exponent of each of these sub-
regions were calculated using rescaled range method [17] with the x and y coordinates 
of the points in each of the cells. Hurst exponent was also calculated using the 
dispersional analysis method [15] adopted from [16] for comparison. 

Rescaled range analysis (R/S analysis) [17]. A time series of full length N is divided 
into a number of shorter time series of length n. The average rescaled range is then 
calculated for each value of n. For a (partial) time series of length n, the rescaled 
range is calculated as follows:  

1. Calculate the mean;    
1

1 n
iim X

n == ∑  

2. Create a mean-adjusted series; 

t t mY X= −  for t = 1, 2, 3…n. 
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3. Calculate the cumulative deviate series Z;  

1

t
t i

i
Z Y

=
= ∑    for t =1, 2, …n. 

4. Create a range series R; 

( ) ( )1 2 1 2max , ,... min , ,...t t tR Z Z Z Z Z Z= −   for t =1, 2, …n. 

    5. Create a standard deviation series S;  

( )2

1

1 t
t

i
S uX i tt =

⎛ ⎞= −∑⎜ ⎟
⎝ ⎠

 for t =1, 2, …n. 

        where ut is the mean for the time series values.  
    6. Calculate the rescaled range series (R/S)  

( ) t

t t

RR
S S

=  for t =1, 2, …n. 

(R/S)t is averaged over the regions [X1, Xt], [Xt+1, X2t] until [X(m-1)t+1, Xmt] where 
m=floor(n/t). In practice, to use all data for calculation, a value of t is chosen that is 
divisible by n. Hurst found that (R/S) scales by power-law as time increases, which 
indicates  (R/S)t = c * tH. Here c is a constant and H is called the Hurst exponent. To 
estimate the Hurst exponent, plot (R/S) versus n in log-log axes. The slope of the 
regression line approximates the Hurst exponent. 
 
Dispersional analysis [15]. Consider the set of n observations in a time series, X1, 
X2,…XN. 

1. Calculate the standard deviation of the series.  

( )( )221
( ) iiSD m n X X

n
= −∑ ∑    where m is the group size. 

For this first calculation, consider the data set of N points to be composed of n 
groups of points where in this case each group consists of one datum. 
2. Next, aggregate adjacent samples into groups, each consisting of two adjacent 
data points, and define a group size m = 2. Calculate the mean for each pair, and 
calculate the SD of the means of the groups. 
3. Repeat Step 2 with increasing group sizes of 4, 8, 16, 32, etc., until the number of 
groups, n, ≤4 (this is an arbitrary stopping point based on the idea that the SD 
would not be accurate if n < 4). For each grouping, m x n = N. 
4. Plot log SD(m) versus log m, where m is the group size. For each m there are 
N/m = n values used in calculating the SD. 
5. Determine the slope and intercept for the logarithmic relationship. 
6. Calculate the fractal D from the power law slope: the estimate of D = 1 - slope, 
Equivalently, the estimate of H = slope + 1. 

Support Vector Machine classifier. Support Vector Machine was introduced to 
solve dichotomic classification problems [18] & [19]. Given a training set in a vector 
space, SVMs find the best decision hyper plane that separates two classes. The quality 
of a decision hyper plane is determined by the distance between two hyper planes 
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defined by support vectors. The best decision hyper plane is the one that maximizes 
this margin. SVM extends its applicability on the linearly non-separable data sets by 
either using soft margin hyper planes or by mapping the original data vectors into a 
higher dimensional space in which the data points are linearly separable. There are 
several typical kernel functions. In this work, Support Vector Machine with Radial 
Basis kernel function is used. 

3   Results and Discussions 

Using the methods outlined in the above section, feature vectors were computed as 
Hurst matrices, by dividing the CGR into 4 cells, 16 cells and 64 cells. These were 
then applied to an SVM classifier with Radial Basis Kernel. Out of the total number 
of sequences falling under the Eukaryotic category, all subcategories with sufficient 
number of organisms listed in NCBI are chosen for the experiment. Roughly 50% of 
the total number is taken for training and remaining for testing.  A set of Hurst 
matrices obtained by dividing the CGRs into 16 cells for a sample from each category 
is shown in Fig. 2.  

 
Fig. 2. Sample Hurst matrices using x co-ordinates of points in CGR 

The accuracy of classification is computed as follows: Sensitivity = TP/(TP + FN), 
Specificity = TN/(TN + FP), Accuracy = (TP + TN)/(TP + TN + FP + FN),  where TP 
= True Positive, FP =   False Positive, TN = True Negative and  FN = False Negative.  
Since this is a multi class classification, true positive is taken as the queried category 
identified as itself, false negative denotes the queried category recognized as any one 
from the other 7 categories, true negative denotes all other 7 categories recognized not 
as the queried category and false positive denotes any member belonging to the other 
7 categories being recognized as the queried category. The results are shown in Fig. 3  
and Fig. 4 (Hurst matrices computed by dividing CGR into 64 cells is not shown since 
the accuracy declined due to lack of sufficient number of points in each cell). In Fig. 3 
and Fig. 4, Method I & II denote methods using rescale range,  dividing the CGR into  
2x2 and  4x4 matrices, Method III & IV denote methods using dispersional analysis, 
dividing the CGR into 2x2 and 4x4 matrices respectively.  AC in Fig. 3 denotes 
Acoelomata, CN – Cnidaria, FN- Fungi, PT- Plant,  PO- Porifera,  PR- Protostomia, 
PS – Pseudocoelomata, and VB – Vertebrata. 
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Fig. 3. Accuracy of classification of 8 categories of eukaryotic genomes taking the Hurst matrix 
as the feature vector for classification 

 

Fig.  4.  Average Specificity, Sensitivity and Accuracy for the various methods 

4   Conclusion 

A novel combination of chaos game representation and Hurst exponent was used to 
extract features from genome sequences. The investigation is focused on whether 
Hurst exponent of CGR images provide features of discriminative nature. 
Classification of 8 categories of mitochondrial Eukaryotic genomes was attempted 
using the new feature vector. An average accuracy of 84% was obtained thus attesting 
to the suitability of this new signature matrix from CGR. It could also thus be 
concluded that Hurst CGR contain major phylogenetic information.  
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Hub Characterization of Tumor Protein P53 Using 
Artificial Neural Networks 

J. Sajeev and T. Mahalakshmi 

Abstract. This paper presents a supervised Back Propagation Neural network 
(BPN) for the hub characterization of the tumor protein P53. This paper 
proposes a method to predict the P53 protein as Hub or Non-Hub from the 
sequence information of protein alone. The hubness characterization of this 
protein has been carried out using Hydrophobicity, one of the important physio-
chemical properties of the amino acid. The proposed method has been tested on 
the P53 and its interacting proteins successfully. The same method on the whole 
set of Human proteins from the database HPRD and APID has shown around 
90% of accuracy, sensitivity and specificity with the help of Artificial Neural 
Network (ANN).  

Keywords: P53, Pathway, Hub protein, ANN, Hydrophobic, PIN, Degree of 
Connectivity. 

1   Introduction 

P53 (also known as tumor protein 53) is a protein in humans encoded by the TP53 
gene which is a tumor suppressor gene[1], i.e., its activity stops the formation of 
tumors. Over the years P53 has been shown to interact with more than hundred 
proteins, which is evident from the pathway information [2]. This shows the 
importance of P53 as a Hub protein [3].  

Among the different types of proteins, Hub proteins are that class of proteins 
having high degree of connectivity in its interaction network. They participate in 
significant number of protein interactions and play a very important role in the 
organization of cellular protein interaction pathways [3, 4, 5].  

Most of the biological pathways and processes [6] are believed to be directed by 
complex protein interactions and are controlled by Hubs. If these proteins are 
disrupted it can lead to biological lethality [4]. So understanding the characteristic of 
Hub proteins may in turn increase the significance in understanding the causes of 
diseases. 

Studies in this area have revealed existence of a few methods [5, 7, 3, 8, 9] with 
various percentages of accuracy measures ranging from 34% to 84% and majority of 
the approaches used in these methods are of statistical in nature. Application of 
Artificial Neural Networks (ANN) is an untouched one in this area. 

The proposed method uses ANN to characterize the hubness of P53 protein. ANN 
have proved useful in solving various biological problems like microRNA target 
prediction [10], Coding region recognition and gene identification [11], Protein 
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structure prediction [12] etc. Amino acids which make protein have various physical 
and chemical properties. In one of the previous work in this area has made use of 
more than 1300 of such properties [3]. In the proposed method only the 
hydrophobicity property of the amino acid is used since it has already proved its role 
in the structure prediction and interaction of proteins [13] and is seen to have good 
output. 

Three types of data sets are used in this paper for testing the proposed method. One 
is from the Human Protein Reference Database (HPRD)[14]. The whole set of human 
proteins were selected from this database to test the proposed method. The second 
data set is obtained from Agile Protein Interaction Database (APID) [15]. The third 
set of data is obtained from the P53 interaction data [2, 16] and the sequence 
information is obtained from the NCBI Database [17]. 

The proposed method on these three data sets has shown very promising output 
with 89% sensitivity, 91% specificity and 90% accuracy. This method will certainly 
prove to be useful in characterizing Hub proteins using sequence information. 

2   Background 

This session describes breifly the biological background pertinent to this paper and 
some of the tools used in the proposed method. 

2.1   Hub Protein 

Protein interactions are generally respresented in the form of a network known as 
Protein Interaction Network (PIN). These are visualized in the form of graphs with 
nodes representing proteins and edges representing interactions between them. One of 
the attributes associated with each protein in PIN is the connectivity measure. This is 
the count of number of interactions that a protein has with other members (proteins ) 
of the network.  

PIN belongs to the category of Scale Free Networks which has the property that 
only a few proteins have high connectiviy measure [6, 18]. This is because the 
connectivity measure in a Scale Free Network follows a power law distribution [7]. 
There is an ongoing debate on the threshold value of connectivity measure which is 
mainly used to classify a protein as Hub or non-Hub[3]. Different methods in this area 
proposes the threshold of connectivity based on various techniques. In the proposed 
method the statistical property of the connectivity measure is used to find the 
threshold value and is used to chacterize Hub proteins. 

2.2   Artificial Nerual Network (ANN) 

An ANN is a type of mathematical tool that employs non-linear mathematics and are 
used to model highly complex and non-linear systems. The design of an ANN is 
similar to the design and techniques of human brain. A three layer neural network is 
shown in the figure 1 which has three inputs i1, i2, i3 and one output  y0.  
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Fig. 1. Three layer neural network for protein sequence 

There are three neurons, n1, n2 and n3, in the input layer. h1 and h2 are the two  
neurons in the hidden layer and o1 is the  neuron in the output layer. The output is y0 
which determines the class to which the data belongs to. w1, w2, w3, w4, w5 and w6 
are the weights of the arms from the neuron in the input layer to the neuron in the 
hidden layer. w7 and w8 are the weights of the arms from the neurons in the hidden 
layer to the neurons in the output layer.  

Training of the network consists of the iterative refinement of the associated 
‘weights’ such that the specified error condition is minimized. The training patterns, 
which are composed of a group of matching input and output vectors, are used by the 
learning algorithm to train the network. It measures the difference between the desired 
output vectors and the resulting error back propagates to alter the connecting weights 
in the direction of reducing error [20]. 

This process runs several times until the error is within the desired level. Once this 
process is over the network holds the weights constantly and becomes a valid model 
for prediction. Here each neuron performs a very simple calculation. It performs a 
weighted sum of its inputs and then an activation function is applied to this value. The 
method uses sigmoid functions as activation functions for the hidden and output layers. 
A linear activation function is used for input layer.  

In this paper a fully connected feed forward multilayer configuration using back 
propagation learning algorithm described has been employed to characterize Hub 
proteins. 

2.3   Hydrophobicity 

Relative hydrophobicity can be measured using the hydrophobicity index. It shows 
how soluble an amino acid is in water. In a protein, hydrophobic amino acids are likely 
to be found in the interior part. Hydrophobicity is a measure of affinity to aqueous 
environment. Researchers suggest that stability of co-existence of amino acids with 
similar hydrophobicity is better than those with dissimilar hydrophobicity.  

The proposed method makes use of the hydrophobic measure [21] given in table 1 
which are normalized so that the most hydrophobic residue is given a value of 100. 
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Table 1. Font sizes of headings. Table captions should always be positioned above the tables 

Amino Acid Hydrophobic 
Measure Amino Acid Hydrophobic 

Measure 

A 13.134 M 1.940 

C 10.597 N 53.134 

D 80.597 P 24.328 

E 74.328 Q 48.805 

F 0 R 100 

G 16.865 S 19.402 

H 41.940 T 15.671 

I 3.731 V 6.865 

K 78.059 W 11.343 

L 5.671 Y 27.462 

3   Existing Methods 

The existing methods in the area of PIN are generally classified as experimental and 
computational. The experimental (large-scale proteomic experiment) techniques, do 
not give much information about the interacting residues [6], though they have vast 
coverage and sensitivity. Computational analysis of PIN is based on various attributes 
like gene proximity, gene fusion events, phylogenic profiling, identification of 
interacting protein domains and text mining techniques [8]. Each of these approaches 
has its own strengths and weaknesses especially with regard to sensitivity and 
specificity. Some of the existing methods are given below. 

3.1   Method 1 

A method for the prediction of Hubs in Scale-free networks is seen in [3] which is based 
on List Dominating Set problem (LDS). This method gives due importance to identifying 
communities which are sub networks known as ‘Quasi Cliques’ of a given PIN with 
‘small’ number of edges missing in contrast to cliques that are completely connected.  
If the network is very dense then the system will typically not give a solution in most  
of the cases. The characterization of community is identified through this method. 

3.2   Method 2 

A method has been developed based on one of the findings in [22] that Hub proteins 
with common interaction partners tend to interact with them through a common 
interacting motifs[9]. The input of this method is the binary protein interactions; 
neither sequence nor structure information is required here. By building an interaction 
network and applying clustering technique this method identifies interacting motifs. 
These interacting motifs are assigned to Hub proteins and then analyzed [9]. The 
number of interacting partners, connectivity, has been chosen as 20. The study also 
revealed that as connectivity decreases sensitivity of the method decreases.  
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3.3   Hub Classifier 

Hub classifier method uses Gene Ontology terms with 84.96% accuracy, 34.41% 
sensitivity and 90.27% specificity [3]. Gene ontology annotation of the target protein 
is needed to predict whether a target protein is Hub or not. Michel Hsing et al [3] have 
stated that the performance of Hub classifier will primarily rely on the number of 
Gene Ontology annotations available for each species and according to them, the 
reason for the low sensitivity is “the lack of gene ontology annotations for certain 
proteins in the training sets” [3].  

3.4   Other Methods 

A notable approach used for the prediction of interaction between proteins is by using 
the amino acid sequence itself [23, 24, 25]. All these computational prediction 
techniques have focused on the identification of pair wise protein-protein interactions 
with varying degrees of accuracy [3, 26].  

Here the proposed method states that, if it is possible to predict the interaction 
between proteins from the amino acid sequence alone, then there is a good chance of 
characterizing Hub proteins from sequence information. 

4   Data Set 

In this paper three sets of data have been used to test the proposed method. The first set 
is taken from HPRD [14]. From this database whole set of human protein ID’s were 
obtained. In this database there were 27080 human proteins. Among them 9630 have 
interactions with others. From the binary interactions obtained from the database it was 
possible to find the count of number of interactions of each protein and it ranged from 0 
to 267. The number of proteins having the degree of connectivity k is given in table 2. 

Table 2.  Degree of connectivity Vs Protein frequency in HPRD Database 

Degree of 
Connectivity (k) 

Number of 
proteins 

1 2237 

2 1424 

3 1009 

4 759 

5 618 

6 468 

7 422 

8 287 

>> 8 2406 

Total 27080 
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Mean of the degree of connectivity was calculated from this and was obtained as 
8.0557. It is again evident from the table 2 that frequency count of the proteins with k 
< 9 is 7224. That is there are 2406 proteins with k > 8 which is around 25% of the total 
interacting proteins. In the proposed method the threshold for connectivity of hub 
proteins for this database is taken as 8 based on the above analysis. 

The second set is taken from APID database. In this database there were 12057 
human proteins having connectivity in the range of 1 to 414. But it was possible to get 
amino acid sequences for only 11813 proteins. Search of the remaining 244 did not 
yield any data. Table 3 gives the number of proteins having the degree of connectivity k. 

Table 3. Degree of connectivity Vs Protein frequency in APID Database 

Degree of 
Connectivity (k) 

Number of 
proteins 

1 2782 

2 1668 

3 1101 

4 840 

5 687 

6 546 

7 437 

8 351 

9 320 

10 262 

>>10 2819 

Total 11813 

From the table 3 it can be seen that as the value of k increases the frequency of the 
protein decreases same as in the previous case. Using this information as a frequency 
table, its mean was calculated and it was obtained as 9.84. The frequency count of the 
proteins with k < 11 is 8994. That is there are 2819 proteins with k > 10 which is 
around 25% of the total interacting proteins. In the proposed method the threshold for 
connectivity of Hub proteins is taken as 10 based on the above analysis for this data 
base. 

The third set is taken from the interacting protein set of P53 protein[16]. In this 
database there were 99 proteins which have shown interaction with P53. The sequence 
information is obtained from the NCBI Database [17]. 

To test the system performance the positive data used are proteins which are known 
to have interactions with many other proteins, that is proteins with high degree of 
connectivity. The system is also trained using negative data which are proteins that are 
known to have low interactions with other proteins, that is proteins with low degree of 
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connectivity. In the present situation positive data are Hub proteins and negative data 
are Non-Hub proteins. Based on the threshold value of connectivity, proteins from 
each database are categorized as Hub or Non-Hub which are positive and negative data 
respectively. 

5   Proposed Method 

In the proposed method three types of characteristics are obtained from each protein in 
the train set. These three attributes are used to train the ANN. This is the first stage of 
the ANN. In the second stage the trained network is used to test the validity of the 
system.  

Hydrophobicity measure is used to derive out the three characteristics used to train 
the network such as HS (Hydrophobic Sum), Hydrophobic Count (HC) and Arginine 
Count (AC). The entire set of data belonging to HPRD and APID databases are divided 
into train set and test set for this purpose. Both positive and negative data are 
distributed equally across train and test set. For HPRD dataset proteins having degree 
of connectivity greater than 8 is selected as positive data. For APID database it is set as 
10. So it makes four sets of data such as Hub train, Non Hub train, Hub test and Non 
Hub test. 

After the data is split, using Hydrophobic measure the protein sequences are 
digitized to find the hidden attributes such as HS, HC and AC. 

Sequence information is retrieved from the set of both Hub and Non Hub proteins 
one by one and available dense areas are fished out. A dense area in a protein 
sequence is the substring s whose sum of hydrophobic value is greater than the 
average of the hydrophobic value of all amino acids [13], which is calculated as 31.7 
and set as the threshold. Here the window size, the length of the substring is set as 25.  

The algorithm searches for the dense area right from the first character onwards. If 
the dense is found in the substring (i, i+25) then the search for the dense area is 
continued from i+26 onwards. Otherwise the search restarts from the i+1 position. HS 
of a sequence is the sum of the hydrophobic values of amino acids in each dense area 
in the sequence and HC is the number of dense area contained in a sequence. AC is 
the count of the highly hydrophobic amino acid residue Arginine in the protein 
sequence. As an example if a protein sequence has dense areas d1,d2,…,d10 with the 
sum of hydrophobic values as h1,h2,….,h10 in each dense area then HS, HC and AC 
can be derived out as 

 
HS=h1+h2+. . . . +h10 
HC=10 
AC= Arginine Count 
 
These are the three attributes associated with each protein. Thus each protein 

sequence can be associated with three numerical sequences. Using ANN tool these 
three numerical sequences are analyzed to find any hidden attributes in it. 

The same process is repeated with all the members of the train data set which 
contains 3612 Non Hub and 1203 Hub proteins.  
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In order to train the Neural Network it is essential to feed both the input and output 
data. The input data are the three important characteristic set derived from the train 
data. For Hub set the output is set to 3 and for Non Hub the output is set as 0. This 
value was used after doing experiments with some trial values and was found that 0 
and 3 yielded best result. Once the network training is over, the test characteristic data 
is fed. The same network is also tested with the P53 interaction data. The target protein 
is Hub if the following condition is satisfied: 

O>=1.8 and O<=3, where O is the obtained output of Neural Network after the 
simulation with the test data. Here also the range is assigned after doing experiments with 
some trial values. By subjecting the test data to the designed neural network the 
accuracy, sensitivity and specificity obtained for both the data sets is given in the table 4. 

Table 4. Results of proposed method on the data sets 

Data Set Accuracy Sensitivity Specificity 

HPRD 90% 89% 91% 

APID 91% 90% 92% 

P53 Interaction 
Data 92% 91% 92% 

6   Results and Discussions 

In the proposed method the prediction system is made to learn with each Hub and Non-
Hub protein from the training sets. The learning system keeps the knowledge of the 
HS, HC and AC values calculated to find the characteristics of the training data.  

Since the average area of contact between two interacting proteins is around 2000 
A-2 with each partner contributing 1000 A-2 where around 25 amino acids from each 
partner takes part in the interaction the length of the dense area used in the proposed 
method is 25.The hydrophobic force of the amino acids plays a major role in the dense 
area. 

In the proposed method the hydrophobic measure of amino acids  in the dense area 
is used to predict if a target protein is Hub or not. The dense area is a region of protein 
sequence in which a subsequence might be interacting with other subsequences or is 
more interactive in nature. This is possible because of the tertiary structure of the 
protein. A tertiary structure has interaction between alpha helixes and beta sheets 
whose respective structures are folded and curved [13]. This increases the chances of 
interaction in a protein among others as it provides more dense area for interaction.  

The proposed method solely relies on the sequence information of the proteins 
whereas the method based on interacting motifs to analyze hub is solely relying on 
experimentally detected interactions which affects the accuracy of the method [9]. 

When the proposed method applied on the P53 interaction data it has shown very 
promising results. So the proposed method is able to characterize Hub protein better 
than other methods. 
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7   Conclusion 

Protein interactions are ubiquitous and essential for cellular functions. The 
compendium of all the physical protein-protein interactions for a given cell or 
organism is complex bio-molecular network mapped as PIN.  Predicting the Hub 
proteins of this network is a challenging computational problem.  

The proposed method is a two stage process which uses hydrophobic measure of 
amino acids to obtain the Hubness characteristic of a protein. The application of this 
method on the tumor protein P53 has revealed a high accuracy, sensitivity and 
specificity. 

As a continuation of this work, the application of this method may be applied on 
proteins to bring out its biological significance as that of the tumor proteins. 

The proposed method may be applied with other organisms, but for this it is 
necessary to obtain the threshold value of the connectivity of PIN of these organisms. 
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Abstract. This paper reports the use of lacunarity analysis of protein
sequences as a new method to analyze the distribution of amino acids in a
protein sequence. One of the key results is that distribution of hydropho-
bic amino acids in a protein sequence exhibit fractal like behavior. It is
found that lacunarity plots of distribution of hydrophobic amino acids
follow similar patterns for a given protein sequence as well as for amino
acid sequences that are extracted from the given protein sequence as
prefixes with length reduced by half from the original sequence length.
Another interesting result is that using the lacunarity values of chaos
game representations of amino acid sequences, we can prove the non-
random nature of protein sequences. Lacunarity values also help us to
classify a set of true and random protein sequences. These two findings
affirm lacunarity analysis as a novel and promising bio-sequence analysis
method.

Keywords: Lacunarity analysis, Sequence analysis, Amino acid distri-
bution, Chaos game representation, Fractal, Protein sequences.

1 Introduction

Amino acid composition and their distribution are two key elements in under-
standing the structure and function of various proteins in a living organism. In a
latest study, simple amino acid composition alone is used in predicting protein-
protein interactions [14]. The importance of amino acid composition in deter-
mining the tertiary structure of a protein is already proved [22]. Determination
of protein secondary structure is another area where amino acid composition
is successfully applied [20]. Amino acid composition is also a widely used pa-
rameter in many of the protein sub-cellular localization prediction approaches
[23], [24]. Along with amino acid composition, the distribution of various amino
acids or polypeptides in a protein sequence is proved to be useful in understand-
ing protein structure and their interactions [25]. These studies clearly show the
importance of amino acid composition and their distribution in better under-
standing the role of various proteins in our body.
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Lacunarity is a concept introduced by Mandelbrot [1] as a measure to fur-
ther classify fractals [1] that have same fractal dimensions and varying visual
appearance or textures. It is a measure of the size distribution of holes in a frac-
tal within a set of multiple scales. In the case of self similar fractals, lacunarity
follows the scaling properties [6], [7]. Low lacunarity geometric objects are ho-
mogeneous because all gap sizes are the same, whereas high lacunarity objects
are heterogeneous. Therefore, lacunarity can be considered as a scale dependent
measure of heterogeneity [6], [11], [16]. Lacunarity analysis is generally applied
on spatial pattern dispersion (habitat types or species locations) problem [6], [8],
[9] and also to measure the textures associated with them [8]. One of the latest
studies [12] prove that lacunarity analysis of dermoscopic images is a promising
method for the automated assessment of skin diseases like Melanoma.

Lacunarity analysis of bio-sequences is not well explored as compared to the
fractal analysis of bio-sequences which has produced many useful findings [2],
[3], [4], [5], [10]. But as lacunarity analysis could able to produce useful findings
[6], [8], [9] on the spatial distribution problems, there exists some scope in in-
vestigating the distribution of various amino acids and polypeptides in protein
sequences. This motivated us to carry out the present investigations on lacunar-
ity of protein sequences and the results obtained prove that it is a promising
bio-sequence analysis method.

2 Methods

2.1 Lacunarity Measurement Using the Gliding Box Algorithm

A number of algorithms are proposed to measure the lacunarity [6] of fractal sets.
Most of these methods are based on the distribution of holes in a given fractal
or map. A general fruitful approach for reliably determining the lacunarity of a
random or deterministic fractal consists of analyzing the fluctuations of the mass
distribution function. One of the most commonly applied lacunarity measuring
methods is the gliding box algorithm proposed by Allain and Cloitre [7] for
fractal sets. Plotnick [6] extended this method to study the spatial datasets and
came to the conclusion that this method can be applied to nonfractal set of data
as well. In this work we also apply the same algorithm to measure the lacunarity
of protein sequences and it is described below:

Consider an M x M binary map with a value of 1 at a position for the presence
of an object and a 0 for the absence. Now an r x r box (r may vary from 1 to
M) is placed over the upper left corner of the matrix. The number of occupied
sites (a 1 is present) is taken as the box mass. The box is now moved one
column to the right and the new box mass is calculated. This process is repeated
over all columns and rows and from the values of these box masses a frequency
distribution of the box masses can be generated.

The number of boxes of size r containing P occupied sites is taken as n (P, r)
and the total number of boxes of size r by N (r). As the map size is M,

N(r) = (M − r + 1)2. (1)
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This frequency distribution can be converted to a probability distribution Q (P,
r) by dividing the total number of boxes:

Q(P, r) = n(P, r)/N(r). (2)

Now the first and second moments of this frequency distribution are calculated
as:

Z(1) =
∑

PQ(P, r). (3)

Z(2) =
∑

P 2Q(P, r). (4)

Lacunarity of the map for the box size r is defined as,

λ(r) = Z(2)/(Z(1))2. (5)

One approach that is commonly applied in lacunarity analysis is calculating
the lacunarity for various box sizes, say r = 1 to size of map, and then plotting a
graph between log (λ(r)) and log (r). For an exact fractal, the plot of log (λ(r))
vs. log (r) will be a straight line with similar appearances across scales [6], [7].
We have followed the above steps to carry out lacunarity analysis of protein
sequences in the present work.

2.2 Lacunarity Analysis of the Distribution of Hydrophobic Amino
Acids in a Protein Sequence

To carry out the lacunarity analysis of distribution of hydrophobic amino acids
in a protein sequence, we have represented a protein sequence as a binary row
matrix. The amino acids A, C, F, G, I, L, M, P, V, W and Y are taken as
the hydrophobic and the remaining D, E, H, K, N, Q, R, S and T are taken
as hydrophilic. We have created the binary row matrix corresponding to the
protein sequence based on the presence or absence of a hydrophobic amino acid.
A window of size equal to one is slid from the N terminus to C terminus of the
given amino acid sequence, one position each time. A value of 1 is stored in the
binary row matrix whenever a hydrophobic amino acid is present in the window.
Otherwise a 0 is stored in the matrix.

Lacunarity analysis is then carried out using boxes of size 1 x r with r ranging
from 1 to length of the protein sequence. In this experiment, for each protein
sequence we have extracted two other sets (set1 and set2) of protein sequences
which are prefixes of varying length of the given amino acid sequence. Sequences
in the set1 are formed as described below. Let N be the length of given amino
acid sequence and pi be the length of ith prefix subsequence obtained from the
given amino acid sequence. pi is defined as:

pi =
N

2i
. (6)

Using the above relation, set1 contains the given amino acid sequence and a
fixed number of prefix subsequences extracted according to the above relation.
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We have taken i=1 to 3 or 4 in the present study according to the length of the
protein sequence. But set2 contains the given amino acid sequence and a fixed
set of prefix subsequences whose length have no specific relation as in set1. We
have extracted sequences of random length for this purpose.

2.3 Lacunarity Analysis of Chaos Game Representation of Protein
Sequences

In the second experiment, we have considered the Chaos Game Representation
(CGR)[15], [19] of protein sequences based on the detailed HP model [26]. Ac-
cording to the detailed HP model, the 20 amino acids are classified into 4 groups:
non-polar (A, I, L, M, F, P, W, V), negative polar (D, E), uncharged polar (N,
C, Q, G, S, T, Y) and positive polar (R, H, K). These four groups are assigned
to the four corners of a unit square. To draw the CGR of a protein sequence,
we start from the middle position of the unit square and a dot is put at the half
way position between the current position and the corner corresponding to the
first amino acid. This is repeated for each amino acid taken sequentially from
the N-terminus of protein sequence. Corresponding to this final unit square, an
equivalent binary matrix can be formed in such a way that a value of 1 represents
the presence of a dot and a value of 0 representing its absence. We have taken
64 x 64 matrices for plotting the CGR images in the current study and the r x
r box sizes for the lacunarity analysis are varied from 1 to 64, in multiples of 2.

2.4 Dataset

We have downloaded protein sequences of various organisms for the present study
from Uniprot [18] and Genbank [17] databases. Length of protein sequences vary
from 195 to 3135 amino acids.

3 Results

One of the major findings of this work is that lacunarity analysis of the distribu-
tion of hydrophobic amino acids can reveal self-similarity property of amino acid
distributions in protein sequences. For each protein sequence we have plotted the
lacunarity plots of each sequence in the two sets of sequences that are extracted
as described in section 2.2 on page 323. For all protein sequences taken in this
study, it is found that the lacunarity plots of individual sequences in the first set
showed similar appearances. But in the second set of sequences this character-
istic was not observed. This shows that the distribution of hydrophobic amino
acids follow the same pattern along the whole length of a protein sequence and
also along prefix subsequences that satisfies the relation mentioned in section 2.2
on page 322. In another way, we can say their distribution follow self-similarity
property on multiple scales. Fig.1, Fig.2, Fig.3 and Fig.4 show sample lacunarity
plots obtained for one Human and one Yeast protein sequences.

Investigations on the lacunarity analysis of CGR matrices of amino acid se-
quences show that the proposed method is a promising biosequence analysis tool
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Table 1. Lacunarity values of the CGR matrices of protein sequences

Sequence
ID/Type

Sequence length Lacunarity
(r=1)

Slope of
lacunarity
plot

FBgn0040371 195 1.045965 -0.008405

Random 195 1.043301 -0.008031

P04637 393 1.088204 -0.015864

Random 393 1.084746 -0.015441

P32569 687 1.163967 -0.028758

Random 687 1.148626 -0.027037

P06400 928 1.199414 -0.035315

Random 928 1.18897 -0.033444

Q17878 1424 1.295383 -0.051143

Random 1424 1.282003 -0.04939

P38398 1864 1.409498 -0.068757

Random 1864 1.352708 -0.061344

F64669 2890 1.601877 -0.096452

Random 2890 1.493256 -0.080903

P68874 3135 1.715961 -0.108696

Random 3135 1.566348 -0.091109

like that of fractal analysis. One useful finding based on the lacunarity analy-
sis of CGR matrices of protein sequences can be used to distinguish true and
random protein sequences. For the present study, we have taken eight amino
acid sequences of varying length from different organisms and also eight ran-
dom amino acid sequences. The random amino acid sequences were generated
using the RandSeq tool from the ExPASy proteomics server [21]. Table 1 lists
the details like: sequence ID/type, sequence length, lacunarity value for box size
r=1 and slope of the lacunarity plot for the 16 amino acid sequences considered.
From the table we can see that lacunarity values of true amino acid sequences

Fig. 1. Lacunarity plots of Human Breast cancer type 1 susceptibility protein and its
prefix subsequences satisfying the relation mentioned in section 2.2 on page 322
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Fig. 2. Lacunarity plots of Human Breast cancer type 1 susceptibility protein and its
prefix subsequences of randomly selected lengths

Fig. 3. Lacunarity plots of Yeast Nucleoporin NUP116/NSP116 and its prefix subse-
quences satisfying the relation mentioned in section 2.2 on page 322

Fig. 4. Lacunarity plots of Yeast Nucleoporin NUP116/NSP116 and its prefix subse-
quences of randomly selected lengths

are always greater than that of random amino acid sequences of same length.
This was observed for all box sizes. Also the slope of lacunarity plots in each
case shows this property.
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4 Conclusions

In this paper we have demonstrated the use of lacunarity analysis of amino acid
sequences as a promising sequence analysis method. The method proved to be
powerful in extracting the self-similarity property exhibited by the distribution
of hydrophobic amino acids in a protein sequence and its prefixed subsequences.
Fractal nature of an entire amino acid sequence is already reported in the litera-
ture [26]. But we are reporting for first time the fractal behavior of distribution
of a subset of amino acids. This finding may have impact on other related ex-
periments with amino acid sequences. The method could also may be used to
demonstrate the non-random nature of protein sequences and the result can be
used to classify true and random amino acid sequences in a sequence analysis
experiment. This needs to be validated with larger number of sequences and we
are planning to publish it in another work. We hope that the proposed lacunar-
ity analysis of amino acid sequences may be used as a fruitful sequence analysis
technique in the area of bioinformatics.
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Abstract. The pulmonary tuberculosis (TB) is diagnosed conventionally from 
the test results obtained from different medical examinations. The paper 
proposes a novel methodology using the classification technique called 
Identification tree (IDT) to diagnose TB computationally. The model reduces 
the number of parameters required for the diagnosis substantially.  It also offers 
a list of rules for the speedy and easy diagnosis. The effectiveness of the method 
has been validated by comparing with existing techniques using standard 
detection measures.  

Keywords: Pulmonary Tuberculosis, Diagnosis, Classification, Identification 
tree, Reduction of parameters. 

1   Introduction 

Tuberculosis (TB) is a disease caused by bacteria called Mycobacterium tuberculosis 
[1]. TB is one of the leading causes of infectious disease mortality in the world, with 
over two million deaths recorded annually, and it is estimated that one third of the 
world’s population is latently infected [2]. Typical signs of TB are chronic or 
persistent cough and sputum production. If the disease is at an advanced stage, the 
sputum will contain blood. The other symptoms are fatigue, lack of appetite, weight 
loss, fever and night sweats.  

Medically, TB is diagnosed using x-rays of chest, analysis of sputum or/and skin 
test [3].The results of these tests can be used as inputs to various computational 
models. The two major approaches to diagnose TB computationally are based on 
either images of sputum/x-ray or the results of various chemical/pathological tests 
which are collectively called as parameters.   

The paper proposes a novel classification and rule based approach which uses 
exhaustive list of parameters. It employs an IDT as a classification technique and 
reduces the exhaustive list of parameters into an optimal set of parameters. This, in 
turn, deduces the rules required for diagnosis of TB. 

                                                           
* Corresponding author. 
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The paper is organized in six sections. Section 2 gives literature survey. Section 3 
introduces the model proposed. Section 4 provides the experimental setup and results. 
Section 5 offers conclusion and future work. 

2   Literature Survey 

The literature discusses various computational models which use images as inputs. 
Sadaphal et al [4] recognizes Ziehl-Neelsen (ZN) stained acid-fast bacilli (AFB) in 
digital images where each pixel on the image is classified as a TB or non TB object 
based on shape and size. Makkapati et al [5] discussed diagnosis of TB from ZN-
stained sputum smear images where the presence of TB is based on the beaded 
structure of the bacilli.  K. Veropoulos et al [6] used image processing techniques and 
neural network classifiers for the automatic identification of TB bacilli on Auramine 
stained sputum specimens. Forero et al [7] used a classification tree to categorize 
whether a sample is positive or negative based on the heuristic knowledge extracted 
from the bacilli shape contour and color. Manuel et al [8] presented a new autofocus 
algorithm and a bacilli detection technique to reduce the time required to analyze 
sputum images. It used k-means clustering technique for diagnosing TB.  

The other approach to diagnose TB is by analyzing various parameters which are 
collected from chemical/pathological tests such as preliminary reports, blood tests, 
urine tests etc.  Nitaya et al [9] performed chemical detection of TB in sputum by 
using gas chromatographic analysis and pattern recognition. Fend et al [10] concluded 
that ZN staining for TB diagnosis is a time consuming approach and hence they 
proposed a gas sensor array for detecting different mycobacterium in the sputum 
samples. An artificial neural network (ANN) technique was further used to classify 
the patients into TB and non-TB group.  Orhan et al [11] have taken patient’s epicrisis 
reports and used a multilayer neural network (MLNN) model. Erhan et al [12] used a 
MLNN with two hidden layers and a genetic algorithm for training the network. Solh 
et al [13] developed ANN using clinical and radiographic information to predict 
active pulmonary TB and further showed that ANN can identify patients with active 
pulmonary TB more accurately than physicians’ clinical assessment. Santos et al [14] 
used only symptoms and physical signs to construct an ANN model for diagnosis of 
smear negative pulmonary tuberculosis (SNPT). Fernanda et al [15] developed a 
prediction model using logistic regression and CART to estimate the risk of SNPT 
based on symptoms, physical signs and chest X-rays. Bakar et al [16] have used 
hybrid rough neural network (RNN), results of which indicated that RNN had better 
accuracy rate. Asha et al [17] used the association rule technique which offered a 
number of rules to describe the association between different symptoms.  

3   Proposed Model 

The computational diagnosis of TB in the proposed model has been realized in the 
following three steps: 

Step 1: Collection of exhaustive list of parameters. 
Step 2: Creation of an IDT 
Step 3: Deduction of rules by traversing through IDT 
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3.1   Collection of Parameters 

The parameters used in the model are collected from five different medical 
examinations which are preliminary, sputum, blood, urine and bio-chemistry. Table 1 
shows the exhaustive list of 45 parameters used. Each of these parameters has a range 
of values, which are tabulated and used in the subsequent steps. Table 2 shows the 
snapshot of the tabulated data used in the training of the proposed system. Column 1 
shows the patients ID. Columns 2, 3 and 4 show the three parameters amongst 
exhaustive list of 45 parameters. Column 5 gives the result of the sample used.  

Table 1. List of Parameters used 

 

Table 2. Snapshot of some of the parameters with its values 

ID weight fever urine appearance Result 
1 light Yes s.turbid TB 
2 heavy no Clear NO TB 
3 light Yes s.turbid TB 
4 average No Cloudy TB 
5 heavy No s.turbid NO TB 
6 light No s.turbid NO TB 
7 light No Cloudy NO TB 
8 average Yes Cloudy TB 
9 average Yes s.turbid NO TB 
10 average yes s.turbid NO TB 

3.2   Creation of an IDT 

A classification method known as IDT is used to find the most significant parameters 
in the diagnosis of TB. The tree uses an Average Disorder Score (ADS) given by the 
following formula, for each of the parameters listed in Table1. 

 

Examinations No of 
Parameters

Parameters

Preliminary examination 9 Cough, Fever , Loss of Appetite, Loss of Weight, Chest Pain, Sputum with 
Blood, Breathlessness, Smoking, Alcohol 

Sputum Examinations 6 Mucopurulent , Blood , Saliva, Elastic Tissue, 
Epithelial Cells,Pus Cells

Blood Examinations 8 Haemoglobin, Total WBC, Polymorphs, Lymphocyte , Eosihophils , 
Monocytes, 
Basophils, Netrophils 

Urine Examinations 11 Urine Color, Urine Appearance, Reaction,  Albumin, Sugar, Bile Salt, 
Bile Pigment, Occult Blood, 
Epithelial Cells, Pus Cells, RBC

Bio-Chemistry 11 Blood Urea, Sr. Creatinine, Sr. Uric Acid, Total Bilirubin, Direct Bilirubin, 
Indirect Bilirubin, SGOT, SGPT, Total Protein,Sr.Albumin, Sr.Globulin
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where ‘nb’ is the number of samples in branch ‘b’; ‘nt’ is the total number of samples 
in all branches and ‘nbc’ is the number of samples in branch ‘b’ of parameter ‘c’. 

The pseudo code used for the generation of IDT is shown in Figure 1 

Step 1: For each parameter P, calculate ADS. 
Step 2: Select a parameter P with least ADS. 

                    2.1 Make this P as the root of the tree. 
                      2.2 Place this P in Selected Parameter (SP). 
                      2.3 Calculate ADS for all the branches b of SP. 

Step3: For each b of SP 
                    IF (ADS! = 0) for b,  
                                           Label it as Non-Homogenous (NH). 
                   Else 
                               Label it as Homogenous (H). 
                   End if 
                       End for 

Step 4: For each NH 
                     Do 
                         Calculate ADS. 
                         Select Parameter with least ADS from P for this NH. 
                                            Populate this P to SP. 
                              End do 

Step 5: Return the tree with SP and H. 
Step 6: Repeat Step 3 until ADS = 0. 

             End For 
Step 7: Stop. 

Fig. 1. Pseudo code for IDT 

The above pseudo code is illustrated as given below.  
Step 1: Table 3 gives the list of 45 parameters and their ADS. 

Table 3. ADS of each of the parameters 

Parameter ADS Para meter ADS Parameter ADS 

Cough 0.9 HB 0.9 OB 0.7 
Fever 0.7 Total WBC 0.9 Epi Cells 0.8 

Sputum  0.7 Poly 0.8 Pus Cells 0.9 

Loss of weight 0.5 Lym 0.9 RBC 0.7 

Loss of Appetite 0.6 Eosi 0.9 BU 0.7 

Breathl-essness 0.9 Mono 0.9 Create-nine 0.9 
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Table 3. (continued) 

Smoking 0.9 Baso 0.9  Uric acid 0.9 

Alcohol 0.8 Netr-ophils 0.9 T.Bili 0.9 

Chest Pain 0.9 Urine Color 0.8 D. Bili 0.9 

Mucopurulent 0.9 Urine Appear 0.537 In.Bili 0.9 

Blood 0.7 React-ion 0.9 SGOT 0.9 

Saliva 0.9 Alb 0.6 SGPT 0.6 
Epithelial Cells 0.9 BS 0.9 T.Pro-tein 0.8 

Pus Cells 0.9  BP 0.9 Sr.Al-bumin 0.9 

Elastic Tissue 0.9 Sugar 0.9 Sr.Gl-obulin 0.6 

Step 2: From Table 3, ‘Loss of weight’ is the parameter with the least ADS, which is 
added to SP. Now, 

SP = {‘Loss of weight’} 
This becomes the root of the tree which has three branches namely ‘light’, ‘heavy’ 

and ‘average’ as shown in  
Figure 2. Calculate ADS of each of these branches.      

 

Fig. 2. Branches of ‘Loss of weight’ 

Step 3:  We label the branches ‘light’ and ‘average’ as NH as their ADS are non-
zero. The branch ‘heavy’ is labelled as H as its ADS is zero.   
Step 4: Calculate ADS of the NH branches ‘light’ and ‘average’. Since the ADS of 
‘light’ is the least, its parameter ‘fever’ has been appended to SP. Similarly the 
parameter ‘urine appearance’ is also appended to SP. Now, 

SP = { ‘Loss of weight’, ‘Fever’, ‘Urine Appearnce’} 
Step 5: The tree returned in this step is shown in Figure 3. 

light              average
                                          heavy
                                          

Loss of weight

1,3,6,7 2,5 4, 8,9,10
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Fig. 3. Appended tree based on ‘Loss of weight’ 

Step 6: The process is continued. Now, the parameter with the least ADS is ‘fever’ 
which has two branches ‘yes’ and  ‘no’. These branches are Homogeneous  as their 
ADS are zero. Similarly, the node ‘urine appearance’ has two branches ‘cloudy’ and 
‘s-turbid’, out of which  ‘cloudy’ is a Homogeneous branch and ‘s-turbid’ is Non-
Homogeneous’. Figure 4 shows branches of ‘fever’ and ‘urine appearance’.  

 

Fig. 4. Branches of ‘Fever’ and ‘Urine Appearance’ 

The process is continued until all the Non-Homogeneous branches are converted to 
Homogeneous. 
Step 7: Once all the nodes are made Homogeneous, we get a complete IDT. Figure 5 
shows the snapshot of the IDT generated.  

 

Fig. 5. Snapshot of IDT 

3.3   Deduction of Rules by Traversing through IDT 

We can deduce rules by traversing through the IDT from the root to each of its leaf 
nodes. The rules deduced from Figure 5 are listed below. 

1. If a person’s weight is light and has fever, then the person is infected from 
TB. 

              light            heavy                           average

Loss of weight

Fever Urine Appearance2, 5

  yes                      no                 cloudy                          s.turbid

Fever Urine Appearance

1, 3 6, 7 2, 5 1, 3, 6

          
                      light        heavy                       average

yes no                                cloudy s.turbid

Loss of weight

Fever Urine Appearance1, 3

1, 3 6 7 1, 3, 6
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2. If a person’s weight is light and does not have fever, then the person is not 
infected from TB. 

3. If a person’s weight is heavy, then the person is not infected from TB. 
4. If a person’s weight is average and urine appearance is cloudy, then the 

person is not infected from TB. 

These rules can then be used for speedy and easy diagnosis of TB. 

4   Experimental Setup and Results 

The real time data was collected from Group of T.B Hospital, Mumbai. The dataset 
was prepared based on the clinical case history of patients, which contained 250 
samples for two classes- class 1 contains 131 patients with TB and class 2 contains 
119 patients without TB. The system was trained using 150 samples and the 
remaining was used for testing.  

The model has been implemented using VBA 2007 and Java jdk1.5.0_07. The 
database used is Microsoft Excel 2007. The experiments were conducted on a 
workstation with an Intel Pentium(R) 4 CPU, 3.06GHz, 512MB of RAM, running on 
Microsoft Windows XP Home Edition, Version 2002, Service Pack 3.   

4.1   Complete IDT  

The IDT generated for diagnosis of TB is shown in Figure 6.  

4.2   Rules for Diagnosis 

The following are the 12 rules generated from the IDT. 

1. If a person’s weight is heavy, then the person is not infected from TB. 
2. If a person’s weight is light, do not have fever and urine appearance is 

clear, then the person is not infected from TB. 
3. If a person’s weight is light, do not have fever and urine appearance is 

s.turbid, then the person is not infected from TB. 
4. If a person’s weight is average and urine appearance is s.turbid, then the 

person is not infected from TB. 
5. If a person’s weight is average, urine appearance is clear and blood urea 

range is between 15 and 40, then the person is not infected from TB. 
6. If a person’s weight is average, urine appearance is clear and blood urea 

range is less than 15 and greater than 40 and pus cells are 1 to 2, then the 
person is not infected from TB. 

7. If a person’s weight is average, do not have chest pain, elastic tissue is 
absent, epithelial cells is nil, pus cells is nil, WBC range is between 4500 
and 11000, lymphocytes range is between 20 and 40, monocytes range is 
between 2 and 8, urine color is pale yellow , urine appearance is clear, 
albumin is absent, pus cells is nil, RBC is absent, occult blood is absent,  
blood urea range is less than 15 and greater than 40, Sr,uric acid range is 
between 2 and 7, direct bilirubin is 0.2 and sr.albumin range is less than 
3.6 and greater than 5.2, then the person is not infected from TB. 
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Fig. 6. Complete IDT 

light heavy               average
                                                                        NO TB

cloudy
                         no                                yes                         clear s.turbid
                                                                              TB                                              

           TB                                                     NO TB
cloudy 

                  clear         s.turbid                      <15 &>40                      15 -40
                                                                                                         NO TB
   TB               NO TB NOTB                                   nil

                              1-2 trace
                                                                                NO TB     TB

                             yes                 no  
                                                                                    
                                                                      
                                         P                        A  

                                       
                                      1-2                        nil

                 

                                            1, 2 nil

          <4500 &11000       4500-1100

                                
                       <20 &>40                        20-40

                    dark yellow            pale yellow

                                                 P                      
                                     P                       A

                                 
P A

                          
                          P A

                              P A

                    <2 & >7                            2-7

                >0.2                                   0.2

         3.6 -5.2                    <3.6 &>5.2
TB          NO TB

Total WBC

Monocytes
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Urine Appearance

Urine Appearance Blood urea
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8. If a person’s weight is light and has fever, then the person is infected 
from TB. 

9. If a person’s weight is light, do not have fever and urine appearance is 
cloudy, then the person is infected from TB. 

10. If a person’s weight is average and urine appearance is cloudy, then the 
person is infected from TB. 

11. If a person’s weight is average, urine appearance is clear, blood urea 
range is less than 15 and greater than 40 and trace of pus cells is present, 
then the person is infected from TB. 

12. If a person’s weight is average, have chest pain, elastic tissue is present, 
epithelial cells are 1 to 2, pus cells are 1 to 2, WBC range is less than 
4500 and greater than 11000, lymphocytes range is less than 20 and 
greater than 40, monocytes range is less than 2 and greater than 8, urine 
color is dark yellow, urine appearance is clear, albumin is present, occult 
blood is present, pus cells is nil, RBS is present, blood urea range is less 
than 15 and greater than 40, Sr,uric acid range is less than 2 and greater 
than 7, direct bilirubin is greater than 0.2 and sr.albumin range is 
between 3.6 and 5.2, then the person is  infected from TB. 

4.3   Reduction of Parameters 

In the process of traversing through the IDT, the total number of parameters appended 
to the tree was 19. Hence the exhaustive list of 45 parameters has been reduced to 19 
parameters. The reduced list of parameters is shown in    Table 4. 

Table 4. Reduced list of parameters 

No Reduced List No Reduced List 
1 Fever 11 Urine Color 
2 Loss of Weight 12 Albumin 
3 Chest pain 13 Occult Blood 
4 Elastic Tissue 14 RBC 
5 Epithelial Cells 15 Pus Cells 
6 Pus Cells 16 Blood Urea 
7 Total WBC 17 Sr. Uric acid 
8 Lymphocytes 18 Direct Bilirubin 
9 Monocytes 19 Sr.Albumin 

10 Urine Appearance  

4.4   Effectiveness of the System 

The proposed methodology was validated using the following standard  detection 
measures. 

• Accuracy: It is defined as the ratio of the number of correct classification of 
input-output data to the total number of testing data.  

• Sensitivity: It is defined as the ratio of the correctly classified TB cases to the 
total number of TB cases. 
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• Specificity:  It is defined as the ratio of the correctly classified non-TB cases to 
the total number of non-TB cases 

Table 5 shows the results obtained for these measures. 

Table 5. Detection measures 

Measures Result in % 
Accuracy 94.50 
Sensitivity 98.00 
Specificity 91.00 

Figure 7 shows the relationship between the number of samples and its accuracy 
for five sets of samples. It is observed that as the number of samples increases the 
accuracy of the system also increase and then it tends to stabilize from the sample of 
size 80 onwards.  

 

Fig. 7. System Accuracy 

4.5   Comparative Study 

Table 6 gives the comparative study of the accuracy of diagnosis of TB using 
different methodologies with different inputs such as images and parameters.  It was 
observed that the proposed model gave competitive results as compared with other 
models. 

Table 6. Comparative study with existing methodologies 

Methodology  Accuracy in % 
DIP 93.50 
Gas chromatographic analysis and pattern recognition 75.00 
MLNN with LM(two hidden layers) 95.08 
MLNN with GA(two hidden layers) 94.88 
The proposed model 
 

94.50 
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Table 7 shows the comparative study of the accuracy of the proposed model with 
existing systems which also use the parameters as inputs. These systems use 38 
parameters. In order to have a better comparison, the proposed model has been tested 
with the same number of parameters of which 17 were matched. Still, the proposed 
model could offer competitive result.  

Table 7. Comparative results of systems which use parameters 

Methods Accuracy in  % 
MLNN with BPwM(one hidden layer) 93.04 
MLNN with BPwM(two hidden layers) 93.93 
MLNN with LM(one hidden layer) 93.42 
MLNN with LM(two hidden layers) 95.08 
MLNN with GA(two hidden layers) 94.88 
The proposed model 94.50 

5   Conclusion 

The paper offers a novel methodology to diagnose pulmonary tuberculosis 
computationally. It uses identification tree which reduces an exhaustive list of forty-
five parameters to an optimal set of nineteen parameters. It also offers a list of twelve 
rules. This composite approach of classification and generation of rules aids in speedy 
and easy diagnosis of tuberculosis.  

In future, the proposed model is intended to be converted as a generic tool for 
diagnosing similar diseases. This can be done by testing the system with different data 
sets from diverse areas of medical field. 

Acknowledgments 

The authors acknowledge the contribution of staff of Group of TB hospital, Mumbai 
for providing the authentic data.  

References 

[1] Kumar, V., Abbas, A.K., Fausto, N., Mitchell, R.N.: Robbins Basic Pathology, 8th edn., 
pp. 516–522. Saunders Elsevier, Philadelphia (2007) ISBN 978-1-4160-2973-1 

[2] Corbett, E.L., Watt, C.J., Walker, N., Maher, D., Williams, B.G., Raviglione, M.C., et 
al.: The growing burden of tuberculosis: global trends and interactions with the HIV 
epidemic. Arch. Intern. Med. 163, 1009–1021 (2003) 

[3] Australian Prescriber 33 (1), 12–18,  
http://www.australianprescriber.com/magazine/33/1/12/18/  

[4] Sadaphal, P., Rao, J., Comstock, G.W., Beg, M.F.: Image processing techniques for 
identifying Mycobacterium tuberculosis in Ziehl-Neelsen stains. Int. J. Tuberc. Lung., 
579–582 (2008) 



 Classification and Rule-Based Approach to Diagnose Pulmonary Tuberculosis 339 

 

[5] Makkapati, Agrawal, V., Acharya, R., Philips, R.: Segmentation and classification of 
tuberculosis bacilli from ZN-stained sputum smear images. In: IEEE International 
Conference on Automation Science and Engineering, CASE 2009, pp. 217–220 (2009) 

[6] Veropoulos, K., Campbell, C., Learmonth, G., Knigh, B., Simpson, J.: The Automated 
Identification of Tubercle Bacilli using Image Processing and Neural Computing. In: 
Proceedings of the 8th International Conference on Artificial Neural Networks, vol. 2, 
pp. 797–802 

[7] Forero, M.G., Cristobal, G., Alvarez-Borrego, J.: Automatic identification techniques of 
tuberculosis bacteria. In: Applications of Digital Image Processing XXVI, San Diego, 
CA, USA. Proc. SPIE, vol. 5203, p. 71 (2003) 

[8] Forero, M.G., Sroubek, F., Cristóbal, G.: Identification of tuberculosis bacteria based on 
shape and color. Imaging in Bioinformatics: Part III, ACM Digital library 10(4), 251–
262 (2004) 

[9] Maliwan, N., Reid, R.W., Pliska, S.R., Bird, T.J., Zvetina, J.R.: Direct diagnosis of 
tuberculosis by computer assisted pattern recognition gas chromatographic analysis of 
sputum. Biomedical Chromatography 5(4), 165–170 (1991) 

[10] Fend, R., Kolk, A.H.J., Bessant, C., Buijtels, P., Klatser, P.R., Woodman, A.C.: 
Prospects for Clinical Application of Electronic-Nose Technology to Early Detection of 
Mycobacterium tuberculosis in Culture and Sputum. Journal of Clinical 
Microbiology 44(6), 2039–2045 (2006) 

[11] Er, O., Temurtas, F., Çetin Tanrıkulu, A.: Tuberculosis Disease Diagnosis Using 
Artificial Neural Networks. Springer Science + Business Media, LLC, Heidelberg 
(2008) 

[12] Elveren, E., Yumuşak, N.: Tuberculosis Disease Diagnosis Using Artificial Neural 
Network Trained with Genetic Algorithm. Springer Science + Business Media, LLC, 
Heidelberg (2009) 

[13] El-Solh, A.A., Hsiao, C.B., Goodnough, S., Serghani, J., Grant, B.J.: Predicting active 
pulmonary tuberculosis using an artificial neural network. Chest 116(4), 968–973 
(1999) 

[14] Santos, A., Pereira, B., Six’s, J., Mello, F., Kritski, A.: Neural Networks: An 
Application for Predicting Smear Negative Pulmonary Tuberculosis. In: Advances in 
Statistical Methods for the Health Sciences Statistics for Industry and Technology, Part 
V, pp. 275–287 (2007) 

[15] de Queiroz Mello, F.C., do Valle Bastos, L.G., Soares, S.L.M., Rezende, V.M.C., 
Conde, M.B., Chaisson, R.E., Kritski, A.L., Ruffino-Netto, A., Werneck, G.L.: 
Predicting smear negative pulmonary Tuberculosis with classification trees and logistic 
regression: a cross-sectional study. BMC Public Health (2006) 

[16] Bakar, A.A., Febriyani, F.: Rough Neural Network Model for Tuberculosis Patient 
Categorization. In: Proceedings of the International Conference on Electrical 
Engineering and Informatics, Institut Teknologi Bandung, Indonesia, June 17-19 (2007) 

[17] Asha, T., Natarajan, S., Murthy, K.N.B.: Association-rule-based tuberculosis disease 
diagnosis. In: Jusoff, K., Xie, Y. (eds.) Second International Conference on Digital 
Image Processing, 75462Y Methods for the Health Sciences Statistics for Industry and 
Technology, Part V, pp. 275–287 (2007) 



 

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 340–350, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

 Identification and Analysis of Cell Cycle Phase Genes by 
Clustering in Correspondence Subspaces* 

Ai Sasho1, Shenhaochen Zhu2, and Rahul Singh2,** 

1 Department of Chemistry and Biochemistry 
2 Department of Computer Science 

San Francisco State University, San Francisco, CA 
rahul@sfsu.edu 

Abstract. Correspondence analysis (CA) is a statistical method that is widely 
used in multiple disciplines to reveal relationships amongst variables. Among 
others, CA has been successfully applied for microarray data analysis. One of 
CA’s strengths is its ability to help visualize the complex relationships that may 
be present in the data. In this sense, CA is a powerful exploratory tool that takes 
advantage of human pattern analysis abilities. The power of CA can, however, 
be diluted, if the patterns are embedded in data clutter. This is because CA is a 
dimensionality reduction approach and not a data reduction method; thus, is 
powerless to remove clutter. Unfortunately, our visual analysis abilities can be 
overwhelmed in such conditions causing failures in identifying relationships. In 
this paper, we propose a solution to this problem by combining CA with one-
way analysis of variance (ANOVA) and subsequently by clustering in the low-
dimensional space obtained from CA. We investigate the proposed approach 
using microarray data from 6200 S. cerevisiae genes and demonstrate how 
visual analysis is facilitated by removal of unnecessary clutter as well as 
facilitating the discernment of complex relationships that may be missed 
through application of CA alone. 

Keywords: Correspondence Analysis, UPGMA Clustering, One-way ANOVA, 
Microarray Time Course Data. 

1   Introduction 

Microarray technology enables the analysis of the mRNA levels of thousands of 
genes simultaneously providing a powerful tool for researchers. This technology has 
been widely used and became a standard tool for studying the fundamental aspects of 
growth and development of organisms as well as the genetic causes of many diseases. 
Microarrays provide an opportunity to study interactions not only among genes but 
also relationships between genes and experimental conditions. In microarray 
experiments, typically, gene expressions of thousands of genes are measured over a 
period of time, accumulating a large volume of data very quickly. Thus, such 
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experiments necessitate the development of efficient and automated way of analyzing 
the data. Furthermore, these analysis techniques must also ultimately help in data 
interpretation and data exploration; revealing the issues that need to be explored 
further. Consequently, solutions need not only to address issues of automation and 
algorithmic efficacy, but must also aid the human-algorithm interface.  

In this paper, we propose a method to address the somewhat dichotomous 
requirements of the above design formulation. In doing so, we base ourselves on a 
dimensionality reduction technique called correspondence analysis (CA) which has 
also been shown to be of promise in microarray data analysis [2]. CA offers a way of 
revealing the relationship between and among variables in a data set by applying a 
specific form of dimensionality reduction and produces a graph including all the 
variables in a single low-dimensional subspace. For instance, using CA, one may 
simultaneously visualize relationships between genes and hybridizations as well as 
within genes and within hybridizations. However, the interpretation of the visual 
results generated by CA still requires human intervention. The human visual system, 
though extremely powerful in discerning patterns, is not very efficacious in 
environments containing a large amount of self-similar data (cluttered environments). 
To address this issue, we propose the use of ANOVA and clustering in the reduced-
dimension space identified using CA. Our goal is to accentuate the meaningful data 
(signal) while minimizing the background data clutter and thus reduce the cognitive 
load during analysis. We begin this paper in the following with a review of related 
work and distinctions of the proposed approach from them. This is followed by a 
detailed description of the proposed method and experimental analysis of its 
performance.  

1.1   Prior Research and Overview of Proposed Method 

The microarray data analysis is one of the most heavily research areas in 
contemporary bioinformatics. However, most methods that have been proposed for 
this problem can be thought of as belonging to one of the following classes [2]: (1) 
clustering methods, (2) dimensionality reduction techniques, and (3) techniques that 
treat the problem as that within the classification/regression framework. Of these, the 
dimensionality reduction methods are of direct relevance for us. The commonly used 
methods in this class include principle component analysis (PCA) and Multi-
dimensional scaling (MDS). PCA utilizes the properties of covariance matrix and 
transforms correlated variables into orthogonal (uncorrelated) variables while 
preserving as much information as possible present in the original data set. The use of 
PCA in microarray data analysis was demonstrated by Raychaudhuri et al. [5] who 
successfully applied PCA to a sporulation time series microarray data to find the 
temporal gene expression patterns. MDS is a set of statistical methods to reveal the 
underlying structure of the data set by using a dimensionality reduction technique. 
MDS has been used in many applications of data mining; however, the computational 
complexity of MDS makes it difficult to apply the method to a large set of data [8]. In 
this context, Tzeng et al. [8] has developed a modified MDS which reduces the 
computational complexity of MDS, and proved effectiveness of MDS to expose 
correlation of certain human genes. 
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Like these two methods, CA is also a technique that belongs to the class of 
dimensionality reduction approaches. However, unlike the above class of methods, 
CA has certain properties that make it more suitable for revealing association among 
variables. Specifically, CA can aid in investigating the association amongst variables 
(row and column variables) by projecting them in single joint space. Furthermore, CA 
has a low computational complexity. Thus, if our goal is to study the 
interdependencies between genes and hybridizations (experimental conditions), then 
correspondence analysis is arguably a very apt technique. This conclusion was 
demonstrated by Fellenberg et al. in their seminal paper [2].  Fellenberg et al. applied 
CA to the Saccharomyces cerevisiae gene expression microarray data produced by 
Spellman et al. [6], and successfully showed that CA can be used to visualize 
relationships between genes and experimental conditions. However, the method in [2] 
did not address the issue of data clutter. Furthermore, dimensionality reduction 
approaches (CA included) require a complete data matrix and cannot function in the 
presence of missing information. However, it is inevitable to avoid missing values 
when dealing with microarray data. Such questions were also not considered in [2]. 
Finally, at the current state-of-the-art, the question of algorithmic analysis beyond 
application of CA has not been considered. In our work, we address all these 
questions in context of the problem of relating the genes of S. cerevisiae to the 
specific cell-cycle phases in which they are expressed. For this purpose, the 
microarray data compiled by Spellman [6] is represented in a matrix containing genes 
in rows and cell cycle phase time points in columns. 

In the proposed method, first, the missing data problem is addressed. To replace 
missing values,  we investigate several missing value estimation techniques, including 
row average, cell cycle row average, and Bayesian Principle Component Analysis 
(BPCA) (http://hawaii.sys.i.kyoto-u.ac.jp/~oba/tools/BPCAFill.html). These methods 
are evaluated in terms of the percentage of correctly associated gene-cell cycle phase 
pairs after correspondence analysis. Thus, our assessment studies the impact of these 
techniques on the actual analysis. Our assessment criterion is different (and arguably 
richer) than the standard approach of synthetically removing data and using linear 
error measures (such as RMSD) to judge efficacy. We next address the issue of 
ameliorating data clutter in two steps; the first step occurs before application of CA. 
In this step, we apply ANOVA to the microarray data to identify the genes showing 
differential expression. The effectiveness of ANOVA in determining genes with 
differential expression was proved by Cui et al. [1]. By performing ANOVA, we 
reduce the data (by filtering out genes that are expressed in the constant levels) 
without negatively influencing subsequent analysis. Furthermore, removal of non-
differentially expressed genes also reduces the computational requirements from 
subsequent analysis steps and simplifies visual analysis. Next, we perform the 
dimensionality reduction step by using CA. This specific step is similar to the work in 
[2]. Following CA, we perform clustering in the low dimensional space to further 
reduce data clutter and aid in interpretation. In this paper, we use UPGMA algorithm 
to further study relationships between genes. We note that other clustering algorithms 
are equally applicable. Our choice of the specific clustering method is motivated by 
two reasons: first, the UPGMA algorithm is well understood leading to easier analysis 
of the final outcomes, especially as the clustering is performed on a reduced 
dimensional yet information-rich subspace. Second, the input data for UPGMA is a 
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distance matrix which can be easily constructed by calculating the distances between 
all data points in the correspondence subspace. The UPGMA produces an ultrametric 
tree, depicting the relationships among data elements. Analysis of the tree can provide 
additional information about the associations among variables which cannot be 
discerned easily from the output of correspondence analysis alone.     

2   Proposed Approach 

2.1   Data Set 

To evaluate our implementation of computational methods, we use the microarray 
data of Saccharomyces cerevisiae collected by Spellman et al. [6] as an input data. 
The data set contains the color intensities of approximately 6200 S. cerevisiae genes 
whose gene expression was synchronized by four different synchronization methods: 
α-factor, CDC15, CDC28 and elutriation. For each method, the gene expression was 
recorded every 10 minutes for up to 390 minutes. Each time point (10 minute interval) 
is mapped to the biological cell cycle phases, namely M/G1, G1, S, S/G2 and G2/M 
[6]. A CSV file containing the microarray data is created and used as an input file for 
the program developed in this paper.  

2.2   Missing Value Estimation 

Correspondence analysis requires a complete set of data. Unfortunately, gene 
expressions measured by microarrays often include missing values; thus, a missing 
value estimation step is necessary for further analysis. Three missing value estimation 
methods are evaluated as part of our investigations: (1) missing value estimation by 
row average, (2) by cell cycle row average, and (3) by the Bayesian Principle 
Component Analysis Missing Value Estimator [4]. The effectiveness of a missing 
value estimation method is evaluated by computing the percentage of correctly 
associated gene-cell cycle phase pairs based on the microarray data published by 
Spellman et al. [6].  For the missing value estimation by row average, the average 
gene expression value of each row is calculated and used to fill in the missing values. 
Similarly, missing value estimation by cell cycle row average imputes the missing 
values by calculating the average of the row by only using the columns that belong to 
the same phase as the missing value. The BPCA Missing Value Estimator is a 
publicly available program developed by Oda et al. [4].   

2.3   Identification of Non-differential Genes Using ANOVA 

Our interest is to identify genes showing different temporal profiles through cell cycle 
phases and associate these genes with a specific cell cycle phase. Therefore, genes 
that are constantly expressed at the same level throughout the cell cycle phases, such 
as house keeping genes, can be filtered out prior to correspondence analysis and 
UPGMA. After estimating missing values, the one-way ANOVA method is applied to 
the microarray data to identify the genes that are showing differential expression. The 
F value calculated by ANOVA is evaluated against the critical F value to determine if 
genes are expressed differently through cell cycle phases.  
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The microarray data contains genes in rows and cell cycle phase time points in 
columns. Since the columns represent cell cycle phase time points, they can be 
categorized by cell cycle phases, and the columns belonging to the same cell cycle 
phase can be considered as a group in the ANOVA process.  To perform ANOVA, the 
total sum of square is calculated. The total sum of square is defined by the following 
equation: 

∑ −=
N

G
XSS total

2
2

 
(1)

In the above equation, X represents the sum of squared data points in a group; G is the 
sum of all the data points; and N is the total number of data points. Next, the squared 
sum within a group is calculated in Eq. (2), where n is the number of data points in a 
group. Similarly, the squared sum between the groups is calculated in Eq. (3) below. 

∑ ∑−=
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X
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2
2

)(  (2) ∑ −=
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n

T
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22  
(3)

where T is the sum of data points for each group. After calculating the above values, 
SStotal should equal the sum of SSbetween and SSwithin. The means of squares within and 
between are calculated by:  

MSwithin = SSwithin / dfwithin (4) MSbetween = SSbetween / dfbetween (5)

where df stands for the degree of freedom (which by N – 1). By using the means of 
squares within and between, F-statistics value is calculated as follows: 

within

between

MS

MS
F =

 
  (6)

The F-statistics value indicates the variance among the groups. Therefore, genes 
with a higher F-statistics value than the critical F value show differential expression 
during the cell cycle and are subject to further analysis by correspondence analysis. 

2.4   Correspondence Analysis 

CA is applied to the genes that are identified by the ANOVA process as genes 
showing differential expression. Here, by using correspondence analysis, our aim is to 
associate a gene with a specific cell cycle phase by identifying a cell cycle phase in 
which the gene is up-regulated or down-regulated. The microarray data is represented 
as I x J matrix containing genes in rows and cell cycle phase time points in columns. 
The symbols I and J denote for the number of genes and the number of cell cycle 
phase data points respectively. A datum in a matrix at the ith row and the jth column 
is written as nij. After a series of matrix manipulations, correspondence analysis 
calculates coordinates of the row variables (genes) and the column variables (cell 
cycle phases), which are then used to plot a graph in the desired dimension [3]. The 
main steps of correspondence analysis are the followings [2, 3]: 

Step 1: The mass of each column and row are calculated. The mass of a column is 
defined as the sum of the data elements in the column divided by the sum of all data 
elements. 
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cj = n+j / n++ (7) ri = ni+ / n++ (8) 

In Eq. (7), cj is the mass of the jth column, n+j is the sum of the data at the jth column, 
and n++ denotes the sum of all the elements in the matrix. Similarly, the mass of a row 
is calculated in Eq. (8), where ri represents the mass of the ith row, and ni+ is the sum 
of the data in the ith row. 

Step 2: A correspondence matrix P is calculated by dividing each datum by the sum of 
all the data elements as shown in Eq. (9).  

pij = nij / n++ (9) crcrps jijiijij
)( −=

 
(10)

In Eq. (9), pij is a value in the correspondence matrix at the ith row and the jth 
column, and  nij represents a data point at the ith row and the jth column in the 
original matrix.  

Step 3: By using the values form the correspondence matrix, the singular matrix S is 
derived using Eq. (10), where sij represents a value in the singular matrix and ri and cj 
are the mass of the ith row and the jth column respectively.  

Step 4: The matrix S is factored using singular value decomposition (SVD). We use 
the Java Matrix package (http://math.nist.gov/javanumerics) to compute the SVD. As 
a consequence of the SVD, the matrix S is decomposed into three matrices U, Λ, and 
V as shown in Eq. (11). 

S = UΛVT (11)

In Eq. (11), U denotes the matrix containing left singular vectors, Λ stands for a 
diagonal matrix containing diagonal elements in a sorted order, and V denotes the 
matrix containing the right singular vectors.  

Step 5: The values from the U, Λ, and V matrices are used to determine a 2D mapping 
of the data where the row variables (genes) are mapped to the x-axis and the column 
variables (cell cycle phases) are mapped to the y-axis. The row variable (gene) 
coordinates are calculated as shown in Eq. (12). 

fik = λk*υik* ir  (12) gjk = λk*νjk* jc  (13) ∑∑
−

=
i j jicr

crp jiij
Inertia

)(
2  

(14)

In Eq. (12), fik is a gene coordinate at the ith row and the kth column where k = 1,…, 
J. The λk denotes a diagonal element in the singular matrix Λ at the kth position. The 
υik represents a value in the U matrix at the ith row and the kth column. Similarly, the 
coordinates of the column variables (cell cycle phases) are calculated using Eq. (13), 
where gjk is a cell cycle phase coordinate at the jth row and the kth column with k = 
1,…, I, and νjk stands for a value in the V matrix at the kth position. The gene 
coordinate and cell cycle phase coordinate matrices are multidimensional matrices, 
and each column represents a dimension. For instance, the first column contains the x-
axis values (the 1st dimension), and similarly the second column contains the y-axis 
values (the 2nd dimension). Since a two-dimensional graph is plotted in this paper, the  
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values from the first two columns are used for drawing a biplot. This constitutes a 
dimensionality reduction step. Although correspondence analysis retains information 
present in the original data as much as possible, some information is lost during the 
dimensionality reduction process.  The information lost in the process is called inertia, 
and is calculated by Eq. (14). 

2.5   UPGMA Clustering in the Correspondence Subspace 

UPGMA is a hierarchical clustering algorithm for grouping data points based on 
distances between elements in a cluster. UPGMA takes a dissimilarity matrix as an 
input and joins the nearest clusters until only one cluster is left. First, the nearest 
clusters are identified by finding the pairwise minimum distance between elements. 
These clusters are removed from the dissimilarity matrix, and a new joint cluster is 
inserted. The new cluster contains the average distances between elements in two 
clusters that are merged. The procedure to join nearest clusters and compute distances 
for the new cluster is repeated until all the clusters are joined. The information about 
joined clusters and the minimum distances are saved through the iterations and used 
to construct an ultrametric tree to show the relationships between the elements.    

3   Experimental Investigations and Results 

The proposed method was applied to the yeast gene microarray data [6] to 
demonstrate the effectiveness of the combined methods. The data set contains 6179 
genes in rows and 73 cell cycle phase time points in columns, and the columns are 
categorized into five different cell cycle phases. We evaluated our results by 
comparing our gene-cell cycle associations against the list of gene-cell cycle pairs 
created by Spellman et al. [6]. The percentage of correctly associated gene-cell cycle 
pairs was calculated using the metrics of precision and recall. Precision is the fraction 
of correctly associated gene-cell cycle pairs within the data set analyzed by the 
program. On the other hand, recall refers to the fraction of correctly associated gene-
cell cycle pairs in the data set containing all the known gene-cell cycle pairs identified 
by Spellman et al. [6]. In this section, we present the results obtained from missing 
value estimation, ANOVA, correspondence analysis and UPGMA, following the 
order the procedures were applied.   

3.1   Missing Value Estimation 

Three missing value estimation techniques: estimation by row average, cell cycle row 
average and BPCA Missing Value Estimator [4], were evaluated in this project. Each 
technique was assessed by calculating the percentage of genes that were associated to 
a correct phase after the CA step. By doing so, our goal was to assess the impact of 
the missing value estimation method on the overall analysis. The results are shown in 
Fig. 1.  
 



 Identification and Analysis of Cell Cycle Phase Genes by Clustering 347 

 

Missing value estimation by cell
cycle row average produced
approximately 77.50% and 69.84%
of correct gene-cell cycle phase
pairs in precision and recall
respectively, producing the best
results among the techniques
evaluated in this paper. The row
average method produced about
77.44% and 69.59% in terms of
precision and recall, and BPCA
Estimator resulted in the precision 
of 76.59% and the recall of 69.21%.
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Fig. 1. The graph shows the precision and recall in 
percentage using different missing value estimation 
techniques after CA 

3.2   Influence of ANOVA 

In the ANOVA process, 3054 genes were identified as genes showing differential 
expression using the F critical value at p = 0.3. This included approximately 90.11% 
of the differentially expressed genes identified by Spellman et al. [6]. These genes 
constituted our “genes of interest” [7] and served as an input data set for 
correspondence analysis. To evaluate the effectiveness of ANOVA, the percentages 
of correctly associated gene-cell cycle phase pairs were compared with and without 
ANOVA. Without using ANOVA, the percentage of genes assigned to a correct phase 
after CA was approximately 28.79%, and the ratio was increased to 69.84% when 
ANOVA was incorporated. 

3.3   Analyzing the Data Using Correspondence Analysis and Clustering 

The biplot in Fig. 2 was produced by applying correspondence analysis on the genes 
of interest. In the graph, genes are represented by black dots, and the cell cycle phase 
data points are in various shapes according to the assigned phase. The cell cycle phase 
centroids were calculated by plotting the average x-coordinate and y-coordinate of the 
data points belonging to each cell cycle phase. The lines were extended from  
the origin of the graph to the centroids, so that the user can readily recognize the 
scattering pattern of cell cycle phase data points. For purposes of the comparison with 
Fellenberg et al. [2], we added the labels to the genes that are known to participate in 
histone production. Histones are used to coil strands of DNA; thus, histone related 
genes should be up-regulated during the DNA synthesis phase, as shown in Fig. 1. 
There is an empty spot surrounding the origin of the graph. In a correspondence 
analysis graph, data points closer to the origin of the graph do not show a strong 
association to any of the other data points. In the context of our problem, the genes 
near the center do not show differential expression. The ANOVA step removed such 
genes prior to the application of CA. It should be noted that from a visual analysis 
perspective, this reduces unnecessary clutters due to genes that are irrelevant (non-
differentially expressed). Our CA biplot resembled the biplot produced by Fellenberg 
et al. [2]. A visual inspection of two biplots reveled that the locations of cell cycle 
phase data points, histone genes, and the order of cell cycle phase clusters show 
similarities between two graphs. 
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Fig. 2. Biplot produced by correspondence analysis. Black dots represent genes and the 
symbols represent cell cycle phase time points. Lines were extended to centroids. The histone 
genes cluster around the S cell cycle phase. 

In CA, genes were associated to a cell cycle phase by identifying the closest phase 
centroid and the percentage of correct gene-phase associations was calculated in terms 
of precision and recall. The precision measures the accuracy of our analysis given our 
data set, and the recall measures the accuracy against the complete data set. After 
application of CA, the precision was calculated to be 77.50%, and the recall was 
found to be 69.84%. The reader may note that in the work by Fellenberg et al. [2], this 
type of assessment of accuracy was not performed.  

In the final step of our method, the data in the correspondence subspace were 
clustered by using the UPGMA algorithm. The coordinates of data elements in the 
CA biplot were used to construct a distance matrix, containing the all-pair Euclidean 
distances (computed in the correspondence subspace). The UPGMA algorithm was 
applied using the distance matrix and the tree structure in Newick format was 
produced by UPGMA. Fig. 3 represents a dendrogram constructed based on the 
Newick string. By inspecting the dendrogram, it can be noticed that the genes 
assigned to the same cell cycle phase cluster together, and these clusters are placed in 
a pattern. The most noticeable cluster is the G1 cluster (in black) occupying the large 
part of the second row in Fig. 3. This observation consists with the correspondence 
biplot produced in the CA step, which also shows a large number of G1 genes 
crowded together in one area. In the Fig. 3 dendrogram, the clusters appear in the 
order of: M (blown) (mixed with some G2), G1 (black), S (blue), G2 (red), S, G1 (the 
long stretch), M/G1 (orange), and M. Barring a few exceptions, this order resembles 
the reverse order of the cell cycle phases: M, G2, S, G1, and M/G1. We can also 
notice large clusters of M genes present both at the beginning and the end of the 
dendrogram. This is due to the circular distribution of the data in the reduced 
dimensional correspondence subspace as can be seen in Fig. 2. 
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Fig. 3. The dendrogram constructed by UPGMA clustering. A leaf represents a gene. The genes 
are color coded according to the cell cycle phase assigned by Spellman et al. [6]. The color 
codes are: M/G1 genes in orange, G1 genes in black, S genes in blue, G2 genes in red, and M 
genes in brown. Histone genes are circled in blue. Note that the continuous dendrogram was 
divided in sections to fit in the paper. 
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correspondence biplot, the clusters 
appearing in the correspondence 
subspace stay as clusters in the 
dendrogram. For example, the 
histone genes assigned to the S cell 
cycle phase formed a cluster in 
both CA biplot (Fig. 2) and in the 
dendrogram (Fig. 4).  In addition, 
the genes surrounding the cluster 
centroids in the CA biplot tend to
 

 

  
Fig. 4. The blue circle in Fig. 3 is magnified here to 
show a cluster containing histone genes 

form large clusters in the dendrogram. There are some genes that are spread in a 
different phase cluster, e.g. a dozen G2 genes are interspersed among the M phase 
genes at the beginning of the dendrogram, and several M/G1 genes are spread among 
the long stretch of the G1 cluster. It is usually found that when random genes disturb a 
cluster, these random genes belong to a neighboring cluster.     

4   Conclusions and Discussions 

This paper demonstrates a novel approach to reveal hidden relationships among 
variables by combining CA with ANOVA and UPGMA-based clustering. The method 
provides a simple visual representation of the complex relationships in the data. 
Through the application of ANOVA, the accuracy of the analysis was increased by 
approximately 41.0% and the data set was reduced by 50.0%. In the process of 
applying ANOVA, about 9.0% of relevant genes were lost. CA associated 
approximately 77.5% of the genes to the correct cell cycle phase and produced a 
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graph exposing associations among the data elements. The UPGMA algorithm, which 
was applied to the correspondence subspace, revealed additional associations not only 
between genes and cell cycle phases, but also within genes. UPGMA produced a 
hierarchical graph revealing the clusters of genes, while showing how strongly the 
clusters were related. One of the thrust areas of our further research is to reduce the 
percentage of relevant genes that were eliminated by ANOVA. The source code and 
input files for this project are publicly accessible at http://tintin.sfsu.edu/projects/ 
mace.html. 
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Abstract. Microarrays have become the tool of choice for the global analysis of 
gene expression. Powerful data acquisition systems are now available to 
produce massive amounts of genetic data. However, the resultant data consists 
of thousands of points that are error-prone, which in turn results in erroneous 
biological conclusions. In this paper, a comparative study of the performance of 
fuzzy clustering algorithms i.e. Fuzzy C-Means, Fuzzy C-medoid, Gustafson 
and Kessel, Gath Geva classification, Fuzzy Possibilistic C-Means and Kernel 
based Fuzzy C-Means is carried out to separate microarray data into reliable 
and unreliable signal intensity populations. The performance criteria used in the 
evaluation of the classification algorithm deal with reliability, complexity and 
agreement rate with that of Normal Mixture Modeling. It is shown that Kernel 
Fuzzy C-Means classification algorithms appear to be highly sensitive to the 
selection of the values of the kernel parameters.   

Keywords: Clustering; Classification; Kernels; Reliable; Unreliable. 

1   Introduction 

Clustering plays a key role for statistical data analysis in many fields including data 
mining, image processing, pattern recognition and bioinformatics. Clustering 
algorithm usually partitions a dataset into different subsets, so that data in each subset 
share some similarities. Recently clustering has gained significant popularity in 
genetics and genomics research, especially in gene expression data analysis. Gene 
expression data, such as microarry data [1], measures the expression level of a large 
number of genes within a number of different experimental conditions (samples). 
Clustering analysis assigns genes into different groups based on their expression 
values under different experimental conditions. A classification method [2] based on 
univariate and bivariate Normal Mixture Modeling (NMM) [3] for the reliability 
analysis of microarray data is described by Asyali. Musa Alci [4] described a Fuzzy 
C-Means classification for the reliability analysis of microarray data. In this study we 
evaluate the use of different classification methods (i.e. Fuzzy C-Means [5,6], Kernel 
Fuzzy C-Means methods algorithms[7], Fuzzy C-medoid[8], Gustafson and Kessel 
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[9], Gath Geva [10] and Fuzzy Possibilistic C-Means [11,12] ) and compare the 
results with that of NMM. The paper is organized as follows: Section 2 describes the 
different methods of classification. Experimental data and test results are presented in 
Section 3 and Section 4 concludes the paper.   

2   Classification Methods 

2.1   Classification Using Normal Mixture Modeling (NMM)  

For probability density function estimation mixture modeling is a widely used 
technique and found significant applications in various biological problems. We 
modeled the probability density function (pdf) of the microarray data with two 
bivariate normal pdfs as follows:  ð ;  ì , ∑ )  + (1 ð ; ì , ∑ ) 

where, ;  ì , ∑ ) =  2ð det ∑  exp ì  ∑   ì 2⁄ ,  for i = 
1,2 is a bivariate normal pdf with mean ì ∈ R2 and 2x2 covariance matrix Σ .The ð 0 denotes the weight of ;  ì , Σ . For each component, we have 2 parameters 
for the mean vector and 3 parameters for the covariance matrix (because of its 
symmetry) to estimate. In addition, we have only one weight to estimate, as ð ð  must be 1, for f(x) to be proper pdf. The weighted bivariate normal pdfs or 
components, i.e. ð  ;  ì , Σ and 1 ð  ;  ì , Σ , correspond to the class 
posterior probabilities. By equating the class posterior probabilities and solving for x, 
we obtain gives the decision boundary, which is a quadratic curve in our case. We 
used EM algorithm to estimate the mixture parameters.  

2.2   Fuzzy C-Means Classification (FCM) 

Fuzzy C-Means (FCM) developed by Dunn [5] and improved by Bezdek [6] is an 
unsupervised clustering algorithm that has been applied successfully to a number of 
problems involving feature analysis, clustering and classifier design. It is based on 
minimization of the following objective function: 

 2
11     1 ∞ 

Algorithm: 

Step 1: Fix c , tmax , m > 1 and ε > 0 
Step 2: Initialize the memberships   ; 1,  1  

Step3: Compute the fuzzy centroids  s as:  ∑ 1 ∑ 1  
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Step 4: Update all memberships u(t+1), with Eqs: 

1  2 1
1

1
 

Step 5: Compute   ║ u(t+1) - u(t) ║ < ε   
stop; else t=t+1. 

2.3   Kernel Fuzzy C-Means Classification (KFCM) 

The KFCM algorithm proposed by Chen [7], and briefed here.  

Algorithm: 

Step 1: Fix c , tmax , m > 1 and ε > 0 
Step 2: Initialize the memberships   ; 
Step 3: For t =1,2,…, tmax , do: 

(a) Update all prototypes  with Eqs.   ∑  ,  ∑  ,    1,2, … …  

where K(x,v) is a kernel function 

(b) Update all memberships  with Eqs.  

 11  ,∑ 11  ,  

 1,2, … … , 1,2 … …  
   (c) Compute  |  |  ,    ε  
 stop; else t=t+1. 
Three different kernels have been used in this algorithms for analysis, they are 

1. Gaussian Radial Basis Function ,  exp /σ  
where σ is the adjustable parameter for the above kernel function. 

2. Laplacian Radial Basis Function ,  exp ó  

where σ is the adjustable parameter for the above kernel function. 
3. Radial Basis Function ,  exp γ  

where γ > 0 , is the adjustable parameter for the above kernel function.  
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2.4   Fuzzy C-Medoid Classification (FCMdd) 

Fuzzy C-medoids [8] proposed by Krishnapuram is a modified version of FCM where 
the means are replaced with medoids.  

Algorithm: 

Step 1: Fix c , tmax , m > 1 and ε > 0 
Step 2: Compute membership  

 11  ,∑ 11  ,  

Step 3: Save the current medoids   
Step 4: Compute the new medoids        
where     
 

Until  ∏ | 1 |  01  

2.5   Gustafson and Kessel Classification (GK) 

Gustafson and Kessel [9] extended the standard FCM algorithm by employing an 
adaptive distance norm, in order to detect clusters of different geometrical shapes in 
one data set. The algorithm uses the Mahalanobis distance norm. The underlying 
objective function is    

Algorithm: 

Step1: Computing of the cluster covariance matrices:  ∑     ∑   

Where  ∑∑   1,2, … . .      1,2, … .  

Step 2: Computing of the distances: 

 

Where   ñ det   
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Step 3: Updating of the partition matrix   1∑  

1,2, … , 1,2, …  
Until  |  |  ,    ε  
2.6   Gath Geva Classification (GG) 

The fuzzy maximum likelihood estimates (FMLE) clustering algorithm employs a 
distance norm based on the fuzzy maximum likelihood estimates, proposed by 
Bezdek and Dunn[10]. 

Algorithm: 

Step 1: Calculate the cluster centers.  ∑∑   1,2, … . .      1,2, … .  

Step 2:  Compute the distance measure . 
The distance to the prototype is calculated based the fuzzy covariance matrices of    
the cluster  ∑     ∑   

The distance function is chosen as 

 2ð det á exp 12  

with the a priori probability á , the á  is the prior probability of selecting cluster 
i, given by: á  1   

Step 3:  Update the partition matrix  1∑  

1,2, … , 1,2, …  

Until  |  |  ,    ε  
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2.7   Fuzzy Possibilistic C-Means (FPCM) 

The original FCM uses the probabilistic constraint that the memberships of a data 
point across classes sum to one. While this is useful in creating partitions, the 
memberships resulting from FCM and its derivatives, however, do not always 
correspond to the intuitive concept of degree of belonging or compatibility. 
Krishnapuram and Keller [11, 12] relax this constraint and propose a possibilistic 
approach to clustering (PCM) by minimizing the following object function.  

    ç  1  

where ç  are suitable positive numbers. 
It is recommended to select ç  as ç ∑   ∑   

Algorithm: 

Step 1: Fix c , tmax , m > 1 and ε > 0  
Step 2: Initialize the memberships   ; 
Step 3: Estimate ηi  
Step 3: For t =1,2,…, tmax , do: 

(a) Update all prototypes  with Eqs.   ∑∑    1,2, … . .      1,2, … .  

(b) Compute the distances 
. 

(c) Update all memberships  with Eqs.   11  ç  

          Until  |  |  ,    ε  
         stop; else t=t+1. 

3   Experimental Results 

For experiments, we used biological data consisting of only true positives (i.e. 
reliable) and true negatives (i.e. unreliable) derived from three independent 
experiments of microarray gene expression from the same cell system [13] in order to 
test and compare different classification approaches. Information about microarray 
preparation, image acquisition and intensity extraction procedures are explained in 
Asyali [2]. Table 1 shows summary statistics, including mean, SD, and the correlation 
between the channels (ρCy3,Cy5) and the number of samples (n), for the two channel 
data in the three datasets.  
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Table 1. Summary statistics for the three microarray expression datasets [4] 

Dataset 1 Dataset 2 Dataset 3 

Cy3 Cy5 Cy3 Cy5 Cy3 Cy5 

Mean±SD 6.28±1.08 6.16±1.16 6.21±1.05 6.08±1.15 6.24±1.15 5.90±1.56 

ρCy3,Cy5 0.9255 0.9239 0.8672 

n 3027 3040 6455 

 
Fig. 1. Pictorial representation of classification 

The above algorithms have been implemented using MATLAB R2007b on 2.0 
GHz Intel core 2 processor with 2GB of memory. Fig. 1 shows a pictorial 
representation of classification result obtained using KFCM and NMM, for dataset. 
For all the methods, belonging to the low (or unreliable) class are marked with dark-
gray plus marks, whereas the data points belonging the high (or reliable) class are 
marked with light gray circle marks. The decision boundary for all the methods can be 
visualized as curve passing through the points where circles and plus marks are 
intersecting and an ellipse whose major axis aligned with the cy3 = cy5 axis is the 
NMM decision boundary. The data points that fall outside this ellipsoid decision 
boundary are marked or identified as reliable data points. The classification 
performance, in terms of sensitivity (Sn) and specificity (Sp), of the both approaches 
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against the reference sets for the three cases are reported in Table 2. Reliable (R) and 
unreliable (UR) refer to the results of classification done by the algorithms, whereas 
the true positive (TP) and true negatives (TN) refer to the true or actual class 
information available in the reference sets. The time (in seconds) spent by the central 
processing unit (CPU) to run the algorithms and the number of iterations is also 
shown in Table 2. For kernel FCM, we varied σ and γ from 5 to 50 with an increment 
of 5. For gaussian radial basis kernel function, it attains maximum agreement rate at σ 
= 5, 10, 35 for dataset 1, 2 and 3 respectively. For laplacian radial basis kernel 
function, it attains maximum agreement rate at σ = 50, 50, 50 for dataset 1, 2 and 3 
respectively. For radial basis kernel function it attains maximum agreement rate at γ = 
15, 30, 25 for dataset 1, 2 and 3 respectively. Fig.2. shows the comparison of overall 
agreement between the different classification methods with respect to NMM 
classification results. KFCM has better agreement rate with NMM for reference 
datasets 1 and 2 and FCMdd has better agreement rate for dataset3. 

Table 2. Classification results using FCM, FPCM, FCMdd, GK, GG and NMM 

FCM FPCM FCMdd GK GG NMM 

R UR R UR R UR R UR R UR R UR 

set 1 

TP 26 0 26 0 26 0 21 5 26 0 26 0 

TN 0 27 0 27 0 27 4 23 0 27 0 27 

Sn (%) 100 100 100 80.76 100 100 

Sp (%) 100 100 100 85.18 100 100 

time (sec) 0.0625 0.3438 0.1238 0.146 0.1875 0.1563 

# of iter 25 52 26 22 32 40 

set 2 

TP 27 0 27 0 27 0 21 6 27 0 27 0 

TN 0 27 0 27 0 27 1 26 0 27 0 27 

Sn (%) 100 100 100 77.77 100 100 

Sp (%) 100 100 100 96.29 100 100 

time (sec) 0.0313 0.2813 0.0675 0.125 0.1094 0.1406 

# of iter 27 56 25 28 26 39 

set 3 

TP 27 2 27 2 27 2 6 23 6 23 29 0 

TN 0 14 0 14 0 14 2 12 2 12 1 13 

Sn (%) 93.1 93.1 93.1 20.68 20.68 100 

Sp (%) 100 100 100 85.7 85.7 92.9 

time (sec) 0.0469 0.4688 0.0921 0.2188 1.3594 0.5 

# of iter 22 88 27 28 205 70 
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Abstract. Recent advances in Microarray technologies have encouraged to 
extract gene regulatory network from microarray data in order to understand the 
gene regulation (in terms of activators and inhibitors) from time-series gene 
expression patterns in a cell. The concept of positive and negative co-regulated 
gene clusters (pncgc)[1] Association Rule Mining is used to analyze the gene 
expression data that more accurately reflects the co-regulations of genes than 
the existing methods which are computationally expensive.  

Experiments were performed with Saccharomyces cerevisiae and Homo 
Sapiens dataset through which semi co-regulated gene clusters and positive and 
negative co-regulated gene clusters were extracted. The resulting semi co-regulated 
gene clusters were used in inferring a gene regulatory network which  
was compared with large scale regulatory network inferred from modified 
association rule mining algorithm. The usage of positive and negative co-regulated 
gene cluster approach of identifying the network outperformed the modified 
association rule mining [2], especially when analyzing large numbers of genes.  

Keywords: Association rule mining; Gene regulatory network; Precision 
threshold; Frequency threshold. 

1   Introduction 

A DNA microarray is a high-throughput technology used to represent hundreds of 
thousands of genes simultaneously. Such high-throughput experimental data have 
initiated research on large-scale gene expression data analysis. Recent research 
advances have encouraged to extract gene regulatory network from such time-series 
data in order to reveal the pattern of gene regulation (in terms of activation and 
inhibition) process by examining gene expression pattern. Various data mining 
techniques have been applied to identify the interactions between the genes.  

Association rule mining has been applied to uncover gene networks in 
bioinformatics. An association rule is of the form LHS => RHS where LHS and RHS 
are sets of genes and conditions, and the RHS set is likely to occur whenever the LHS 
set occurs. Association rules can describe how the expression of one gene may be 
associated with the expression of a set of genes; given such a rule exists, we can 
easily infer that the genes involved participate in some kind of gene networks. 
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Association rules can be used to relate the expression of genes to their cellular 
environment. 

For example, association rules can help to detect cancer genes, especially when the 
cancer is caused by a set of genes acting together instead of a single gene. While 
association rules provide insights into gene expression analysis, there are several 
limitations with the existing techniques.  

First, existing techniques determine rules based on the magnitude of the expression 
data which may not adequately capture co-regulation.  

Second, existing association rule mining algorithms employ the ‘support–
confidence’ framework, i.e. an expression LHS → RHS is a rule if Probability(LHS U 
RHS) and Probability(RHS|LHS) are above certain user-specified support and 
confidence threshold values, respectively. As such, the algorithms are very sensitive 
to the values of support and confidence that are set—too small a support–confidence 
pair of values will lead to too many rules and too large a pair of values will lead to too 
few rules. More importantly, under the support–confidence framework, rules may be 
generated that involve uncorrelated genes that have high support. Moreover, the rules 
generated do not consider the negative implication. 

For example, a rule ‘when gene A is highly expressed, both genes B and C are 
highly expressed’ may not be useful if genes B and C remained highly expressed even 
if gene A is highly repressed. In addition, interesting rules may be missed out because 
the support for the genes may be too low to be picked out.  

Analysis of gene expression data can provide insights into the positive and negative 
co-regulation of genes. However, existing association rule mining methods are 
computationally expensive and the quality and quantities of the rules are sensitive to 
the support and confidence values which is one of its limitations when applied to 
analysis of gene expression data. Therefore we use the concept of positive and negative 
co-regulated gene cluster (PNCGC) that describes genes of the same or opposite 
changing tendency on expression values under a set of conditions/samples shifts. 
PNCGCs consider both the positive and negative implications of gene regulations 
under certain conditions which accurately reflect the co-regulation of genes. By 
considering the negative implications, PNCGCs greatly reduce the redundant rules 
generated by the ‘support-confidence’ framework, and hence deliver more valuable 
regulation information of gene network. The general purpose of gene regulatory 
network analysis is to extract pronounced gene regulatory features (e.g., activation and 
inhibition) by examining gene expression patterns. Many components in regulatory 
networks are involved in pathological processes such as diabetes and cancer. Thorough 
analysis of regulatory networks provide a better understanding of the mechanism of 
these diseases and will help in the development of diagnosis methods, selection of gene 
therapy candidates, and help is designing the appropriate drug. 

In this paper concept of semi-cgcs and pncgs[1] is adopted. The results of semi-
cgcs are used to infer a gene regulatory network for the Yeast and Homo Sapiens 
datasets. These gene regulatory networks (GRNs) are compared with that of the ones 
derived using modified association rule mining algorithm (MAR). 

The remainder of the paper is organized as follows. Section 2 deals with the related 
work. Section 3 deals with the methodology used in analyzing the gene expression 
data. Section 4 deals with the understanding of gene regulatory networks. Section 5 
presents the analysis of results. The paper is concluded in Section 6 by dealing with 
the conclusion and future enhancements. 
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2   Related Work 

Analysis of gene expression data can provide insights into the positive and negative 
co-regulation of genes. Previous works on gene expression association rule mining 
are mostly based on the ‘support–confidence’ framework. The Apriori algorithm was 
adopted in [9] with some additional criteria, such as extracting frequent itemsets 
larger than size of seven, to narrow the search space of candidate itemsets. Even so, 
tens of thousands of frequent itemsets were extracted out, many of which were 
redundant, and it is still very time-and-memory consuming to generate rules from 
such large number of itemsets. A manual search was done with the itemsets that 
seemed to be closed (itemsets that were not subsets of some larger itemsets), based on 
which rules were finally extracted. [1] Adopted the Peano Count Tree (P-tree) to 
efficiently calculate the support and confidence by a high-order bit first and a single 
attribute first approach. Those methods of setting additional criteria to prune the 
itemsets before and after applying Apriori helps to narrow the vast majority of 
frequent itemsets to some extent; however, since the relations of gene expression data 
are very complicated and there is little Apriori knowledge about the gene network, it 
is a great challenge for researchers to set the proper criteria. 

The temporal and spatial coordination of gene expression patterns is the complex 
integration of regulatory signals at the promoter of the target gene. Numerous 
techniques are proposed to infer gene regulatory networks, such as Boolean Networks 
[6][7], Bayesian networks [7][8], differential equations and evolutionary algorithms.  

The earlier models proposed for learning gene regulatory networks from 
microarray data were discrete models. Several studies proposed to construct Boolean 
regulatory networks in which the gene expression levels were represented as 0 (not 
expressed) or 1 (expressed) [5]. These models are based on the assumption that 
biological networks can be represented by binary, synchronously updating switching 
networks. However, large amounts of information might be lost during binary 
discretization. 

3   Mining Positive and Negative Co-related Gene Clusters 

We discuss here the concept of semi-cgcs and pngs from [1] which is later used in the 
inference of gene regulatory network. Let E(G, A) denote the expression  value of a 
gene G at condition A. A set of genes G = {G1,G2, . . . ,Gi } is said to behave in the 
same way under conditions A1 and A2 if 

∀ G Є G, E(G,A1) > E(G,A2) 
or ∀ G Є G, E(G,A1) < E(G,A2) 

Two genes G1 and G2 are considered to behave in the opposite manner under 
conditions A1 and A2 if 

(E(G1,A1) > E(G1,A2) and E(G2,A1)<E(G2,A2)) (1) 
Or 
 
(E(G1,A1) < E(G1,A2) and E(G2,A1) > E(G2,A2)) 
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A positive co-regulated gene cluster (PCGC) has the form 
(G1,G2, . . . ,Gi )@(A1A2,A3A6, . . . ,AxAy ) 
 

which means that genes G1,G2, . . . ,Gi , have the same changing tendency [satisfies 
Equation (1)] under the conditions {(A1,A2), (A3,A6), . . . , (Ax ,Ay )}. 

 
On the other hand, a negative co-regulated gene cluster (NCGC) has the form 
(G1 : G2, . . . , Gi ) @(A1A2,A3A6, . . . ,AxAy) 
 

which means that for any gene G Є {G2, . . . , Gi }, G1 and G behave in an opposite 
manner [satisfies Equation (2)] under the conditions {(A1,A2), (A3,A6), . . . , (Ax , 
Ay )}. 

 
The algorithm comprises three phases. In the first phase, the gene expression 

matrix is transformed into a larger matrix that captures the pair-wise conditions 
changing tendency. In the second phase, the semi-coregulated gene clusters (Semi-
CGCs) are extracted. Finally, in phase three, PNCGCs are generated. 

 
The algorithm proposed in this paper to extract PNCGC comprises 3 phases: 

Phase1: Gene expression matrix is transformed. 
Phase2: Semi co-regulated gene clusters are extracted. 
Phase3: PNCGCs are generated. 
 

• Phase 1: Matrix transformation 
 
The gene expression data can be represented as a O = n × m matrix, where entry 

Oi,j in this matrix corresponds to the value of gene I on attribute Aj 
 
In this phase, matrix O is transformed and binned into O’ = n × [m × (m − 1)]/2. 
    The matrix O’ is obtained in two steps. In the first step, O is transformed into  
O˝ = n×[m×(m−1)]/2 matrix  by using the following conditions 

 

In step2 we set a normalization threshold t(t > 0) to bin the O” matrix to get binned  

O’ matrix as follows             

Thus the matrix O’ reflects the changing tendencies of gene expression values in 
different conditions or tissues. 
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• Phase 2: extraction of semi-co-regulated gene clusters Semi-CGCs 

It considers only half of the implication of gene regulations under certain situations 
delivering information such as ‘when a certain gene increases or decreases, what 
changing tendency the other genes may display accordingly’. In order to extract these 
Semi-CGCs we set two thresholds: 

Frequency threshold - The lowest permitted percentage of Gene i’s increasing (or 
decreasing) status with respect to Gene i’s whole status 

Precision threshold - The lowest permitted percentage of status when Gene i 
increases (or decreases) that the corresponding GeneX also increases (or decreases), 
with respect to Gene i’s whole increasing (or decreasing) status, which is the 
conditional probability. The extracted Semi-CGCs will be in four basic forms. 

• Phase 3: Generation of the PNCGCs 

The forms (1) and (3) are combined and forms (2) and (4) are combined. 

4   Gene Regulatory Networks 

The purpose of gene regulatory network analysis is to extract gene regulatory features 
(e.g., activation and inhibition) by examining gene expression patterns. Changes of 
expression levels of genes across different samples provide information that allows 
reverse engineering techniques to construct the network of regulatory relations among 
those genes. Data-driven regulatory network analysis would eventually lead to better 
understanding of the complex genetic regulatory process, which has important 
implications in the pharmaceutical industry and many other biomedical fields. 

Many components in regulatory networks are involved in pathological processes 
such as diabetes and cancer. Detail studies of regulatory networks provide a better 
understanding of the mechanism of these diseases and will help in the development of 
diagnosis methods, selection of gene therapy candidates, and innovating new drug 
therapy. For instance, the strategy for new cancer drug searching has shifted from 
finding chemicals that kill tumor cells towards identifying molecular targets that lie at 
the level of cell transformation. The latter approach relies on deeper understanding of 
the regulatory processes and involves promises to discover more effective and safer 
drugs. Gene regulatory network analysis, may not directly help researchers in 
identifying markers for disease diagnosis and providing drug target, but may provide  
new insights in basic genetic research to understand the mechanism of gene regulation 
pathways and ultimately achieve an understanding of the genetic regulatory process, 
which provides the foundation for applications in disease diagnosis and drug design. 

5   Analysis of Results 

The PNCGC algorithm gives us straight forward results by finding the activation and 
inhibition relationship types among the genes involved. i.e, these results in the form 
of semi-cgcs can be used to infer the gene regulatory networks.  

The algorithm was run for different values of frequency threshold (Ft) and 
precision threshold (Pt) .The frequency threshold is always set to 0% in the algorithm 
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to avoid missing the low–frequency clusters while precision threshold  set as 
40%,60% and 80%  co-ordinates the precision degree and permit slight abnormal 
cases and PNCGs extracted are shown in tables 1 and 2. 

Table 1.  Threshold values for Saccharomyces cerevisiae dataset 

Algorithm Ft Pt Rules 
PNCGC1           0% 40% 11 

PNCGC2           0% 60% 7 

PNCGC3           0% 80% 2 

    

Table 2.  Threshold values for Homo Sapiens dataset 

Algorithm Ft Pt Rules 
PNCGC1           0% 40% 2 

PNCGC2           0% 60% 2 

PNCGC3           0% 80% 2 

    

From this result we can see obviously that although the PNCGC lowers the 
frequency threshold to 0% and considers all the low-frequency clusters, the number of 
resulting clusters is still manageable and in cases of  Homo Sapiens dataset number of 
cluster formed is constant as only 3 attributes/conditions are taken into consideration 
and there is no much difference in there expression values under those conditions 
hence the clusters formed is constant. 

• Performance of PNCGCs Algorithm for Saccharomyces cerevisiae dataset  

Semi-CGCs were extracted using PNCGCs algorithm and were tested for different 
values of frequency threshold (Ft) and precision thresholds (Pt) (Table 3). 

The value of Ft and Pt with which the best performance was achieved was selected. 

Table 3. Evaluation results of PNCGCs Algorithm 

Ft Pt Activation Inhibition 
0 0.5 24 0 

0 0.6 25 1 

0 0.7 26 2 

    

With Ft=0.0 and Pt= 0.7, best performance was achieved. 
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• Performance of PNCGCs Algorithm forHomosapiens dataset 
 
Semi-CGCs were extracted using PNCGCs algorithm and were tested for different 

values of frequency threshold (Ft) and precision thresholds (Pt) (Table 4). The value 
of Ft and Pt with which the best performance was achieved was selected. 

Table 4.  Evaluation results of PNCGCs Algorithm 

Ft Pt Activation Inhibition 
0 0.5 18 6 

0 0.6 14 6 

0 0.7 10 2 

    

With Ft= 0.0and Pt=0.5, best performance was achieved.  

• Comparison with MAR algorithm 

We took a subset of particular genes present in gene regulatory network inferred  
by modified association rule mining algorithm [2] as it is the only paper published  
till date to infer Gene regulatory network based on association rule and compared 
with the Gene regulatory network inferred from the semi-CGCs extracted from 
PNCGCs algorithm as shown by the figures 1, 2, 3 and 4. Table 5 shows the 
evaluation results. 

 

Fig. 1. Gene regulatory network from PNCGCs algorithm for  Homosapiens dataset 
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Fig. 2. Gene regulatory network from MAR algorithm for Homosapiens dataset 

 

Fig. 3. Gene regulatory network from PNCGCs algorithm for Saccharomyces cerevisiae 

Table 5.  Evaluation results  

Algorithm Activation Inhibition
MAR_human 17(85%) 3(15%) 

MAR_yeast 20(100%) 0(0%) 

PNCGCs_human 18(75%) 6(25%) 
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Fig. 4. Gene regulatory network from MAR algorithm for Saccharomyces cerevisiae dataset 

6   Conclusion and Future Enhancements 

PNCGC captures the pair-wise conditions’ changing tendency. It considers both 
positive and negative implications and generates more number of activation and 
inhibition relationship types, greatly reducing the redundant rules generated by 
‘support –confidence’ framework. 

Compared with modified association rule mining algorithm (MAR), PNCGCs 
deliver more reliable, explicit and closer relations among genes along with their 
conditions.   Our general conclusion is that regulatory network analysis on microarray 
data can capture large portions of underlying regulatory structures. A longer-term 
future direction of this work is to assess the real value of the large-scale rough genetic 
regulatory networks learned from small sample-size gene expression data by 
systematic long term user studies that involve researchers using such networks in their 
daily research activities. Another important practical extension of our research is to 
integrate the core algorithm development into an interactive gene regulatory network 
analysis and visualization system, which allows the users to input microarray datasets 
and manipulate the algorithms and results by interactively setting the domain-
dependent algorithmic and visualization parameters. 
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Abstract. Cloud computing offers a highly scalable infrastructure for
high performance computing. Using the Amazon EC2 Cloud service, it is
possible to get a set of computing instances on demand without requiring
a lot of maintenance and financial resources a common cluster would
need. The drawback for communicational intensive algorithms is, that the
distribution of the instances is arbitrary and the communication speed
might vary a lot which might affect the overall speed of the algorithms
significantly.

We present a benchmark for cloud computing on EC2 using the MPI
to measure communication speeds of a set of cloud instances. This bench-
mark can visualize the actual network infrastructure. By adapting the
measured data to the algorithms constraints it can help to manage the
distribution of tasks to cloud instances to get an optimal distribution
concerning network communication speeds.

Keywords: High Performance Computing; Cloud Computing; MPI;
Communication Benchmark.

1 Background and Introduction

Scientific research projects and complex software solutions usually have algorith-
mic parts, where small sections of an algorithm consume the main fraction of
all computational resources. To speed these routines up, high performance com-
puting with clusters or special purpose hardware can be used. Unfortunately,
these have the disadvantage of requiring a lot of maintenance and financial re-
sources, while the tasks often do not occur continuously. For these applications,
the integration of cloud computing is very reasonable, because a high number
of computational resources can be obtained instantly while paying only for the
time consumed. In addition to the saved resources, this approach supports the
green IT paradigm.

There are already a lot of scientific applications designed to be run on cloud
computing services, such as Amazon EC2 [2,4,6,8].

As cloud computing has only recently become concerned with algorithms,
there is a huge number of possible optimizations, because this new technology
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c© Springer-Verlag Berlin Heidelberg 2011



372 F. Schatz et al.

brings new challenges with it. Using cloud computing means working on an
unknown physical network topology and different communication schemes can
result in extremely different performances in communication speeds or latency,
even when running the same computations a second time on new instances.

While an abstraction layer exists with MPI, this layer does not offer an au-
tomatic or semi-automatic optimization for communication schemes if deployed
in a cloud environment. This is, however, very important, especially for working
on a cloud.

Our examinations also showed a correlation between physical location and
internal IP-address in the amazon cloud, which was assumed by others [7] and
can lead to better network performance estimates in the future.

In this work, we propose a benchmark for cloud computing services and of-
fer a freely available implementation of this benchmark. This benchmark can
help manage the distribution of tasks to cloud instances to get an optimal dis-
tribution concerning network communication speeds. Our benchmark measures
average communication speeds, the variance and min/max values. It also offers a
graphical display of these, which helps the user to get a fast overview of whether
the instances are usable for a particular computing task. The user may then
react accordingly.

2 Methods

Working on an unknown network infrastructure can result in many complica-
tions. A set of EC2 spot instances, for example, can be located in different data
centers so that the physical distance can result in different communication laten-
cies. The location within a datacenter is arbitrary, while spot instances can be
on the same machine as well. Furthermore, the problem of noisy neighbors can
affect communication. These are instances within the same routing level, e.g.,
virtual machines on the same system or another system within the same physical
location that are very communication intensive. As resources are shared, these
neighbors can greatly affect the own communication pattern. Finally, the phys-
ical distance increases from a certain amount of instances as there are limits on
physical space. This too affects latency.

To get an objective view of interconnections we created a tool that measures
the maximum communication speeds as well as maximum throughput for larger
data sets.

2.1 Testing Communication Speeds

The problem of measuring communication speed is complex due to the unknown
and unpredictable communication behavior of the surrounding machines (neigh-
bors) and the unknown physical distance between instances which result in vary-
ing communication speeds. Other factors are changing hardware on which an
instance runs which may also impact communication speeds due to different
processing speeds and I/O performance. We propose for practical application, a
maximum duration of two minutes for the performance analysis as this is within
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the booting time instances need. This ensures that the analysis can be run be-
fore the actual computation task starts and adjustments to the communication
schemes can be made based on the performance analysis. All presented tools can
be modified to run for a longer time and get more constant results.

We use a N × N communication scheme where all instances apply speed
tests individually to all other instances. This is done by randomly and equally
choosing a neighbor and sending a message of a previously defined size s for r
repeats. Furthermore, this procedure is run c times to get timely measurements
with more distant and a better mean value over the measured time.

To counter routing maps we run the test for r = 1.
From the collected data, mean values μi,j and standard deviation σi,j for all

pairs of instances are calculated and output. If σi,j exceeds a threshold σm, a
warning is output as the measurement is not precise enough for the time frame
of the measurement.

2.2 Implementation of Speed Tests

For running the tests on Amazon EC2 we chose a 32bit Fedora Linux image cre-
ated by the author of the management scripts that we are using for deployment
[9]. The installed MPI implementation is MPICH2, version 1.0.5 [3].

The deploy script (ec2-mpi-config.py) searches for all instances with the
same AMI-ID and creates the needed MPI-configuration (a file mpd.hosts with
the hostnames of all found instances) on the master node (the first instance found
is chosen as the master node). SSH keys are also distributed to all client nodes.
Then, the benchmark program is compiled and executed on the master node
using mpicc and mpirun, which distributes the program to all client nodes and
gathers execution results. The benchmark program is run multiple times with
different parameters for message size, number of runs and number of repeats per
run by the launch script.

Listing 1.1. Benchmark program

read own identity (zone and node name)
figure out nodetype (master or slave)
if nodetype is master

generate pairings
send pairings to slaves
send parameters to slaves

(message size, number of runs and repeats per run)
if nodetype is slave

receive pairings
receive parameters

for n runs do
for m repeats do

measure time to send message using MPI Wtime()
if nodetype is slave

send timing data to master
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if nodetype is master
receive timing data from all slaves
generate reports from data

The actual benchmark program is written in C using MPI and performs the
following steps (see also Listing 1.1): First, the own identity and given param-
eters are read. Then, the master node generates pairings for the runs (see 2.1
above) and sends them together with the parameters for message size, number
of runs and number of repeats to the client nodes. All nodes now perform the
message sending and receiving benchmarks for the determined number of runs
and repeats per run, using MPI_Wtime() to measure the time a message takes
to travel from the sending to the receiving node. After all tests are finished, the
recorded benchmark data is sent back to the master node, which generates a
report and sends it back to the user.

2.3 Analysis of Results

Results can be written to the users terminal in two modes. The standard mode
gives only a table with average sending speeds between all nodes (see Figure
2), the verbose mode gives tables for average speeds, minimal speeds, maximum
speeds and standard deviation. Because of the textual representation, these re-
sults can be both easily read by humans or processed further by other programs.
Based on the processing, it can be decided if the given nodes are suitable for the
task and how the task should be distributed for optimal performance.

2.4 Graphical Display

To make it easier for users to identify the quality of connectivity in the given
set of nodes, the results can also be shown as a graph where communication
speed is shown by the length of the edges connecting two nodes (see Figure 1).
The graph is defined in textual Graphviz format [1] and rendered using Neato
[5], which runs a heuristic algorithm to distribute the nodes of the graph based
on the given edge lengths. This lets the user identify slow nodes and clusters of
nodes with high communication speeds.

2.5 Appling Performance Tests

To run the actual benchmark, we created an Amazon Web Services account
and registered for the EC2 service. The account data together with the ID
of the virtual machine image to be used was written into a configuration file
(EC2config.py). The source code of the benchmark program as described above
was put into the programs directory. We configured the parameters to be used
to execute the benchmark in the file program.config. The syntax of the con-
figuration allows for specifying the combinations of parameters very easily, for
example, the line

benchmark.c 3000 [1|2|5]
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will compile the program which source code is found in programs/benchmark.c
and execute the binary three times with the arguments 3000 1, 3000 2 and
3000 5. After this configuration is done, we started the benchmarking by call-
ing the script ec2-start-cluster.py and entering the desired number of in-
stances to use when prompted. When using this script, only normal instances are
used. For using spot instances, these have to be requested before in the Amazon
management console and instead of ec2-start-cluster.py we have to use

ec2-notifier -m <MIN> -c ’./ec2-mpi-config.py’

to start the benchmarking after <MIN> instances were found. When not using
spot instances, a simple call of ec2-mpi-config.py suffices.

Results are written in the logs directory after completion of the benchmark.
As long as the started instances are not stopped by calling ec2-stop-cluster.py,
new versions of the program can be run by modifying the program source or the
parameters and calling runProgrs.py -n -g.

3 Results and Discussion

We performed a series of different use cases for performance evaluations.

3.1 Instances from One Zone

The most common use case is probably requesting EC2 instances from one avail-
ability zone to perform a computational task. One would expect a set of instances
with an almost equal interconnection speed. Our results show that instances from
one zone can have significantly varying communication speeds.

As Figure 1 and 2 show, node 10 is further apart from other nodes than the
remaining nodes. Having an algorithm that has to communicate a lot with node
10, and other nodes with a bad interconnection might significantly affect the
total runtime.

3.2 Normal Instances from Different Zones

Requiring instances from EC2 one can select the zone of availability required.
Amazon offers different availability zones, which can be used for instances that
are independent from each other. If requiring instances from one zone, e.g., us-
east-1a, instances from exactly this zone are created. One might request instances
from different zones to increase reliability by using independent parts of a data
center.

Our test confirms that interconnections between instances from one zone are
significantly faster than to instances from other zones. Figures 3 and 4 illustrate
this.
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Fig. 1. Graphic display of 12 normal instances requested from EC2 from one availability
zone. A node represents an instance, an edge between two nodes has a length which
relates to the latency measured by the performance test. Clusters of instances with fast
interconnection can be easily identified by the user.

Speed [s]:

1 2 3 4 5 6 7 8 9 10 11

0 0.0209 0.0172 0.0323 0.0677 0.0243 0.0185 0.0149 0.0257 0.0364 0.0509 0.0325

1 0.0150 0.0319 0.0335 0.0205 0.0158 0.0153 0.0297 0.0242 0.0432 0.0312

2 0.0334 0.0244 0.0239 0.0197 0.0216 0.0218 0.0352 0.0405 0.0403

3 0.0344 0.0298 0.0283 0.0257 0.0309 0.0271 0.0566 0.0260

4 0.0296 0.0502 0.0273 0.0368 0.0317 0.0499 0.0350

5 0.0226 0.0266 0.0350 0.0339 0.0464 0.0347

6 0.0179 0.0294 0.0270 0.0390 0.0313

7 0.0231 0.0324 0.0494 0.0257

8 0.0388 0.0553 0.0366

9 0.0545 0.0323

10 0.0496

11

Fig. 2. Speed table of 12 instances requested from EC2 within one zone. Every entry
describes the median time in seconds it took for a message to travel from one instance
to another. Message size was 102400 bytes, sending of a message between two instances
where repeated five times and the whole test was repeated 25 times.

3.3 Spot Instances

Spot instances are EC2 instances that are requested without a timely constraint,
but with a certain limit of cost per hour. These instances are then made available,
as soon as the demand and bids compared to the request decrease. The requested
instances might be in different zones.
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Fig. 3. Graphic display of 12 normal instances requested from EC2 from three different
availability zones. The chosen zones where us-east-1a, us-east-1b and us-east-1c. The
form of the node shows to which zone the represented instance belongs.

Speed [s]:

1 2 3 4 5 6 7 8 9 10 11

0 0.0053 0.0068 0.0147 0.0146 0.0274 0.0267 0.0141 0.0153 0.0164 0.0287 0.0290

1 0.0034 0.0120 0.0134 0.0246 0.0248 0.0086 0.0160 0.0164 0.0259 0.0250

2 0.0126 0.0153 0.0293 0.0243 0.0096 0.0162 0.0138 0.0242 0.0277

3 0.0052 0.0137 0.0168 0.0197 0.0041 0.0059 0.0166 0.0134

4 0.0147 0.0150 0.0225 0.0053 0.0063 0.0151 0.0138

5 0.0073 0.0311 0.0190 0.0171 0.0074 0.0065

6 0.0311 0.0175 0.0178 0.0069 0.0071

7 0.0217 0.0210 0.0331 0.0357

8 0.0077 0.0141 0.0182

9 0.0186 0.0178

10 0.0059

Fig. 4. 12 instances requested from EC2 from three zones. Every entry describes the
median time it took for a message to travel from one instance to another. Message size
was 100 bytes, sending of a message between two instances where repeated 15 times
and the whole test was repeated 100 times.

For this use case, we performed several tests. In our tests, spot instances
were present in 65% of the time within one zone, while in the remaining cases,
instances were in different zones.

As the results from spot instances within one zone do not differ significantly
for the use case of normal instance within one zone (see below), we only show
the results for spot instances from different zones.

As shown in Figure 5, the latencies differ significantly first between zones and
then between nodes.
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Fig. 5. Graphic display of 20 spot instances requested from EC2. In this test the
instances where spread over two availability zones, us-east-1a und us-east-1d, indicated
by the different form of the nodes.

These results are very important, as they show that using spot instances can
result in large differences in communication speeds.

3.4 Variance of Performance Values

The average speed of an interconnection is not all that is important for high
performance computing. Also important is variance (or standard deviation). An
interconnection with a high variance might be as bad as an interconnection that
is slow. From our test, we found that slow interconnections, as seen above, are
correlated to high standard deviations, which means that there are interconnec-
tions that are not in general slow, but tend to be less reliable when fast. See
Figure 6 for an example.

3.5 Consistency of Results

As our measurements reflect a short period of time only, one measurement might
not be representative for a longer period of time. Circumstances like noisy neight-
bors might affect this.

To satisfactorily show that our statements can be applied for long term calcu-
lations, we ran our tests for a duration of 30 hours while running the described
procedures every five minutes. From these measurements we took the speed ma-
trices and calculated the average value and standard deviation for each of the
N × N communications (see Figure 7).
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Speed standard deviation [s]:

1 2 3 4 5 6 7 8 9 10 11

0 0.0964 0.0452 0.0966 0.8457 0.0178 0.0415 0.0081 0.0675 0.2410 0.1289 0.0738

1 0.0355 0.0745 0.1080 0.0088 0.0159 0.0297 0.0929 0.0758 0.0760 0.0679

2 0.0969 0.0438 0.0324 0.0627 0.0826 0.0438 0.2060 0.0450 0.0977

3 0.0814 0.0528 0.0749 0.0548 0.0515 0.0556 0.0953 0.0595

4 0.0468 0.3716 0.0683 0.0789 0.0718 0.0679 0.0800

5 0.0111 0.0939 0.0636 0.0778 0.0201 0.0636

6 0.0549 0.0703 0.0528 0.0769 0.0715

7 0.0565 0.0985 0.1028 0.0607

8 0.0860 0.1449 0.0703

9 0.0888 0.0824

10 0.0669

11

Fig. 6. Standard deviation for 12 instances requested from EC2. These values where
computed from the results of the first performance test described in this paper, shown
in Figure 1 and 2.

Standard deviation [s]:

1 2 3 4 5 6 7 8 9 10 11

0 0.00101 0.00057 0.00064 0.00079 0.00055 0.00064 0.00059 0.00107 0.00131 0.00143 0.00135

1 0.00078 0.00082 0.00086 0.00129 0.00140 0.00099 0.00068 0.00132 0.00111 0.00109

2 0.00079 0.00070 0.00093 0.00115 0.00085 0.00079 0.00103 0.00108 0.00100

3 0.00077 0.00082 0.00098 0.00082 0.00077 0.00093 0.00085 0.00097

4 0.00076 0.00081 0.00065 0.00071 0.00064 0.00071 0.00055

5 0.00075 0.00075 0.00107 0.00088 0.00097 0.00089

6 0.00073 0.00069 0.00090 0.00169 0.00095

7 0.00059 0.00079 0.00079 0.00067

8 0.00104 0.00084 0.00077

9 0.00065 0.00060

10 0.00066

11

Fig. 7. Standard deviation for 12 instances requested from EC2. The test was run over
a period of 30 hours, executing a run every five minutes. Message size was 10 kilobytes,
sending of a message between two instances where repeated 20 times and the whole
test was repeated 150 times.

test 1
a: e j f k l h b g d i c
b: f e g j l d k c a i h
c: e g l f k h j b d i a
d: g f j e b k l a i h c
e: g j a f k b h l c d i
f: e b g j h k i d c l a
g: j e d k f h b i c l a
h: f g j e l k a c d i b
i: g f j e l k d b h c a
j: g e f h l b k d i a c
k: g e f j h l c b a i d
l: j e g h c b i k f a d

test 2
a: e g j f l k h d b i c
b: e g j l k f d c a h i
c: e g f k j h b l d i a
d: e h g k f a b j l i c
e: f b l j d g c k i a h
f: e h g j k b i c a l d
g: k e f j b l i d c a h
h: f k l j d e g a c i b
i: e j f g l k d h b c a
j: e g f b i h k l a c d
k: g e f b l h j a d c i
l: e b k h g j a f i d c

test 3
a: e f g j l k h b d i c
b: e f g j k l d c a i h
c: f e g j b h l k d i a
d: f e g b l j h i a k c
e: f b k g l h a j c i d
f: e g h b d j k c i l a
g: e f h j b l k c i a d
h: f g e j k l a d c i b
i: f j e g l k d h b c a
j: k g f h b i e a c d l
k: e j f l g h b a i d c
l: e g k f h b a d j i c

test 4
a: g j f e k l h b d i c
b: e f j l g k d a i c h
c: g f e l k h j d b a i
d: g f e j h k b l a i c
e: g f b j k l c h a d i
f: g e k b j h d c l a i
g: f i d e k a l c h j b
h: j k f g e l c a d i b
i: g k e f l h j b d a c
j: e a h b f g l k d c i
k: g f h e j c l i b a d
l: g b e j f c k h a i d

Fig. 8. Neighbors ordered by connection speed over multiple timely distant tests. For
better visibility, groups of instances are colored differently. While there are differences
in the ordering of instances, fast connections are relatively constant over time.

As these results show, our measurements can be applied for a long time com-
putations.

Furthermore, we performed a timely stretched measurement of the same set
of instances over an interval of one hour. In intervals of 15 minutes we performed
the same benchmark and measured almost constant speeds. Only small variances
where found which might be a result of noisy neighbors (see above). Anyhow,
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the variances were insignificant for the overall distribution. Figure 8 shows the
order of fastest neighbors for each instance.

4 Discussion and Conclusions

We presented a tool to measure communication speeds between a set of instances
requested from EC2. Our results show that actual instances set communication
vary a lot in speed. Communication between zones is, as expected, generally
slower than within one zone while on the other hand speed within one zone can
be very slow in single cases, too. These tools can help adapt algorithms to the
actual network communication structure before running them to increase speed.
To improve the results, supplemental data like the internal IP-address of an
instance can be used to get more information about the physical location of the
instance [7].

5 Availability

The implementation is public available at http://www.informatik.uni-kiel.de/
˜fsch/cloud

6 Future Work

Further work will be an MPI and EC2 independent implementation as a C
library. Furthermore, we plan to add functionalities to output a suggestion of
distributing nodes to a given communication scheme. This could be used before
running a program to adjust to the current network interconnection state.
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Abstract. In this paper we aim at minimally allocating resources on
the grid by providing a recommender that gives us a recommendation of
which allocation is a minimal resource allocation out of allocation ma-
trices space. The recommender uses reliability, trust and search(2-way
split backward search) algorithms. The resource allocation matrices are
generated according to the search algorithm. The reliability and trust
computations are used as factors to judge the minimal resource alloca-
tion from the resource allocation matrices generated by the 2-way split
backward search algorithm[6]. Reliability is based on rate of failure of
grid nodes, communication links and also on reliability of services on the
grid. Trust is internally based on reputation which is overall grid service
reliability and direct trust which is the availability of resources. In this
work it is assumed that the arrival rate of failure of grid elements follows
the Poisson process.

Keywords: Reliability, Trust, Grid Computing, Search.

1 Introduction

Grid computing system addresses the challenge of service execution on heteroge-
neous complex systems by resource sharing across the organizational boundaries
in a cooperative way through the global communication channels like Internet[5].
The performance of computing system will be highly influenced by reliable re-
source allocation. In grid environment, there are multiple grid nodes, say n,
called member nodes spatially distributed over large territorial area connected
through global communication channel like Internet. Multiple programs/services
and resources distributed over these n nodes. A node say Gi capable to execute
a service say Si that need a set of few resources say Rs. The node Gi may not
hold all the resources in set Rs and deficient resources are to be fetched from
other grid nodes by communication channels.[4]

When a service Si is held by multiple nodes constituting a set say Sn and all
such nodes are capable to invoke the execution of service Si. A serious question
arises that which node Gk ∈ Sn should invoke the service Si for possible minimal
resource allocation? Similarly, when a needed resource say Ri is held by multiple

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 382–398, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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nodes constituting a set say Rn. A serious question arises that the executing node
Gk which is deficient of resource Ri , from which node Gl ∈ Sn the needed re-
source to be fetched and by using which communication channels when multiple
paths available between executing node Gk and donating node Gl?

2 Resource Allocation Matrix

Service Matrix: A binary matrix representing the service capability of the
nodes. For example Service Matrix 1100 means that node is capable to invoke
service 1 and 2 only out of set of 4 services.

Resource Matrix: A binary matrix representing the resource possession of
the nodes. For example Resource Matrix 1101 means that node possesses the
resources 1, 2 & 4 only out of set of 4 resources.[1]

Generate the Resource Allocation Matrix with all possible free resources from
Initial Allocation Matrix. Initial Allocation Matrix for a sample Grid Computing
System is shown in Figure 1 which have four nodes capable to execute two
services and having four resources. These services and resources held by different
nodes are defined by service matrix and resource matrix.

Initially we take an assumption that resource allocation with all possible free
resources allocated. This approach helps the search procedure to search back-
ward.

An example is given in Figure 2 where all free resources are made available.

G1

G2

G3

G4

R1   R2   R3  R4 S1   S2

L(3,4)

L(1,2)

G1

G2

G3

G4

1   0

0   1

1   0

L(2,3)

L(2,4)

L(1,3)

0   0

1     1     −1    0

−1    −1     1     0

−1    1     −1    −1

−1    −1     −1   −1

−1 −−> free(Available and Not Binded) 

0 −−> Not Available or Not Binded

1 −−> Available and Binded 

Fig. 1. Initial Allocation Matrix

G1

G2

G3

G4

R1   R2   R3  R4 S1   S2

L(3,4)

L(1,2)

G1

G2

G3

G4

1   0

0   1

0   0

1   0

L(2,3)

L(2,4)

L(1,3)

1     1      1     0

1     1      1     0

1     1      1     1

1     1      1     1

   R1,R2,R3,S2

          R1,R2,R3,S1

R1,R2,R3,R4

R2,

R1,

R3,

R4,

S1

Fig. 2. Initial Resource Allocation
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Algorithm 1. Resource Allocation Matrix with all possible free resources
begin

Initial Grid Resource Allocation GridRes
m=0,GridResTmp=0
for node g ∈ G(where G set of grid nodes) do

for node r ∈ R(where R set of resources) do
if GridRes[g][r]=-1 && m ≤ no. of free resources then

GridResTmp[g][r]=1
q[m]=1
m++

else GridResTmp[g][r]=GridRes[g][r]

3 Minimum Resource Spanning Tree, MRST

– Resource Spanning Tree: “Resource Spanning Tree, RST, is defined as
the spanning tree that connects the node that execute the given service to
some other nodes such that its vertices hold all the required resources for
exchanging information with the program.”

– Minimal Resource Spanning Tree (MRST): “For a given program ex-
ecuted by given computing node an MRSTi is a RSTi such that there exist
no other resource spanning tree, say RSTj which is subset of RSTi .” i.e.

¬∃ : RSTj ⊂ RSTi

4 Reliability Computations[11]

The IEEE defines reliability as “. . . the ability of a system or component to
perform its required functions under stated conditions for a specified period of
time.”[8].

4.1 Important Terms

– L(i,j) : Link between nodes Gi and Gj.
– D(i,j) : Total size of data exchanged through the link L(i,j).
– S(i,j) : Mean speed of data exchange through the link L(i,j).
– T(i,j) : D(i,j)/S(i,j), communication time between node Gi and Gj.
– λ : The rate of failure (links and nodes).
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Algorithm 2. Generating possible MRST’s(Minimum Resource Spanning
Tree) of each service

begin
for resource r ∈ R(where R set of resources) do

if Particular Service need Resource r in R then
for For all possible combination’s k ∈ K(where K set of grid
nodes) of g ∈ G (where G set of grid nodes) do

SUMG[k][r]=SUMG[k][r] OR GridResTmp[g][r]
where SUMG holds resources of particular combination k ∈
K

for all possible combination’s k ∈ K(where K set of grid nodes) of r ∈
R (where R set of resources) do

SUMR[k]=SUMR[k] AND SUMG[k][r]
where SUMK holds value resources of particular combination k ∈
K satisfying need
if SUMR[k]==1 then

The possible grid node combination satisfy the need
if g of selected combination ∈ G′

(where G′
set of grid nodes on

which grid services are present) then
Insert these combination’s to a list L

for all grid nodes g ∈ L do
Generate Resource Spanning Tree using Link Matrix LMAT and
insert into list L′

for all RST’s g ∈ L′
do

if RSTj ⊆ RSTi then
Then remove RSTi from L′

L′
is the list of MRST’s of service Si

4.2 Reliability of Minimum Resource Spanning Tree, MRST[3]

Reliability of Root Node. The root node of the spanning tree is responsible
to execute the given service as well as to perform communication with other
donor nodes to fetch the needed resources.

Rroot = e−λ[Tr+Tc,d] (1)

where Tr is the execution of root node, Tc,d communication time of links ‘c’ and
execution time of donor nodes ‘d’.

Reliability of Communication Links. Let T(m,n) be the spanning tree
rooted at node n and capable to execute service m and L(i,j) is one of the
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Algorithm 3. Calculation of Working Time of MRST
begin

Procedure to calculate Working Time of MRST
for all MRST’s ∈ L′

(where L′
is the list of MRST’s of service Si) do

COMPUTE
linkld(i,j)=D(i,j)/S(i,j)
where
linkld(i,j) the communication time of link L(i,j) and i,j ∈ G(set of
grid nodes)
D(i,j) is the total size of data exchanged through link L(i,j)
S(i,j) is the mean speed data exchange between link L(i,j)
COMPUTE
non-root communication load(execution time)=

∑
linlld(i,j) where

i,j ∈ G(set of grid nodes)
COMPUTE
Root Node Execution Time = Execution Time of Service TSi +
Load of link between root node and donor nodes Tr,D

where Si ∈ S and r,D ∈ G
Store the working times of MRST’s in P

links in T(m,n). This link expected to be live for the time when communication
is being carried out via this link. The communication time for link L(i,j) is given
as D(i,j)

S(i,j) .
The reliability of link L(i,j), Rlink is

Rlink = e−λi,j [Tc(i,j)] (2)

Reliability of Donor Nodes. Let k be one of the donor nodes of the spanning
tree T(m,n) for service m rooted at node n. The donor node is expected to be
live for the time of communication.

The reliability of donor node k, Rdonor is

Rdonor = e−λ
∑

Tc(k,i) (3)

where Tc(k, i) = D(k,i)
S(k,i)

Overall Reliability of RST. The reliability of the entire RST, T(m,n) de-
noted by R(T(m,n)) [13] can be computed as the product of the reliability of its
elements by using equation (1), (2) & (3),

R(T (m, n)) = {Rroot} × {Rlink} × {Rdonor} (4)

4.3 Grid Service Reliability

Given a service, its reliability can be described as the probability of having at
least one of its MRST’s reliable. Ei represents the event in which the MRSTi is
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Algorithm 4. Calculation of Reliability for the working time
begin

Procedure to calculate Reliability of MRST
for all p ∈ P of MRST ∈ L′

(where L′
is the list of MRST’s of service

Si) do
COMPUTE
Reliability of Communication Links(α)=e−λlinkld(i,j)

where
linkld(i,j) the communication time of link L(i,j) and i,j ∈ G(set of
grid nodes)
λ is failure rate of links
COMPUTE
Reliability of Non-Root Node(β)=e−λ

∑
linlld(i,j) where i,j ∈ G(set

of grid nodes)
λ is failure rate of Non-Root Nodes
COMPUTE
Reliability of Root Node(γ) = e−λ(TSi

+Tr,D)

where Si ∈ S and r,D ∈ G
λ is failure rate of Root Node
Reliability of MRST={α} × {β} × {γ}

Store the reliability of MRST’s in list Q

Algorithm 5. Calculation of Reliability for the services
begin

Reliabilityservice=0.0
if number of MRST ∈ L′

== 1 then
then Reliabilityservice = ReliabilityMRST

else for each MRST ∈ L′
and i ≤ | L′ | do

Reliabilityservice = Reliabilityservice + ReliabilityMRST ×
relvec[i]

return Reliabilityservice

reliable to successfully execute the given service. By using conditional probability[12],
the events can be decomposed into mutually exclusive events as

GSR = Pr[E1] + Pr[E2]Pr[E1|E2] + · · ·
+ Pr[ENi ]Pr[E1 ∧ E2 ∧ . . . ∧ ENi−1|ENi ] (5)

4.4 Overall Grid Service Reliability

The grid service reliability measures the reliability of one service executed in
the grid. However, for the grid computing system, it is important to obtain
a global reliability measure that describes how reliable the overall grid is for a
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given distribution of services and resources. One way of measuring the reliability
of the grid computing system is by determining overall grid service reliability
which is defined as the probability that all the computing services are executed
successfully[9]. Thus, the overall grid service reliability equation can be written
as the probability of the intersection of the set of MRST’s of each service.

Ei represents the event in which the intersected MRSTi is reliable. By using
conditional probability, the events can be decomposed into mutually exclusive
events as

OGSR = Pr[E1] + Pr[E2]Pr[E1|E2] + · · ·
+ Pr[ENi ]Pr[E1 ∧ E2 ∧ . . . ∧ ENi−1|ENi ] (6)

Algorithm 6. Calculation of Overall Grid Service Reliability(OGSR)

begin
n=0
fo=number of MRST’s of L

′
1

for i ≤ number of services do
for j ≤ fo do

for k ≤ number of MRST’s of each L
′
k of each service do

TotalServiceWT =PjWT +PkW T

n++;

fo=n
n=0

5 Trust Computations[14]

Trust is the firm belief in the entity to behave as expected and this firm belief
is a dynamic value which may change with behavior and context of time[2].

Trust has the following properties[7]:

– Trust is a continuous and dynamic value in the range of [0,1].
– 1 means very trustworthy.
– 0 means very trust unworthy
– It is built on past experience.
– It is context based (under different context may have a different trust value

or values)

5.1 Direct Trust Based on Availability

Direct Trust based on Availability(DTA(MFAi,k, TF )) is a ratio of minimum
number of free resources available of a particular resource allocation i satisfying
need k(MFAi,k)to the total number of free resources(TF ).

DTA(MFAi,k, TF ) =
MFAi,k

TF
(7)
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5.2 Reputation Based on Reliability Computation

The reputation(Rp(OGSRi) for a particular allocation scheme i is computed
based on reliability of Overall Grid Service Reliability computation(OGSRi)(See
Section 2 for reliability computations).

5.3 Trust Evaluation Based on Reputation

Trust Value(TV ) is computed based on Reputation(Rp(OGSRi) and Direct
Trust based on Availability(DTA(MFAi,k, TF )) by giving them weights δ1 and
δ2 between 0 and 1 such that δ1 + δ2 = 1.

TV = δ1[TA(MFAi,k, TF )] + δ2[Rp(OGSRi)]

whereδ1 + δ2 = 1, δ1 > 0, δ1 > 0 (8)

where δ1 and δ2 are weights given to direct trust and reputation relationships
respectively.

5.4 Trust Update

Trust Value(TVk) of kth instance is updated based on past Trust Value(TVk−1)
of k − 1th instance by using weights.

TVk = α[TVk] + (1 − α)[TVk−1] 0 ≤ α ≤ 1 (9)

If α > 0.5, more preference will be given to kth instance of Trust Value(TVk),
else if α < 0.5, more preference will be given to k − 1th instance of Trust
Value(TVk−1).

Algorithm 7. Using trust computations to find out the minimal allocation
with maximal reliability
begin

Minimal Resource Allocation
{
Direct Trust(X)=Minimum number of free resources available(MFA)

total number of free resources(TF )

X=1-X
TrustV alue(TV ) = δ1[Xi]+δ2[Rp(OGSRi)] δ1+δ2 = 1, δ1 > 0, δ1 > 0
TVk = α[TVk] + (1 − α)[TVk−1] 0 ≤ α ≤ 1
if Tk > TK−1 then

possible minimal allocation
return 1

else TK=TK−1 return 0
}
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6 Search

Search is the process of considering various possible sequences of operators ap-
plied to the initial state, and finding out a sequence which culminates in a goal
state[10].

6.1 2-Way Split Backward Search

2-Way Split Backward Search is an algorithm proposed to improve the search
process by dividing the search space into two parts one at the back and one in the
middle. If the mid-way search yields better results than at the back then start
from the middle and split the other half from middle to front and repeat the
process. Else start from back ignore the search space from mid-way and split the
half from backward point to mid-way into another half and repeat the process.
The algorithm for this search process is given below.

Algorithm 8. Generating possible resource allocation matrices using 2-
Way Split Backward Search algorithm
begin

Initailly L plys
M=L , L=L/2
Initially allocation with all free resources is assumed to be maximal
reliable
TWO WAY SPLIT BS(M,L)
{
X=MAX OGSR(M thPly)
Y=MAX OGSR(LthPly)
if !Minmal Resource Allocation() then

if X > Y then
TWO WAY SPLIT BS(M-1,L+L/2)

if X ≤ Y then
TWO WAY SPLIT BS(L-1,L/2)

else break

}

6.2 M-Way Split Backward Search

We can increase the number of splits(M=2,3,4,...,N/2) to speed up the search
process where M < N/2(N is total number of plys in the search space) at the
cost of increased computations. Generally 2,3 Way split are optimal in terms of
computations and search speed when number of plys are less.
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7 Example of Sample Grid Network

7.1 Grid Configuration Information

For reliability computations we need information about grid configuration that
includes rate of failure of each node i.e λi , rate of failure of each link L(i,j) i.e λi,j

etc. The grid configuration information is needed about following grid elements.

Table 1. Configuration Information About Grid Nodes

Grid Node i Rate of Failure, λi

1 0.001
2 0.002
3 0.003
4 0.004

Table 2. Configuration Information About Grid Communication Links

Link, L(i,j) Mean Speed Rate of Failure, λi,j

L(1,2) 30 0.001

L(1,3) 20 0.002

L(2,3) 40 0.003

L(2,4) 50 0.004

L(3,4) 45 0.005

Table 3. Configuration Information About Grid Services

Program
Execution Resource need Data Exchanged

Time R1 R2 R3 R4 R1 R2 R3 R4

S1 30 1 1 1 0 500 400 300 0
S2 50 0 0 1 1 0 0 200 600

G1

G2

G3

G4

R1   R2   R3  R4 S1   S2

L(3,4)

L(1,2)

G1

G2

G3

G4

1   0

0   1

1   0

L(2,3)

L(2,4)

L(1,3)

0   0

−1 −−> free(Available and Not Binded) 

0 −−> Not Available or Not Binded

1 −−> Available and Binded 

−1     1     −1     1

−1    0     −1    −1

1     0     0     −1

−1     0    −1      1

Fig. 3. Initial Allocation Matrix for considered example
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G1

G2

G3

G4

R1   R2   R3  R4 S1   S2

L(3,4)

L(1,2)

G1

G2

G3

G4

1   0

0   1

0   0

1   0

L(2,3)

L(2,4)

L(1,3)

1     1      1     1

R1,

1     0      1     1

R1,R2,R3,R4

R3,

S1
R4,

1     0      0     1

1     0      1     1

             R1,R4,S1

R1,R3,R4,S2

Fig. 4. Initial Resource Allocation for considered example

Initially we take an assumption for resource allocation that all possible free re-
sources allocated. This approach helps the search procedure to search backward.

7.2 Generate All Possible MRST’s(Minimum Resource Spanning
Tree) of Each Service

L(3,4)

L(1,2)

G1

G2

G3

G4L(2,3)

L(2,4)

L(1,3)

R1,

R1,R2,R3,R4

R3,

S1
R4,

Service S1 needs R1, R2, R3 Resources

              R1,R4,S1

       R1,R3,R4,S2

Fig. 5. Initial allocation for generating MRST’s for S1

Table 4. MRST’s generated for S1

MRST’s generated for S1

L(3,4)

L(1,2)

G1

G2

G3

G4L(2,3)

L(2,4)

L(1,3)

R1,R2,R3,R4

R1,R3,R4,S1
                  R1,R4,S1

                   R1,R3,R4,S2

                         MRST1

L(3,4)

L(1,2)

G1

G2

G3

G4L(2,3)

L(2,4)

L(1,3)

R1,R2,R3,R4

R1,R3,R4,S1

                         MRST2

 
                  R1,R4,S1

                  R1,R3,R4,S2

L(3,4)

L(1,2)

G1

G2

G3

G4L(2,3)

L(2,4)

L(1,3)

R1,R2,R3,R4

R1,R3,R4,S1

                         MRST3

                   R1,R4,S1

               R1,R3,R4,S2

L(3,4)

L(1,2)

G1

G2

G3

G4L(2,3)

L(2,4)

L(1,3)

R1,R2,R3,R4

R1,R3,R4,S1

                         MRST4

                 R1,R3,R4,S2

                   R1,R4,S1
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7.3 Compute Reliability of MRST’s of a Service in a Grid and
Overall Reliability of All Services

– Communication Links.
– Root Node.
– Donor Nodes.

Reliability of Communication Links : Let the time for which the link L(i,j)
is used for communication is represented as τ(i, j) , this time is also referred as
survival time of link. For values of D(i,j), S(i,j) and λ refer to table. For MRST-4
the τ(i, j) for its two links are as follows :

τ(2,4) = D(2,4)
S(2,4) = 400

50 = 8

τ(2,3) = D(2,3)
S(2,3) = 400

40 = 10

Let the reliability of link L(i,j) be RL(i,j) and computed as follows :

RL(2,4) = e(−λ(2,4))(τ(2,4)) = e(−.004)(8) = .9685
RL(2,3) = e(−λ(2,3))(τ(2,3)) = e(−.003)(10) = .9704

The reliability of all links is denoted by α and computed as product of relia-
bility RL(i,j) for all links in MRST-4.

β =
∏

(RL(i,j) = .9685 × .9704 = .9398

Reliability of Donor Nodes : Let the time for which the non-root(donor)
node i is busy in communication is represented as τi, this time is also referred as
survival time of non-root node. For MRST-4 the τi for its two donor nodes are
as follows :

τ2 = τ(2,4) + τ(2,3) = 8 + 10 =18
τ3 = τ(2,3) = 10

Let the reliability of non-root(donor) node i be Ri and computed as follows :

R2 = e(−λ2)(τ2) = e(−.002)(18) = .9646
R3 = e(−λ3)(τ3) = e(−.003)(10) = .9704

The reliability of all non-root(donor) nodes of MRST-4 is denoted by β and
computed as product of reliability Ri for all non-root nodes in MRST-4.

ζ =
∏

(Ri) = .9646× .9704 = .9360

Reliability of Root Nodes: The root node is responsible to communicate with
other nodes to pull the deficient resources and execute the task in hand. Let the
time for which the root node is busy in communication and execution of task is
represented as τroot, this time is also referred as survival time of root node. For
MRST-4 and service S1 the τroot is computed as follows:

τroot = τ4 = Execution Time of Si + τ(2,4) = 30 + 8 = 38
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Let the reliability of root node be α and computed as follows :

α = e(−λroot)(τroot) = e(−λ4)(τ4) = e(−.004)(38) = .8589

Reliability of MRST: Let reliability of MRST-4 be RMRST and computed by
using equation 3.16 as follows :

RMRST = α × β × ζ = .9398 × .9360× .8589

Similarly the reliability of each of MRST capable to execute service S1 shown in
table above is calculated and summarized in table below.

Table 5. Reliability of all MRST’s of service S1

MRST i Reliability of MRSTi

RMRST1 0.8869
RMRST2 0.8607
RMRST3 0.7972
RMRST4 0.7558

Table 6. Working Times of MRST-1 and MRST-2 of service S1

MRST i
Elements of MRST

G1 G2 G3 G4 L(1,2) L(1,3) L(2,3) L(2,4) L(3,4)

MRST-1(T1) 40.00 20.00 10.00 0.00 10.00 0.00 10.00 0.00 0.00

MRST-2(T2) 50.00 0.00 20.00 0.00 0.00 20.00 0.00 0.00 0.00

Table 7. Working Times of MRST-1 and MRST-2 of service S1 which would fail

MRST i
Elements of MRST

G1 G2 G3 G4 L(1,2) L(1,3) L(2,3) L(2,4) L(3,4)

MRST-3(T3) 0.00 0.00 8.89 38.89 0.00 0.00 0.00 0.00 8.89

T3 < T1 40.00 20.00 10.00 0.00 10.00 0.00 10.00 0.00 0.00

T3 < T2 50.00 0.00 20.00 0.00 0.00 20.00 0.00 0.00 0.00

Table 8. Calculating Reliability of MRST-1

CEV3(m) CEV3(1) CEV3(2) CEV3(3) CEV3(4) CEV3(5)
Element G1 G2 G3 L(1,2) l(2,3)

Tb1 0.00 0.00 8.89 0.00 0.00
Tb2 40.00 20.00 10.00 10.00 10.00

R(m)=e−λ(Tb2−Tb1 ) .9607 .9607 .9967 .9900 .9704
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Table 9. Calculating Reliability of MRST-2

CEV3(m) CEV3(1) CEV3(2) CEV3(3)
Element G1 G3 L(1,3)

Tb1 40.00 10.00 0.00
Tb2 50.00 20.00 20.00

R(m)=e−λ(Tb2−Tb1 ) .9900 .9704 .9607

Probability that MRST-1 succeeds is given by:

P (E1) =
∏

R(m) = .9607 × .9607 × .9967× .9900 × .9704 = .8837

Probability that MRST-2 succeeds is given by:

P (E2) =
∏

R(m) = .9900 × .9704× .9607 = .9229

Evaluation of Pr[E1∧E2 | E3] is explained by simple simplification illustrated
bellow. Events E1, E2 and E3 are assumed to be mutually exclusive.

Pr[E1 ∧ E2 | E3]
= Pr[E1∧E2]×Pr[E3]

Pr[E3]
as E3 is mutually exclusive with other events

= Pr[E1 ∧ E2]
= Pr[E1] × Pr[E2] as E1 & E2 are mutually exclusive
= (1 − Pr[E1]) × (1 − Pr[E2])
= 1 − (Pr[E1] + Pr[E2] − Pr[E1]Pr[E2])
= 1 − Pr[E1 ∪ E2]

Reliability of Service S1 is computed using table 7.10 using equation 3.19
which is GSR = Pr[E1] + Pr[E2]Pr[E1|E2] + Pr[E3]Pr[E1 ∧ E2|E3] + Pr[E4]
Pr[E1 ∧ E2 ∧ E3|E4]
= 0.8869 + .8607× .0769 + .7972× .0087 + .7558× .0001
= .9600

After calculating the working times for S1 and S2 commbined above procedure
is again repeated to compute OGSR.

Table 10. Reliability of all MRST’s of service S1 and their Conditional Probabilities

MRST i Reliability of MRSTi Conditional Probability for ith MRST to succeed

1 0.8869 —–

2 0.8607 0.0769

3 0.7972 0.0087

4 0.7558 0.0001
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Table 11. Working Times of MRST’s of service S1

MRST i
Elements of MRST

G1 G2 G3 G4 L(1,2) L(1,3) L(2,3) L(2,4) L(3,4)

MRST-1(T1) 40.00 20.00 10.00 0.00 10.00 0.00 10.00 0.00 0.00

MRST-2(T2) 50.00 0.00 20.00 0.00 0.00 20.00 0.00 0.00 0.00

MRST-3(T3) 0.00 0.00 8.89 38.89 0.00 0.00 0.00 0.00 8.89

MRST-4(T4) 0.00 18.00 10.00 38.00 0.00 0.00 10.00 8.00 0.00

Table 12. Working Times of MRST’s of service S2

MRST i
Elements of MRST

G1 G2 G3 G4 L(1,2) L(1,3) L(2,3) L(2,4) L(3,4)

MRST-1(T1) 0.00 50.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 13. Working Times of MRST’s of services S1 and S2 combined

MRST i
Elements of MRST

G1 G2 G3 G4 L(1,2) L(1,3) L(2,3) L(2,4) L(3,4)

MRST-1(T1) 40.00 70.00 10.00 0.00 10.00 0.00 10.00 0.00 0.00

MRST-2(T2) 50.00 50.00 20.00 0.00 0.00 20.00 0.00 0.00 0.00

MRST-3(T3) 0.00 50.00 8.89 38.89 0.00 0.00 0.00 0.00 8.89

MRST-4(T4) 0.00 68.00 10.00 38.00 0.00 0.00 10.00 8.00 0.00

7.4 Generate Possible Resource Allocation Matrices Using 2-Way
Split Backward Search Algorithm and Compute OGSR for
Each Allocation

7.5 Use Trust Computations to Find Out the Minimal Allocation
with Maximal Reliability

Calculation of trust is shown below:

1. Direct Trust(X)=Minimum number of free resources available(MFA)
total number of free resources(TF ) = 4

8 = 0.5

2. X=1-X=0.5

3. TrustV alue(TV ) = δ1[Xi] + δ2[Rp(OGSRi)] δ1 + δ2 = 1, δ1 > 0, δ1 > 0

TrustV alue(TV ) = 0.5 × (X) + 0.5 × (maximum OGSR of ith iteration)
where δ1 = 0.5, δ2 = 0.5

TrustV alue(TV ) = 0.5 × 0.5 + 0.5 × 0.8936 = .6968
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4. TVk = α[TVk] + (1 − α)[TVk−1] 0 ≤ α ≤ 1

TVk = 0.5 × [TVk] + 0.5 × [TVk−1] where α = 0.5

TVk = 0.5 × .6968 + 0.5 × .6343 = .6656

5. As kth trust value > k− 1th trust value the resource allocation of kth trust
value is minimal with maximal reliability.

G1

G2

G3

G4

R1   R2   R3  R4 S1   S2

L(3,4)

L(1,2)

G1

G2

G3

G4

1   0

0   1

0   0

1   0

L(2,3)

L(2,4)

L(1,3)

1     0      0     0

0     0      1     1

1     0      1     0

        R3,R4,S2

                   R1,S1

R1,
R3,
S1

0     1      1     1

       R2,R3,R4

Fig. 6. Minimal Resource Allocation for considered example

8 Advantages

The proposed reliability and trust computations recommender in grid computing
system provides many advantages those make it acquitted to be deployed for
many applications. The following are some of its advantages:

– Resource Manager Ingredient
– Congestion Control
– Adaptive System
– Cost Benefit

9 Future Work

To the best of our knowledge the work presented is a first attempt to address
the problem of resource allocation according to the probability of successful
execution. There is enough possibility for further improvement to this work.
Multiple Copies of Resources, Availability Factor for Grid Elements, Upgrade to
Realtime System are some of the areas of future work.

10 Conclusion

The key factor for the success of any system is its reliability to serve as expected.
Whenever the case that a system can allocate resources in multiple schemes then
the performance of the system fully depends upon how intelligent it is to make
the best choice to pick the best scheme. The scheme which is most probable to get
successfully executed is the apt decision.In context of resource allocation in grid
computing system, the recommender model is capable to make the apt selection
of resource allocation scheme when a resource can be allocated in multiple ways
on the grid.
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Abstract. Over the past few years, researchers have been propelled for a Utility 
Computing Model. Cloud computing allows delivering resource on demand  
by means of virtualization. Virtualization has been around from the period  
of Mainframe computing. The proposal of using a computer system to emulate 
another computer system was early realized as useful for testing and increased 
resource utilization purposes. As with several computer technologies, IBM 
initiated the way with their VM system. In the last decennary, VMware’s virtual 
machine monitor has been quite successful. In recent times, open-source 
hypervisor’s like Xen and KVM added virtualization to the open source world, 
initially with a variant named para-virtualization and later using hardware assisted 
full virtualization. This paper surveys two main virtualization technologies:  
Xen and KVM. Also system and network performance evaluation tests are 
conducted to analyze scalability and performance of the virtualized environment. 

Keywords: Virtual Machine Monitors, Hypervisors, Paravirtualization, 
Fullvirtualization, XEN, KVM. 

1   Introduction 

A virtual machine (VM) is an abstract entity between hardware components and the 
end-user. A “real physical machine”, sometimes depicted as “bare metal,” such as 
memory, CPU, motherboard, and network interface. The real machine operating 
system accesses hardware parts by making calls through a low-level program called 
the BIOS (basic input/output system). Virtual machines are reposed on top of the real 
machine core parts. Abstraction entity called hypervisors or VMMs (virtual machine 
monitors) make calls from the virtual machine to the real machine. Hypervisors 
available today, use the real machine hardware parts, but allows different virtual 
machine operating systems and configurations. For example, a host system might run 
on SuSE Linux, and guest virtual machines might run Windows 2003 and Solaris 10. 

2   Virtualization Approaches and Implementations 

2.1   Overview 

Virtualization technology is the base of cloud computing. An efficient, flexible, 
trusted VMM is a basic requirement. So far, better and better solutions are available 
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in CPU and memory virtualization. The performance of virtual machine is almost 
same as the native system, and intricacy is also improved. Two main virtualization 
techniques were reviewed in this paper; Xen and KVM. Current approaches to 
virtualization can be classified into: full virtualization, paravirtualization, and 
software emulation. Each of them has its own pros and cons. Full virtualization works 
well but it is hard to put into practice. Paravirtualization is more efficient after lots of 
optimizations, but the Guest OS should be modified. It is not complicated to 
implement software emulation, but its performance is poor. 

Figure 1 illustrates three approaches to virtualization. The shaded parts should be 
involved in VMM implementation. Following paragraph introduces three different 
virtualization approaches. 

 
Fig. 1. Three approaches to virtualization 

Full Virtualization: In this model, developed by VMware, the virtual machine 
executes on the CPU , instead of emulated processor. When privilege instructions are 
identified the CPU will place a trap that could be managed by the hypervisor and 
emulated. But x86 instructions like pushf/popf do not trap. To manage these 
instructions a method called Binary Translation was introduced. In this technique the 
hypervisor glances over the virtual machine memory and taps these system calls 
before they are carried out and dynamically modifies the code in memory. The kernel 
of the operating system is incognizant of the change and works normally. This 
mixture of trap-and-execute and binary translation permits any x86 operating systems 
to run unmodified on the hypervisor. Even though it has intricacy in implementation, 
it resulted in significant performance advantages compared to full emulating the CPU. 

Para Virtualization: Paravirtualization uses split drivers to handle I/O requests. A 
backend driver is installed in a privileged VM (Driver Domain) to access physical 
device. And it provides special virtual interfaces to other VMs for I/O accesses. A 
frontend driver is installed in Guest OS. The driver handles Guest’s I/O requests and 
passes them to backend driver, which will interpret the I/O requests and map them to 
physical devices. Physical device drivers in Driver Domain will drive the devices to 
handle the requests. 

Software Emulation: Software emulation is often used in host based VMM. Host 
based VMM is a normal application and it can’t totally control hardware, so I/O  
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requests should be handled by Host OS. I/O requests raised in Guest OS will be 
intercepted by VMM, and passed to an application in Host OS, which handles I/O 
requests via system call to Host OS. The main overhead in this approach is context 
switch, including switch between Guest OS and VMM, switch between kernel space 
(VMM) and user space (emulation application), and switch between emulation 
application and Host OS kernel. 

Before evaluation, a brief overview of two virtualization technologies: Xen, and 
KVM is provided. Xen is the most accepted paravirtualization implementation in use 
today. Because of the paravirtualization, guests exist as independent operating 
systems. The guests typically exhibit minimal performance overhead, approximating 
near-native performance. Resource management exists primarily in the form of 
memory allocation, and CPU allocation. Xen file storage can exist as either a single 
file on the host file system (file backed storage), or in the form of partitions or logical 
volumes. 

Kernel-based Virtual Machine (KVM) is one of the most recent generations of 
open source virtualization method. KVM is ported as a kernel module that ensures the 
Linux kernel act as a bare metal hypervisor. KVM was developed after the 
introduction of hardware assisted virtualization. So it did not have to employ features 
that were offered by hardware. The KVM hypervisor needs Intel VT-X or AMD-V 
based CPUs and leverages those aspects to virtualize the CPU. By using hardware 
support, KVM was able to devise an optimized hypervisor without demanding the 
supporting legacy hardware or alterations to the guest operating system. 

2.2   XEN: Architecture 

While the software emulation and full-virtualization approaches concentrated on how 
to address a privileged instruction, a different method was taken by the Xen project. 
Instead of managing a privileged instruction, the paravirtualization modifies the guest 
operating system and substitute all the privileged instructions with direct system calls 
into the hypervisor. In this method, the modified guest operating system knows that it 
is running on top of a hypervisor and can collaborate with the hypervisor for 
enhanced scheduling and I/O, avoiding the necessity to emulate hardware devices. 

The Xen Hypervisor is consisted of two components – the Xen hypervisor, 
responsible for core hypervisor activities such as CPU scheduling, memory 
management, power management and slotting of VM’s. The Xen hypervisor loads a 
unique, privileged virtual machine named Domain0 or dom0. This domain0 virtual 
machine has direct permission to access hardware and provides interfaces for virtual 
machines to use device drivers and I/O management. Each virtual machine, identified 
as an unprivileged domain or domU, consists of a modified Linux kernel that 
communicates with Xen hypervisor which runs on top hardware and serves as an 
interface between the hardware and the VMs. CPU and main memory access are 
managed directly by the Xen hypervisor but I/O is managed by domain0. The Linux 
kernel uses “front end” drivers for network and disk I/O. Requests for I/O are 
forwarded to the “back end” drivers in domain 0 which negotiates the I/O. The overall 
Xen architecture is illustrated in figure 2. 
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Fig. 2. Architecture of machine running Xen hypervisor [1] 

2.2.1   CPU Scheduling 
Xen make use of Borrowed Virtual Time (BVT) scheduling algorithm [2] for domain 
scheduling. This particular algorithm assures low-latency dispatch of a domain when 
an event is happened. Quick dispatch is particularly important to reduce the effect of 
virtualization on OS subsystems to run in a timely fashion. BVT by means of virtual-
time warping ensures low-latency dispatch. Xen guest OSes uses the concept of real 
time, virtual time and wall-clock time [1]. Real time is calculated in nanoseconds, 
from machine boot and is maintained to the precision of the processor's cycle counter. 
A domain's virtual time only advances while domain is executing to make sure 
accurate allocation of its time slice between application processes. Wall-clock time is 
set as an offset to be added to the current real time. This ensures wall-clock time to be 
adjusted without bearing on the forward progress of real time.  

2.2.2   Memory Management 
The initial memory allocation for each domain is conditioned at the time of its 
existence; memory is thus zoned between domains, providing secure isolation. Xen 
domains use a balloon driver [1], which corrects a domain's memory access by 
passing memory pages to and fro between Xen hypervisor and domains page 
allocator. The balloon driver does adaption by using currently available OS memory-
management routines, thus minimizes the Linux modifying effort. On the other hand, 
paravirtualization can be utilized to broaden the features of the balloon driver; such 
as, the out-of-memory management mechanism in the guest OS can be altered to 
automatically ease memory pressure by calling for additional memory from Xen. 
Majority of operating systems assume that memory consists of a few large contiguous 
blocks. Because Xen does not guarantee to collect contiguous regions of memory, 
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guest OSes will usually craft for themselves the delusion of closest physical memory, 
even though their inherent allocation of hardware memory is thin. Xen hypervisor 
uses efficient hardware-to-physical mapping by putting up a shared translation array 
that is accessible directly by all domains, changes to this array are validated by Xen to 
make sure that the appropriate guest OS owns the applicable hardware page frames. 

2.2.3   Device I/O 
Instead of imitating the hardware devices, as is normally done in fully-virtualized 
environments, Xen make uses a set of simple and uncomplicated device abstractions. 
This ensures an interface that is both efficient and satisfies requirements for 
protection and isolation. I/O data is transmitted to and from each domain via Xen, by 
means of shared-memory asynchronous buffer descriptor rings. These offer a high-
performance communication mechanism for transferring buffer information, while 
ensuring Xen to expeditiously perform validation checks.  

2.2.4   Storage 
In Xen, only Domain0 has direct access to physical disks. All other domains access 
storage through the abstraction of virtual block devices (VBDs) [1], which are created 
and configured by administration software running within Domain0. Allowing 
Domain0 to handle the VBDs keeps the mechanisms within Xen very simple. A VBD 
consists of a list of blocks with corresponding access control information and 
ownership, and is permitted to access via the I/O ring mechanism. A typical guest OS 
disk scheduling algorithm will rearrange calls for disk access prior to queuing them 
on the ring in an effort to decrease response time, and to apply differentiated service. 
A VBD thus looks to the guest OS to some extent like a SCSI disk. Xen daemons 
batches of requests from competing domains in round-robin fashion; these are then 
forwarded to a standard elevator scheduler prior to reaching the disk hardware. 

2.2.5   Security 
Xen assures a high level of security via a mixture of features like Guest separation, 
privileged access rights, tiny code base and operating system isolation. Guest OS 
isolation safeguards every DomainU guest with no way to access each other's memory 
map and networking connections. Privileged access ensures only Domain0 is given 
the permission to communicate with the hardware via the hypervisor. The Xen 
hypervisor has a tiny code base which limits the areas for attack. In Xen, the 
hypervisor is separated from Domain0 and DomainU. So, Xen hypervisor cannot be 
used as a base to attack other systems. 

2.3   KVM: Architecture 

Kernel-based Virtual Machine (KVM) project is one of the latest stages of open 
source virtualization. KVM is developed as a loadable Linux kernel module. The 
KVM needs Intel VT-X or AMD-V based CPUs. In KVM architecture, virtual 
machine is devised as normal Linux process, schedule by the Linux scheduler. Here 
each virtual machine appears as a standard Linux process. This ensures KVM to make 
use all the advantages of the Linux kernel. Device emulation is managed by a 
modified version of QEMU that offers emulated BIOS, I/O bus, network interface and 
disk controllers etc. 
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Fig. 3. KVM Architecture [17] 

2.3.1   CPU Scheduling 
In the KVM model, each virtual machine is considered as Linux process. It is handled 
and scheduled by the standard Linux kernel. The Linux kernel uses a new advanced 
process scheduler knows as the completely fair scheduler (CFS) [16] to offer 
advanced process scheduling. The CFS scheduler modified to include CGroups 
(control groups) resource manager to allow processes to share the system resources. 
CGroups allows assured resources to a virtual machine and also permits the virtual 
machine to utilize more resources if available. 

2.3.2   Memory Management 
KVM uses the solid memory management services of Linux. The memory of a VM is 
kept similar to memory for other Linux processes and can be interchanged, backed by 
large pages for improved performance, shared by a disk file. Memory page sharing is 
implemented using a kernel feature named as Kernel Same-page Merging (KSM) 
[17]. KSM examines the memory of each virtual machine and those have got same 
memory pages, KSM unifies these into a single shared page between the virtual 
machines, storing only a sole copy. If a virtual machine tries to modify this shared 
page it will be given its own copy. With KSM more virtual machines can be 
implemented on each host, cutting down hardware costs and bettering server 
utilization. 

2.3.3   Device I/O 
KVM supports crossbreed virtualization where paravirtualized drivers are used in the 
guest OS to permit virtual machines to exploit an optimized I/O interface, instead of 
high performance I/O operations of emulated devices. The KVM hypervisor utilizes 
the VirtIO [15] standard, which is a hypervisor independent device interface for 
improved guest interoperability.  

2.3.4   Storage 
KVM is capable to employ all kinds of storage supported by Linux to keep virtual 
machine images. KVM in addition allows virtual machine images on shared file 
systems such as the Global File System (GFS2) to permit virtual machine images to 
be shared among multiple hosts or shared using logical volumes. The standard disk 
format for KVM is QCOW2[19] which lets in support multiple levels of snapshots. 
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2.3.5   Security 
Since a virtual machine is derived as a Linux process it inherits the standard Linux 
security model to offer separation and resource controls. Security-Enhanced Linux 
[20] ensures resource separation and restriction for processes running in the Linux 
kernel. The sVirt [21] project builds on Security-Enhanced Linux ensures that a 
virtual machines resources cannot be accessed by any other VM’s and this can be 
extended by the super user to characterize fine grained permissions. Security-
Enhanced Linux and sVirt put up an infrastructure that ensures a high level of security 
and separation. 

2.4   Qualitative Comparison 

An ideal Virtual machine monitor runs the guest at native speed. Different VMMs 
face different trade-offs in their attempts to approach this idea. Following tables 
briefly describes results of the survey. Todd Deshane et.al, compared the performance 
of KVM and Xen against base linux. Their results are depicted in the following table. 

Table 1. Overall performance of Xen, and KVM compared to base linux [13] 

Performance Xen KVM 
CPU 0.999 0.993 
Disk Write 0.855 0.934 
Disk Read 0.852 0.994 

Table 2. Comparison of implementation details of Xen and KVM 

 Xen KVM 
Type of Virtualization Para – Virtualization Full – virtualization  
CPU Scheduling Borrowed virtual time 

algorithm  
Completely fair scheduler  

Memory Management Balloon driver  Kernel Same Page Merging 
I/O operation Buffer Descriptor Rings  VirtIO  
Disk Access Virtual Block Device  QCOW2  
Network Buffer Descriptor Rings  VirtIO  

Table 3. Comparison of general features of Xen and KVM 

 Xen KVM 
Type of Hypervisor Standalone thin 

hypervisor 
Linux kernel as 
hypervisor 

De-privileging Yes No 
Multiprocessor Guests Yes No 
Live Migration Yes Yes 
Hypervisor Complexity - Installation 
and Management 

High Low 

Virtual Machine Complexity – 
Installation and Management  

Low Low 

Security High High 
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In summary, full virtualization and para virtualization VMMs suffer different 
overheads. While para virtualization used in Xen requires precautious engineering to 
make sure efficient execution of guest kernel code, full virtualization used in KVM 
delivers nearly native speed for anything that avoids execution of system exit 
instruction, but levies a higher cost for the remaining exits. 

3   Xen Implementation and Performance Evaluation 

3.1   Xen Implementation 

Xen installation is conducted in system with Intel i7 processor and 4GB DDR2 RAM. 
Debian 5.0 (lenny) was used as the primary operating system and Xen3.4.2 as the 
hypervisor for enabling virtualization. Xen offers good quality performance when 
virtualizing Linux distributions because of paravirtualization. The Xen version used 
can also virtualize unmodified guest operating systems on processors that extend 
virtualization support. In Xen setup, the hypervisor runs directly on top of hardware 
(bare-metal). The primary guest operating system (dom0) runs above Xen and has full 
access rights to the hardware. Additional guests (domU) also execute on top of the 
hypervisor, but with restricted access to the hardware. 

Converting an existing Debian 5.0 to a Xen dom0 requires installation of Xen 
hypervisor. Here, Debian system needs a kernel modification to support Xen 
hypervisor. There are two main choices for dom0 kernel. The standard Xen kernel or 
a dom0 pv-ops kernel. The pv-ops kernel can run under the Xen hypervisor. The pv-
ops kernel is likely to be incorporated in the standard Linux kernel soon for Xen 
support. But, the pv-ops kernel will not support binary graphics drivers supplied by 
Nvidia. Standard Xen kernel was used, since the test machine has an Nvidia graphics 
card. The standard Xen kernel has to be forward ported using patches for Gentoo 
Linux. 

3.2   Performance Evaluation of Xen Implementation 

The results of performance analysis of Xen installation is presented here. A base x86, 
Xen modified Debian5.0 based machine was used for benchmarking. Xen Hypervisor 
tests were performed on Intel(R) Core(TM) i7 CPU 930 @ 2.80GHz processor with 
gigabit Ethernet, 4 GB RAM, and an 1000 GB 7200 RPM SATA hard disk. Virtual 
Machine test were performed on a single Virtual CPU of configuration, Intel(R) 
Core(TM) i7 CPU 930 @ 2.80GHz with Ethernet, 128 MB RAM, 256 MB Swap 
Memory and 1GB of virtual hard disk. 

Each system was tested for network performance using Netperf[22], and system 
performance using UnixBench[23]. These tests served as micro benchmarks, and 
proved useful in analyzing the scalability and performance of the distributed 
benchmarks. 
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3.2.1   Network Performance 
Using the Netperf [22] network benchmark tool, the network throughput of different 
communication strategy was tested and compared it against the native results using 
fixed message size. All tests were performed multiple times. 

 
Fig. 4. Network throughput evaluation of Xen virtual machine 

Examining the graph depicted above, Xen was able to achieve maximum network 
performance in bulk data transfer, when the DomU belongs in the same host machine. 
If DomU’s are in different host machines, throughput will decrease drastically. 

3.2.2   System Performance 
The system performance of physical machine which hosts hypervisor and virtual 
machine was tested. The test was performed using UnixBench[23], which is a tool 
designed to assess, the performance of system when running a single task, the 
performance of system when running multiple tasks, and the gain from system's 
implementation of parallel processing. Benchmark used for physical machine was, 8 
cores of Intel Core i7CPU and 1 parallel process and for virtual machine was 1 core 
of Intel Core i7CPU and 1 parallel process. 

Examining the table, Xen virtual machine out performs a standalone physical 
machine in terms of systems performance, due to the high overhead of hypervisor 
running on it. 
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Table 4. System Performance evaluation of Xen virtual machine and hypervisor  

Test Baseline Virtual Machine Physical Machine - 
Hypervisor 

Score Index Score Index 
Dhrystone 2 using register variables 116700.0 14746538.6 1263.6 14949106.8 1281.0 
Double-Precision Whetstone 55.0 2882.6 524.1 2883.7 524.3 
Execl Throughput 43.0 3162.3 735.4 2379.5 553.4 
File Copy 1024 bufsize 2000 maxblocks 3960.0 725162.4 1831.2 346322.2 874.6 
File Copy 256 bufsize 500 maxblocks 1655.0 189847.3 1147.1 89153.0 538.7 
File Copy 4096 bufsize 8000 maxblocks 5800.0 935488.1 1612.9 993252.3 1712.5 
Pipe Throughput 12440.0 1187283.6 954.4 461744.2 371.2 
Pipe-based Context Switching 4000.0 173809.8 434.5 113899.7 284.7 
Process Creation 126.0 6679.3 530.1 5223.4 414.6 
Shell Scripts (1 concurrent) 42.4 5770.8 1361.0 6308.8 1487.9 
Shell Scripts (8 concurrent) 6.0 793.0 1321.6 1561.3 2602.2 
System Call Overhead 15000.0 1232328.3 821.6 1169804.5 779.9 
System Benchmarks Index Score:  949.4  764.2 

3.2.3   Real World Tests 
The mock tests above depict a clear picture about the performance of Xen. But to 
examine these data correlate to real world application performance an application test 
was conducted using lamp[24]. The lamp is a bundled package which consist apache 
web server, mysql database and filezilla FTP server [24]. We hosted our application 
in two types of operating system which is supported by Xen : Modified OS and 
Unmodified OS and evaluated the performance. 

Table 5. Evaluation of Real world application tests conducted on Xen virtual machines   

Test  Xen modified  
Guest Operating 
System 

Unmodified  
Guest Operating 
System 

Webpage load time – with standard html tags 0 sec 0 sec 
Webpage load time – with “create table” sql query 0.0048 sec 0.0117 sec 
FTP – Average Upload time (685 MB of data)  0.58 sec 1.01min 
FTP – Average Upload speed (685 MB of data) 11.8 MB/s 10.7MB/s 
FTP – Average Download time (685 MB of data)  0.58 sec 1.15min 
FTP – Average Download speed (685 MB of data) 11.8 MB/s 8.5MB/s 

Looking at the table, Xen virtual machine was able to achieve the maximum 
performance, when VM operating system is modified for bypassing the hypervisor. 

4   Discussion 

The qualitative comparison of Xen and KVM presented over here is focusing on CPU 
scheduling, memory management, device I/O, storage, and security. The most striking 
difference between the two systems was in CPU scheduling. KVM had substantial 
problems with handling system trap instruction. KVM has better CPU performance 
than Xen, but Xen's CPU performance were also quite good.  
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During the performance evaluation tests using Xen, Network performance is fair, 
showing some strange asymmetric behavior, but it is acceptable. System performance 
seems to be the most interesting aspect, providing the VM better performance, 
particularly when it is compared with a machine which hosts Xen hypervisor.  

The overall qualitative and quantitative performance results were mixed, with Xen 
outperforming KVM on CPU scheduling and KVM outperforming Xen on I/O-
intensive operation. 

5   Conclusion 

Virtualization can be utilized for a plenty of application. Since CPU manufacturer 
introduced facilities to build VMMs more efficiently, those can be run on popular and 
widespread x86 architecture. KVM is an open source virtualization solution that 
extends the CPU’s virtualization facilities to operate VMs by means of full 
virtualization. It allows running various unmodified operating systems in several 
isolated virtual machines on top of a host. KVM is designed as a loadable kernel 
module, to turn Linux box into a VMM. Since the developers did not wish to reinvent 
the wheel, KVM depends on the mechanisms of the Linux kernel to schedule 
computing power and benefits from the out of the box driver support. But the memory 
management has been extended to be capable to manage assigned address space of a 
VM. Also the virtIO device model supported by KVM greatly enhances the I/O 
performance.  

Xen is an open source virtualization solution that uses para virtualization to operate 
VMs. It allows running various modified operating systems in several isolated virtual 
machines running on top of a thin hypervisor. Xen uses Borrowed Virtual Time 
algorithm to schedule CPU. In Xen, the modified guest operating system is aware 
about its underlying hypervisor and can work together with the hypervisor for 
enhanced scheduling and I/O, getting rid of the need to emulate hardware resources.  

During the performance evaluation tests Xen proved great stability and reliability: 
it never crashed and integrated seamlessly into existing system. The benchmark tests 
conducted showed that the system performance by the virtual machine is comparable 
to the physical machine and in some cases it is even better. Network performance is 
also fair and has shown good throughput. Real world test using FTP and HTTP also 
proved the scalability of the virtual machine. To summarize, Xen hypervisor seems to 
be a good solution, particularly when using the para-virtualized approach.  
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Abstract. The objective of Optimal Workflow based Scheduling (OWS) 
algorithm is to find a solution that meets the user-preferred Quality of Service 
(QoS) parameters. The work presented focuses on scheduling cloud workflows. 
First, the Resource discovery algorithm, indexes all the resources and this helps 
in locating the free resources. Second, the scheduling algorithm that takes user 
specified QoS parameters (execution time, reliability, monetary cost etc.) as key 
factor is used for scheduling workflows. Using a special metric called the QoS 
heuristic, the sub-task cluster is assigned to its optimal resource. Third, in case 
resources are not available for allocating to a task, compaction is performed. By 
this a significant improvement in CPU utilization is achieved. 

Keywords: Cloud Computing, Workflows, scheduling, QoS, Resource 
monitoring. 

1   Introduction 

Cloud computing is a web-based processing, where software, infrastructure or 
platforms are offered as a service to the users over the internet. Users are provided 
total abstraction from the actual processing that takes place “in the cloud”. Cloud 
Computing involves provisioning of dynamical and scalable virtualized resources. 
Scheduling refers to the allocation of resources to activities over time so that input 
demands are met in a timely and cost-effective manner.  

In the cloud environment the user submitted jobs may be sequential, parallel or a 
combination of both. Workflow is basically a flow of control between the tasks. A 
workflow job consists of set of tasks to execute which may be independent or 
dependent on each other. Workflow scheduling involves challenges like: 

• Heterogeneity of the resources. 
• Different users compete for resources in the cloud environment. 
• Inter dependency between tasks introduces high communication cost as data needs 

to be transferred from one resource to another. 

Also there are several QoS parameters that have to be considered in a Cloud 
Computing System such as cost, time, security, reliability etc., which are vital in the 
performance of the Cloud Application.  
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2   Related Work 

Workflow based scheduling has always been a core research area and hence there are 
a plethora of papers in the past decade. Since scheduling requires information about 
the resources beforehand, resource monitoring/discovery plays a vital prerequisite for 
scheduling. 

[1] Deals with scheduling multiple applications made of collections of independent 
and identical tasks on a heterogeneous master-worker platform. The objective is to 
minimize the maximum stretch i.e. the maximum ratio between the actual time an 
application has spent in the system and the time this application would have spent if 
executed alone. [2] Proposes a real time duplication based algorithm (RT-DBA) for 
scheduling precedence-related periodic tasks with hard deadlines on networks of 
workstations (NOWs). The authors have utilized selective subtask duplication that 
enables some tasks to have earlier start times, which enables additional tasks (and, 
hence, task sets) to finish before their deadlines, thereby increasing the schedulability 
of a real-time application.[3] shows a Task scheduling algorithm based on the hybrid 
combination of FCFS, Priority Scheduling and Backfilling strategies for use in Grids. 
The simulation results show that CPU Utilization and system throughput are increased 
to a significant extent. 

[4] Proposes an evolution-based dynamic scheduling algorithm in grid computing 
environments. The proposed algorithm uses the genetic algorithm as search technique 
to find an efficient schedule in grid computing and adapts to variable number of 
computing nodes which has different computational capabilities. [5] Introduces a 
multiple QoS Constrained Scheduling Strategy of Multiple Workflows for Cloud 
Computing. [6] Discusses an optimized algorithm for task scheduling based on 
Activity-cost based costing in cloud computing environment. Activity-based costing 
is a way of measuring both the cost of the objects and the performances of activities 
and it can measure the cost more accurate than traditional ones in cloud computing. 
[7] Proposes tree architecture for resource discovery. All resources and user queries 
are transformed into a bitmap index representation. Each leaf node in the tree will 
store the information about its local resources. Each Index Server (IS) will store the 
information about its local resources and the information about its children nodes. 

[8] Focuses on the implementation of an efficient Two-level Scheduler for Cloud 
Computing Environment. It presents the implementation of efficient Quality of 
Service (QoS) based meta-scheduler and backfill strategy based light weight virtual 
machine scheduler for dispatching jobs. [9] Proposes a framework for scheduling and 
supporting virtual resource management using CARE Resource Broker (CRB).  

In this paper, we propose the Optimal Workflow based Scheduling (OWS) 
algorithm for scheduling scientific workflows in cloud. The Algorithm involves 2 
phases. First, the Resource discovery algorithm, indexes all the resources. Each 
resource sends its information to its immediate parent node (resources are organized 
in a hierarchical manner). This way root node always maintains index of all the 
resources and hence it is easier to poll the root node to request for any information 
regarding the resources. Thus this reduces flooding of information. Second, the 
scheduling algorithm takes user specified QoS parameter (execution time, reliability, 
monetary cost etc.) as key factor for scheduling task-based clusters to the resources. 
With this algorithm, a significant improvement in CPU utilization is achieved 
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compared to the conventional FCFS and backfilling algorithms by reducing the 
slowdown rates and the waiting times. This is achieved due to cluster compaction by 
which we accumulate the free spaces in all the resources to obtain a virtual disk to 
execute the job so the jobs need not wait much for the resource. 

3   Resource Monitoring 

In Cloud Computing, the resource pools change dynamically and virtualizing these 
resources for satisfying user’s request and scheduling the user’s job are performed 
effectively based on this resource information only. Hence resource monitoring is an 
initial step for scheduling in cloud computing environment. 

This section discusses the proposed monitoring tree-based architecture for 
monitoring cloud resources as shown in Figure 1. 

 

Fig. 1. Proposed tree-based resource monitoring architecture 

Our Resource discovery algorithm, indexes all the resources. Each resource sends 
its information to its immediate parent node (resources are organized in a hierarchical 
manner). This way root node always maintains index of all the resources and hence it 
is easier to poll the root to request for any information regarding the resources. Thus a 
query from a user will be received by the root node. The root node checks whether 
there is matching resource among its cluster nodes. Then root node forwards its 
request to only the corresponding cluster head. This way we prevent information 
flooding. 

The hierarchy consists of the three kinds of nodes- the root node, the cluster head 
and the compute node. The root node maintains the index of all the updated compute 
nodes. In other words, the leaves of the tree maintain all the “actual” resources that 
perform the necessary computation or execution of the jobs. The cluster head serves 
as an intermediate node performing the functionalities of both the root node and the 
compute node. The nodes require specific daemons to be run in them. The root node 
runs the Open Nebula daemon (oned[10]) and the Scheduler daemon. The Cluster 
head runs the oned, xend (xen[12]-daemon) for providing virtualization and the sshd 
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(ssh-daemon) for establishing secure connection. The compute nodes run the sshd and 
the xend. Once the monitoring information has been obtained, the next step is to 
segregate the resources according to the various QoS (cost, time and reliability) 
requirements. 

The calculation of these parameters is specified as follows: 

1) Cost Preference (CP):  This preference indicate the purpose of choosing resource 
instances of the lowest cost for the user. Hence it considers the user profitability into 
account. Cost Preference of jth resource in the ith resource pool (CPij) is given by 
Equation 1 as: 

CPij    =   
1mincost-maxcost

CR

ii

j

+
     (1)

where maxcosti is the maximum resource usage cost in the ith resource pool. 
           mincosti is the minimum resource usage cost in the ith  resource pool. 
           CRj is the usage cost of the jth resource in the ith resource pool. 

2) Speed Preference (SP): This preference indicate the purpose of choosing resource 
instances that give the least execution time for the user’s job. Speed Preference of jth 
resource in the ith resource pool (SPij) is given by Equation 2 as: 

SPij   =  
1mintime-maxtime

TR
ii

j

+
     (2)

where maxtimei is time taken by slowest resource in the ith resource pool. 
           mintimei is time taken by fastest resource in the ith  resource pool.                     
           TRj is time taken for executing job on the jth resource in the ith resource pool. 

3) Reliability Preference (RP): This preference indicates the jobs to go to resource 
instances with higher reliability. Reliability Preference of jth resource in the ith 
resource pool (RPij) is given by Equation 3 as: 

RPij   =    
1lityminreliabi-litymaxreliabi

RR
ii

j

+
  (3)

where maxreliabilityi is the maximum reliability measure in the ith  resource pool. 
           minreliabilityi is the minimum reliability measure in the ith resource pool. 
           RRj is the reliability measure of the jth resource in the ith resource pool. 
 

Reliability measure is measured on a scale from 0 to 1 based on the level of reliability 
that a resource possesses like dual-core, external disk, log file etc. 

4) Overall Performance(OP): An average of all the above heuristics of jth resource 
in the ith resource pool (OPij) is given by Equation 4 as: 

OPij  =  
3

RPSPCP ijijij ++  (4)

where CPij is the Cost Preference of jth resource in the ith resource pool. 
           SPij is the Speed Preference of jth resource in the ith resource pool. 
           RPij is the Reliability Preference of jth resource in the ith resource pool. 
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In all the above equations we are normalizing the metrics between 0 and 1.Because in 
haizea[11] each resource is associated with priority that helps the scheduler in 
resource allocation. In case, if there is only one resource in resource cluster then 
denominator becomes 0. To avoid this we added 1 in denominator. Based on the user-
specified QoS parameter, the corresponding metric is calculated. 

4   Workflow Based Scheduling Strategy 

Most of the cloud jobs are in the form of workflows. For scheduling such workflows, 
we propose an Optimal Workflow-based Scheduling strategy (OWS). The proposed 
scheduling architecture is shown in Figure 2. 

 
Fig. 2.  Architecture for the proposed workflow scheduling strategy 

The flow of the OWS algorithm is depicted in the Fig 2. The input for the algorithm 
is a set of workflows and the output for the algorithm is the schedule that the Open 
Nebula[10] can enact. Open Nebula accepts the incoming workflows and sends to the 
Haizea scheduler[11]. Haizea computes required parameters like the earliest 
completion time (ect), earliest start time(est), favorite processor (FAP) and favorite 
predecessor (fpred). Based on these parameters, the sub-task clusters are generated 
from the workflow. Then from the monitoring information, resources are segregated 
based on the user-desired QoS parameter viz., time, cost or reliability. Then finally, 
Haizea[11] prepares the decision plan. But since it cannot enact the decision plan on its 
own, it sends the plan to the open nebula[10] to enact the decision plan. 

OWS scheduling algorithm takes user specified QoS parameter as key factors. 
Based on various data and control dependencies among several sub-tasks, clusters are 
generated from this job. Then the match making process is carried. In order to ensure 
fairness, we decrement Processor Fairness Value (PFV) associated with each resource 
so that further tasks are not attracted towards the same powerful resource. Using the 
QoS heuristics (that takes care of the various user-specified QoS parameters) we 
assign the sub-task cluster to its optimal resource. In case resources are not available 
for allocating to a task, we go for compaction. 
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The Optimal Workflow-based Scheduling Algorithm for a set of T independent 
tasks is as shown in Figure 3. 

 

Fig. 3. Algorithm for scheduling workflows 

The second step in the Fig. 3 is to compute the necessary metrics required for the 
clustering algorithm. They are as follows: 
 

1) Earliest start time of entry subtask (EST) is initialized as 0. 
2) Favorite processor of a subtask in the DAG (FAP): FAP is the processor that 

gives minimum value of summation of the EST and execution time of a subtask on 
that processor. 

3) Earliest start time of a subtask in the DAG(EST):  Earliest start time of a 
subtask is the maximum value in (the summation of ECT of the predecessor of 
subtask) and (summation of ECT of predecessor of subtask and communication delay 
(if both nodes not in same processor)) 

4) Earliest completion time of a subtask in the DAG (ECT): Earliest completion 
time of a subtask is the value of summation of EST of that subtask and execution time 
of that subtask in its favorite processor. 

5) Favorite predecessor of a subtask in the DAG (FPRED): Favorite 
predecessor of a subtask is a subtask in the predecessor list of the given subtask that 
makes it to wait the longest. 
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The algorithm for Clustering is in Figure 4. 

 

Fig. 4. Algorithm for Clustering Subtasks 

The clustering algorithm is invoked to form clusters of sub-tasks within the job that 
are independent of each other. Once the clusters are formed, they then represent the 
leases for the haizea[11] scheduler. 

The algorithm for Cluster Compaction is shown in Figure 5. 

 
Fig. 5.  Cluster Compaction Algorithm 
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In case enough resources are not available to a job, then compaction is performed, 
i.e., all the empty spaces are accumulated together to create a virtual disk(s) and then 
the remaining jobs are executed here. Thus the clusters are arranged in ascending 
order of CP which is defined as sum of the execution times of all the subtasks 
assigned to processor. This process is carried out till we achieve the required number 
of free processors.  

5   Implementation 

The implementation environment used is Open Nebula[10], the open-source toolkit 
for creating Cloud Environment. We used Haizea[11], an Open Source VM Scheduler 
as a substitute for the scheduling daemon (mm_sched) of Open Nebula. When a user 
wants to request computational resources from Haizea[11], he does so in the form of a 
lease. The subtask-clusters are generated as a part of the pre-processing work and are 
mapped to leases as the requirements of task-clusters and leases are similar. For this 
experiment, we considered a hierarchy of nodes as explained in Fig.1.  

The main performance metrics considered here is CPU Utilization and waiting 
time. 

 

Fig. 6. Comparison of average CPU Utilization 

Figure 6 shows the comparison of average CPU utilization (amount of CPU usage 
for executing the jobs) for OWS algorithm, Backfilling and FCFS algorithms. It is 
clearly evident from the figure 6 that the CPU Utilization is steadily high for OWS 
algorithm in comparison with the conventional FCFS and Backfilling algorithms. This 
is due to cluster compaction by which we accumulate the free spaces in all the 
resources to obtain a virtual disk to execute the job so the jobs need not wait much for 
the resource.  

The Next performance metric considered here is Waiting time 
Figure 7 shows comparison of waiting time (time taken by the jobs in the waiting 

queue before it is assigned to its resource). The graph clearly shows the drastic 
increase of waiting times for FCFS and Backfilling due to the starvation problems. In 
OWS, the starvation is minimized, because whenever a job is allocated to a processor, 
it has to wait for its next turn. This is done by decrementing the PFV. So, this reduces 
the affinity of the jobs to a single powerful processor in turn engages all the 
processors thereby reducing the waiting time. 
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Fig. 7. Comparison of Waiting Time 

6   Conclusion and Future Work 

In this paper, we propose OWS algorithm for scheduling workflows in a cloud 
environment. The Resource discovery algorithm, indexes all the resources and hence 
it is easier to poll the root to request for any information regarding the resources. Thus 
this reduces flooding of information. The scheduling algorithm finds a solution that 
meets all user preferred QoS constraints. With this algorithm, a significant 
improvement in CPU utilization is achieved compared to the conventional FCFS and 
backfilling algorithms. This is achieved due to cluster compaction by which we 
accumulate the free spaces in all the resources to obtain a virtual disk to execute the 
job so the jobs need not wait much for the resource.  

In future, trustworthiness of the cloud users and service providers can be 
considered as another QoS parameter and implemented as a trusted workflow 
scheduling mechanism in the cloud. 
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Abstract. In last few years, the Wireless Sensor Network (WSN) have been an 
important research area because its use has been tremendously increased in 
different fields such as military, environment, medical, home monitoring and 
disaster management etc. In such applications, time synchronization is an 
important problem. To identifying the correct event time, these nodes need to 
be synchronized with the global time. The energy conservation is one of the 
important issues in WSNs which helps to prolong the lifetime of the network. 
In this paper, we present a energy efficient Time Synchronization algorithm in 
which each layer of the WSN can be synchronized with base station simply by 
multicasting the synchronization messages The simulation results shows that 
this algorithm reduce the energy consumption as compare to RBS and TPSN. 

Keywords: wireless sensor network, time synchronization, clustered based 
synchronization, EETS. 

1   Introduction 

Wireless Sensor Networks [1] (WSNs) comprises various low cost, tiny motes which 
are provided with one or more sensors to monitor the ambient conditions such as 
temperature, sound, motion, pressure, vibration and pollutants at different locations 
[2] and the sensor nodes process the information and uses a transceiver to 
communicate the data to other nodes in the network. Wireless Sensor Networks forms 
the network without any infrastructure [3], it is a special type of adhoc network where 
the wireless nodes work collectively to form a network. These devices are designed in 
such a way that they can work well in a harsh environmental and geographical 
conditions i.e. where difficult to go or live. 

In Sensors networks, while performing the data fusion time synchronization is 
very important feature. The main purpose of time synchronization is to make a 
common time scale in the network which is very important requirement for many 
applications. The limited energy resources is the pit-fall of the Wireless Sensor 
Networks, therefore to conserve the energy, the power consumption of the nodes must 
be reduced. To reduce the consumption the nodes must turn their transceiver on and 
off at appropriate time, an accurate timing is required between the nodes. Traditional 
synchronization protocols i.e. Network Time Protocol [4] (NTP) are not suitable for 
the wireless networks because these protocols are not energy efficient and also very 
difficult to implement in wireless network. 
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In wireless sensor networks lots of research work has been executed to design 
synchronization algorithms such as Reference Broadcast Synchronization [5] (RBS), 
Post facto synchronization, Romer synchronization [6], TPSN [7] and Lightweight 
Fault-tolerant Time synchronization [8]. 

In this paper, we propose an Energy Efficient Time Synchronization algorithm for 
Wireless Sensor Networks where the synchronization is performed after the 
formation of clusters. The base station initiates the synchronization process after 
formation of the cluster. In first phase, all Cluster Heads (CHs) of level-1 
synchronized and then the cluster heads of level-2 and so on. This process remains 
continue until all the nodes in the network synchronized. Energy analysis for the 
proposed algorithm defined for two levels of clusters. The performance of algorithm 
analyzed and performs the simulation. The simulation results shows that our 
algorithm is energy efficient (i.e consume less energy) and better synchronization 
accuracy than RBS and TPSN. 

The various sections of this paper are organized as follows: The related work in 
section 2. Section 3 discuss clustered based wireless sensor network. Section 4 
contains the energy efficient time synchronization algorithm and energy analysis. 
Section 5 contains the simulation and finally we conclude in section 6. 

2   Related Work 

Time synchronization used in the wireless sensor networks to synchronize the clock 
of all the nodes in the network. Keeping in view the various parameters such as 
accuracy, scalability, energy efficiency and fault tolerance the time synchronization 
protocols designed. 

2.1   Existing Synchronization Protocols 

In Reference Broadcast Synchronization Protocol [5] (RBS) if two receivers are 
placed within the listening distance of the same sender then they will receive the 
message approximately at the same time. RBS uses intermediate node to synchronize 
the local time of two nodes. The intermediate node transmits a “reference packet” to 
the two nodes. The two nodes record their time and exchange this recorded time to 
find the difference.   

This synchronization protocol proposed by Romer [6] to facilitate synchronization 
in ad-hoc communication network. Here the mobile computing devices communicate 
with each other’s when they enter each other’s communication range. This is obtained 
via a bi-directional communication link. Romer also suggested that two nodes which 
do not enter each other’s communication range can communicate via store and 
forward technique. Here an intermediate node receives the sender’s message, stores it 
for a while and transmits it to intended receiver when they enters each other’s 
communication range.  

TPSN [7] algorithm works in two steps. In the first step, it establish a hierarchical 
structure in the network and then performed pair wise Synchronization along the 
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edges of this structure to establish a global timescale throughout the network. Finally, 
all nodes in the network synchronize their clocks to a reference node.  

In FTSP [8], local clocks of the nodes are synchronized. It uses single radio 
message time stamp to synchronize the multiple receivers. This scheme provides 
multi-hop synchronization. Here, the root node maintains the global time and all other 
node synchronize to the root node. 

Lightweight and Energy Efficient Time Synchronization (LEETS) Protocols [9] for 
WSNs has two phases: initial time synchronization and time synchronization 
maintaining. In Initial time synchronization phase, all the switched on nodes in the 
network synchronize to the root node. Here the root node is equipped with the GPS. 
In time synchronization maintaining phase each node in the network uses a slot timer 
to count slots and maintain node time. Here to maintain the long time 
synchronization, tracking is needed periodically. 

Li-Ming He [10] defines a time synchronization protocol based on spanning tree. A 
spanning tree of all the nodes in a network is created, and then a spanning tree divided 
into multiple sub-trees and the sub-tree synchronization process further divided into 
three phases. In first phase, the father node broadcasts clock-estimating message to all 
the child nodes. In second phase, father node receives a reply message from the child 
node and then the father node uses the two-way message exchange method [11] to 
estimate the clock offset between the father node and the child node. In final phase, a 
clock-adjusting message which contains the clock offset estimated is broadcasted by 
father node to all the child nodes. To achieve synchronization all the child nodes use 
the clock offset and the receiving time recorded in first phase to synchronize with the 
father node. 

3   Clustered Based WSNs Model 

In wireless sensor network applications clustering is used for various purposes like 
data fusion, routing and optimizing energy consumption. A sensor network can be 
made scalable by gathering the sensor nodes into clusters. Every cluster has a cluster 
head (CH). In clustered based hierarchical wireless sensor network CHs can be used 
to process and send the information while the sensor nodes are used to sense the data. 
The advantage of using the clustering for time synchronization is that CH can prolong 
the battery life of the individual sensors and also the network lifetime. CH can reduce 
the rate of energy consumption by scheduling activities in the cluster. Clustering 
reduce the communication overhead for synchronization.  There are various routing 
protocols for forming the clusters, but in this paper we are using the already existing 
Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol [12]. 

In LEACH protocol, initially the node becomes a cluster head with a probability p 
and broadcast its decision. The nodes choose their cluster head based on the least 
communication energy to reach the cluster head. The role of the CH keeps on rotating 
among the nodes of the cluster to enhance the network life time. A node becomes a 
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cluster head for the current rotation round if the number is less than the following 
threshold: 

  1    1             ∈
    0                                            

 

Where the p is desired percentage of cluster head nodes, r is the current round number 
and G is the set of nodes that have not been cluster head in the last 1/p rounds. 

  

Fig. 1. Cluster formation in LEACH  

4   System Model 

In wireless sensor network synchronization is necessary because the sensor nodes 
have a different local clock time. The nodes may provide different time in their clocks 
because 

• The node might have been started at different time. 
• The quartz crystal of each node might be running on different frequency. 
• The frequency of the clock can change variably over a period of time. 

4.1   Assumption of Proposed Algorithm 

Some of the assumptions made in energy efficient time synchronization algorithm for 
wireless sensor network are as following:- 

• The network is composed by N sensor nodes deployed in square filed and form 
cluster hierarchical topology. 

• The base station (i.e. Root Node Rn) is located outside the sensing field.  
• The base station is equipped with GPS for global time.  
• Rn  is pre-determined at level-0. Each CH knows their CH ID and level. 



 Energy Efficient Time Synchronization Protocol for Wireless Sensor Networks 425 

 

• Cluster head (CH) of level-1 can directly communicate (one hop 
communication) with Rn and delay is constant. 

• The cluster head nodes are aware of its members and can directly communicate 
with them and the CHs are aware of their parent CHs. 

• Every CH is synchronizing with its parent CH and finally every cluster head 
node is synchronized with base station. Each sensor node is synchronized with 
its CH. 

• Communication within the square area is not subjected to multipath fading. 
The communication channel is symmetric. 

• Nodes are left unattended after deployment. Therefore, battery re-charge is not 
possible. 

• The root node (Rn)  is well aware of CHL1 (CHs of level-1) and their CH IDs. 
 

Algorithm Procedure: In Fig. 4, Rn multicast message M1 to all CHL1 which contain 
the time t1. Only the CHs of level-1 receive this message as in the Fig. 4  CHL1 nodes  
receive the message M1, but CH with ID = 1 responds back by sending message M2 
that contains t1 the timestamp of Rn, t2 receiving timestamp of CH and t3 timestamp of 
acknowledgement packet. After receiving message M2, Rn computes delay (d). After 
the delay computation Rn multicast message M3 to all CHL1 that contains global time t 
and delay d. When CHL1 receives (t, d) then each CHs calculate their offset to set the 
local clock with global clock. All CHs of level-2 and sensor nodes follow the same 
process. But their respective CHs become Rn.  This new approach drastically reduces 
the number of message exchange between the nodes to synchronize the sensor 
network. 

 

Fig. 2. Message Delay Estimation 

The purpose of this algorithm is to set the logical clock of the CHs and cluster 
nodes with global time. The delay (d) and offset δ can be defined as 24312 ttttd

LocalTimedt  
Where t is global time, d is the delay which will be constant for single hop 
communication. δ is the time deviation of the two nodes (i.e offset) and LocalTime is 
CHs/nodes local time. 
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4.2   Proposed Algorithm 

Base Station: 

1. Rn  multicast (Syn_start, t1);  //* Here the multicast group will be RN and CH of level-1 *// 
2. if receive (Syn_ack, t1, t2, t3) then  // * t1 is RN send time, t2 is the CH packet receive time  

       Record (t1, t2, t3, t4);                 and t3 is CH packet send time) *// 
Calculate (d); 

3. Rn  multicast (Syn_Pkt, t, d); //* t is Global time, d is propagation delay *// 

Cluster head level-1: 

4. i=1 to k1; 
5.  if (node = CHL1 ) then  //* CHL1 is level-1 cluster head *// 

     receive (Syn_start, t1);   
6.  if (CHID = = i) then           //* One CH will be selected to reply as per their IDS *//           

     send (Syn_ack, t1, t2, t3) to Rn;                        
7. Wait reply; 
8. if CHL1 receives (Syn_Pkt, t, d) then 
             Calculate ( );   //*  is offset*// 

      Synchronize;                           //* Correct offset and drift *// 
9.  i++; 
10. Now for any other CHs lower Cluster level each of the parent CH at level-1 

takes over the role of Rn; 
11.   Repeat step from 1 to 10; 

SNs within a Cluster: 

12. j=1 to n; 
13. if (node = = SN) then                              //* SN is the sensor node *// 
           SN receive (Syn_start, t1)  //* SN will receive Syn_start from PCH *// 
14. if (SNID = = j) then 

    send (Syn_ack, t1, t2, t3) to PCH;       //* PCH is Parent cluster head *// 
15.  Wait reply from PCH; 
16.  if SN receives (Syn_Pkt, t, d) then 
            Calculate ; 

     Synchronize SN; 
17.      j++; 
 

 

Fig. 3. Energy Efficient Time Synchronization Algorithm 

4.3   Energy Analysis 

To calculate the energy consumption we use the energy model given in [12] for the 
transmission and reception of an l-bit message from a distance of d. To achieve an 
acceptable signal-to-noise ratio (SNR) in transmitting l bit message over a distance d, 
the energy cost of transmission (ETx) and reception (ERx) are given by: 
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,                              

In the proposed energy efficient time synchronization algorithm we are 
considering two level network where 

• Total number of nodes    =  N 
• Total Number of cluster heads =  k 
• Number of CHs at Level-1  =  k1 
• Number of CHs at Level-2  = K2 
• Number of sensor nodes  =  N – k 
• Sensor Area   = M*M Sq.m. 

 
The Base Station is at Level-0, there is no energy constraint at base station. The 

energy consumed in receiving and transmitting l-bit message at Level-1 is given by 
the equation (1) and (2) respectively. The total energy consumed at Level-1 is given 
by the equation (3).  

electCLRx lEkE 11, 3                                                 (1) 

2
2141, 2
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The energy consumed in receiving and transmitting l-bit message at Level-2 with 

k2 CHs is given by the equation (4) and (5) respectively. The total energy consumed at 
Level-2 is given by the equation (6). 
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The energy consumed in receiving and transmitting l-bit message by N-k sensor nodes 
is given by the equation (7) and (8) respectively. The total energy consumed by N-k 
sensor nodes is given by the equation (9). 

electSNRx lEkNE )(2,                                  (7) 
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The total energy consumed in synchronizing all the nodes is given by the following 
equation (10). 
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We can standardize this equation for level-Z (Z > 2)as following 

5   Simulation and Analysis 

This section compares the performance of proposed algorithm with Reference 
Broadcast Synchronization (RBS) and Time Synchronization Protocol for Sensor 
Network (TPSN) synchronization protocols. The performance evaluation includes  
two parts: message exchange and energy consumption. Simulation is performed  
using ns-2 [13], a discrete event network simulator. We have compared the 
performances of Energy Efficient Time Synchronization (EETS) with Reference 
Broadcast Synchronization (RBS) and Time Synchronization Protocol for Sensor 
Network (TPSN) synchronization protocols. The basic parameters used are listed in 
Table-1. 

Table 1. Simulation Parameters 

Parameter  Value  
Number of nodes 50 
Network grid 100×100 m 

Base station position 50×175 m 
εfs 10 pJ/bit/m2 

εmp 0.0013 pJ/bit/m4 

Eelec 50 nJ/bit 
Size of data packet 500 bits 
Initial energy of normal nodes 1 J 
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Fig. 4 below illustrates the comparison of EETS with RBS and TPSN in terms of 
message exchange. It is clear that EETS uses very less messages as compare to other 
two schemes.  If the large number of messages sent by the nodes, then more energy is 
consumed. 
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Fig. 4. Message Comparison 

Fig. 5 illustrates the performance comparison of EETS with RBS and TPSN in 
terms of energy consumption. Energy consumption of EETS is less than RBS and 
TPSN protocols in all cases thus it is energy-efficient. The reason is clear that due to 
clustering the sensor nodes within the cluster have not to transmit for long distances 
and message exchange is also very less as compare to the RBS and TPSN. 

50 100 150 200 250 300 350
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

P
ow

er
 C

on
su

m
pt

 io
n 

(J
)

Node numbers

 EETS
 TPSN
 RBS

 

Fig. 5. Power Consumption 



430 G.C. Gautam and T.P. Sharma 

 

6   Conclusion 

Time synchronization is critical in the wireless sensor network because nodes have 
limited energy whereas the various communications consumes energy. The proper 
usage of energy will prolong the life of the wireless sensor network. In this paper, we 
have proposed an algorithm based on cluster layer topology to synchronize the logical 
clocks of the wireless sensor networks which is different from those algorithms that 
use pair-wise message exchange to synchronize the nodes. The energy model analyze 
energy consumption while synchronizing the cluster heads and sensor nodes of the 
WSNs. Theoretical analysis and simulation show that the proposed algorithm is able 
to save the energy consumption, reduce synchronization time and improve its 
accuracy. 
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Abstract. Rapid growth of E-Business and frequent changes in web-
sites contents as well as customers’ interest make it difficult to predict
workload surge. To maintain a good quality of service (QoS), system
administrators must provision enough resources to cope with workload
fluctuations considering that resources over-provisioning reduces business
profits while under-provisioning degrades performance. In this paper, we
present elastic system architecture for dynamic resources management
and applications optimization in virtualized environment. In our archi-
tecture, we have implemented three controllers for CPU, Memory, and
Application. These controllers run in parallel to guarantee efficient re-
sources allocation and optimize application performance on co-hosted
VMs dynamically. We evaluated our architecture with extensive experi-
ments and several setups; the results show that considering online opti-
mization of application, with dynamic CPU and Memory allocation, can
reduce service level objectives (SLOs) violation and maintain application
performance. . .

Keywords: virtualization, consolidation, elasticity, application perfor-
mance, automatic provisioning, optimization, cloud computing.

1 Introduction

Later advance in virtualization technology software, e.g. Xen [2] and VMware
[16], enabled cloud computing environment to deliver agile, scalable, elastic, and
low cost infrastructures, however, current implementation of elasticity in “In-
frastructure as a Service” cloud model considers Virtual Machine (VM) as a
scalability unit. In this paper, we developed an automated dynamic resources
provisioning architecture to optimized resources provisioning in consolidated vir-
tualized environments (e.g., Cloud computing). Unlike current implementation
of elasticity in cloud infrastructure, we replaced the VM (as a coarse-grain scal-
ability unit) with fine-grain resources units (i.e. %CPU as a share, Memory as
MB). Our Elastic VM is scaled dynamically in-place to cope with workload fluc-
tuations, furthermore, the hosted application is also tuned after each scaling to
maintain predetermined (SLOs). As a use case we implemented our approach

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 431–445, 2011.
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into Xen environment and used Apache web server as an application, our SLO
in this paper is to keep the response time of the web requests less than a specified
threshold. Nevertheless, our architecture could be extended for any application
that has tunable parameters such as Database applications. The key contri-
butions of this work are as follow: First, we have studied Apache application
performance under different configuration and different CPU and Memory al-
location values. Second, we have developed a dynamic application optimization
controller for Apache application to maintain the desired performance. Third, we
built CPU and Memory controllers based on [6]. Fourth, we built elastic system
architecture that join CPU, Memory, and application optimization controllers
for elastic consolidated virtualized environments. Finally, the elastic system ar-
chitecture has been evaluated with extensive experiments on several synthetic
workload and experimental setups, experiments also have included real workload
demand requests. Our results show that elastic system architecture can guaran-
tee the best performance for application in terms of throughput and response
time. The rest of the paper is organized as follow. Section 2 study the systems
and concepts that drive our research. In section 3 we describe our elastic system
architecture. Section 4 provides literature review for related work. In section 5,
we describe our experimental setup and analyze results.

2 Overview

In this section, we give an overview of systems and concepts that drive our
research; we will start with a detailed study of Apache server, then will discuss
the complexity of enforcing SLOs into consolidated environments (e.g. clouds),
and finally will explain concerns that accompany using feedback control systems
in computing systems.

2.1 Apache Server

Apache [1], is structured as a pool of workers processes that handle HTTP
requests. Currently, Apache supports two kinds of modules, workers and prefork
modules. In our experiments we use Apache with prefork module to handle
dynamic requests (e.g., php pages). In prefork mode, requests enter the TCP
Accept Queue where they wait for a worker. A worker processes a single request
to completion before accepting a new request. Number of worker processes is
limited by MaxClients parameter.

Figure 1 displays the result of experiments in which Apache is configured
with different settings of Memory, traffic rate, and MaxClients. By monitor-
ing the throughput, we notice that, there is a value of MaxClients, (e.g. 75),
which gives the highest throughput (450 req/sec) for specific Memory settings
(512MB). Before this value there is no enough workers to handle requests, and
after this value, performance regrades because of one of the following problems:
CPU spend much time switching between many process or Memory is full so pag-
ing to harddisk consumes most of CPU time. Our heuristic Apache controller
job is to find this optimum value dynamically.
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Fig. 1. Throughput vs. MaxClients under different hardware settings

2.2 SLOs Enforcement Complexity

Service-level agreement (or SLA) is a contract between a service provider and
its customers. SLA consists of one or more service-level objectives (SLOs). An
example of an SLO is: ”The homepage should be loaded completely in no longer
than 2 seconds”. As seen, SLO consists of three parts: QoS metric (e.g., response
time), the bound (e.g., 2 seconds), and a relational operator (e.g., no longer
than). The violation of these objectives usually associated with penalties to the
provider. The challenge is to map QoS metrics into low level resources (e.g. CPU
and memory) dynamically.

2.3 Feedback Control of Computing Systems

Controllers are designed mainly for three purposes [5]: First, output regulation
to be equal or near to the reference input; for example, maintaining Memory
utilization always around 90%. Second, disturbance rejection which means if
the CPU is regulated to be 70% utilized, then this must not affected by any
other running applications like backup or virus scanning. Third, optimization
which can be translated in our system as finding the best value of MaxClients
that optimize Apache server performance. In terms of the feedback controllers,
SLO enforcement often becomes a regulation problem where SLO metric is the
measured output, and SLO bound is the reference input. The choice of con-
trol objective typically depends on the application. Indeed, with multiuse target
systems, the same target system may have multiple controllers with different
SLOs, unfortunately, identifying Input-output models for computing systems is
not commonly used [19] because of the absence of the first-principle models. As a
replacement, many research [18], [13], [6] [17] considered the black-box approach
where the relation between the input and output is inferred by experiments.
According to [19], to build a feedback controller able to adjust input-output of
black-box’s model you have to deal with many challenges: First, The controller
may not converge to equilibrium, if the system does not have a monotonic rela-
tionship between a single input and a single output. Second, without an estimate
of the sensitivity of the outputs with respect to the inputs, the controller may
become too aggressive (or even unstable) or too slow. Third, the controller can’t
adapt to different operating regions in the input-output relationship, for example
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[19] shows that the mean response time is controllable using CPU allocation only
when the CPU consumption is close to the allocated capacity and uncontrollable
when the CPU allocation is more than enough. Here the notion of ”uncontrol-
lable” refers to the condition where the output is insensitive to changes in the
input.

3 Elastic VM Architecture

Our architecture has main component ”QoS controller” which communicates
with many other modules implemented into the Virtual Machine Manager (VMM)
and VMs levels as the following:

– Resources monitor module dynamically measures the resources consump-
tion and updates the QoS controller with new measurements. The module
depends on xentop tool to get CPU consumption of each VM.

– CPU scheduler is implemented to dynamically change the CPU allocation
of the VMs according to determined values by QoS controller, this module
depends on Xen credit scheduler as an actuator for setting the CPU shares
for VMs. The credit scheduler has a non-work-conserving-mode which en-
ables determining a limited portion of the CPU capacity for each VM. The
credit scheduler prevents an overloaded VM from consuming the whole CPU
capacity of the VMM and degrading the other VMs performance.

– Memory manger is implemented with help of balloon driver in Xen. This
allows online changing of the VMs Memory. The driver doesn’t allow VM
to exceed the determined variable maxmem at the domain creating time, so
to have a wide range of the Memory size, we gave the variable maxmem an
initial high value i.e. 500MB in all user domains configuration files then use
the mem-set command to change the Memory size into the value determined
by the controller.

– Performance monitor also keeps the controller up to date with performance
metrics, i.e. the average response time and the throughput. The performance

VMM

App App 
manager

Resources 
monitor

CPU 
scheduler

QoS controller

CPU 
controller

VM1

App

manager

App 
manager

Memory 
manager

controller

Memory 
controller

SLO(s)
VM2

.

.

.

manager

A

VMn

App

Performance 
monitor

App 
manager

App
controller

Fig. 2. Elastic VM architecture
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monitor is implemented on network device of the VMM, so it can monitor
both the incoming and outgoing traffic.

– Application manager (App manager) is implemented into VM level, its job
is to get new MaxClients value from the Application controller (App con-
troller), to update the Apache configuration file, and then to reload Apache
gracefully.

On the left side of figure 2 is the QoS controller; the controller has (SLOs) as
inputs and proposed CPU capacity, proposed Memory allocation, and proposed
MaxClients as outputs. In our approach the main SLO is to keep average re-
sponse time of Apache web server into specific value regardless of the workload
fluctuations, for this purpose we implemented three controllers to run in parallel,
these controllers are as the following:

CPU controller: Which is a nested loop controller developed in [20]. The inner
controller (CPU utilization controller) is an adaptive-gain integral (I) controller
was designed in [17]:

acpu(k + 1) = acpu(k) − K1(k)(uref
cpu − ucpu(k)), (1)

Where
K1(k) = α.ccpu(k)/rref

cpu (2)

The controller is designed to predict the next CPU allocation acpu(k + 1) de-
pending on last CPU allocation acpu(k) and consumption ccpu(k), where the last
CPU utilization ucpu(k) = ccpu(k)/acpu(k). The parameter α is the constant gain
which determine the aggressiveness of the controller. In our experiments, we set
β=1.5 to allow the controller aggressively allocate more CPU when the system
is overloaded, and slowly decrease CPU allocation in the under loaded regions.
The disadvantage of this controller is that, it implies determining the reference
utilization uref

cpu that will maintain the determined SLO (i.e. response time), who-
ever, this is not practical because, as seen in figure 3, the response time does
not only depend on CPU utilization, but also on the request rate, which changes
frequently. So, it is more realistic to have uref

cpu value automatically driven by the
application’s QoS goals rather than being chosen manually for each application.
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Fig. 3. Mean response time vs. CPU utilization under different request rates
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For this goal, another outer loop controller (RT controller) is designed [20] to
adjust the uref

cpu value dynamically to ensure that the QoS metric, response time
(RT), is around the desired value, this outer loop controller can be interpreted
into the following equation:

uref
cpu(i + 1) = uref

cpu(i) + β(RT ref
cpu − RTcpu(i))/RT ref

cpu (3)

Where uref
cpu(i + 1) is the desired CPU utilization, RTcpu(i) is the measured

response time, and RT ref
cpu is the desired response time determined by SLO. The

outer controller (RT controller) ensures that the value fed to the CPU controller
is always within an acceptable CPU utilization interval [Umin, Umax].

In our experiments, we set β=1.5, the CPU allocation is limited to the interval
[10, 80], and the CPU utilization is also limited to the interval [10, 80]. The
desired response time (RT) in all our experiments is 20 milliseconds.

Memory controller: In our experiments we noticed that increasing the number
of Apache processes can increase the throughput, but at some level, the perfor-
mance is degraded drastically when the Apache processes consumed the whole
available Memory, at this point, system starts to swap the Memory contents
into the hard-disk, this behavior add more workload to the CPU which typically
already overloaded by the big number of the processes. To keep the system away
from bottlenecks, we implemented the Memory controller designed in [6] to keep
the CPU controller run in an operating region away from the CPU contention:

amem(i + 1) = amem(i) + K2(i)(uref
mem − umem(i)) (4)

Where
K2(i) = λ.umem(i)/uref

mem (5)

The controller aggressively allocates more Memory when the previously allocated
Memory is close to saturation (i.e. more than 90%), and slowly decreases Memory
allocation in the under-load region. Along our experiments, we set uref

mem=90%,
λ=1, and the limits of the controller to be [64, 512], where the 64 is the minimum
allowed Memory allocated size, and the 512 is the maximum allowed allocated
Memory size.

Application controller: after extensive of experiments and monitoring Apache
behavior, we found that there was a specific value of MaxClients which gives the
best throughput and the minimum response time as seen in figure 1, finding the
optimum value of MaxClients was examined by former research e.g. [8], unfor-
tunately, these optimization methods are not applicable to our case for many
reasons: First, we have a dynamic resources, so it will be difficult to dynamically
determine the new optimum MaxClients value for each new resources alloca-
tion. Second, we don’t have the chance to run an active optimization using our
generated traffic, since it may influence the real service performance. Third, the
optimum value is affected by traffic type and CPU utilization.

In the light of the mentioned problems, we designed our heuristic Apache
controller to find the best MaxClients value passively (depending on the real
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traffic). The Apache controller monitors four measured values to determine the
best MaxClients: response time, throughput, CPU utilization, and number of
running Apache processes. The controller saves the best record of these values.
The best record is calculated by finding the record which satisfies the QoS re-
sponse time metric and gives the highest throughput with less CPU utilization.
With each new measurement of monitored values, Apache compares the current
record with the best record, if it is better; the current record will be saved as the
best record. While it is running, if the Apache noticed a violation of QoS metrics
(response time in our case) it tries to predict the problem by the following rules:

Rule1: Apache processes starving problem: Apache processes starving problem
occurs when Apache server runs big number of processes, as a result, CPU spends
most of the time switching between these processes while giving small slot of the
time to each process, such behavior causes requests to spend longer time in
application queue, which end up with high response time and many timed-out
requests. To eliminate this problem, the Apache controller reloads the Apache
server with the last best record, this reload is supposed to reduce the number
of running processes, reduce CPU utilization, and consequently reduce response
time.

Rule2: Resources competition problem: The competition on resources is pre-
dicted by Apache controller as response time increases, number of running apache
processes reaches MaxClients value, and at the same time CPU utilization de-
creases (i.e. less than 90%). The reason behind the low utilization in competition
case is that, CPU controller, according to the high response time, suggests allo-
cating more CPU, while the fair share which gives each co-located VM on the
same core the same capacity of the CPU (e.g., 50% in case of two VMs) prevents
the VM from exceeding this limit. As seen above, with both rules, the proposed
Apache controller will not only look for the optimum MaxClients value, but
also will eliminate performance bottlenecks by keeping a history of the last best
running configurations.

4 Related Work

Dynamic provisioning of resources - allocation and de-allocation of the resources
to cope with workload - had much interest especially after the widely usage of
consolidation environments such as virtualized datacenters and cloud. Significant
prior research have been sought to map the (SLOs) such as QoS requirements
into low level resources requirements such as CPU, Memory, and I/O require-
ments. All the studied approaches considered the mean response time (MRT) as
their SLO and accordingly developed the suitable controllers for resources man-
agement e.g. [4], [17], [15] and [6]. To this end, previous related works can be
divided into three main folds: dynamic resources provisioning using controllers,
resources management using migration of VM feature and multi-instances pro-
visioning, and application optimization.

Research in [4], [17] and [15] considered only CPU controllers to automate the
dynamic resources provisioning, while [6] designed parallel CPU and Memory
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controllers to be sure that consolidated applications can have access to suffi-
cient CPU and Memory resources, with the help of Memory controller [6] keeps
the whole system away from the high levels of utilization that can drastically
degrade the performance [12]; nevertheless, applications optimization with dy-
namic resources provisioning is the common missing issue. Unlike aforementioned
works, [15] has developed a multi-tier dynamic provisioning system; it presents
novel provisioning technique based on combination of predictive and reactive
mechanisms. The application behavior and workload characteristics are analyzed
off-line depending on history monitoring, but the provisioning is completely au-
tomated. The provisioning of the resources in web server tier is implemented by
running more VMs instances. In some productive environments such as Amazon
Elastic Load Balancing, the quality of service metrics (e.g., request count and
request latency) is watched by Amazon Cloudwatch. Amazon scalability mecha-
nism depends on initiating a VM instance as a load balancer routing the traffic
into many similar VMs instances, this approach have many limitations: First, it
is limited to specific application like web servers and not applicable to the other
applications like Databases. Second, it depends on a VM as a load balancer,
which can be a single point of failure. Third, it admits VM as a scaling unit.

Several researches have leveraged VMs migration mechanism for coping with
dynamic workload fluctuation as well as providing scalability and load balancing
models, for example, [7] and [18] propose migration to handle dynamic workload
changes and resource overloads in production systems to avoid application per-
formance degradation. But, migrating VM consumes I/O and CPU and network
resources which might contribute at performance degradation of other VMs, fur-
thermore, using migration with applications that have long-running in-memory
state or frequently updated data such as database and messaging applications
might take too long time causing service level violations during migration. Addi-
tionally, security restrictions might increase overhead during migration process
[11].

Towards application optimization, [8] have implemented three controllers to
optimize the configuration parameters of the Apache web server (i.e. MaxClients)
online, the Newton’s method optimizer which is inconsistent with the highly
variable data, the Fuzzy controller which is more robust but converges slowly,
and finally, the heuristic controller which works well under specific circumstances
and requires former knowledge of bottleneck resources. [3] developed an agent-
based solution to automate system tuning, the agents do both controller design
and feedback control, however, slow converges of the system (i.e., 10 minutes for
MaxClients), makes it unsuitable for sudden workload changes.

5 Experimental Setup

Our experiment conducted on a testbed of two physical machines (Client and
Server) connected by 1 Gbps Ethernet. Server machine has Intel Quad Core i7
Processor, 2.8 GHz and 8GB of Memory, it runs Xen 3.3 with kernel 2.6.26-2-
xen-686 as hypervisor. On the hypervisor are hosted VMs with Linux Ubuntu
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2.6.24-19. These VMs run Apache 2.0 as a web server in prefork mode. For work-
load generation, httperf tool [10] is installed on client machine. In the following
experiments we deal with three VMs setup: First, Static VM, which is a vir-
tual machine initialized with 512MB of RAM and limited to 50% of the CPU
capacity. Second, Elastic VM with CPU/Memory controllers, it is a VM con-
trolled with the CPU and Memory controllers seen in equations 1 to 5, the CPU
limits of this machine is 80% of CPU capacity, and the Memory is 512MB of
RAM. Third, Elastic VM with Apache, it has the same setup of first VM except
that it is equipped with our Apache controller in addition to CPU and Memory
controllers. In all our experiments, SLO is to keep response time threshold (RT
threshold) less than 20 milliseconds.

5.1 Experimental Setup 1

In this experiment, we would like to study our Elastic VM ability to cope with
traffic change to maintain the specified SLO. To express the improvements, we
ran the same experiment onto a Static VM with similar but static resources.
As a basis of our experiments; we used dynamic web pages requests, in each
request, the web server executes a public key encryption operation to consume a
certain amount of CPU time. The step traffic initiated with the help of autobensh
tool [14], it started with 20 sessions, each session contains 10 connections. The
number of sessions increases by 10 with each load step. The total number of
connections for each step is 5000, and the timeout for the request is 5 seconds.
Throughput result from the generated web traffic is seen in figure 4(b).

Each step of the graphs in figure 4(b) represents the throughput of a specific
traffic rate, for example, in period between 0 to 210 seconds; both VMs respond
to 200 req/sec successfully without any requests loss or time-out, in this period
of time, both VMs were able to consume the required CPU capacity that copes
with coming requests. In first period, we notice in figure 4(a) how the Elastic VM
started a slow release of over-allocation CPU from the highest starting allocation
(i.e. 80%) to the predicted suitable value. This behavior of Elastic VM, allocating
resources aggressively then converging slowly to the optimum allocation, enabled
it to respond to the whole traffic rates successfully. In the other hand, the static
allocation of CPU, enabled the Static VM to respond successfully until second
780, afterwards, the Static VM’s CPU is saturated, which caused requests to wait
longer in the TCP accept queue, and consequently increased response time, this
results in a continues period of SLO violation as seen in figure 4(c). Furthermore,
some of the queued requests timed out before being served, the percentage of
timed-out requests with the corresponding traffic rate is illustrated in table 1.
The table started at 900 req/sec because there was no significant timed-out
traffic before this rate. If compared to the Elastic VM for the same high traffic
rate (i.e. 800 to 1200 req/sec), figures 4(a) to 4(c) show how the Elastic VM was
able to borrow more resources dynamically, serve more requests, maintain a low
response time, and prevent SLO violation.
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Fig. 4. Static VM vs. Elastic VM response to step traffic

Table 1. The timeout started after the Static VM received 900 req/sec

Requests rate(req/sec) Static VM (timeout %)

900 7.232
1000 15.328
1100 18.258
1200 27.772

5.2 Experimental Setup 2

In the previous experiment, we studied the ideal case where the host was able
to satisfy the Elastic VM’s need for more resources to cope with the increase of
incoming requests. In this experiment, we study the competition on the CPU
between two Elastic VMs. Unlike experiments that have been done by [6], where
each VM’s virtual CPU has been pinned into a different physical core, we pinned
the virtual CPUs of two Elastic VMs into same physical core to raise the com-
petition level. For the following experiment, the step-traffic has been run two
times simultaneously onto both Elastic VMs, one time without Apache controller
and another time with Apache controller, to clarify the benefits of Apache con-
troller usage. The first part of the experiment, illustrated in figures 5(a) to 5(c).
Figure 5(b), shows that Elastic VMs were not able to cope with the traffic rate
higher than 800 req/sec while the host committed only 50% of the CPU power



Elastic VM for Cloud Resources Provisioning Optimization 441

20

40

60

80

100
P

U
 c

on
su

m
pt

io
n 

%
VM1
VM2

0

20

40

60

80

100

0 180 360 540 720

C
P

U
 c

on
su

m
pt

io
n 

%

Time interval (sec)

VM1
VM2

(a) CPU consumption

200

400

600

800

1000

1200

Th
ro

ug
hp

ut
 (r

eq
/s

ec
)

VM1
VM2

0

200

400

600

800

1000

1200

0 180 360 540 720

Th
ro

ug
hp

ut
 (r

eq
/s

ec
)

Time interval (sec)

VM1
VM2

(b) Throughput

100

200

300

es
po

ns
e 

tim
e 

(m
se

c)

VM1
VM2

0

100

200

300

0 180 360 540 720

R
es

po
ns

e 
tim

e 
(m

se
c)

Time interval (sec)

VM1
VM2

(c) Response time

Fig. 5. Two Elastic VMs (without) Apache controller responding to step traffic

for each VM starting from second #660 as seen in figure 5(a). The reason be-
hind this fair sharing is Xen credit scheduler, during this experiment, we setup
the scheduler with the same share for running VMs. According to competition
on CPU, many requests are queued for a long time causing high response time
and continues violation of SLO, as seen in figure 5(c), moreover, many other
requests are timed-out before being served as seen in second and third columns
of table 2. From the above experiments, we can conclude that Elastic VM can
improve the performance if the host has more resource to redistribute, but in
case of competition on resources, under the fair scheduling, Elastic VM (with-
out) Apache controller merely behaves as a Static VM. The previous experiment
is repeated on two Elastic VMs (with) Apache controller, figure 6(a) shows that
in spite of the limited CPU capacity (50%) available to each VM, starting from
second #660, the Apache controller do two improvements, first, the moment of
the Apache reload is a good chance for the other Apache server to have more
processing power and serve more requests as seen in figure 6(a), second, after
the reload, the Apache servers are tuned with a new MaxClients value, if this
value achieved better performance, the Apache controller will keep it, otherwise
it will continue looking for more optimum value.

5.3 Experimental Setup 3

In the following experiment, we test our system against more real world demand
traces traffic. For this purpose, we generate the same traffic described in [8].
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Fig. 6. Two Elastic VMs (with) Apache controller responding to step web traffic

The parameters of the generated workload are described in table 3 according to
”WAGON” [9] benchmark, however, the session rate is selected to have uniform
distribution, this enabled us to run the same traffic one time (without) Apache
controller, and another time (with) Apache controller, to investigate Apache
controller behavior under real workload. For both parts of the experiment, we
used the same Elastic VMs described in section 3. First part of this experiment
has been started by directing simultaneous instances of the generated traffic to
the co-located Elastic VMs. Both Elastic VMs in this part of the experiment are
running (without) Apache controller for 15 minutes. As seen in figure 7(a), there
is a competition on the CPU power from the first run of the experiment until
the 60th second, as a result, the percentage of timed-out requests for VM1 and
VM2 were 12.7% and 15.5%, while the percentage of SLO violations are 18.6%
and 17.5% as seen in first and second columns of table 3. Along the remaining
run of the experiment, there was no competition on the CPU, and Elastic VM1
was able to consume more than 50% of the CPU power in periods from 120 to
180, and from 300 to 360 to keep the response time within the determined value.

In the second part of this experiment, Apache controller has been run in par-
allel to CPU and Memory controllers. As seen in figure 8(a), the competition on
CPU at the beginning of the experiment triggered Apache server tuning in both
machines, as a result, Apache server at VM1 is reloaded one time at second #5
with MaxClients=160, and another time at second #30 with MaxClients=170,
while Apache server at VM2 is reloaded at second #30 with MaxClients=160.
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Table 2. Two Elastic VMs (without) Apache controller vs. two Elastic VMs (with)
Apache controller responding to step traffic

VM1 VM2 VM1 VM2

(req/sec) Timeout requests(without) Timeout requests(with)

800 4.0% 0% 0% 0.2%
900 13.3% 23.8% 8.8% 8.2%
1000 20.5% 23.2% 16.52% 17.0%
1100 25.0% 35.0% 21.0% 22.0%
1200 31.0% 37.0% 26.2% 27.8%

SLO violation(without) SLO violation(with)

23.9% 26.4% 14.7% 16.8%

Table 3. Workload parameters

Parameter name Distribution Parameters

SessionLength LogNormal Mean=8, sigma =3
BurstLength Gaussian Mean=7, sigma=3
ThinkTime LogNormal Mean=30, sigma=30
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Fig. 7. Two Elastic VMs (without) Apache controller responding to more realistic
traffic

The benefit of application tuning is illustrated in figure 8(b), instead of con-
tinues violation of SLO seen in figure 7(b) starting from the beginning of the
experiment until second #60, SLO violation is limited to second #30 with the
help of Apache controller. The timeout traffic and SLO violation of the com-
plete run of the second part of the experiment is illustrated in third and fourth
columns of table 4. First and second columns of table 4 show a small reduc-
tion in the percentage of the timed-out requests, but a significant reduction in
percentage of SLO violation in case of Apache controller usage.
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Fig. 8. Two Elastic VMs (with) Apache controller responding to more realistic traffic

Table 4. Two Elastic VMs (without) Apache controller vs. two Elastic VMs (with)
Apache controller responding to more realistic generated traffic

VM1 VM2 VM1 VM2

Timeout requests(without) Timeout requests(with)

12.7% 15.5% 11.5% 13.8%

SLO violations(without) SLO violations(with)

18.6% 17.5% 13.3% 13.1%

The above results prove that running our Apache controller, in parallel to
CPU/Memory controllers, reduces SLO violation and improves application per-
formance for both synthesized and more real generated traffic.

6 Conclusions and Future Work

In this paper, we have presented an implementation for elastic system architec-
ture for optimizing resources consumption in consolidated environments. Our
system includes three controllers CPU, Memory, and Application running in
parallel to preserve the intended SLO. We have evaluated our system in a real
Xen based virtualized environment; the experiments show that using Applica-
tion controller maintains the performance and mitigates SLO violation and the
timeout requests.

Our immediate future work will include analyzing more applications such as
database and their optimization feasibility in such dynamic resources alloca-
tion environment. The analysis will consider analytical models such as queuing
analysis. We will also extend our work to be integrated with other resource man-
agement schemes like ”VM migration” and ”running multiple instances” while
considering both performance and security as priorities.
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Abstract. With the ever increasing growth of cloud computing and the
resulting outsourcing of data, concerns of data integrity, security, and
privacy are also on the rise. Among these, evidence of data integrity,
i.e., being tamper-evident and current, seem to be of immediate con-
cern. While several integrity techniques currently exist, most result in
significant overhead at the database owner site. For clients with large
databases, these are not viable solutions. In this paper, we propose a
computationally efficient alternative—database integrity with Bloom fil-
ters. We focus both on the tamper-evidence and freshness properties of
the database as well as completeness of query results. We propose two
schemes for integrity enforcement—first using aggregates signatures and
second using authenticated data structures. We provide detailed analysis
and experimental results to prove their efficiency and correctness. The
results are compared with the traditional security hash functions such
as SHA-1 and are shown to be computationally efficient. We have also
implemented the schemes on multiprocessor systems which show further
reduction in the execution time. Our results clearly demonstrate the fea-
sibility and efficacy of employing Bloom filters to enforce integrity for
outsourced databases in cloud environments.

Keywords: bloom filter, data integrity, hashing, parallel processing,
outsourced databases, aggregated signatures, authenticated data
structures.

1 Introduction

Data integrity has been an essential requirement of many systems in both data
communication and data storage. For example, parity checking, error detection
codes, and error-correction codes have long been employed in data communica-
tion [1]. CRC or Cyclic Redundancy Check is one such code used as a checksum
in communication protocols [2]. Memory-style parity as well as hashes have been
used in main memory technologies to ensure integrity [3]. Similarly, systems such
as RAID have proposed several ways to store the parity corresponding to each
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disk block to detect/correct any integrity violations [4]. However, in each of these
cases, the threat model consisted of accidental corruption of data rather than
intentional tampering [1,2,3,4].

Today, with the availability of higher network bandwidths, cloud computing
seems to be the fastest emerging technology in the IT industry [5]. In addition to
several private clouds, companies such as Google, Microsoft, and Amazon offer
these services to the public at low cost. The rate at which data is being collected
by data owners (e.g., NASA) is also growing [6]. This has resulted in increasing
data and process outsourcing to the clouds. However, a database owner who
intends to outsource its database has several concerns regarding data integrity,
security, and privacy. In terms of data integrity and freshness the concerns of
the owner are:

1. How can the cloud server assure that the database has not been tampered
with(tamper-evident)?

2. How can the server ensure that all the relevant results for a database query
are returned and nothing is omitted (completeness)?

3. How can the cloud server guarantee that all update transactions (e.g., inser-
tions, deletions, updates) sent to it have been carried out?

4. In case a database relation has been found to be tampered with or found to
be out-of-date, can the owner recover it?

5. In case, the database owner is different from the database user, how can
the database user be assured that the provided query results have not been
tampered with, complete, and current?

Several techniques have been proposed in literature to address these issues. In
this paper, we focus mainly on issues 1-3. In particular, we focus on integrity at
tuple-level in each database relation.

In this paper, we propose two novel methods for enforcing database integrity,
both employ Bloom filters, a space-efficient probabilistic data structure that
is used to test whether an element is a member of a set [11]. Bloom filters
are in use in several systems such as Googles Bigtable [12], high-speed traffic
measurement [13], data aggregation in wireless sensor networks [14], network
forensics for IPTraceback [15], and P2P security [16]. Here, we use Bloom filters
to replace the individual hashes of each tuple and also the aggregated hashes
to ensure integrity. Structure of Bloom filter also easily lends itself to parallel
implementation using shared memory programming [17]. In fact, we show that
parallel Bloom filters further reduce the execution time at the client during the
integrity verification of query results.

The paper is organized as follows. In section 2, we briefly summarize the
current work in data integrity. Section 3 describes the proposed methods. in
section 4, we summarize results from our analysis and simulation experiments.
Finally, section 5 concludes the paper with the contributions of this paper and
our plans for future extensions to the work.
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2 Related Work

The existing work in integrity of outsourced databases can be broadly classified
into three types: (i) Methods which use Aggregated signatures ; (ii) Methods using
Authenticated Data Structures ; and (iii) Methods that are based on inserting
dummy/fake tuples into the relations of a database. Here we will not discuss
methods of type (iii) because even with 20% of the tuples being fake, there is a
probability of 0.5 that the server can successfully delete up to 10 tuples [18] and
go undetected.

Mykletun et al [19] proposed a method which uses aggregated RSA signatures
to verify the integrity of relational databases supporting only select type of
queries. In this method, the owner initially computes the hash of every tuple by
concatenating all the attributes as a string, encrypts the hash using his private
key and stores this encrypted hash as one more attribute in the relation. The
owner then outsources the data. So whenever any client requests a query, the
server has to compute the result as well as some verification tokens for the client
to verify the result. Sending all the encrypted hashes of each tuple in the result
will do the job, but that requires lots of computation at the client. The client has
to decrypt each hash, which involves a costly exponentiation operation. Instead,
the server computes the query result and computes the aggregated signature for
it by multiplying the encrypted hashes for all the tuples in the result. This is
called Condensed-RSA. So the client has to decrypt only the aggregated signature
and multiply each locally computed hash. This is advantageous as multiplication
is a cheaper operation than exponentiation.

Tampering in any of the tuple will result in a mismatch of the aggregated
signature computed locally and the one sent by the server thereby proving cor-
rectness. But the server can omit some of the tuples in the result and also
exclude them in the calculation of the aggregated signature which compromises
completeness. So an improvement to this was proposed in [20] where the hash
inserted in each tuple is the hash of the string formed by concatenating the pre-
vious tuples and the current tuple. Here it is assumed that the queries involve
only select operation on a particular attribute and the tuples are arranged in
the ascending order with respect to that attribute. With this mechanism, if the
server omits any tuple in the result, it will corrupt the hash of the next tuple
which in turn corrupt the aggregated signature.

The above mentioned methods belong to the first type which use aggregated
signatures. But the disadvantage with these methods is that they initially require
signing of a large number of tuples. So the set up cost is very high. Several
methods addressed this problem by using authenticated data structures [7,20,21].
This category also supports only select type of queries and the tuples are assumed
to be arranged in the ascending order with respect to the attribute used in the
select query. The authenticated data structure is a tree where each leaf nodes
represent the hashes of their corresponding tuples. The hashes at the parents
nodes are obtained by taking a hash of the contents of its children. The tree is
built this way till the root. The structure of these trees can vary from a binary
tree (called Merkle tree)[7] to more complicated B+-trees and MB-trees [20]. The
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root hash is then authenticated by the data owner’s private key. The difference
between Merkle tree, B+-tree and MB-tree is that Merkle tree is a binary tree
where each leaf node corresponds to the hash of a single tuple while in other
trees, just as their name suggests, each leaf nodes contains a set of hashes of b
consecutive tuples in a relation.

Fig. 1. Computation of the root hash using Merkle hash tree on a sorted relation with
tuples t1, t2, ..., t8 given in [7]

Fig. 1 illustrates the construction a verification object (V O) for a Merkle hash
tree. Along with the hashes of the tuples in the query result, V O contains hashes
of those nodes using which the root hash can be recomputed for verification.
For example, if the result consists of tuples t3, t4, t5, and t6, then the V O to
recompute the root node will also consist of h12 and h78. The process is similar
for other trees.

3 Database Integrity with Bloom Filters

A Bloom filter [11] is a vector of m bits, all set to zero initially. It has a set of
k hash functions, each of which can take any key as input and return an index
(0..m − 1) into the vector as output. Two operations are defined on this data
structure: (i) Inserting a character string such as a tuple of a database relation.
This is implemented by computing k hash values of the character string and
setting to 1 the corresponding bits in the vector; (ii) Querying for a string. This
is implemented by computing k hash values on the string and checking if the
corresponding bits are 1 in the m-bit vector. Due to the many-to-one nature of
the hash functions, there is a chance of getting a false positive. However, with
appropriate sizes for Bloom filters, we empirically show that the percentage of
false positives is negligibly low in the proposed methods.

In this work, we propose two methods which use Bloom filters for maintaining
integrity of the outsourced Database. The first method belongs to the class of
integrity schemes that use Aggregated Signatures. The second method belongs to
the class that use Authenticated Data Structures. We use a 32-bit Bloom filter
for the first method and a 160-bit(size of SHA-1) Bloom filter for the second
method. The methods are explained in detail below.
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Table 1. Notations used in this paper

Symbol Description

D Database with one more relations (tables)

R Relation (table) in a database

Ai The ith attribute in a relation. R(A1, A2, .., An) represents a relation with n attributes

ri The ith tuple (record) in a relation (table)

ai Value of ith attribute in a relation

h Hash function (generally SHA-1)

bf Bloom filter

ebf Encrypted Bloom filter

ASigS Aggregated Signature computed by server

ASigC Aggregated Signature computed by client

‖ Concatenation operation

∨ Bitwise OR operation

Q Query

RQ Result of query Q

S Server to which the database is outsourced

O Owner of the database

C Client who can query the database at the server

Tm(x), TOR(x) Time to multiply and compute OR of two vectors of length x, respectively

Th(x), Tbf (x) Time to compute hash and Bloom filter, respectively, on input of length x

3.1 Aggregated Signatures with Bloom Filter

This scheme, like most others in literature, assumes static databases with range
queries on a single attribute. The table underlying a relation is assumed to be
sorted in the ascending order of that single attribute. Both assumptions are in
accordance with other work in the literature [18,19,20]. This method assures
tamper-evident property for a relation and the completeness property for query
results. Since it only handles static databases, the freshness guarantee does not
arise [19,20]. We now describe the scheme in terms of the steps taken by the
data owner to store a database, for a server to execute a range query, and for a
client to verify the query results. We discuss each of these steps with an example.
Consider a relation Ri(A1, A2, .., An) with n attributes and p tuples.

Step 1: Data owner outsources the database to a cloud server
For each relation in the database, the data owner performs the following proce-
dure.

(i) Computes Bloom filter for each tuple (record) ri, bfi.
(ii) Computes the modified Bloom filter by bit-wise ORing bfi with bfi−1. In

other words, mbfi=(bfi−1 ∨ bfi). For the very first tuple, a special initial
Bloom filter (IBF) such as the initialization vector (IV) used in most crypto-
graphic schemes could be used. Alternately, a dummy tuple could be added
as tuple zero with mbf0 = bf0. As discussed later, including previous tuple’s
Bloom filter in the current one helps to guarantee completeness of a query.

(iii) Encrypts mbfi using owner’s private key forming embfi. This is added as
an additional attribute in the ith tuple.

(iv) The relation is now outsourced to the server. The data owner keeps no
information locally.
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The primary computation cost involved here is the cost of computing bfi for
each tuple and hence is proportional to the size of the database being outsourced.
At each step, we only need to compute bfi, since bfi−1 from the previous tuple
is already available. These are simply bit-wise ORed. This is quite inexpensive
compared to other methods that use hash values and compute the new hash as
hash(hash(ri−1)||hash(ri)). In other words, first compute the hash of individ-
ual tuple, then perform a second hash with concatenated hashes. The resulting
efficiency is shown in section 4.1.

Step 2: Server receives a query either from the data owner or from a
client
On receiving a query, the server executes the following procedure.

(i) Server executes the range query resulting in a range of tuples from a relation.
(ii) For the selected range of tuples, server computes the product of the embf

attribute. This is referred to as the aggregated signature for the query. In
other words, it computes ASigS =

∏
embfi.

(iii) Server sends the selected tuples and the aggregated signature to the re-
quester. In addition to these, for verification purpose, it also sends two
tuples that are just outside the range: one that is adjacent to the lower
bound and another one adjacent to the upper bound. For example, if the
range consists of tuples in the age range of 30-45, with tuples both of age 30
and 45 selected, the special tuples could be one with age 29 (for example)
which is adjacent to the first one with age 30, and the one with age 47 (for
example) which is adjacent to the one with age 45 in the underlying table
of the relation. The two additional tuples, as shown later, are needed to
verify if the tuples have been tampered with as well as to know if all tuples
have been sent.

The computation cost involved here is the cost of multiplying all the bfis and is
the same as that for other methods.

Step 3: Query requester (data owner or a third-party client) receives
the query results and verifies
In this step, the entity that sent the query validates the results following the
below procedure.

(i) Requester recomputes mbfi for each of the received tuples. For the very
first tuple in the range, it uses the one of the two additional tuples received
to compute its mbf .

(ii) It determines the product of all the mbfi resulting in pmbf =
∏

mbfi.
(iii) It decrypts the AsigS sent by the server using the public key of the owner.

If the requester is the data owner, there is no problem since it knows both
the keys. Otherwise, there should a mechanism for distributing the public
key of the owner securely to all its clients. This process is beyond the scope
of this paper and here. We assume that the owner has a way of distributing
its public key to its clients.



452 T. Aditya, P.K. Baruah, and R. Mukkamala

(iv) It now checks for tampering. If pmbf = decrypt(AsigS), then there is no
tampering. This works due to the homomorphic property of the encryption
[22]. Else, there is some tampering or damage.

As in step 1, in this step we save computation time when calculating the indi-
vidual hashes. Another added advantage here is that the aggregated signature is
computed by multiplying 32-bit Bloom filters rather than 160-bit SHA-1 hashes,
which brings down the computation overhead at the client drastically. The re-
sults are shown in section 4 which also discuss the accuracy of this method. If
there are p tuples in RQ and the average length of each tuple is l, then the total
cost of verification is given by the equation

V er Costbf = p ∗ (Tbf (l) + TOR(32) + Tm(32)) (1)

while in the methods which use SHA-1, the cost is given by

V er Costh = p ∗ (Th(2 ∗ l) + Tm(160)) (2)

So the computational advantage of the proposed method is obvious.

3.2 Authenticated Data Structures Using Bloom Filters

This method uses authenticated data structures. As before, it supports range
queries on a single attribute. Unlike the first method, this method supports
dynamic databases. As shown later, it meets freshness, tamper-evident, and
completeness criteria. The proposed use of Bloom filters in this method is an
improvement over any of the methods which used authenticated data structures
[7,20,21]. But for simplicity, in this paper, we will use Merkle hash trees. How-
ever, the method, the procedures, and the conclusions are valid for other data
structures such as B+-trees and MB-trees.

Here, for a given relation, the leaf nodes of the corresponding Merkle tree are
160-bit Bloom filters of the corresponding tuples in the relation. It is assumed
that all the leaf nodes are arranged in the ascending order with respect to the
attribute used in the select statement of the query. To keep the false positive rates
of the Bloom filters under acceptance threshold, we define MAX BF LEV ELS
as the number of levels in the tree till which we treat the 160-bit vector as a
Bloom filter. After this level, the 160-bit vector will be treated as a SHA-1 hash
value. We describe the method in the following steps.

Step 1: Data owner outsources the database to the server
For each relation in the database, the data owner executes the following
procedure.

(i) For each tuple in the relation, a Bloom filter bfi is computed. Unlike the
previous aggregated signature method, there is no need to further compute
a modified Bloom filter. Further, it does not insert the computed Bloom
filter as an attribute in the tuple.
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(ii) A tree similar to the Merkle tree is now built for the relation. The tree
starts with the individual tuple Bloom filters as the leaf nodes.

(iii) The nodes at levels on top of the leaf nodes are built by bitwise-ORing of
the child nodes. This is similar to inserting multiple strings into a single
Bloom filter.

(iv) Step (iii) is repeated until a chosen MAX BF LEV ELS is reached. This
is due to the special characteristics of the Bloom filter where false positive
rates would increase as the number of strings inserted into a single Bloom
filter increases. Thus, we limit this type of node generation only until the
false positive rate is below an acceptable threshold.

(v) Above the MAX BF LEV ELS, the nodes are created by hashing tech-
niques suggested in literature [19] where a parent node is created by hashing
the concatenation of the child nodes hashes. This is repeated until the root
node is created.

(vi) Finally, the owner encrypts the root value with its private key (or a special
secret key). It either stores it locally or publishes it at well-known directo-
ries.

(vii) The data owner outsources the relation and the authenticated tree to the
server for storing.

The computational cost for this step consists of calculating the Bloom filter for
every tuple and building the authenticated tree.

Step 2: Server receives a query either from the data owner or by a
third-party client
When a range query is received by the server, it performs the following procedure.

(i) Server executes the query resulting in a range of tuples from a single relation.
(ii) For this range of tuples, it selects that part of the authenticated tree that

is required to derive the root node of the authenticated tree assuming that
the leaf nodes corresponding to the selected tuples are already available.
For example, in Fig. 1, if tuples t3-t6 have been selected in the range, then
the portion of the tree that will be selected is h12 and h78. With t3-t6,
the requester can compute h34 and h56. With h34 and h12, it can compute
h1; using h56 and h78, requester can compute h2. From h1 and h2, it can
compute the root. The selected portion of the tree is referred to as the
verification object or V O. In this example, V O consists of {h12, h78}.

(iii) To verify completeness, as in the previous method, the server sends two
additional tuples outside the range: one that is adjacent to the lower bound
and another one adjacent to the upper bound. Server send the selected tuples
in the range, the verification object, and the two additional tuples to the
requester.

Step 3: Query requester (data owner or a third-party client) receives
and verifies the results

The query requester now verifies the results using the following procedure.
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(i) For the tuples in the range, it computes the Bloom filters.
(ii) Using the individual tuple Bloom filters, it builds part of the authenticated

tree.
(iii) It completes the tree using the verification object received.
(iv) Finally, it computes the root node. If it is the data owner, it can directly

decrypt the published value(or locally stored value) of the root and check
if it matches with what was computed . If it is a third-party client, as
discussed earlier, we assume that the server has a mechanism to distribute
the keys to its clients for decryption of the root. Otherwise, the client will
request the data owner for decrypted root value and then verifies with the
locally computed value. A match indicates no tampering while a mismatch
indicates a problem. Similarly, using the two additional tuples sent, and the
fact that the roots matched, it can verify completeness of the query results.

Step 4: Data owner updates a relation
Since this method handles dynamic databases, it is possible for a data owner
to later modify a relation by addition, deletion, or update of tuples. For this, it
follows the following procedure.

(i) The data owner obtains the authenticated tree from the server.
(ii) For additions, for each added tuple, it computes a Bloom filter and inserts

it into the corresponding position at the leaf level in the authenticated tree.
(iii) For each deleted tree, it removes the corresponding leaf from the leaf level

of the authenticated tree.
(iv) In case the attribute for which this method is designed is updated, then

the old leaf node needs to be deleted and a new recomputed Bloom filter
with the modified value needs to be inserted at the right position in the
authenticated tree.

(v) It now rebuilds the authenticated tree, encrypts and publishes the new root.
It sends the rebuilt authenticated tree along with the update operations to
the server.

For all the levels below the MAX BF LEV ELS, time taken for computing
the 160-bit vector at each parent is TOR(160) while other methods in the same
category require a cost of Th(320). Obviously, the cost of bit-wise ORing is
much chapter than the expensive operation of hash operations in SHA-1. This
efficiency is reflected in the results presented in the next section.

4 Results

In order to determine the efficacy of the proposed two methods for integrity of
outsourced databases, we have conducted several experiments. In addition, we
have also analyzed the methods for their computational and storage efficiency.
The results are summarized below for each method.
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4.1 Results for Aggregated Signatures Using Bloom Filters

A. Space requirements at the client
Compared to the secure hashes in use today, Bloom filters require much less
space. For example, SHA-1 produces a 20-byte message digest, SHA-2 produces
either 32-byte or 64-byte secure hashes, and MD5 produces a 16-byte hash value
[22]. On the other hand, the Bloom filters that we consider for this method use
4-byte filters which are far smaller than the secure hashes.

B. Number of hash functions and accuracy of 32-bit Bloom filter
Let us now look at measuring the efficacy or accuracy of a Bloom filter. For
a correct operation, if a server tampers with the data, the Bloom filter of the
corrupted data should not match with the original Bloom filter (when verified
by the data owner or other clients). If a tampered tuple’s Bloom filter matches
with the computed hash, then we refer to it as a false positive. So the accuracy
of the Bloom filter can be measured by the number of false positives obtained
for various corrupted blocks. Since the Bloom filter uses a set of hash functions
internally, the false positive rate of a Bloom filter is dependent on the uniqueness
of each hash function as well as the number of hash functions. While too few
hash functions are inadequate to capture the data, too many hash functions over
capture it and there is a danger of setting too many bits in the Bloom filter.

We tried to find the optimal number of hash functions by varying the number
of hash functions used in the Bloom filter and each time testing its accuracy
using a billion tuples. Figure 2(a) shows these results. For example, it may be
noticed that with 6 or 8 hash functions for a Bloom filter, the accuracy is as
high as 99.9999% or almost 100%. We use 12 hash functions with 32-bit Bloom
filters throughout the experiments discussed in this paper for this method.

C. Computational overhead at the client
As discussed in section 3.1, during the verification phase, the time taken to
compute the Bloom filter for every tuple (with average tuple length of l bits)
is Tbf (l) + TOR(32) while the time taken to compute a hash for every tuple
is Th(2 ∗ l). we have measured the time time taken to compute the individual
hashes as well as Bloom filters. Figure 2(b) shows that the Computation time is
less by using Bloom filters when compared to SHA-1. For example, for a relation
with 5000 tuples, SHA-1 takes 180 milliseconds while the proposed method using
Bloom filter takes only 100 milliseconds.

Equations 1 and 2 in section 3.1 give mathematical representation of the time
taken to compute the aggregated signature using Bloom filters and hashes re-
spectively. We measured the time taken to compute the aggregated signatures
using both the methods for various number of tuples. In Figure 2(c) the upper
curve represents the time taken by SHA-1 and the lower curve represents the
time taken by Bloom filter. It clearly shows a drastic reduction in computation
overhead at the client when using Bloom filters. With 10,000 tuples in a rela-
tion, SHA-1 takes approximately 11 milliseconds while our method takes only 3
milliseconds.
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D. Parallel Implementation
When high data throughput is required by client applications, it is important
that the integrity technique does not become a bottleneck in providing such
service. For this reason, we started looking into ways to parallelize the hash
function evaluation inside Bloom filters. Bloom filter internally uses a set of
independent hash functions. So one trivial way to improve the execution time
is to allocate different hash functions to different threads when computing the
Bloom filter for a single tuple. We have used dual core and quad core systems
using Open MP [17] as the computation platform. Fig. 2(d) and 2(e) summarize
the results for Bloom filter of 32-bit size with 12 hash functions using dual core
(2 *2 GHz) and quad core (4 * 2.83 GHz) Intel processors using 106 tuples. Here,
the X-axis shows the number of threads and the Y-axis indicates the execution
time for computing hashes for all one million tuples. Since it is dual core, the
performance improvement beyond 2 threads is insignificant. Similarly, in the
quad core, performance improvement beyond 4 threads is insignificant. Fig. 3(f)
summarizes the executions times. The 32-bit Bloom filter with Quadcore has the
smallest execution time.

4.2 Results for Authenticated Data Structures Using Bloom Filters

Here, we summarize the results for the proposed authenticated data structure
method with Bloom filters.

A. Computational Overhead at the Client
We used 160-bit Bloom filters with a set of 12 hash functions. Fig. 3a shows the
time required to compute the Bloom filters of individual tuples compared to
that of SHA-1. Since it uses 12 hash functions internally, when given the input
of the same length, the computation time for Bloom filter is more than that
of SHA-1. Since the hash functions used in the Bloom filter are simple hash
function with just an index into the array as output, the difference is not 12
times that of SHA-1. Unlike SHA-1, Bloom filter can lend itself easily to parallel
implementation. We can see in Fig. 3(a) that the parallel implementations
of Bloom filter on Core2duo and Quadcore systems makes the computa-
tion time lesser than that of SHA-1. For example, while SHA-1 takes about
49 seconds, for the same tuples Bloom filter with Quadcore takes only 25 seconds.

B. Computation Overhead for Building the Authenticated Data Structure
For all Nodes in the levels below MAX BF LEV ELS, the time taken to
compute the 160-bit vector is TOR(160) which is very small compared to
Th(320). So the total time taken to build the tree is inversely proportional to
MAX BF LEV ELS. We have measured the time taken to build the tree for
65,536 tuples (216) by varying the number of MAX BF LEV ELS. Fig. 3(b)
shows this result. If we consider the total time taken to calculated the hashes
and then build the tree of 65,536 tuples, SHA1 takes 0.8 seconds while using
parallel Bloom filter(on quadcore) and a MAX BF LEV ELS of 5 it takes
only 0.28 seconds.
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. (a)Number of hash functions and and Accuracy of a 32-bit Bloom filter (b)Time
taken to compute SHA-1 hash and Bloom filter (c) Time taken by the client to compute
the aggregated signature using SHA-1 hashes and Bloom filters for varying number of
tuples (d)Computation time with varying number of threads on a Dual core (2*2GHz)
Intel processor (32-bit BF with 12-hashes, 1 Million tuples) (e)Computation time with
varying number of threads on a Quad core (4*2.83 GHz) Intel processor (32-bit BF
with 12-hashes, 1 Million tuples) (f) Computation time of Serial and Parallel imple-
mentations of Bloom filter using 5000 tuples



458 T. Aditya, P.K. Baruah, and R. Mukkamala

(a) (b)

(c)

Fig. 3. (a)Computation time of SHA-1, Serial and Parallel implementations of Bloom
filter using 5000 tuples (b)Computation time building a tree of 65,356 tuples with
varying number of MAX BF LEV ELS (c)Accuracy of the 160-bit Bloom filter(12
hash functions) with varying number of inserted tuples

C. Optimal Value of MAX BF LEV ELS
It is very clear from the above results that larger the value of
MAX BF LEV ELS, more is the reduction in computation time. Taking a bit-
wise OR of the two 160-bit vectors at level is equivalent to inserting to messages
into the same Bloom filter (as discussed in section 3). For example, at level 2
this is equivalent to inserting 4 tuples into the same Bloom filter. Accordingly, at
level x, the number of insertions is 2x. Since higher number of insertions into the
same Bloom filters has the risk of increasing its false positive rate, we attempted
to find an optimal value for MAX BF LEV ELS. Thus, we calculated the ac-
curacy of the 160-bit Bloom filter for 1 million tuples by varying the number of
insertions into the Bloom filter. Fig. 3(c) shows that the accuracy is very high
until 64 insertions (for 160-bit Bloom filter) and falls to low values after this.
We chose the optimal value for MAX BF LEV ELS as 6 (26 = 64).
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From these results, it is clear that the proposed methods are superior to
existing methods and are much more amenable for parallization and hence better
performance under multicore systems.

5 Conclusion and Future Work

In this paper, we have investigated the feasibility and efficacy of employing
Bloom filters for integrity assurance of outsourced databases in cloud environ-
ments. Here, we discussed some of the existing methods for data integrity and
explained their large computational demands on the data owner and clients. Our
methods of employing Bloom filters greatly reduce this overhead.

In the first method, we used Bloom filters for computing the aggregated sig-
natures which greatly reduced the time required for multiplying the hashes to
compute the aggregated signature. In the second method, we employed Bloom fil-
ters for building authenticated data structures to ensure Integrity. This reduced
time taken to build the authenticated tree by a large magnitude. In order to fur-
ther reduce the computational overhead due to multiple but independent hash
function evaluations inside Bloom filters, we have implemented these schemes on
dual core and quad core systems using OpenMP shared memory platform. The
experiments clearly show the advantage of using multiprocessor systems for these
applications. These are especially relevant in high-throughput environments.

In future, we plan to extend our work in three directions. First, we plan
to investigate better ways to parallelize and minimize the execution times for
Bloom filters in multicore systems. Second, we plan to improve on the methods
to further reduce computational overhead. Third, we plan to work towards more
complex queries.
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Abstract. There is an urgent need to develop new text mining solutions to 
tackle exponential growth in text data. Problem sizes are increasing day by day 
by due to the addition of new text documents. Grid aware text mining is one of 
the solutions for knowledge extraction from such large volume of text. Part of 
speech (POS) tagging is an important preprocessing task in text mining. But 
tagging algorithms working on a very large document collection take very long 
time on conventional computers to produce results. In this paper we present a 
framework for parallel implementation of part of speech tagging for text mining 
using grid computing. Globus Toolkit, which is a middleware for scientific and 
data intensive grid applications, is used for developing this framework in grid 
environment. Experimental results show that this model significantly reduces 
the part of speech tagging time for text mining. This model can be integrated 
into grid-based text mining tool, helping to improve the overall performance of 
the text mining process.   

Keywords: Part of Speech tagging, Grid computing, Text mining, Globus 
Toolkit.  

1   Introduction 

Due to the continuous growth in the volume of available electronic data, automatic 
knowledge discovery techniques become necessary in order to manipulate huge 
amounts of data. Huge amounts of numerical data and countless pages of text are 
produced every day, in the academic or enterprise fields, documenting projects, ac-
tions or ideas. All the knowledge expressed in structured or unstructured form repre-
sents the most important property of an institution, either competitive advantage for 
companies or the availability of concepts and ideas for the academia. Text mining 
aims at extracting implicit knowledge from a collection of texts and documents [1]. 
The enormous amount of information stored in unstructured texts cannot simply be 
processed by computers which typically handle text as simple sequences of character 
strings. Text mining is a relatively new practice derived from Information Retrieval 
(IR) [2, 3] and Natural Language Processing (NLP) [4]. The strict definition of text 
mining includes only the methods capable of discovering new information that is not 
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obvious or easy to find out in a document collection, i.e. reports, historical docu-
ments, e-mails, spreadsheets, research papers and others.  

Nowadays, when the information overload is a big problem, knowledge discovery 
algorithms applied on very large text document collections can help to solve numer-
ous problems and as text is still a premier source of information on the web, the role 
of text mining is crucial. Although text mining applications are data independent, 
handling of large text data is an issue when full text data is considered due to the 
problem sizes in consideration. Each of the steps in the text mining pipeline adds fur-
ther information to the initial raw text and data size increases as processing pro-
gresses. Text mining algorithms working on a very large document collection take 
very long time on a conventional computer to get results.  

Motivation of this work is to use the Grid computational capabilities to solve text 
mining tasks. This work is the first step towards creating a general text mining 
framework to enable large scale text mining. The aim is to create a suite of text min-
ing applications based on state-of-the-art text mining approaches that exploit a num-
ber of Grid architectures in order to process and handle terabytes of text in reasonable 
time.  

The initial work focuses on the development of framework for parallel POS tag-
ging using Grid environment. The framework developed is portable as it is based on 
the grid environment, which includes heterogeneous systems. However, scaling to a 
larger number of processors, data and work distribution will be an issue and more 
sophisticated load distribution models will need to be investigated. Due to the un-
structured nature of the data available, this will become a major issue. In this work, 
we are laying the foundations towards a parallel text mining framework which should 
enable processing enormous amount of text in acceptable time. The paper presents 
and discusses the associated challenges. 

The remainder of this paper is organized as follows: Section 2 gives an overview of 
part of speech tagging, grid computing and Globus toolkit. Section 3 focuses on system 
design of the framework. In section 4 we provide implementation details and the exe-
cution environment for POS tagging. Section 5 describes the experimental setup and 
results. And finally, section 6 concludes the work and discusses future possibilities. 

2   Background 

2.1   Part of Speech Tagging 

Part of Speech tagging is one of the pre-processing tasks of text mining. In corpus 
linguistics, part-of-speech(POS) tagging, also called grammatical tagging or word-
category disambiguation, is the process of marking up the words in a text (corpus) as 
corresponding to a particular part of speech, based on both its definition, as well as its 
context —i.e. relationship with adjacent and related words in a phrase, sentence, or 
paragraph [20]. A simplified form of this is commonly taught to school-age children, 
in the identification of words as nouns, verbs, adjectives, adverbs, etc. Part-of-speech 
tagging is harder than just having a list of words and their parts of speech, because 
some words can represent more than one part of speech at different times, and be-
cause some parts of speech are complex or unspoken. It is not rare in natural  
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languages (as opposed to many artificial languages), that a large percentage of word-
forms are ambiguous. For example, "dogs", which is usually thought of as just a plu-
ral noun, can also be a verb, e.g., “The sailor dogs the hatch.” In order to carry out 
noise free information extraction, the very basic step is POS tagging which must be 
performed with high precision. The precision of POS tagging not only directly affects 
the performance of pattern based approaches but also influences the accuracy of pars-
ing, which in general uses the POS tags on the words as a part of the input. 

For documents like newspaper articles, research papers etc., there are many publi-
cally available tools for part of speech tagging. Each tool is specifically trained on a 
particular kind of text. POS tagger trained on newspaper articles will not necessarily 
work well on biomedical documents because the characteristics of biomedical text are 
considerably different from those of newspaper articles [7, 8]. 

All these years, work has been done on improving the accuracy of part of speech 
tagger, but still so far, little attention has been devoted to make it handle large amount 
of data efficiently. Due to the large quantity of documents and computationally inten-
sive nature of POS tagging task, preprocessing takes too much time in text mining. In 
order to reduce the time spent in pre-processing we distribute the POS tagging on a 
grid environment.  

2.2   Grid Computing and Globus Toolkit 

A grid is a geographically distributed computation infrastructure composed of a set of 
heterogeneous machines, often with separate policies for security and resource use, 
which users can access via a single interface. Grids therefore, provide a common re-
source access technology and operational services across widely distributed virtual 
organizations composed of institutions or individuals that share resources. Today 
grids can be used as effective infrastructures for distributed high-performance com-
puting and data processing. 

In this work we use the Globus Toolkit 4 (GT4) [9], which is a widely used mid-
dleware in scientific and data-intensive grid applications, and is becoming a standard 
for implementing grid systems. The toolkit addresses security, information discovery, 
resource and data management, communication, fault-detection, and portability issues 
in the grid environment.  

The Globus Toolkit provides a number of components for performing data man-
agement. Data management tools (GridFTP, RFT, RLS) are concerned with the loca-
tion, transfer, and management of distributed data [10]. GridFTP protocol provides a 
secure way to transfer data in a grid. RFT (Reliable File Transfer) is a Web Services 
Resource Framework (WSRF) [11] compliant web service for managing multiple data 
transfers. The Replica Location Service (RLS) [12] maintains and provides access to 
mapping information from logical names for data items onto target names. These tar-
get names may represent physical locations of data items, or an entry in the RLS may 
map to another level of logical naming for the data item. The RLS is intended to be 
one of a set of services for providing data replication management in grids. In addi-
tion to these components, the LIGO Data Replicator (LDR) [13, 14] will be used. 
LDR is a collection of some components provided by the Globus project with some 
extra logic to pull the components together. This minimum collection of components 
is necessary for fast, efficient, robust, and secure replication of data. The Globus 
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components included are: GridFTP, Globus Replica Location Service (RLS) and a 
metadata service developed by the LDR team, based on a prototype Globus Metadata 
Catalog Service (MCS) [15] for organizing useful information about the data files 
pertaining to when and where the data should be replicated. 

3   System Design  

Steps in the text mining pipeline add further information to the initial raw text and 
data sizes increase as processing proceeds throughout the whole process. The data 
generated after every step is either saved to disk to be used in the future or passed to 
the next step for further processing. Our framework focuses only on the data parallel 
approaches since task parallel approaches in this area do not provide the desired 
speed-up [17]. Dynamic work distribution approaches, master/slave models (particu-
larly task farming approaches) would appear to be ideally suited for use on supercom-
puting and grid resources by employing data parallel approaches to process  
unbalanced data sets (the length and structure of the sentences is not known before 
processing starts) [18, 19]. Furthermore, the I/O requirements of each stage and I/O 
usage will need to be balanced in order to achieve the optimum outcome. Therefore, 
in this work we are applying a master slave approach to parallelize part of speech tag-
ging process. 

 

 
Fig. 1. Master Slave approach to parallelize POS tagging process 

 
Fig. 2 shows the framework for parallel part of speech tagging on a grid model. 

The grid user log into the grid by means of a Portal accessible from the user’s work-
station and submit jobs to it. The grid user owns a grid certificate, which provides 
user the grid credentials [16] to log into the grid and submit jobs to it, which is done 
by means of a Portal, accessible from the user’s workstation. The user can access his 
documents or public documents that are stored in the grid. He submits to the Portal 
information about the documents that will be tagged to the Portal (1). The Portal uses 
the LDR queries to find out whether there is a local copy of the documents, and if not 
RLS tells the Portal where the documents are in the grid (2). Then the LDR system 
then generates a request to copy the documents to the local storage system and  
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registers the new copy in the local RLS server. The grid nodes receive from the Por-
tal, the phases to run the tagging task (3), and using the RFT service it copies the rep-
licas of the documents from the storage to the grid nodes (4). When the tagging task is 
concluded, the Portal collects all sets of documents from each node and returns the 
result of the tagging to the user, who stores the documents in his grid account area. 

 

 
 

Fig. 2. Framework for parallel implementation of part of speech tagging 

 
Above framework is implemented in grid environment using various web services, 

which communicate with each other. Following are the web services: 

a.   Advertise Service 

The system proposed is dynamic rather than static where nodes can enter and leave 
the grid environment as they please. When a new node joins the grid, it registers itself 
to the broker by providing information about itself to broker like number of process-
ing cores, memory, disk space etc. Broker maintains index of all the active nodes in 
grid. This service is deployed on each grid client node.     

b.   Broker Service 

This service is deployed on broker machine. Broker node maintains information about 
all active nodes in grid. When user submits job on portal, broker gives him the infor-
mation about all the resources present in the grid. Accordingly job of tagging will be 
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distributed across all the grid client nodes. Broker service provides operations for in-
forming user node about resources in grid.  

c.   Tagger Service 

This service is deployed on each grid client node. This is the service which actually 
does the part of speech tagging. A part of whole dataset is tagged by each client node. 
Tagging operation is done by some already available POS tagger which will be spe-
cific for the dataset.  

d.   File Transfer Service 

The File Transfer service is a stateless service with a single operation (transfer) re-
sponsible for sending a file to the specified client node when a user submit job on the 
portal. And for sending tagged file back to the storage node.  

4   Implementation 

The first stage of this process involves tokenizing the text by splitting it into a se-
quence of single word units and punctuations. This includes splitting of hyphenation, 
parentheses, quotations and contractions, which can otherwise cause errors with POS 
tagging algorithms. In order to ensure high accuracy the tagging software used, is 
trained on annotated texts from the same domain as the target documents. With this 
process being in the early stages of the whole text mining chain any errors at this 
stage may grow cumulatively and hence it is important to have a POS tagger that is 
highly accurate. 

In this work GENIA tagger is used. The GENIA tagger analyzes English sentences 
and outputs the base forms, part-of-speech tags, chunk tags, and named entity tags. 
The tagger is specifically tuned for biomedical text. The GENIA tagger is trained not 
only on the GENIA corpus and the PennBioIE corpus [1], so the tagger works well on 
various types of biomedical documents. For information extraction from biomedical 
documents, this tagger might be a useful preprocessing tool. Medline abstracts are 
used as datasets. Detail of datasets is given in Table 1.  

Table 1. Details of Dataset 

Dataset Lines Words Characters 

Dataset1 9642050 192938020 1317747750 

Dataset2 129559448 1766364087 12220578650 

 
The parallel implementation of the POS tagger works as follows. Abstracts are 

cleaned and prepared initially and stored as an ASCII text file. Then a rule-based sen-
tence splitter is then applied on this data to separate the sentences. Each sentence is 
written to a new line and a new line is inserted between each abstract to detect the end 
of abstracts. This process is not computationally expensive and is completed in less 
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than a minute for a hundred thousand abstracts. Therefore, in order to retain interop-
erability and portability of the tools we have not integrated this into the parallel POS 
tagger implementation.  

Once the data is cleaned and prepared, the master node reads the cleaned and split 
abstracts, packs them into groups of sentences (i.e. as entire abstract). Then it asks 
broker node for the details of active slave nodes and accordingly sends them to the 
slave nodes. The master continues to read and distribute the data until it reaches to the 
end of the abstracts.  

Each slave node loads the probabilistic models that are obtained by training the ap-
plication on annotated data. Then slave nodes wait for data from the master node. 
When the slave node receives the abstract, it splits the abstract into sentences to proc-
ess on the sentences as the GENIA tagger works only per sentence. Once the process-
ing of the abstract is completed, the POS tagged abstract is then sent back to the  
master node. The slave process continues processing the next abstract without waiting 
for the completion of the send process. 

5   Results and Discussion 

To test this framework a small test grid is made. A heterogeneous grid environment is 
created by using nodes with different hardware and software configuration. These 
results are generated by scaling the system up to 8 processing cores.  

Table 2. Results when sentences are sent to each tagging nodes  

No. of processing core Time taken for tagging 
Dataset1( in minutes) 

Time taken for tagging 
Dataset2( in minutes) 

1 48 117 
2 39 81 
4 30 54 
6 19 39 
8 10 27 

 
Table 2 and Fig. 3 shows that our application scaled linearly for up to 8 processing 

cores. It can be concluded from the figure that, the application scaled both when the 
number of processors are increased as well as when the problem size is increased. For 
example, ten thousand abstracts takes around 48 minutes if processed using a single 
processing core whereas it will take around 10 minutes on 8 processing cores when 
the parallel implementation of GENIA tagger is used. This indicates good scaling due 
to the data independent nature of the application itself. But our objective was to bring 
the preprocessing time in figures of second; this kind of speedup can be achieved by 
scaling the current system to hundred of processing cores.  

Processing could be parallelized at the sentence level, which would make it easy to 
distribute the tasks. However, experimental results (Table 2 and Table 3) showed 
when small amounts of data is sent too frequently (i.e. master distributed the data  
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Fig. 3. Scaling of parallel GENIA tagger (X-axis: No. of processing cores, Y-axis: processing 
time in minutes), when sentences are sent to tagging nodes 

 
sentence on a sentence basis) performance was poorer compared to sending larger 
chunks of data (i.e. abstracts) in terms of overall processing time. This is due to poor 
utilization bandwidth and due to lower latency achieved by establishing communica-
tion every time between sender and receiver. Table 3 shows that some entries have 
processing time larger than when sentences are sent. This happens because GENIA 
tagger works per sentence only not on whole paragraph (like abstracts). So tagging 
node has to read each abstract sentence by sentence and then tag. This factor is more 
dominant when numbers of processing core are less. As we can see in Table 3, when 
we increase the numbers of processing core and send abstracts not sentences to tag-
ging nodes, overall processing time decreases.  

Table 3. Results when whole abstracts are sent to each tagging nodes 

No. of processing core Time taken for tagging 
Dataset1( in minutes) 

Time taken for tagging 
Dataset2( in minutes) 

1 48 117 
2 37 83 
4 31 54 
6 18 31 
8 7 21 

 
The time taken to process a specific abstract is not known until processing starts as 

it depends not only on the number and length of the sentences but also on the struc-
ture of the sentence. On the other hand, when the problem size is increased by ten 
fold from around 10 thousand abstracts to 1 million abstracts, it can be seen from the 
results that time taken to process increased by 10 fold. Although the size of the text 
datasets depends on the length of abstracts we can consider in this case that on aver-
age number of abstracts has a certain number of words and sentences.  

 



 Parallel Implementation of Part of Speech Tagging for Text Mining 469 

 
 

Fig. 4. Scaling of parallel GENIA tagger (X-axis: No. of processing cores, Y-axis: processing 
time in minutes), when abstracts are sent to tagging nodes 

 
Fig. 3 and Fig. 4 show the speedup gained when the resources are increased. It 

shows that as the number of processors is increased processing time has been reduced 
correspondingly. Therefore, one can say that application scales linearly. This was an 
expected result given the data independent nature of the text mining applications, the 
size of the dataset and the limited number of processors used. However, the aim of 
our work is to be able to process problem and data sizes which are almost a thousand 
times larger than the examples given above. Hence the application is needed to scale 
up to thousands of processors in order to be able to process the given terabytes of 
dataset in reasonable time. Furthermore, one of the bottlenecks would be to maintain 
and handle the data due to the data sizes. Disk and network I/O would be an issue as 
well as the network of the supercomputing machine. 

6   Conclusion and Future Works  

In this paper we presented a framework for parallel implementation of part of speech 
tagging for text mining. This model focuses on reducing the part of speech tagging 
task processing time, using a grid environment to distribute the documents to speed 
up the tagging task within a group of documents. The next step is to scale this model 
to hundreds of nodes and integrate it to a text mining system through a grid service 
using the Globus Toolkit middleware in the Grid environment. 
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Abstract. Service Level Agreement paves the way to maintain a cordial and a 
conflict free relationship between the service provider and the service customer. 
This is done by negotiating with the respected parties and finally agreeing upon 
an agreement. This agreement called as Service Level Agreement (SLA). The 
proposed solution deals with negotiation process and SLA formation, grouping 
of leases as classes and scheduling the lease execution making use of High Ag-
gregate Penalty Class (HAPC) algorithm. With the proposed system, the  
consumer’s QoS parameters like waiting time is reduced, and the system pa-
rameters - makespan is improved. Also the provider is able to get the payment 
in installments on time.  

1   Introduction 

Though cloud computing was initially considered by many as the offshoot of grid 
computing, it has now captured the imagination of many and has overtaken its 
predecessor by leaps and bounds. A cloud is basically a cluster of nodes which 
provides services to the users. The users specify their needs as lease requests. In each 
lease request they mention their requirements for memory, CPU, duration, number of 
virtual machines, etc. Based on these requirements, the head node of the cloud must 
allocate an appropriate computing node having the required resources on time. To do 
this, the head node must have knowledge of the resource availability in each 
computing node present in its cloud. So the head node must monitor the computing 
nodes regularly. The lease is allotted to the under loaded computing node in that cloud 
by the head node. This is load balancing in a cloud. 

SLA is an agreement between the service provider and the service customer, 
which contains the service level objectives that must be met by the service provider 
and the service customer. Any violation of the service level objectives specified in 
SLA leads to a penalty. The service provider must consider these objectives of the 
application lease while providing the service. Similarly the customer must be ready to 
pay the amount on time. Else he must pay the penalty caused. 

2   Related Work 

Basically cloud services are of three types - Infrastucture as a Service (IaaS), 
Software as a Service (SaaS) and Platform as a Service (PaaS). SLA exists for each of 
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them and the SLA metrics considered for each type of service differs, as discussed in 
[9]. In our paper, we consider the memory required, CPU speed, number of machines, 
waiting time, deadline, operating system and software required as SLA measures. In 
[2], a QoS-aware cloud architecture is proposed containing a Service Manager and a 
VEE (Virtual Execution Environment) Manager.  

A solution concentrating on the minimization of the penalty is proposed in [1]. If 
the required percentile of requests has response time less than the response time 
threshold, then no penalty is charged for the deviating requests as the percentile 
condition is satisfied. gi-FIFO scheduling algorithm is utilized and it is compared with 
FIFO and Weighted Round Robin (WRR) scheduling policies. This paper considers 
the penalty minimization for the customers. But our proposed work tries to benefit 
both the users and the providers by using High Aggregate Penalty Class (HAPC) 
algorithm.  

In cloud computing a layered approach for SLA violation propagation is described 
in [4]. This paper also explains the knowledge database realization with case based 
reasoning and finally the architecture for propagation of SLA violation threats. In our 
paper, the SLA violation is detected by the intermediate agent. A mechanism to 
automate resource manager which optimizes a global utility function is necessary. A 
solution for the above is proposed in [10]. A novel communication model based on 
queuing networks for scalability is proposed in [3]. A bilateral and multilateral 
negotiation can take place by a two stage process as proposed in [7]. In our paper, for 
the purpose of negotiation, we introduce the concept of intermediate agent (third 
party) which in turn improves the reliability for both the parties. 

In [5], a solution for SLA enabled CARE resource broker is proposed in Grid 
Computing. Deviation based resource scheduling is performed. We perform class 
based scheduling where the lease with highest penalty is the first to get executed, in 
order to reduce the penalty of entities involved. In [6], they proposed a multi-criteria 
adaptation service selection broker that provides the possibility to select the best 
service among the available candidates. A solution for resource allocation and SLA 
determination for large data processing services over cloud taking into account the 
network parameters, is proposed in [8]. A solution providing Service Level 
Agreements for Security (Sec-SLA) is proposed in [11].  

3   The Proposed Framework 

In order to improve the performance of multiple nodes in a cloud, the head node 
monitors the computing nodes and allots the accepted leases to the computing nodes 
based on the lease requirements and the load of the computing nodes. A lease is 
accepted by the head node through the Intermediate Agent after signing the SLA. 

3.1   Cloud Computing Architecture   

The block diagram of the cloud computing environment we have setup is shown in 
Fig 1. Each cloud consists of one head node and the associated compute nodes. The 
head node monitors the compute nodes in its cluster and stores the status information 
of each one of them. 
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Fig. 1. Block Diagram for Cloud Computing 

4   Working Principle of the Architecture 

The proposed working principle of our architecture with negotiation, SLA formation 
and scheduling of leases using High Aggregate Penalty Class (HAPC) algorithm in 
cloud environment is discussed in this section. 

4.1   Lease Request Generation 

Each user requests certain services that are to be provided by the service provider. 
The user specifies his/her requirements in this service request and submits it to the 
service provider. This service request is termed as the lease request. We have 
considered the following parameters as a part of the lease request: 

• Amount of memory required (mem_req): This parameter denotes the 
maximum amount of memory required by the user lease to get serviced, 
in Kb (kilobytes). 

• CPU speed necessary for the lease (cpu_req): This parameter denotes 
the CPU speed that is required by the user lease to get serviced, in MHz. 

• Number of machines needed (nom): This parameter denotes the number 
of machines (virtual machines) required to execute the user lease. 

• Maximum waiting time (wt_max): Waiting time denotes the amount of 
time that the user should wait after sending the lease request and before 
getting the acceptance of the lease request, in seconds. 

• Deadline: Deadline denotes the last date within which the lease should 
be serviced completely.  

• Operating System used: The platform required to run the service 
requested by the user is an important parameter to be checked.  

• Software required: This parameter denotes the list of software required 
by the user lease for getting serviced.  

The lease request is written in XML format. A sample of this XML file is shown in 
Fig.2. In the XML file, we have denoted the deadline of the lease making use of the 
duration period starting from the arrival time, denoted in days. 

A weight is assigned to the requested parameters to denote the importance given by 
the user for each of them. The weight is assigned for memory (mem_wt), CPU speed 
(cpu_wt) and waiting time (w_wt). The weight must range between 0 and 1 in 
decimals. The sum of all these weights should be equal to 1. A penalty is also  
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Fig. 2. Lease request sample 

assigned to these parameters. The penalty for memory required (mem_pty), CPU 
speed (cpu_pty), waiting time (wt_pty) are given as part of lease request. If any one or 
more of these parameters are not satisfied by the cloud provider after negotiation and 
SLA formation, then the penalty has to be paid by the cloud provider to the user based 
on the violation.  

4.2   Negotiation 

Our proposed solution has an assumption that an intermediate agent is present for 
each cloud. The main aim of the intermediate agent is to help in the negotiation 
between the user and the cloud provider before the SLA formation. It is also used to 
find violations of the agreement, when and how much penalty has to be paid by which 
party. 

The user sends the lease request to the intermediate agent. The intermediate agent 
receives the request and stores it for comparison with the cloud resources. It receives 
the monitoring information of computing nodes from the head node. The head node 
also sends the list of available software and the operating systems present in each 
computing node. Then the intermediate agent will check if the parameters specified in 
the lease request are satisfied by anyone of the computing nodes in that cloud.. If 
these parameters are satisfied, then the intermediate agent intimates the end of 
negotiation to both the head node and the user node.  

If any of these parameters are not satisfied by any of the computing nodes in that 
cloud, then the agent intimates the user specifies the maximum resource available in 
that cloud. If the user is ready to accept the available resource, he can change the 
parameters in the lease request and send it once again to the intermediate agent. Else 
the intermediate agent will migrate the user lease request to the intermediate agent of 
the neighboring cloud. This migration is intimated to the user. Then the intermediate 
agent of that cloud will perform the negotiation between the head node of that cloud 
and the user node as specified above. So there is a decentralized communication 
between the intermediate agents of the neighboring clouds. Thus the negotiation 
between the head node and the user is successfully completed. 
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4.3   SLA Formation 

The next step after negotiation is the SLA formation. The SLA formed will contain 
the Service Level Objectives. This contains the parameters from the user lease request 
and the parameters specified by the cloud provider. We have considered payment by 
the user per day as the parameter specified by the cloud provider, denoted as pay_req. 
As cloud services are provided based on “pay as you use”, the user must pay for the 
amount of resources he used. The cloud specifies the way in which the amount should 
be paid. If the user does not pay the specified amount within the deadline, then the 
user is charged for the delay. This penalty pay_pty is intimated by the intermediate 
agent to the user. The intermediate agent is responsible for checking the violation of 
this objective by the user. Even the pay_pty parameter has a weight associated with it, 
which is pay_wt. Since we have considered pay_pty as the only parameter from the 
cloud provider, its weight is one in our consideration. The pay_req is calculated by 
dividing the total amount to be paid by the user, by the total duration he needs the 
resources for usage. 

The cloud provider has to pay the penalty when it does not satisfy any of the 
parameters specified by the user in the SLA. The intermediate agent is responsible for 
finding the violation of these parameters too. The penalty for memory required 
(mem_pty), CPU speed (cpu_pty), waiting time (wt_pty) are given as part of SLA 
which are into consideration when they are violated by the cloud provider. 

 

 
Fig. 3. Negotiation, SLA formation and HAPC algorithm Architecture 

4.4   High Aggregate Penalty Class (HAPC) Algorithm 

The accepted leases are classified into classes based on the aggregate score 
(aggr_score) of each lease, the aggregate penalty (aggr_pty) of each lease and the 
aggregate penalty of each class (c_pty). 

The aggregate penalty (aggr_pty) of each lease is the addition of the penalties 
listed by the user in the SLA and the penalty for payment. The aggregate score 
(aggr_score) is calculated by using Eq (1). It is used to classify the leases into classes. 
Each class has a range of aggregate scores, as shown in Fig3. We have considered 5 
classes and we have scaled down the aggregate score to a scale of 1 to 10. In our 
experiment, the range of first class is 0 to 2, second class is 2 to 4, third class is 4 to 6, 
fourth class is 6 to 8 and fifth class is 8 to 10. These classes denote the queues of 
leases waiting to be serviced, at the head node. 

  (1) 
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The aggregate penalty of all the leases in each class is added to get the class 
penalty (c_pty). The class having the highest c_pty is chosen and the lease having the 
highest aggr_pty in that class is chosen. In this way, we are concentrating on 
minimizing the penalty paid by both the cloud provider and the user. Since the 
aggr_pty concentrates on the penalty for CPU speed, memory and the waiting time of 
each lease, the penalty paid by the cloud provider is minimized and the user 
satisfaction is improved. Since the aggr_pty considers the penalty for user payment, it 
minimizes the penalty paid by the user and the cloud provider satisfaction is 
improved. Let this lease be li. This is High Aggregate Penalty Class (HAPC) 
algorithm. 

The head node checks for the number of machines, the operating system specified 
and the software required by the lease li. The computing nodes satisfying the above 
conditions are chosen and the head node selects an under loaded node from these 
chosen computing nodes, which has free memory greater than or equal to mem_reqi 
and CPU speed greater than or equal to cpu_reqi of the selected lease li. The execution 
of lease li is started in that computing node. The time interval between the acceptance 
of the lease by the head node and the allocation of the lease to the computing node is 
the waiting time, wi. If this waiting time wi is not lesser than wt_maxi, then the cloud 
provider has to pay the wt_ptyi penalty as agreed in the SLA. If the necessary 
cpu_spdi is not provided, the spd_ptyi has to be paid by the cloud provider. Similarly, 
mem_ptyi penalty is paid by the cloud provider if mem_reqi memory is not allocated. 

5   Simulated Scenarios 

Xen is used for creating a virtualized environment. On top of Xen, Open Nebula is 
installed to setup the cloud environment and make it as the head node of cluster. The 
head node monitors all the computing nodes in that cloud making use of the 
monitoring algorithm deployed in Open Nebula. We have integrated Haizea with 
Open Nebula for scheduling the leases to the appropriate computing nodes thereby 
balancing the load among the computing nodes. 

We have created two clouds and each cloud has a head node. One cloud has 3 
computing nodes and another cloud has 1 computing node, as shown in Fig.4. H1 and 
H2 denote the head nodes. 1, 2, 3 and 4 denote the computing nodes. A1 and A2 are 
the intermediate agents for cloud 1 and cloud 2. The head nodes H1 and H2 are 
interlinked via the intermediate agents A1 and A2. 

  

 

Fig. 4. Cloud setup created 
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The user leases arrive at dynamic intervals as the leases are based on the 
requirements of the users. The XML file containing the user lease request is 
transferred to the intermediate agent. The head node stores the monitored values in a 
text file and sends it to the intermediate agent. Then the intermediate agent compares 
the parameter values and negotiates between the head node and the user. The head 
node specifies the total amount to be paid and the amount to be paid in installments.  

Once the negotiation is over, an SLA is formed and the intermediate agent sends a 
copy of this SLA to the user and the head node. Table 1 shows the value of the 
computing node based on which the leases are allocated to them. The load of each 
computing node refers to the maximum number of virtual machines that can be 
created in it based on the memory and processing speed availability.  

Each lease is assigned to the computing node as a virtual machine. So the load of a 
computing node refers to the maximum number of leases that can be executed in that 
node. The proposed solution is tested with 4 clusters and each cluster comprised of 2-
4 nodes, as shown in Fig.5. 500 leases are tested for the simulation and it can be 
extended to any number of leases. 

 
Table 1. Computing nodes Information 

 

cloud_id node_id Load Speed(MHz) free_mem(Gb) tot_mem(Gb) 

1 1 1.1 1000 750 1000 

2 2 0.8 2000 500 2000 

 

 

Fig. 5. Cloud architecture considered for the proposed system 

6   Performance Analysis 

6.1   Waiting Time, Memory and CPU Speed Violation 

The performance of the proposed HAPC algorithm is better compared to gi-FIFO 
algorithm. The proposed HAPC algorithm with negotiation and SLA formation is 
compared with the same cloud architecture without having negotiation and SLA for-
mation. The penalty caused by both the scenarios is compared and shown in Fig.7 and 
Fig.8 for violation of memory required and CPU speed required by the user.  
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6.2   Cloud Provider Income and Makespan 

If the payment is done regularly by the customer, the cloud provider will get a 
uniform income. The penalty is paid by the user if he has not paid the required 
amount on each day. So the provider is able to get the amount in installments and not 
the whole amount in the end of usage. In the existing algorithm [1], such a penalty is 
not considered. The makespan is the time taken to complete all the leases for each 
node. Fig.9 compares the makespan for using gi-FIFO algorithm and HAPC 
algorithm. 

 

  

Fig. 6. Comparing penalty for waiting time 
threshold violation with and without SLA 
formation 

Fig. 7. Comparing penalty for memory 
violation with and without SLA Formation  

  

Fig. 8. Comparing penalty for CPU speed 
violation with and without SLA Formation 

Fig. 9. Comparing the makespan of gi-FIFO 
and HAPC algorithms 

7   Conclusion 

Since the leases are accepted after the SLA formation between the head node and the 
user, the penalty paid by both is reduced. The intermediate agent helps in the 
negotiation and violation detection between the cloud provider and the user. Though 
negotiation and SLA formation reduces the penalty paid by the parties and increases 
the satisfaction of both the parties, there is tolerable time overhead. Making use of 
HAPC algorithm and classes in each compute node, the leases are effectively 
scheduled and executed. In future, this can be further expanded by considering other 
factors like network utilization as the SLA parameters and reducing the time overhead 
involved in negotiation and SLA formation.  
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Abstract. Cloud computing enables the organizations to outsource their data by 
providing a service model called infrastructure as a service (IaaS). In a public 
cloud the infrastructure is owned and managed by a cloud service provider and 
is located in the provider’s control. To protect the privacy of sensitive data, 
documents have to be encrypted before outsourcing. When the number of en-
crypted documents increases exponentially, the search service and retrieval  
becomes critical. The process of retrieving the files containing the queried key-
word further incurs unnecessary network traffic, which is absolutely undesira-
ble in pay-as-you-use cloud paradigm. In this paper, a search scheme that  
provides both privacy protection and rank-ordered search capability with less 
overhead has been proposed. Search indexes and documents are first encrypted 
by the data owner and then stored onto the cloud server. Retrieval results on an 
encrypted data and security analysis under different attack models show that da-
ta privacy can be preserved while retaining very good retrieval performance.  

Keywords: Iaas, Inverted index, COA, KCA, Ranking table. 

1   Introduction 

Using cloud storage, users can remotely store their data and make use of the on-
demand high quality applications and services from a shared pool of configurable 
computing resources. This brings relief of the burden for storage management, uni-
versal data access and avoidance of capital expenditure on hardware and software. By 
storing user data in the cloud, the data owners can be relieved from the burden of data 
storage and maintenance. It also brings new and challenging security threats. The sen-
sitive data should be encrypted before outsourcing to protect data privacy against soli-
cited access by untrustworthy service providers and malicious intruders. When the 
amount of outsourced data files increase, data encryption makes effective data utiliza-
tion a very challenging task. To share the outsourced data with other users, the owner 
might want to only retrieve specific data files. One of the efficient way is to selective-
ly retrieve files through keyword based search instead of retrieving all the  
encrypted files which is impractical due to the huge amount of bandwidth cost in 
“pay-as-you-use” cloud scale system. 
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The goal of information retrieval over an encrypted data is to provide efficient and 
accurate search over encrypted documents without decrypting them first. The content 
based retrieval over encrypted data will play an important role to manage the data 
effectively and securely. To meet the effective data retrieval, the cloud server has to 
perform result relevant search that allows query and relevant ranking, instead of re-
turning undifferentiated results. 

2   Related Work 

Many searchable encryption schemes have been developed. Song et.al. [1] proposed a 
searchable encryption in which each word of a document is encrypted independently. 
Goh [2] proposed a scheme to build an index of keywords for each document with 
pseudorandomising functions used as hash functions. This security model is insuffi-
cient as it cannot resist certain attacks. Chang [3] and Curtmola [4] both proposed a 
single encrypted hash table index method for the entire file collection to achieve more 
efficient search. The index table entry consists of the trapdoor of a keyword and an 
encrypted set of file identifiers which identifies data files contain the keyword. The 
existing schemes support only single keyword search. Public key based encryption 
scheme was proposed by Boneh et.al. [5] which allows anyone with public key can 
write to the data stored on the server but only authorized users with private key can 
search. Public key cryptographic schemes are computationally very expensive and are 
not suitable for cloud computing. 

Conjunctive keyword search [6] returns only the documents in which all the key-
words that are to be searched appear and incur large overhead for bilinear map and 
secret sharing. On the other hand disjunctive keyword search returns every document 
that contains a subset of the specific keyword. Predicate encryption [7] supports both 
conjunctive and disjunctive search. Inner product queries [8] only predicate whether 
two vectors are orthogonal or not. Since it is uncapable of comparing concealed inner 
products, it is not qualified for performing ranked search over encrypted data with 
single keyword search. Swaminathan et al. [9] proposed a framework for rank-ordered 
search over encrypted text documents using term frequency table with an index, so 
that documents can be returned in the order of their relevance to the query term. When 
the document collection is constantly changing, the secure index information should 
also be updated.  

The technique proposed in this paper enable efficient search directly in the en-
crypted domain, without multiple rounds of communications between the user and the 
server. By analyzing the requirements of secure search scenarios, a secure indexing 
scheme that makes use of inverted indexes of keywords is proposed. This scheme 
achieves efficient data retrieval and is scalable for large files. We jointly exploit cryp-
tography and search techniques to ensure that the encrypted search indexes can pre-
serve the search capability. Our experiments on an encrypted data documents show 
that data confidentiality can be preserved while retaining good retrieval performance.  

The paper is organized as follows: Section 3 outline the system model for secure 
keyword search scenario. Section 4 presents the proposed secure indexing scheme. 
Section 5 provides the search framework and Section 6 provides security analysis of 
the scheme under different attack models. Section 7 summarizes experimental results 
on search over encrypted cloud data and. Conclusion is drawn in Section 8. 
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3   System Model 

The data owner has a collection of documents D that he wants to outsource on the 
cloud server in an encrypted form. To enable the secure search process, the data own-
er generates an encrypted inverted index I according to each keyword of files and 
stores both the document collection and an encrypted inverted index to the cloud 
server.  The data owner authorizes the user to search for a keyword of interest. To 
search the file collection for a given keyword w, an authorized user generates and 
submits a search request in an encrypted form to prevent the exposure of information 
to the data center and other intruders by creating a trapdoor Tw of the keyword w to 
the cloud server. The data users can obtain permission from the data owner to perform 
a search process without revealing the keywords. Once the search request Tw is re-
ceived, the cloud server is responsible to search an inverted index I and return the 
corresponding set of files to the user. To improve document retrieval accuracy, search 
result should be ranked by cloud server according to some ranking criteria. The en-
crypted inverted index may be updated to include or exclude documents when they 
are created or deleted respectively. 
 

 
Fig. 1. Architecture of the query over encrypted cloud data 

4   Secure Inverted Index Scheme 

An inverted index is a data structure storing words or numbers in a document along 
with its location. The purpose of an inverted index is to improve the time of full text 
searches. An inverted index contains an index of keywords which stores a distinct list 
of terms found in the collection and, for each term, a posting list, a list of documents 

Trap Door
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that contain the keyword [10].An inverted index improves search efficiency which is 
necessary for very large text files. 

As shown in Fig. 2, an inverted index consists of a distinct terms and a posting list 
which stores the IDs of the documents that contain that term. In addition to an ID, 
each posting list element gives the number of occurrences of that term in the docu-
ment (its term frequency), which is not considered here as it is not suitable for the 
documents that will be updated frequently. 

 
 
 
 
 
   Term   Posting List 

Fig. 2. Structure of an Inverted Index 

5   Framework 

The data owner employs traditional symmetric encryption with search capabilities to 
encrypt and then outsource data. The indexing and querying involves the following 
algorithms: 

Table 1. Notations 

S.No. Notation Meaning 
1 D Document collection 
2 di Document id number of the ith document in D 
3 w Unique word contained in the document set 
4 w′ subset of w 

5 dj 
Document id number of the jth document  
collected during search process  

6 R 
Ranking table that contains fields for frequency 
of term r, term id w′ and document id dj 

Keygen(k): This algorithm takes a security parameter (password) and produce the 
symmetric key, SK. 

BuildIndex(SK, D): The data owner builds an Inverted Index from the list of docu-
ments (D(wi)). On every unique word wi contained in the document set, the following 
process is performed [11]. 

1. Create a dictionary structure S 
2. For each document id di (1≤i≤N) 

a. Read di, insert it into S as index terms wi 
b. For each index term wi ∈ di 

i. Search S for wi 
ii. If wi is not in S, insert it 

Term1 

Term2 

Doc1 … 

Doc2 Doc3 
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Once an inverted index is constructed, the plaintext document and an Inverted index 
are encrypted using a standard block cipher and the symmetric key SK. The encrypted 
document and the encrypted index can then be outsourced  to the cloud server  
independently. 

 
Trapdoor(SK, w′): The trapdoor hides the search term from the server. w′ is the subset 
of w, representing the keywords in a search request, A trapdoor Tw′ is generated from 
the keywords of interest in w. When a user wants to query the server, the query is split 
into individual terms and then encrypted using a symmetric key provided by the data 
owner to the user.  
 
Search(I , Tw′): When the user wants to perform a search for keyword w′ with the help 
of trapdoor Tw′ and an inverted index I, the cloud server will perform the following: 

 
1. An inverted index is checked to see if w′ is a member. 
2. If w′ is matched with the content of an inverted index, the document is added to the 
set of documents dj to be searched for the keyword. 

 
Rank(di): Ranked keyword search over encrypted data is used to achieve economies 
of scale for Cloud Computing. Let R be the ranking table which contains r as a fre-
quency of term w′ in document di with the corresponding term and document id . To 
compute the ranking, the algorithm is as follows: 

 
1. Initialize R 
2. For each document id di 

a. If w′ is in dj insert into R as r, w′ and dj 
b. For each w′ in dj 
 i. Search R for w′ and dj 

 ii. If w′ and dj are in R, increment r 
Sort documents in descending ranked order 
Display the top ranked dj to the user 

 
The server returns the relevant document with higher ranking satisfies the user query. 
The user can then decrypt the returned document. 

6   Security Analysis 

As discussed in Section 3, in order to ensure data confidentiality, documents are en-
crypted by cryptographic ciphers before storing on the server. Built on top of estab-
lished cryptographic primitives, it can be assumed computationally difficult for the 
server to decrypt the documents without knowing the secret key. Security analysis 
focuses on the information the server can learn from the encrypted inverted index) 
and the security of the indexing scheme under different attack models. 

Ciphertext Only Attack (COA): In this model, cloud server has access to the en-
crypted inverted indexes but does not know anything more. As described in Section 4, 
the encrypted inverted index contains randomly permuted word IDs so that the server 
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cannot tell which keywords are present in each document. Since each document con-
tains outputs of cryptographically strong trapdoor functions, it is also computationally 
difficult for the server to infer the original information. As our encrypted indexes al-
low for similarity comparison in order to enable rank-ordered retrieval, one possible 
attack from the server is to compare all keywords and obtain their similarity informa-
tion. The similarity information can also be learned by the server during retrieval be-
cause keywords similar to the query will eventually be returned to the user. However, 
given that both the query and data are encrypted, the similarity information alone does 
not help the server to infer document content [12].  

Known Ciphertext Attack (KCA): In this model, cloud server is supposed to only 
know encrypted dataset and Inverted index, both of which are outsourced from data 
owner. The search scheme provides privacy guarantee on search pattern but it will 
incur trapdoor privacy leakage once cloud server is requested by users to execute two 
or more times of searches. By analyzing similarity scores obtained during search, 
cloud server has a chance to deduce a valid trapdoor which violates trapdoor privacy 
goal. This problem can be fixed through inserting dummy keyword. During the search 
process some of the dummy keywords are selected in every query. Therefore, simi-
larity scores of documents will not be exactly accurate. To evaluate the purity of the k 
documents retrieved by the user, we define a measure as precision Pk = k'/k where k' is 
number of real top-k documents that are returned by cloud server [13]. 

7   Result 

In order to test the system, the dataset had to be chosen. The system could then be 
used to encrypt and search over this dataset in order to quantitatively evaluate the 
implementation. Choosing a suitable dataset is important. Properties such as the size 
on disk should be reasonable, capable of being stored in less than a few gigabytes of 
space in order to keep testing times down, causing the search scheme implementation 
to be thoroughly tested and also the number of individual documents should be consi-
dered. This number should be fairly large in order to mimic a real world situation. The 
number of documents will also depend on the size of each individual document. 

The set of Request For Comments (RFCs) that contains a large number of technical 
terms, a lot of which are unique to the document was chosen to evaluate the system. It 
provides a wide range of possible queries due to its technical content and contains a 
large number of separate documents.  

The experiments were conducted on a machine with an Intel Core2 Duo CPU run-
ning at 2.33GHz, 7200rpm disk drive, 2GB of RAM and Linux Server as an Operat-
ing system. The number of documents in dataset determines the number of distinct 
keywords. Standard information retrieval techniques can be used to significantly re-
duce the number of distinct keywords, such as case folding, stemming, and stop 
words. The system is configured to use the AES cipher to encrypt the document con-
tents and the indices.  

Fig. 3 shows that the time of building an encrypted inverted index is almost linear 
with the number of documents in dataset. Since the process of building inverted index 
is an one-time operation before data outsourcing, the time required for this process is 
not a negligible overhead for data owner. The time to generate a trapdoor is greatly 
affected by the number of documents in dataset. 
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Fig. 3. Time of building searchable index 

 
 

Fig. 4. Runtime overhead of query 
 
 

Query execution in cloud server consists of computing and ranking similarity 
scores for all documents in the dataset. Fig. 4 shows the query time is dominated by 
the number of documents in dataset, and the number of keywords in the query has 
very slight impact on it like the trapdoor generation.  

While the computation and communication cost in the query procedure is linear 
with the number of query keywords, our proposed scheme enjoy the constant over-
head in the query which makes it more practical in the cloud paradigm. 

8   Conclusion 

In this paper, a search scheme that provides both privacy protection and rank-ordered 
search capability with less overhead has been proposed. Retrieval results on an en-
crypted data and security analysis under different attack models show that data priva-
cy can be preserved while retaining very good retrieval performance. Future work will 
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further improve the efficiency and security of search and retrieval. And also focus on 
other important security issues include protecting communication links and combating 
traffic analysis. 
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Abstract. Cloud computing is becoming popular due to its ability to provide 
dynamic scalability and elasticity of resources at affordable cost. In spite of 
these advantages key concerns that prevent large scale adoption of cloud com-
puting today are related to security and privacy of customer’s data in the cloud. 
The main security concerns of clients are loss of direct control of their data and 
being forced to trust a third party provider with confidential information. 
Among security threats in the cloud, insider threats pose a serious risk to 
clients. This paper presents a new access control mechanism that can mitigate 
security threats in the cloud including those caused by insiders, such as mali-
cious system administrators. The problem is challenging because the cloud pro-
vider’s system administrators have elevated privileges for performing genuine 
system maintenance and administration tasks. We describe an access control 
mechanism that generates immutable security policies for a client, propagates 
and enforces them at the provider’s infrastructure. 

Keywords: Insider Threats, Cloud Computing, Security, Security Policy,  
Access Control, Hypervisor instrumentation. 

1   Introduction 

Cloud computing represents the next evolutionary phase in computing. Cloud compu-
ting combines a set of existing and new techniques from research areas such as Ser-
vice-Oriented Architectures (SOA) and virtualization. It is a computing paradigm in 
which various resources such as computing, software, infrastructure, storage etc are 
provided as paid services over the Internet.  Some of the cloud vendors are Amazon’s 
EC2 and S3 [1], Google App Engine [2], and Microsoft Azure [3] who provide users 
with elastic and scalable resources in the pay-as-you-use fashion at relatively low 
prices. As compared to building its own infrastructures, a company is able to cut 
down on expenditure significantly by migrating computation, storage and hosting 
onto the cloud. Although this provides savings in terms of finance and manpower 
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along with it come new security risks. The primary security concern is the loss of 
direct control over potentially business sensitive and confidential data. This is a big 
security risk as the cloud providers are outside the trusted domain of users.  

Though there has been research on making cloud computing more secure, very lit-
tle has been done with specific focus on insider attacks in a cloud environment. Insid-
er attacks are on the rise [4] and the Verizon 2010 data breach report indicates that 
there is a 26% increase in the data breaches by malicious insiders [5] accounting to a 
total of 48% of data breaches being carried out by insiders. The cloud security al-
liance report [6] lists malicious insiders as the number three threat in cloud compu-
ting. So even though the cloud provider may be trusted a cloud administrator could 
potentially be a rogue.   

In this paper we describe a mechanism for   

1. Creation of an access control policy file based on the inputs from the client 
and the provider.  

2. Secure propagation of the user policies across the nodes and datacenters of 
the provider on which client data or virtual machines are hosted. 

3. Policy enforcement at the nodes and datacenters on which client data or vir-
tual machines are hosted. 

The key challenge in evolving a policy enforcement mechanism for the cloud is in 
preventing a system administrator of the provider from performing malicious actions. 
This is because the administrator may need to perform legitimate actions like taking 
back-up of the client data, migrating virtual machines of users to different nodes for 
load balancing. To the best of our knowledge currently there are no standard policies 
and/or policy enforcements available or defined for the cloud. The problem in other 
words is how do we distinguish the malicious actions from legitimate actions and 
prevent the former while permitting the latter. 

The rest of the paper is organized as follows. Section 2 discusses related work in 
the area of cloud security. Section 3 presents the proposed architecture of our access 
control mechanism. Section 4 describes the different protocols we propose to enforce 
access control. Finally the paper concludes in Section 5.  

2   Related Work  

The cloud security alliance document [6] outlines the different kinds of threats in the 
area of cloud computing. G Atienese et.al [7] discusses a mechanism to detect com-
promise of data integrity in public cloud storage. R Curtmola et.al [8] introduce ways 
to use challenge response protocol using unique identification mechanism to detect a 
cloud provider storing lesser number of copies than what is agreed with the client. In 
[9] A Juels et.al describe a mechanism based on sentinel records to generate proof of 
retrievability of data stored in a cloud storage to detect deletions or modification of 
part of client data.  T. Ristenpart et.al [10] show that it is possible to map the internal 
structure of a cloud provider network and identify where a particular target VM is 
likely to reside. They show that this information can be used to instantiate new VMs 
until one is placed co-resident with a target VM of a client and how such placement 
can then be used to mount cross-VM side-channel attacks to extract information from 
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the target VM. R Sailer et.al describe sHype[13] an operating system independent 
hypervisor security architecture and its application to control information flow be-
tween operating systems sharing a single hardware platform.  

Z Wang and X Jiang discuss HyperSafe [14], a lightweight approach to provide 
lifetime control flow integrity for commodity Type-I or bare metal hypervisors. Work 
done by Nuno Santos et.al [11] proposes a solution where an External Trusted Entity 
is used to ensure that clients run on trusted machines alone, both in case of launching 
and migration of VMs. As in [11] we adopt the use of a dedicated Trusted Entity to 
enforce the trust policy on machines running VM instances but the role of this is ex-
tended to setup a secure trusted Policy enforcement Entity. T.Gartfinkel et.al have 
designed and discussed a trusted computing platform Terra [12], where the user can 
run a computation securely on a virtual machine, without any chance of intervention 
by the owner of the physical host. In this work we do not guarantee a secure trusted 
platform but we evaluate the underlying platform to determine whether it is trusted to 
host the VMs and enforce access control policies.  

In [15] Dirk Kuhlmann et.al propose a mechanism based on Trusted Computing to 
secure VMs and implement user defined policies on them. Ahmed. M Azab et.al dis-
cuss a hypervisor based integrity measurement system HIMA[16], which provides both 
static and runtime integrity of guest OSes, providing integrity to applications running 
on the VMs. S Berger et.al [17] have implemented a Trusted Virtual Datacenter for 
providing strong isolation and integrity guarantee. Reiner Sailer et.al describe their 
integrity measurement architecture in [18] which extends the TCG trust concepts to 
dynamic executable content from the BIOS all the way up into the application layer. 

3   Architecture 

The generic architecture of an Infrastructure-as-a-Service (IaaS) cloud computing 
model as described in Eucalyptus [20], an open source cloud computing platform is 
shown in Figure 1 [21].  
 

 

Fig. 1. Eucalyptus Software Architecture 

Here we briefly describe the different components of the Eucalyptus architecture 

• Node Controller controls the execution, inspection and terminating of VM 
instances on the host where it runs. 
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call this platform as a trusted platform. The proposed policy enforcement mechanism 
architecture operates at two levels of granularity, one at the level of the data-center 
wherein the global policies apply (e.g. the nodes on which the client VM instances 
can be launched nodes to which administrator access is allowed etc.) and at the local 
level of the node where the instrumented Hypervisor enforces the policies as to what 
rights a client has on the node and what administrator actions are allowed on the node. 

3.1   Cloud Manager 

The Cloud manager module in the data center is akin to the cloud controller in the 
Eucalyptus architecture. This controls the access to the different nodes in the data 
center and also handles all the requests from the users and administrator to 
launch/migrate VM instances on the nodes. This module is the interface between the 
users, system administrators and the nodes for setting up any sessions on the nodes. 
This module has the following sub-modules 
 
Session Interface: This interface module allows users to launch VM instances or 
execute administration commands on the nodes.  It also forwards all the commands 
entered by the user to the Command Interface. 
 
Command Interface: This module interprets the user commands and passes the 
commands to the underlying control layers. 
 
Event Bus: This module records any events that happen on the system (hardware, 
software events) that are caused by the execution of the commands from the com-
mand interface. 
 
Event Manager: This module gets input from the Event bus whenever any event that 
requires policy enforcement happens on the Event Bus. The Event Manager will ex-
amine the events that are logged in the Event Bus and form a Request for access that 
is sent to a policy enforcement module. Based on the response  (allow / deny) it rece-
ives from the policy enforcement module the event manager will trigger an event in 
the Event Bus which will launch the session if the policy allows the request or it will 
log the denied access in the event log file. This log file is stored periodically in a 
secure store and can be used for auditing the events. 
 
Secure Log Store: This is a secure storage of the logs of all the events recorded by 
the Event Bus module. This is processed later for the audit reports of client and ad-
ministrator activities. 

3.2   Trusted Policy Enforcement Entity (TPEE) 

TPEE module is responsible for responding to requests from the Cloud Manager and 
to enforce user policies and for propagation of policies in the cloud. It consists of: 

 
Policy Enforcement Module: This module is responsible for selecting and activating 
the corresponding policy file for a user/client from the secure Central Policy Store. 
Additionally it checks the integrity of the policy file by verifying the hash of the file 
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periodically and informing the client in case of any anomaly. The module evaluates 
the request from the Event Manager and checks if the policy allows the requested 
action and sends a corresponding response back to the Event Manager. Further the 
module also informs the Policy Propagation Module about the launch or migration of 
a VM instance on a node and the corresponding client credentials. 
 
Policy Propagation Module: This module is responsible for propagation of the spe-
cific user policy file to the node on which the user/client VM instance will be hosted. 
The module gets the information from the Policy Enforcement Module about the 
client credentials and the node on which his VM will be hosted and this will propa-
gate the policy to the particular node so the node can store the policy in its local store 
and have the policy file of the user before his VM can be hosted on the node. 

3.3   Node Allocation Table 

This is a secure table which is used to implement a policy where a user can request 
that his VM should not be co-located with any other VM instances and he is ready to 
bear the cost of reserving the hardware for exclusive use. An entry in this table indi-
cates that the user has reserved the particular node for his VM instances alone. The 
table is created, owned and maintained by the policy enforcement entity. This is a 
dynamic table and when a user releases a node reserved by him for exclusive use, the 
node entry is removed from this table and similarly when any user requests a node to 
be reserved for launching his VM instances alone, a new entry is made in this table 
against the user name. In order to prevent any tampering of this table by the cloud 
administrator, the access to the table is strictly restricted to the policy enforcement 
entity.  

3.4   Policy Creation Module 

This module is responsible for creating and registering the client policy when he sets 
up an account with the cloud service provider. The policy is derived from the Service 
Level Agreement (SLA) between the client and the provider and the inputs from the 
client based on his security level requirements. 

3.5   Policy Stores  

There is a Central Policy store which centralizes storage for all the client policies and 
also contains a hash which is securely stored. The policy of every client is propagated 
to the individual nodes from this central policy store. Additionally there is a Local 
Policy store present at every node. For every user who has launched a VM instance on 
a node this will store user policies. Only those users who have launched or are about 
to launch a VM instance on a node will have their user policy in the local policy store. 
Policies of other users will not be stored. 

3.6   Policy Integrity Verification Module 

This module ensures the integrity of the policy files in the local store of the node by 
verifying the hash of the file periodically against the original hash in the central  
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policy store and informing the client in case of any anomaly. The verification will be 
triggered if there is any write access to the policy file in the local policy store. Thus it  
ensures the immutability of the policy file. 

3.7   Policy Enforcement Engine 

This is the instrumented entity in the hypervisor that enforces the access control poli-
cies on the VM instances running on the particular node. 

4   Access Control Protocols 

The protocols involved in building trusted channels between a client and the trusted 
nodes in the cloud service provider infrastructure and as well as the cloud system 
administrator and the infrastructure are shown in Figure 3. The trusted channels are 
necessary for the establishing security and trust between the client and the provider. 
They can also be used for auditing administrator activities of the cloud service pro-
vider. In the paragraphs below we describe a mechanism for enforcing Access Control 
Policies using a Trusted Entity. 

4.1   Establishing Mutual Trust 

The architecture discussed in this paper is based on the existence of a Trusted Policy 
Enforcement Entity (TPEE), which can be located either at the cloud service provider 
premises or can be hosted at a secure external infrastructure agreeable to both the 
service provider and the clients. The TPEE will have access to a database containing 
public keys of all the Trusted Nodes (TNode) that are present at the Provider's infra-
structure. At the time of boot up of any node the TPEE and the TNode use Public Key 
Infrastructure (PKI), making use of a public – private key pair for secure communica-
tion, to exchange their authentication information and thereby establish their identity 
and mutual trust. The architecture banks on the concept of Trusted Computing that 
makes use of a set of hardware and software techniques used to construct a Trusted 
Platform. The Trusted Platform Module (TPM), a chip, that serves as the root of trust 
is a very integral module. This chip contains an Endorsement Key that uniquely iden-
tifies the TPM and some cryptographic functions that cannot be modified. The manu-
facturers of TPM sign the corresponding public key to guarantee the correctness of 
the chip and the validity of the key. All the nodes that validate the element of Trust in 
our protocol make use of the Trusted Computing Base (TCB) created using the TPM 
of each node. 

The TPEE has both its hardware and the software application, that evaluates the 
clients and administrator credentials and enforces the Access Control Policy, vali-
dated using the TCB. The TPEE and the TNodes establish mutual authentication and 
verification of trust by exchanging their trust credentials. Our architecture follows a 
similar setup as followed by Nuno Santos et.al in [11] with the exception that the 
nodes and the TPEE will execute the mutual trust establishment protocol just once at 
the point where the node is booted or added as a Trusted Node to the cloud infrastruc-
ture. From then on the credentials of the node are stored in a secure Key-Value store  
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Fig. 3. Establishing Mutual Trust 

accessible to the TPEE. This establishment of mutual trust between the TPEE and the 
TNodes is the first step of the proposed secure access mechanism. 

4.2   Policy Creation 

The Policy Creation mechanism utilizes the Access Control Policies of the client and 
the cloud service provider and some policies in the SLA (Service Level Agreement) 
to generate a policy file of the client. The Policy Creation mechanism of our design is 
shown in Figure 4 and is described as follows. 
 

1. The client creates an account with the provider. 
2. The provider and the client create a policy file agreed upon by both. 
3. A hash of the policy file is generated and stored by the Provider in a Trusted 

Key-Value Store and the client will store the hash in a secure local storage 
for future reference. 

4. The policy file is then signed by both the provider and the client respectively. 
5. The signed policy file is then stored in the Trusted Key-Value Store along 

with the corresponding hash of the policy file. 
 

 
 

Fig. 4. Policy Creation 
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The trusted store uses the client user name as the key and the values stored are the 
policy file and its corresponding hash value. The policy files stored in the Key-Value 
store are accessible only to the Trusted Policy Enforcement Entity. 

When a client signs up for a cloud account, he is given the flexibility to choose the 
machine configuration (memory, processor configurations, storage size), network 
specifications (bandwidth requirements) and geographical location (region) of where 
he wants his data and virtual machine instances to be located. The client can also 
specify preferences like whether he allows co-location of other clients i.e. other  
clients sharing the same physical hardware. A sample policy XML file is shown in 
Figure 5 below. 

 

 
 

Fig. 5. Sample Policy Definition XML File 

4.3   Policy Propagation  

When a user creates a new account with the cloud provider the process also creates a 
policy for the particular user as discussed in the policy creation module. The cloud 
provider has multiple data centers across multiple regions. The question arises how to 
securely propagate the policy. The policy could be stored in a central policy store. We 
go with the approach of distributing the policy file across data centers as a central 
policy store will lead to a single point of failure. Also potentially a DDoS attack on a 
central policy store will slow down or even bring down the entire cloud [19].  

Initially when a user creates an account the policy is stored in a policy database as-
sociated with the data center. Next time the user logs in and wants to perform an ac-
tion, for example, launch a new VM instance first the Event Manager needs to deter-
mine if this is allowed as per the user policy and does this as described in the Policy 
Enforcement work flow. If the policy allows the launch of a VM on a particular node 
the Policy Enforcement module sends the user-id and the node-id to the Policy Propa-
gation module which is a part of the Policy Manager. The Policy Propagation module 
then picks the appropriate policy from the Policy Store and makes a copy of it to the 
node on which the VM instance of the user will be launched.  In this way as shown in  
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Figure 6 below, the policy is propagated to the appropriate nodes in case of VM 
launch and a similar mechanism is followed for the VM migration and other events as 
well. 
 

 
Fig. 6. Policy Propagation 

4.4   Policy Enforcement 

The policy enforcement mechanism in the present design uses Mandatory Access 
Control (MAC). A set of security attributes is associated with every subject (user or 
cloud administrator).  An object (VM instances, Nodes) and a set of rules that takes 
these attributes determine whether the operation is allowed or not. A rule will contain 
subject, object, action (parameters) and action to be invoked on Denial. The action to 
be invoked on denial is specified in the policy so that the Policy Enforcement Entity 
can take evasive action and prevent a malicious administrator or user from causing 
extensive damage to the data in the cloud. Depending upon the severity of the policy 
violation the action associated with denial of permission will vary from logging to the 
secure log file and notifying the user to locking the malicious user account to prevent 
further damage the data in the cloud. The high level architecture of the policy en-
forcement is shown in Figure 7. 

4.5   Illustration 

To illustrate the working of our Access Control Mechanism we describe some typical 
user scenarios below. 
 

A user launching a VM instance 
The policy file corresponding to the user will have entries of the list of nodes the user 
has agreed for his VM instances to be hosted on. The command interface interprets 
the VM launch command and executes it, which causes a VM launch event in the  
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Fig. 7. Policy Enforcement 

Event Bus. The Event Bus Module notifies the Event Manager causing it to check the 
events in the Event Bus. The Event Manager then notifies the Trusted Policy En-
forcement Entity (TPEE) with the request to launch a VM instance of that user on the 
node. The TPEE uses the user id to lookup the corresponding policy file from the 
Key-Value Store and check if the user is allowed to launch his VM on that node. If 
allowed by the policy, it intimates the Event Manager that the command can be ex-
ecuted. This causes the Event Manager to invoke a corresponding event in the Event 
Bus which will launch the VM instance on the node. 
 
A system administrator trying migration of a client VM to an unauthorized node  
As mentioned in the above scenario, the command interface interprets and executes 
the system administrator's command, which will cause a VM migration event on the 
Event Bus. This is passed via the Event Manager to the TPEE. The TPEE looks up the 
VM instance and has the associated user id for that instance. Using this user id it 
looks up the policy file corresponding to that client and checks if the migration to the 
node is allowed. Since the node does not figure in the list of trusted nodes of the client 
the TPEE signals a Denial of execution to the Event Manager. The Event manager 
triggers a command denied event in the event bus and provides the command and the 
details of the administrator who executed the command. This event is logged in the 
secure log file and can be used later for auditing for malicious activities. 

5   Conclusions  

In this paper we have presented the architecture for a new security mechanism which 
will be able to detect malicious operations performed by a rogue administrator in 
addition to enforcing the access control rules in the cloud. We plan to instrument the 
XEN hypervisor in order to implement our architecture. We foresee that the major 
challenge will be to distinguish between the legitimate operations and the malicious 
operations. Our architecture allows user policies to be constructed from the Service 
Level Agreement (SLA) proposed by the user and agreed by the provider. We have 
also described a mechanism to securely store and propagate the policies on the fly in 
the case of VM migration to other nodes or data centers. 
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Our goal is to make the architecture as lightweight as possible so that it provides 
least overhead in the system operations and these will be analyzed for its impact on 
performance and cost.  
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Abstract. Cloud Computing has caught the fancy of the research community, 
big technology companies, application developers and consumers with its 
promise of on-demand computing and an intuitive service delivery model. 
While large corporations like Google have invested in creating their million-
server warehouses to cater to the tremendous expected demand for cloud 
resources, smaller service providers may not have enough resources to cater to 
the “elasticity” inherent in the cloud model. The ability to dynamically 
provision resources in the face of a volatile resource requests is one of the key 
performance indicators for cloud service providers and remains a challenge. It 
is always theoretically possible that the resource requirement exceeds the 
physically available resources, especially when flash-crowd scenarios are 
factored in. Catering to peak expected resource requirements by provisioning 
surplus resources is not a cost-effective strategy especially for smaller cloud 
service providers. This paper proposes the C2C framework or the Cloud-to-
Cloud network of cloud service providers; a shared ecosystem of pooled 
compute resources. Resource requests which cannot be provisioned from within 
the dedicated resources of the service provider can be met from the shared pool 
of C2C resources in a seamless manner. Simulation shows that the proposed 
framework effectively meets volatile resource requirements, allowing cloud 
service providers to scale effectively. 

Keywords: cloud-to-cloud (c2c), dynamic resource provisioning, cloud service 
provider eco-system. 

1   Introduction 

Cloud computing is a model for enabling convenient, on demand network access to a 
shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be provisioned and released with minimal 
management effort or service provider interaction [1]. Ensuring dynamic resource 
provisioning forms the very basis of cloud computing which is “elastic” by nature. 
However, predicting dynamic resource requirements for cloud service providers 
including peak usage scenarios is not trivial to say the least. While virtualization has 
helped drive the utilization levels of cloud datacenters by logically partitioning a 
physical server into many virtual machines or server instances, creating virtual 
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machines on a physical server beyond a limit reduces performance and increases 
resource management overheads. Thus, provisioning more physical resources seems 
to be the only feasible solution to cater to increased demand for cloud resources. 
Moreover, to meet the QoS (Quality-of-Service) agreements, cloud service providers 
need to create redundancy in computing, storage and network paths to ensure 24x7 
uptime and access to cloud resources, which requires heavy financial inputs. Thus, the 
current cloud computing landscape excludes the smaller cloud service providers who 
may not want to tie up their capital in creating large datacenters. 

This paper proposes the creation of a peer-to-peer based market ecosystem of cloud 
service providers which facilitates resource sharing across cloud service providers. 
Such a model allows the smaller service providers to pool their resources to provide 
greater elasticity and ensure that they are able to cater to volatile resource requests. 
Simulation results show that the proposed framework is entirely feasible, with 
acceptable performance in meeting dynamic resource requests and leads to fewer 
service denials. The proposed framework opens up exciting possibilities in the areas 
of inter-cloud resource provisioning and economic models. 

The rest of the paper is organized as follows: section 2 presents the background 
and related work. The system model is discussed in detail in section 3, while section 4 
presents the experimental results obtained from simulation. Finally section 5 
concludes the paper and presents some directions for future work. 

2   Background and Related Work 

One of the promises of cloud computing is the perception of infinite resources it 
provides to the service users, able to scale up and down as the resource demand 
varies. However, resources are finite and to meet peak resource demands cloud 
service providers need to provision a much higher level of physical resources than 
required. Thus, the problem of under and over-provisioning of resources persists for 
cloud service providers and ensuring elasticity with rapid scaling to meet surge 
computing is a challenge [2]. This challenge is exacerbated for small and medium 
cloud service providers who may not be able to create their million server warehouses 
to cater to peak resource demands. It is intuitive to assume that such a cloud service 
provider needs to fulfill its resource requirement from an external source, most likely 
from another cloud service provider. The concept of “Intercloud” [3] or a cloud of 
clouds is receiving attention of the research community, which in theory addresses 
this very challenge. An architecture for the enhancing cloud computing to enable 
cross-federated interactions is proposed in [4], while a detailed set of protocols 
describing the blueprint for the Intercloud is presented in [5]. Buyya et.al [6] discuss 
the scalability and load coordinating aspects in sourcing compute resources from 
geographically distributed data-centers. Other schemes have also been proposed in 
literature, which do not rely on other clouds to meet their resource requirements. In 
[7] the authors present a forecasting model to predict resource requirements so that 
resources can be provisioned in advance, while a dynamic resource provisioning 
model specifically for media streaming applications in the cloud is discussed in [8]. 
However, these schemes still require individual cloud service providers to invest in 
creating physical resources which can meet dynamic and volatile requirements. Thus, 
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the intercloud model looks the most promising solution to address the infinite 
elasticity issue in cloud computing.  

However, for the intercloud model to succeed requires that all cloud service 
providers agree to a common set of protocols and standards to enable interactions 
across cloud service providers.  Currently, each cloud offering (Amazon EC2 [9], 
Google AppEngine [10], Microsoft Azure [11] etc.) has its own way on how cloud 
clients/applications/users interact with the cloud and at what level services are 
provided (ranging from servers to services). The Cloud Computing Interoperability 
Forum (CCIF) [12] has been formed with this very purpose. It is in the process of 
defining the standards that will make the intercloud interactions a reality. However, 
the success of such initiatives is purely driven by market realities and usually a few 
competing standards promoted by the big players in the market co-exist.  

This research papers proposes a cloud-to-cloud model, based on creating a 
marketplace for compute resources. The unique contributions of this paper are a 
simplified architecture based on a peer-to-peer organization allowing easy sharing of 
resources. Also, the proposed model does not require cloud service providers to 
migrate to a common standard for interoperability. It just requires the representative 
edge servers belonging to cloud service providers to participate in a P2P network for 
sharing resource availability information. Thus the model is extremely flexible and 
caters effectively to volatile resource requirements. 

3   System Model 

Each Cloud Service Provider (CSP) provides services through its datacenter which 
houses physical servers. The unit of resource acquisition in the cloud is a Virtual 
Machine (VM) with many VM instances being instantiated on a physical server to 
cater to resource demand from end-users. This instantiation is typically done by the 
Hypervisor, which is a part of the cloud operating system and controls the 
virtualization aspects of cloud computing. Different cloud service providers have 
different implementations of the Hypervisor, which is one reason why implementing 
an interoperability strategy for different clouds is such a challenge. Making all cloud 
service providers to agree on a set of standard protocols and virtualization strategies is 
not trivial, although many initiatives are directed in this direction [4]. 

Each CSP has a datacenter with a dedicated edge server, which is responsible for 
participating in a P2P network comprising edge servers belonging to other CSPs. The 
edge server is responsible for sending out Resource Requests (RR) and responding to 
RRs issued by other edge servers. Each RR issued in the P2P network of edge servers 
includes the physical servers required. This is done because VM instances of one 
cloud service provider cannot be used as is by another. Thus, physical servers are 
acquired and the Hypervisor of the acquiring cloud service provider then instantiates 
the VMs as required on those physical servers. Obviously, this incurs some 
overheads, which are discussed in the results section. 

3.1   Sequence of Operations 

1. Nomination/selection of edge peer at the CSP level and specification of the CSP 
policy for resource contribution to the C2C. This includes the maximum percentage of 
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physical servers to be contributed to the C2C and the costing mechanism for the 
resources. A CSP may specify that upto 20% of its total resources (servers) can be 
shared and the cost of the resources can vary as per the demand scenario. For instance 
during peak utilization hours the cost of the resources may be higher than at other 
times. Thus, the quantum of shared resources and their associated cost varies as per 
the local demand scenario of a CSP. The resource sharing policy is not made public 
within the C2C. A CSP merely responds to resource requests from other CSPs within 
the C2C with the resources and their cost.    

 
2. An individual edge peer discovers and links up with other peers within the C2C as 
in a normal P2P network. A P2P middleware for instance one based on JXTA [13] 
provides all the peer services for discovering and communicating with other peers.  
 
3. An optimization is performed at the time when edge peers link to other edge peers 
in the C2C network. To begin with the strategy creates a cluster of “physically close” 
nodes in the overlay topology, with new edge servers being placed adjacent to edge 
servers which are physically close to them in the underlying network. Random 
Landmarking [14] for static networks and mobile adhoc networks is a well-known 
approach utilized to construct such P2P networks. Before a node joins the overlay it 
collects information regarding its physical neighborhood (against some landmark 
nodes) and uses this information to assign itself an overlay ID. This results in 
physically close nodes being clustered close together in the overlay network. On an 
average random landmarking ensures an overlay to physical hop distance ratio of 
1:1.6 for networks upto 10,000 peers. This approach ensures that the communication 
overheads between edge peers are minimized. 
 
4. As resource requests are received by a CSP, it determines whether it can meet the 
resource requests from its locally available pool of resources. When the resource 
utilization levels cross a certain threshold (say 95%), it sends out a Resource Request 
(RR) via the edge server within the C2C explicitly stating the resources required 
(number of physical servers).  
 
5. The query is propagated one hop at a time within the C2C network, starting from 
its neighboring edge server, which is also physically closer to it. Query propagation is 
controlled by specifying a hop count. Alternately, a TTL (time-to-live) parameter can 
also be specified, so that responses are received in a deterministic manner.  
 
6. The edge server receiving the RR query checks whether it has surplus resources to 
share.  If the resources requested are less than its available resources (kept aside for 
sharing), it sends back a positive response to the edge server which had initiated the 
request along with the associated cost (usually expressed in $/hour per server). It then 
propagates the query further if the current hop count is less than the specified hop 
count for the RR query. 
 
7. The edge server continues to receive responses from other edge servers till the hop 
count is exhausted. It then evaluates all the responses and chooses the one which best  
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meets its resource requirements. The best response shall be the one with the lowest 
overall cost i.e. the cost of the server and the communication cost i.e. from the edge 
server which is physically closest to it and has the lowest communication latency. 
Once an edge server is selected (based on its response), a confirmation is sent to it to 
seal the deal. 
 
8. The edge server on receiving the confirmation, sends the IP and MAC addresses for 
the servers which are assigned to the requesting edge server. 
 
9. The Hypervisor layer at the requesting edge server then proceeds to install the VM 
instances on the acquired servers making them ready to receive service requests from 
its customers. The service requests are routed seamlessly to the acquired resources 
without the end-customer knowing about it. 

All operations are summed up schematically in Figure 1, which depicts the process of 
resource acquisition.  

 

Fig. 1. Schematic of the C2C Framework 

CSP1 sends out a RR query for 20 servers, which is processed by CSP2 which does 
not have the requested resources at its disposal. Hence, it propagates the query 
further, which is processed by CSP3 and CSP4. Both CSP3 and CSP4 have the required 
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resources and respond back with their quotes. CSP1 evaluates the responses and 
finally selects CSP3 based on its lower cost.The pseudocode for the CSP selection 
process is provided below: 
 
SendRRQuery ()  

//propagates the query containing the specified 
number of servers required within the C2C network 

1:  query= new query(); 
2: query.add(this); // Adds self to enable responses    

to be directed to it   
3: query.add(numServersRequired); // Adds required 

servers  
4: query. add(maxHops); // Adds maximum number of hops 

required 
5: sendQuery(query) ; //  Sends “query” to neighbor 

edge server  
 
ProcessQuery (query) // implemented at each edge server 
//if maximum number of hops specified in the query is 
exceeded drop it 
1:  query.numHops++; //increment the hop count for the 

current query 
2:  IF (query.numHops > query.maxHops) 
3:   dropQuery (query); 
4:  END IF 

//if this edge server meets the selection criteria 
i.e. if available Resource are greater than the 
resources requested, send response to the CES which 
initiated the query. 

5:  IF(thisCES.getAvailableresources()>=query. 
numInstanceRequired) 

6:   sendResponse (sourceCES,thisCES,cost) 
7:    propogateQuery(Query) //in any case, even if 

requirements not met 
8:  END IF 
 
ProcessQueryResponse(response)//will receive only 
positive responses 
1: list =response.Addtolist ();// Adds the responses 

to its list 
2: wait(time); //wait for all responses to come in 

  3: list.ranklist ();//  Ranks all the responses from 
the list on the basis   of overall cost 

4:  selectedEdgeServer = selectTopRank(list); //select 
the top ranked one 

5:  sendConfirmation (selectedEdgeServer); //seal the 
deal 

6:  intimateHyperVisor (selectedEdgeServer); //tell 
Hypervisor to take over 
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4   Experimental Results 

To evaluate the effectiveness of the proposed scheme, we have implemented a custom 
simulator. CloudSim [15] was also considered for this purpose, but it provides support 
only for federated cloud model i.e. datacenters belonging to the same cloud service 
provider, with a provision for virtual machine migration between datacenters in case 
of failures.  

The following parameters were considered during simulation: 

• Number of cloud service providers: 50 
• Number of physical servers per datacenter: 100~300 
• Maximum Virtual Machines per server: 5 
• Resource request quantum: 10~50 vm per request 
• Resource request frequency: 2~5 per minute 
• Duration of resource usage: 30~60 minutes  
• Flash-crowd scenario frequency: once every 3 hours 
• Flash-crowd scenario duration: 10 minutes 
• Flash-crowd resource request frequency: 15~20 per minute 

 

Figure 3 depicts the average resource requests failure rate comparison between 
C2C and the individual cloud service provider model. As can be seen there are hardly 
any resource request failures on an average over a 24 hour period for C2C. During 
flash-crowd scenarios (once every three hours) the resource request failure rates spike 
in case of the individual model, while they remain relatively stable for the C2C model 
showing a marginal increase. Thus, the C2C model is capable of handling volatile 
resource requests providing enhanced elasticity to the cloud computing model. The 
resource request failures for the C2C model occur due to the assumption made that 
only one CSP can service one resource request. 

 

Fig. 3. Average resource request failures: C2C vs. Individual CSP Model 
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Figure 4 depicts the communication overheads (in milliseconds) for the resource 
acquisition scheme in the C2C model as a function of number of cloud service 
providers. The overhead measurement includes the time taken by one cloud service 
provider to issue a Resource Request, receive multiple Resource Responses, decide on 
the best request-response match and communicate the decision to the selected cloud 
service provider. The C2C network is organized in a random unstructured manner. As 
can be seen the communication overheads increase linearly with the increase in 
number of cloud service providers. 

 

Fig. 4. Communication overheads in milliseconds for the C2C framework as the number of 
CSPs increase 

4.1   Assumptions 

a. Since, the proposed model caters to small to medium cloud service providers, we 
consider only one datacenter per cloud service provider, although it can be easily 
extended to include multiple datacenters.     

b. For simplicity, we assume that the physical servers in datacenters are of similar 
configuration and have the capability of running the same number of VM 
instances.  

c. The resource requests are in terms of VM instances, although cloud users 
consume services ranging from Infrastructure-as-a-Service (in terms of physical 
server instances) to Software-as-a-Service (higher order applications and 
services). We assume that the “Broker” will translate such requests into VM 
instances required to provide those services.   
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d. For simplicity, we assume that a single RR can be provisioned from only one 
CSP and not broken up and serviced by resource contributions from multiple 
CSPs.  

5   Conclusions and Future Work 

This paper presents a viable strategy for the creation of an ecosystem of cloud service 
providers to more effectively meet volatile resource requirements. Early simulation 
results establish the effectiveness of the proposed scheme. Future work shall involve 
extending the CloudSim simulator to accurately model the proposed framework and 
getting comprehensive measurements on various aspects of the C2C model. The 
simplifying assumptions made such as requiring resource acquisitions to be atomic 
operations shall also be dropped, allowing one resource request to be partially 
serviced by another cloud service provider. Other assumptions like assigning one 
datacenter to a cloud service provider shall also be relaxed. This shall introduce 
further complexities into the model requiring end-of-day settlements with multiple 
CSPs. However, it can also potentially improve the success ratio of resource requests 
further. A detailed economic model shall also be formulated as part of this work. 
Going forward security considerations shall also become relevant and the introduction 
of a trusted-third party for establishing credentials and providing authentication needs 
to be explored. 
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Abstract. Cloud computing, a more recent computing paradigm, has evolved 
from a variety of legacy technologies that include Service oriented Architecture 
(SOA) and Web services besides several others. The software services in a 
cloud must be developed based on the service-oriented approach, in order to 
derive their full potential and benefits. Since, SOA inherently nurtures 
interoperability; it will enhance the integration and interaction among the cloud 
software services. Also, leveraging the Model Driven Architecture (MDA) 
approach to develop individual cloud software services will result in services 
that are more robust, flexible and agile in the wake of ever changing 
technologies. This paper is an attempt by the authors to lay emphasis on the 
convergence of Cloud computing, SOA and MDA in development of optimum 
business solutions. 

Keywords: Cloud computing, Cloud SaaS, Service Oriented Architecture 
(SOA), Model-Driven Architecture (MDA), Computation Independent Model 
(CIM), Platform Independent Model (PIM), Platform Specific Model (PSM), 
Interoperability. 

1   Introduction 

Recent years have witnessed rapid transitions in the field of Information and 
Communication technology (ICT). Service Oriented Architecture (SOA), a recent 
software development approach, has evolved from distributed systems; the distributed 
systems have evolved from the client-server systems, which in turn have evolved 
from the mainframe systems. In addition, the specification of functionality in software 
design and code has abstracted to higher levels – from modules, to objects, to 
components and now the services. The SOA paradigm is based on ‘separation of 
concerns’ whereby the automation logic required to solve a large problem is 
decomposed into several smaller related pieces, each addressing a specific concern of 
the problem. A more recent computing approach is cloud computing which has 
evolved from SOA and Web services, besides several other legacy technologies. 
Cloud computing attempts to optimize the utilization of hardware and software 
resources distributed in a network, by sharing them among multiple users.  
The resources are acquired and released in response to the fluctuating demands of  
the user. Yet another software development approach is the Model Driven 
Architecture (MDA) wherein the models drive the process of software development. 
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The platform-independent model specifies the business functionality of the system 
independent of the specific technology used for its implementation. The 
transformation among the models at different levels is carried out using automated 
transformation tools. Instead of considering these approaches in isolation, integrating 
all three together while developing the automated enterprise solutions will result in 
software systems that are more agile, flexible, portable, interoperable and robust. 

In this paper, the authors attempt to emphasize on the significance of Service-
oriented Architecture (SOA) and Model Driven Architecture (MDA) in the 
development of cloud software services.  Sections 2, 3 and 4 briefly discuss the basic 
concepts of Cloud computing, Model Driven Architecture and Service Oriented 
Architecture, respectively. The authors illustrate their approach in Section 5 and 6 
with the help of an example. Section 5 illustrates the interoperability among cloud 
SaaS in the light of SOA whereas Section 6 discusses the significance of MDA in the 
development of cloud SaaS. Section 7 draws the conclusion of the paper and the 
future work undertaken by the authors. 

2   Cloud Computing 

Cloud computing is a promising computing paradigm wherein shared pool of 
configurable computing resources such as processors, networks, servers, storage, 
applications, operating systems, software development environments, databases etc. 
are provided as services, remotely over a network on-demand, on a pay-per-use or 
subscription basis. The services can be accessed by the customers through a simple 
interface such as a browser, running on a thin client or even a mobile phone. Based on 
the nature of resources provided as services, the cloud service models are broadly 
categorized into cloud SaaS (Software-as-a-Service), cloud PaaS (Platform-as-a-
Service) and cloud IaaS (Infrastructure-as-a-Service) [1, 2]. 

The Cloud computing technology has evolved from a range of legacy technologies 
and concepts such as distributed computing, grid computing, cluster computing, 
utility computing, virtualization, Software-as-a-Service (SaaS), Web services and 
Service Oriented Architecture (SOA) to mention a few [3, 4].  

3   Model Driven Architecture (MDA) 

Model Driven Architecture (MDA) is an open, vendor-neutral approach [5] to 
enterprise application development wherein the software development process is 
driven by the activity of modeling the software system.  The models are the prime 
artifacts and are formal in nature. They are specified at three levels of abstraction – 
Computation Independent Model (CIM), Platform Independent Model (PIM) and 
Platform Specific Model (PSM), to represent the various aspects of the system. The 
CIM or the domain model is software independent and aims at bridging the gap 
between the domain experts and system experts. The PIM specifies the structure, 
behavior and functionality of the system independent of the platform that would be 
used for its implementation. The PSM describes the system with respect to the 
specific platform on which it would finally be implemented. The three primary goals 
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of MDA are interoperability, reusability and portability through architectural 
separation of concerns [6].  

Automated transformation tools are used to transform higher-level, platform-
independent business models into lower-level platform-specific models and finally to 
implementation code. The models are defined using formal, well-defined modeling 
language so that they can be interpreted by a computer [7]. The MDA approach to 
software development benefits the stakeholders by enhancing the productivity, 
improving software quality, preserving the Return on Investment, reducing the 
development cost and reducing the time to market. 

4   Service Oriented Architecture (SOA) 

Service Oriented Architecture (SOA) represents an architectural style in which the 
automation logic is decomposed into smaller, distinct units of logic, called services. 
Individually, these units may be distributed, yet they are autonomous and isolated 
from each other. These services communicate with each other by exchanging 
messages through well-defined interfaces. Figure 1 depicts a model of an SOA with 
its services and interfaces. 

 

Fig. 1. SOA – Services and Interfaces  

The services in SOA are governed by a set of key principles that include – loose-
coupling, autonomy, abstraction, reusability, compos ability, statelessness, 
discoverability and adherence to a service contract [8]. These principles enable the 
services to evolve independently. SOA results in the creation of business solutions 
that consist of inherently interoperable services. An XML-based, vendor-neutral 
communications framework established by web services-driven SOA enables cross-
platform integration and intrinsic interoperability among the services. The standards 
comprising this framework are – Web Service Description Language (WSDL), 
Simple Object Access Protocol (SOAP) and Universal Description, Discovery, and 
Integration (UDDI). WSDL is an XML-based standard for service description. A 
service description specifies the name of the service, the data to be provided to the 
service and the data that would be returned by the service. SOAP provides XML-
compliant communications format required by the services. The service description 
registry and discovery is realized through UDDI. 

A service-oriented software design approach may follow a top-down or a bottom-
up approach. The top-down approach is an “analysis-first” approach which is closely 



514 R. Sharma, M. Sood, and D. Sharma 

 

tied to or derived from organization’s existing business logic. This approach requires 
an overall business model of the organization to be created prior to modeling services 
for individual business processes. The bottom-up approach encourages the creation of 
individual services to fulfill application-centric requirements which are then 
integrated to achieve the overall business logic [8]. 

5   Cloud SaaS, SOA and Interoperability 

US NIST (National Institute of Standards and Technology) defines Cloud Software-
as-a-Service (SaaS) as a capability provided to the consumer to use the provider’s 
applications running on a cloud infrastructure. The applications are accessible from 
various client devices through a thin client interface such as a web browser. The 
consumer does not manage or control the underlying cloud infrastructure including 
network, servers, operating systems, storage, or even individual application 
capabilities, with the possible exception of limited user-specific application 
configuration settings [9]. The applications in the cloud may be as simple as a time 
zone converter performing a single discrete function, or as complex as a holiday 
packaging system performing a set of related business functions.  

As mentioned earlier, SOA and Web services are the technologies, besides several 
others, from which cloud computing has evolved. The cloud should not be looked at 
as a new architecture but instead as another option of storing and running services 
within SOA [10]. In addition to developing a cloud based on service-oriented 
architecture, the individual software applications deployed therein may themselves be 
service-oriented.  

 

Fig. 2. Software Services in a cloud interact through interfaces 

A cloud may host a variety of software applications as cloud services which fulfill 
the business requirements of its varied customers. Based on the requirements of the 
customers (or service consumers) these software services in the cloud may need to 
interact with each other. This interaction is accomplished through formal, 
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standardized interfaces defined using WSDL. A cloud with cloud software services 
interacting through interfaces is depicted in Figure 2. 

As SOA promotes intrinsic interoperability [8], the SOA-based cloud architecture 
would have cloud software services that are inherently interoperable. The XML-based 
vendor-neutral communications framework, comprising of WSDL, SOAP and UDDI 
for defining, publishing, and using the services, would ensure interoperability among 
the various cloud services running on different software platforms and hardware 
architectures. An important aspect of SOA is the separation of the service interface 
(the what) from its implementation (the how) [11]. As a result, a client (which may be 
another service) need not be concerned with the implementation details of the service 
in order to use it. The service implementation performs the necessary processing. A 
change in the implementation of the service does not prevent the client from 
communicating with the service, so long as the interface remains the same. 

We illustrate this with the help of an example. We identify two services –  
an Online Hotel Reservation system (OHRS) and Cab-On-Hire system (COHS) – in 
the cloud. A fictitious business enterprise, ABC hotel, subscribes to OHRS 
application in order to provide online services to its clients (customer and hotel 
personnel) through its website ABCHotel.com. The services (functionalities) enable 
the clients to book accommodation, cancel a booking, check availability status, 
generate reports etc. XYZ Cabs is another fictitious business enterprise which 
subscribes to COHS application, to provide online services to its clients through its 
website XYZCabs.com. The COHS allows its clients (online customers and its staff) 
to book a cab and cancel a booking. The ABC Hotel also hires the cabs for its in-
house customers from XYZ Cabs. In order to fulfill the additional functional 
requirements the two cloud services must be able to interact with each other. For 
example, the ABC Hotel requires determining the total number of its customers hiring 
the cabs on a specific day. In an SOA-based cloud this interaction is enabled through 
an XML-based communication framework that uses SOAP messages, as depicted in 
Figure 3 [12]. 

 

Fig. 3. XML-based Interaction between the cloud SaaS  

The hotel administrator submits a request, from one of the ABCHotel.com web 
pages, to XYZCabs.com to determine the number of its customers availing the cab 
service on a particular day. The HTTP request generated is routed via a controlling 
servlet on the ABCHotel.com web server, which determines that it needs to retrieve 
the information (raw data) from XYZ Cabs. The servlet obtains this data by using a 
web service client implemented by ABCHotel.com developers. This client uses the 
web service interface published by XYZCabs.com to invoke a method on its server 
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that returns the required information. The method invocation is performed by creating 
an XML message that contains the method name and any required parameters and 
then sending it to XYZCabs.com’s server using the SOAP protocol. The value(s) 
returned by the method call are then wrapped in another XML message and sent back 
to the ABCHotel.com’s web client, which extracts the information that it needs and 
uses a server-side script engine to render it as HTML. The HTML is then returned to 
the client’s browser. The advantage of using XML instead of HTML is that only raw 
data is required to be transferred which does not include presentation markups, 
thereby reducing network traffic. Also, the code required to make a request is much 
simpler than that required to extract data from an HTML page. 

6   Cloud SaaS and Model Driven Architecture (MDA) 

As is evident, the technologies are constantly evolving. The technology evolution has 
serious ramifications in B2B context as it is more difficult to control the impact of 
change when external partners are involved. Rather then directly developing the cloud 
software services using available technologies, modeling them at a higher level of 
abstraction will decouple them from the undesired effects of technology change and 
enhance their longevity. An MDA based development of cloud SaaS (application) 
will enable defining these services in a technology-independent manner and will play 
a significant role in improving the quality of cloud software services, making them 
more robust, flexible and agile [13]. Encapsulating business logic in a manner that is 
independent of the technical mechanisms will formally capture the essence of the 
applications; and will also make it possible to reuse them in a variety of contexts [14]. 
Web service is a fundamental technology underlying the cloud computing paradigm; 
and is evolving too. Based on MDA approach, a formal, semantically rich platform-
independent model of the Web service capturing the information and functionality 
provided by it, may be defined which may then be used to generate the artifacts that 
support the service over some other set of technologies. 

We illustrate this with the help of the example illustrated in the previous section.  
In order to meet the business requirements the OHRS and the COHS cloud SaaS  
must be able to interact with each other. For example the ABC Hotel utilizing  
the OHRS service requires determining the total number of its customers who availed 
the cabs from XYZ Cabs on a specific day. The application uses a business service  
for the purpose. In the context of enterprise architecture, a business service may  
be represented as a Web service, a Web page, a fat-client application screen, or an  
API [15]. 

Figure 4 depicts a business service model for the Hotel_Cab Service that includes a 
method (operation) to determine the total number of customers availing the cabs. The 
OCL (Object Constraint Language) is used to express the invariants, the pre-
conditions and post-conditions for the operation. 

Figure 5 depicts the PSM targeted on WSDL for the business service under 
consideration. The business service example is expanded to include the declaration of 
the output parameter – total_customers. The transformation rule involves mapping the  
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input parameters to WSDL input messages and the output parameters to WSDL 
output messages. The lower part of Figure 5 represents a formal model of WSDL 
itself. WSDL defines port types, which in turn own operations. Operation definitions 
reference message definitions, with some messages playing the role of inputs and 
some playing the role of outputs for the operation [15]. 

 

Fig. 4. A PIM of business service  

 

Fig. 5. Business service mapped to WSDL (PSM)  

7   Conclusion and Future Work 

Cloud computing is fast emerging as a computing paradigm where the computations 
would be performed using third-party hardware and software resources. In the wake 
of constantly changing technologies, the authors in this paper stress on the need to 
leverage the MDA approach in the development of cloud SaaS. Besides, SOA-based 
cloud architecture will ensure improved integration and inherent interoperability 
among the software services in the cloud. Thus, the developers as well as the service 
consumers would be able to harvest the benefits of cloud computing, MDA and 
SOA. 

At present, the authors are developing a transformation tool based on the 
transformation rules defined for business service. An SOA-based approach for 
developing the illustrated cloud application is also underway. The efforts are being 
made to ensure interoperability among the SOA-based cloud services. 
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Abstract. This paper develops an optimized subcarrier power alloca-
tion mechanism for orthogonal frequency division multiplexing (OFDM)
based cognitive radio (CR) system. It is reported in the literature that
both classical i.e. uniform power loading scheme and water filling method
that allocates power based on the channel gain developed for OFDM sys-
tem, are not effective for cognitive radio network (CRN) as the schemes
introduce large interference to primary user (PU). To this aim, the
present work proposes a simple, computationally efficient yet effective
power loading scheme that maximizes the transmission capacity of CR
while keeping the interference introduced to the PU and the total power
below acceptable limits. To meet the objective, proposed power alloca-
tion to subcarriers not only consider channel gains but also the relative
distances between CR subcarriers and PU band. Numerical results show
that the relative gain on CR capacity is ∼ 1.7 times compared to the
existing hybrid and suboptimal OFDM power allocation schemes when
interference introduced to PU is set at 3 × 10−6 (in watt).

1 Introduction

Radio frequency spectrum scarcity is becoming nowadays a serious issue due
to the high demand for spectrum resources inspired by the increasing number
of wireless users and data intensive applications such as interactive and multi-
media services. However, government regulatory agencies, such as the Federal
Communications Commission (FCC) bodies, on recent measurement on spec-
trum utilization, have shown that most of the time large portions about 15 to
85% of certain licensed frequency bands assigned to primary users (PU) remain
empty. To remedy this, new regulations would allow for devices which are able
to sense and adapt to their spectral environment, such as cognitive radios (CR),
to become secondary users (SU). To this aim, cognitive radio network (CRN)
has recently been emerged as one of the prime techniques for exploiting the
increasingly flexible licensing of wireless spectrum [1].

Spectrum sensing, dynamic spectrum access, spectrum management, spec-
trum utilization with cooperative relay concept etc. are the couple of primary

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 519–528, 2011.
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issues in cognitive radio research [2]. Spectrum sensing has been identified as a
key enabling to detect a spectrum hole by reliably detecting PU’s signal. Spec-
trum utilization can then be improved by making a SU (CR) to access a spectrum
hole unoccupied by PU at the right location and the right time. Dynamic spec-
trum access (DSA) is the concept of unlicensed users “borrowing” spectrum from
license holders [2].

Two popular network architectures, namely centralized and distributed ap-
proach have been emerged for spectrum sharing. In a centralized spectrum shar-
ing approach, a centralized server collects information from a collaborating group
of SUs, which learn about the PU transmission characteristics, along with PU
cooperation (if possible) and manages a database for the spectrum access and
availability information [2]. On the other hand, in a distributed spectrum sharing
approach, each node is responsible for its own spectrum allocation and access
based on PU’s transmission in its vicinity. In other words, SUs can sense and
share the local spectrum access information among themselves without enforcing
PU’s contribution [3]. A hybrid approach is also developed in which the central-
ized controller only knows about the distribution of the instantaneous channel
gains of the CR [4]. Each distributed controller for each CR knows the channel
gains (instantaneous) and interference threshold for each user. Results showed
that orthogonal frequency division multiplexing (OFDM) based hybrid power
allocation performs very close to the case of centralized power allocation with
the knowledge of distribution about channel gains, but requires less overhead as
centralized controller does not need the information of the instantaneous channel
gains [4].

Concurrent cognitive and non-cognitive transmission is possible through spec-
trum sharing if the interference generated by the CR users is below a certain
acceptable threshold at the PU’s intended receiver. There are three types of
spectrum-sharing techniques, namely, interweave, underlay, and overlay [2]; each
one offers benefits along with different challenges. Underlay scheme assumes
the knowledge of channel gains between the secondary and primary user to be
available so that the secondary user can adapt itself to the channel changes
in order to meet the primary interference requirements. In such situation, the
OFDM is perhaps one of the most promising candidates because of its natu-
ral adaptive ability to utilize different portions of the spectrum. A subcarrier
of orthogonal frequency division multiple access (OFDMA) that is in deep fad-
ing and not suitable for one user, may have a good gain for another user. In
general, since fast Fourier transform (FFT) and its inverse are used for OFDM
based system implementation, various parameters such as FFT size, filters, win-
dows, modulation, coding rate, cyclic prefix size, transmit power, subcarrier
allocation, bit loading etc. may be made use for overall performance improve-
ment [4]. Among all these, adaptive resource allocation in terms of subcarrier,
bit and power to users according to their channel conditions become the most
appealing for effectively improving the spectrum utilization [5],[6]. Two popu-
lar classes of resource allocation problems, namely, margin adaptive (MA) (to
minimize transmit power under data rate constraints) and rate adaptive (RA)
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(to maximize data rate subject to power constraints) are studied and reported
in literature for conventional wireless network as well as in CRNs.

This work develops optimized subcarrier power allocation for OFDM based
CRN to maximize data transmission rate of CR under the constraint of interfer-
ence threshold to the primary user as well as transmit power. Therefore a simple
power loading policy is proposed that not only considers fading gain of the radio
channel but also the spectral distance of the respective subcarriers from the PU.
Simulation results show the strength of the proposed scheme for improved data
transmission rate of CR compared to the existing works while simultaneously
meeting the constraints of interference and transmit power.

The rest of the paper is organized as follows: Section 2 makes the review of
the related works, limitations and scope of the present work. Section 3 describes
proposed power allocation algorithm. Section 4 presents performance evaluation
along with discussion. Finally, the paper is concluded in Section 5 along with
the scope of future work.

2 Review of Related Works, Limitation and Scope of the
Present Work

In this section, we present a brief literature review related to recently published
OFDM based power loading in CRN system. The objective of this review section
is to discuss the merits and limitations of some related works and scope of the
present work.

2.1 Review of Related Works

Power loading algorithm across different OFDM subcarriers is proposed in [7]
for multiuser CR system. First a suboptimal subcarrier allocation scheme is pro-
posed followed by optimal power loading algorithm that maximizes the capacity
of CR users while maintaining the interference threshold to PU and transmit
power below certain prescribed values. In [8], Lagrangian dual function is used
to allocate power in each subcarrier by considering the received interference as
a fairness metric. Subcarrier, bit and power allocation technique for CRN based
on integer linear programming has been considered in [9]. In [10] user scheduling
and MA based resource allocation have been proposed for a multiple input mul-
tiple output (MIMO)-OFDMA based uplink CRN. The aim is to admit as many
SUs as possible in various subcarriers while ensuring no interference is leaked to
PUs. In [11], binary power allocation for CRN with centralized and distributed
system is proposed for sum rate maximization. In [12], the combined use of
distributed power allocation and scheduling policy for OFDM in the context
of parallel multi-access fading channels is presented where each user‘s actions
depend only on knowledge of its own channel gains.

The review of conventional OFDM-based wireless communication system re-
veals the fact that water filling maximizes the overall transmission capacity.
Water filling policy in the frequency domain suggests that more power should
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be allocated to the subcarriers that have relatively better channel quality, while
less power should be allocated to those with poor channel quality [3,5,6]. How-
ever, due to the implementation complexity of water filling policy, uniform power
loading was proposed later on. However, in CRN where primary and secondary
users exist side by side with each one experiences interference due to other, use of
the classical loading algorithm e.g. uniform power to all subcarriers lead to higher
mutual interference in the PU band [7,8,9,10]. In other words, the throughput
of CR is limited by the interference caused to the PUs. This in other words
suggest that power profile would depend not only on channel gains but also on
interference caused to primary user. Moreover, power loading based centralized
OFDM systems largely suffer from overhead, delay, and/or large computational
complexity [4].

2.2 Scope of the Work

The notable facts emerged from the above review works are as follows

(1)OFDM based power loading scheme is promising to maximize transmission
rate of CR user provided interference constraint to the PU is well maintained.
(2)The amount of interference introduced to the primary users band by a CR’s
subcarrier depends on the power allocated in that subcarrier as well as spectral
distance between that particular subcarrier and PU band. To take into account
these two aspects in power profile, uniform power over the subband i.e over
bandwidth of the subcarrier but relatively smaller in magnitude nearer to PU is
desirable, which in turn suggests an approximate stair-case like power profile as
shown in Fig. 1(a) below.
(3)A computationally simple yet effective mathematical form of power profile is
desirable so that it is suitable for fast-fading environment as well as for large
number of subcarriers in CR bands.

On summarization, the design problem is that given an interference threshold
prescribed by the PU transmit power remains within a certain value, a simple
analytical form of power profile for CR subcarriers need to be developed which
under certain approximation may be like as shown in Fig. 1(a). In other words,
design problem is how much power should be transmitted from each CR user’s
subcarrier so that the transmission rate of the CR user is maximized under
certain interference constraint to PU.

Fig. 1. (a)Approximate power profile, (b) coexistence of PU and CR side by side
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3 Proposed Power Allocation Algorithm

This section would develop the mathematical form of power profile for CR’s
subcarriers. Prior to that we would briefly describe the system model.

3.1 System Model

It is assumed that frequency band B which has been occupied by PU is known,
and the available frequency band for CR user is located on both sides of the
primary user i.e we consider the side-by-side CR access model as shown in Fig.
1(a). The available bandwidth for CR transmission is divided into N subcarriers,
N/2 subcarriers on each side, and each with a bandwidth of Δf . Further, it
is assumed that the CR user does not have any knowledge of the PUs’ data
transmission method i.e. whether it is also OFDM or not. If the PU also uses
OFDM modulation and the SU has knowledge of it, their transmission could be
made orthogonal. However, in practice the PU might not be using OFDM, even
if it is, it would be very difficult for the CR user to know the required parameters
of the PU in order to maintain orthogonality.

The model presented here is a generalized picture of co-existence of both types
of users according to a spectrum pooling strategy. In other words, the interference
introduced into a PU’s band is dominated by the adjacent SUs’ transmission.
Interference from the distant SUs decays as distance increases. However, the
co-existence of PU and SU, would introduce two types of interference in the
system.

(a) One is introduced by the PU into the CR user’s band.
(b) Other is the interference introduced by the SU (CR) to PU band.

3.2 Interference Introduced by the Secondary User’s Signal

The power density spectrum of the i-th subcarrier in the CR user’s band can be
written as

φi = PiTs

(
Sin πfTs

πfTs

)2

(1)

where Pi is the transmitted power assigned to the i-th subcarrier in the CR
user band and Ts is the symbol duration. The interference introduced by the
i-th subcarrier of CR to the PU’s band is the integration of the power density
spectrum of the i-th subcarrier across the PU’s band, and can be written as

Ii(di, Pi) = hi
sp

2PiTs

∫ d+B/2

d−B/2

(
Sin πfTs

πfTs

)2

df = Pi ∗ ki (2)

where ki = hi
sp

2Ts

∫ d+B/2

d−B/2 (Sin πfTs

πfTs
)2df .

Here di represents the spectral distance between the i-th subcarrier of the
CR user’s band and the PU’s band, Ii(di, Pi) represents the interference intro-
duced by the i-th subcarrier of CR for a transmit power Pi to the PU’s band, hi

sp
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represents channel gain for i-th subcarrier of CR to PU. We assume that both
PU and CR users are located in a same device. In such co-located scenario which
indicates that primary receiver can estimate the channel gain hi

sp and reports it
to CR transmitter.

3.3 Interference Introduced by the Primary User’s Signal

The power density spectrum of the PU signal after M-point fast Fourier trans-
form (FFT) processing can be expressed by the following expected value of the
periodogram.

E[IN < W >] =
1

2π.M

∫ π

−π

φPU (ejw)
(

Sin(w − ϕ)M/2
Sin(w − ϕ)/2

)
dϕ (3)

where W represents the frequency normalized to the sampling frequency and
φPU

(
ejw

)
is the power density spectrum of the PU signal.

J(di, PPU ) = hi
ps

2

∫ d+Δf/2

d−Δf/2

E{IN (W )}dw (4)

Assume that there are L number of PUs, and also assume that J i
n is the inter-

ference introduced by the n-th PU to the i-th subcarrier of a CR under consid-
eration at a distance di. If J i

n is treated as a random variable, for large value
of L, Ji =

∑L
n=1 J i

n is considered to be random variable (RV) with Gaussian
distribution (according to central limit theorem). Henceforth, we denote this in-
terference Ji introduced by a group of PUs to the i-th subcarrier of a CR under
consideration as additive white Gaussian noise (AWGN)-like signal filtered by
elliptical filter with certain amplitude [4].

The transmit power is adjusted in each subcarrier of CR user. The transmis-
sion rate of i-th subcarrier, Ri, for the transmit power Pi is given by Shannon’s
capacity formula

Ri = Δf log2

(
1 +

hi
ss

2 ∗ Pi

σ2 + Ji

)
(5)

where hi
ss is the channel gain between i-th subcarrier of CR transmitter and CR

receiver. Here again it is assumed that channel gain hi
ss is perfectly known to

CR transmitter.

3.4 Problem Formulation

Our objective is to maximize the total transmission rate of CR user while keeping
the interference introduced to the PU below a certain threshold. Expressing
mathematically the data transmission rate as

C = max
pi

N∑
i=1

Δf log2

(
1 +

hi
ss

2 ∗ Pi

σ2 + Ji

)
(6)
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subject to
∑N

i=1 Ii(di, pi) ≤ Ith, pi ≥ 0, ∀i. The symbol ‘C’ denotes the trans-
mission capacity of the CR user, N denotes the total number of OFDM subcar-
riers, Ith denotes the interference threshold to the PU band. We like to apply
Lagrangian to solve this optimization problem and the simplified form of cost
function is

L(Pi, λ) =
N∑

i=1

Δf log2

(
1 +

hi
ss

2 ∗ Pi

σ2 + Ji

)
− λ

( N∑
i=1

Ii − Ith

)
(7)

λ is called as Lagrange multiplier. Differentiating this equation with respect to
Pi we get,

∂L

∂Pi
=

1(
1 + hi

ss
2∗Pi

σ2+Ji

) ∗
(

hi
ss

2

σ2 + Ji

)
− λ

∂Ii

∂Pi
(8)

From Eq. (8) by making ∂L(Pi,λ)
∂Pi

= 0 and substituting ∂Ii

∂Pi
by ki(see Eq. 2), we

get
hi

ss
2

(σ2 + Ji + hi
ss

2 + Pi)
= λ.ki (9)

Now the value of λ can be calculated from the following relation∑N
i=1 Ii(di, Pi) = Ith and Ii = Pi ∗ ki

i.e

Pi ∗ ki =
1
λ
−

N∑
i=1

σ2 + Ji

hi
ss

2
∗ ki (10)

We now find the value of λ as

λ =
N

Ith +
∑N

i=1

(
(σ2+Ji)∗ki

hi
ss

2

) (11)

Substitution of the value of λ in Eq.(10) would allow to find Pi value. Under
certain approximation, if we ignore the second term in Eq.(10), we can follow
that power is inversely proportional to the term ki which depends on the spectral
distance of the i-th subcarrier of CR user from the PU band as well as channel
gains, satisfying an approximate nature of power profile shown in Fig.1(a).

4 Performance Evaluation and Discussion

This section describes the performance of the proposed OFDM based power
allocation in CR system. Maximum possible data transmission rate for different
values of interference threshold to PU and power budget are reported along with
comparative results for the two recently reported works, namely hybrid OFDM
based power allocation [4] and joint subcarrier and power adaptation in OFDMA
based CRN system [7]. To run simulations we have considered the following
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Fig. 2. (a) Transmission capacity of SU versus power budget at different values of Ith

(b) Performance comparison of CR transmission capacity versus interference introduced
to PU

parameter sets, symbol duration Ts to be 4μ second, Δf is taken as 0.5 MHZ,
we assume there are two PU and two SU (CR) bands. We assume bandwidth B
of first PU to be 1 MHZ and the second PU band to be 2 MHZ. The channel
gain hi

ss,hi
sp and hi

ps is assumed to be Rayleigh fading with an average channel
power gain -10dB. Different realizations for channel fading would result different
sets of fading gains, hence, an average transmission capacity for CR obtained
over 10000 independent run is reported here. Further we assume there are ten
subcarriers for secondary user, five on each side of the primary user band. Noise
variance σ2 is taken as 10−5. Interference from primary user to secondary user
(Denoted by J) is assumed to be additive white Gaussian noise and power of the
output noise filter is kept at 8 mW.

Fig. 2(a) shows power budget of CR versus data transmission capacity for dif-
ferent interference threshold (Ith) values to PU. As expected, with the increase
of Ith values, data transmission capacity of CR increases. Numerical results show
that for an increase in Ith value ∼ 0.000002, an improvement of 0.4 times in data
transmission rate is achieved, while for an improvement of 20 times in Ith value,
an improvement in data transmission capacity of ∼ 25 to 15 times is achieved.
Moreover, even at lower power budget, capacity for CR is significantly high
making this algorithm quiet efficient for CRN system in power limited channel.
Fig. 2(b) shows the comparative performance results for maximum possible data
transmission rate of CR with interference introduced to PU. Numerical values
show that for a given interference threshold to PU, the proposed scheme always
offers the best data transmission capacity, while subcarrier and power adapta-
tion method [7] shows the worst performance. Relatively inferior performance
of [7] is possibly due to suboptimal subcarrier allocation which is preceded for
the optimal power allocation and also does not take into account the distance
measure. Numerical values in the graph also show that CR data transmission
capacity is significantly improved at high values of interference introduced to
PU compared to the other works [4], [7], while performance of later two follow
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Fig. 3. Performance comparison of interference introduced to PU versus (a) transmit
power budget, (b)% reduction in capacity

almost closely. It is clear from the graph that at interference introduced to PU
set to 3 × 10−6, almost 1.7 times improvement in CR capacity is possible to
achieve compared to the other two methods [4],[7].

Fig.3(a) shows transmit power budget versus interference introduced to the PU.
Graphical presentation shows the trend that even with the increase of transmit
power for the CR, interference introduced to PU is significantly lower compared
to Bansal et al [4] method, which in turn indicates that proposed power loading
mechanism increases CR capacity while always keeping the interference thresh-
old to a specified limit. The combination of Fig.2(a) and 3(a) would help to deter-
mine for the given interference threshold what particular value for power budget
to be set so that target capacity can be achieved. Finally, the difference in maxi-
mum achievable transmission rate expressed in terms of percentage reduction as
a function of interference introduced to PU is shown in Fig. 3(b). This is accom-
plished by taking the difference between the capacity achieved in this work and
the capacity obtained by allocating mean equal power to all subcarriers but with-
out considering any interference to PU, and then converting this reduction (as
difference is negative) in term of percentage, calculated for different values of in-
terference to PU. It is seen that falling rate for the present method is much higher
and difference in capacity value is low (which means the capacity for the proposed
method quickly i.e. at even low interference value and closely follows the capacity
for the equal power) indicating that system performance increases and continues
with the increase of value of interference to PU. Here also comparison shows the
best performance for the proposed one, compared to the other two [4],[7].

5 Conclusions and Scope of Future Works

In this paper, we propose an optimum subcarrier power allocation for OFDM
based underlay CR system that meets the interference to PU within a cer-
tain limit. The power profile calculation is computationally simple and not only
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depends on channel gain but also distance of CR subcarriers to PU band. Sim-
ulation results show the improved data transmission capacity of CR for the
proposed method compared to OFDM based hybrid power allocation as well
as joint subcarrier and power adaption methods at lower value of interference
threshold. Future work would extend this concept for power allocation in relay
based cognitive system for further improvement in both PU and SU capacity
considering OFDM transmission.
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Abstract. In this paper, we propose a solution to multimedia trans-
mission problem over Cognitive Radio networks in lossy environments.
For Cognitive Radio networks where the spectrum is owned by Primary
Users having Poissonian traffic, Secondary Users are allowed to use these
spectral resources for some delay constrained multimedia applications.
The service provider produces layered stream based on a progressive
source coder like SPIHT. We use a specific packetization framework for
Multiple Description Coding derived from the Priority Encoding Trans-
mission to cope with both primary traffic interruptions and subchannels
fading. An efficient exhaustive algorithm that implements an Unequal
Loss Protection mechanism will be introduced to maximize the received
PSNR as a function of our transmission model parameters. Numerical
simulations for image transmission case show that the proposed scheme
can protect the important layers from packet losses to a meaningful de-
gree and improves the perceived image quality even when packet losses
increase.

Keywords: Cognitive Radio network; multimedia traffic transmission;
Poissonian traffic; SPIHT; Multiple Description Coding; Priority Encod-
ing Transmission.

1 Introduction

Mobile and multimedia communication services have experienced a great
evolution over the last decades. Increasing demand for the frequency spectrum
resource makes the radio spectrum more precious. On the other hand, actual
observations of the spectrum occupancy taken on some bands reveal the low and
discontinuous usage of the licensed spectrum in time and space [1] [2], hence the
emergence of the Cognitive Radio (CR) [3] as a new paradigm to find strategies
for enhancing and sustaining the growth of multimedia and wireless networks
with limited spectrum.
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This spectral coexistence concept has been proposed in the objective of en-
abling devices to occupy the spectrum that has been left vacant by licensed users.
Therefore, every telecommunication system will be divided into two networks: a
primary network called Primary Users (PUs), which owns the spectrum license
and has full rights on it, and a secondary network called Secondary Users (SUs),
which is allowed to use the primary network’s bandwidth in case of PU absence.
While using a certain band of spectrum, the secondary user must avoid disturb-
ing and interfering with the corresponding primary user, the SU must free the
spectrum in case of PU reclaim and needs to restructure his communication link.
Consequently, SU link maintenance becomes a necessity.

The frequency bands are incessantly sensed and from that sensing-derived
informations, Secondary User Links (SULs) can be formed from a composition of
multiple subchannels (SCs) that are currently not used by licensed users (Fig. 1).
The SUL maintenance mechanism deals with two main crucial aspects. The first
one is to minimize the effect of PU arrival on the established SU link by adopting
a suitable link structure. In this article we propose to make use of the Spectrum
Pooling Concept [4], subchannels selected to create a SUL should be scattered
over multiple PU frequencies. The major advantages of this principle are twofold:
1) it limits performance degradation due to the interference caused by primary
user reappearance, and 2) it reduces the number of jammed subchannels once
the primary user appears during the lifetime of a Secondary User Path. The
second one is to remedy the problem of packets loss due to PU interruptions, for
this purpose we modelize the lost packets as erasures and we make use of erasure
correcting codes. There are two approaches to do it: channel coding approach
and source coding approach. The channel coding is used to compensate for the
loss due to PU appearance and source coding is used to recover the content
up to a certain quality depending on the number of packets received. In this
contribution, we propose to exploit the Joint Source Channel Coding (JSCC)
approach that combines the benefits of both methods already mentioned.

More precisely, in this work we adopt a Multiple Description Source Cod-
ing method which is among the most appropriate JSCC ways to communicate
multimedia content over a lossy packets network.

Furthermore, there exist little research efforts on the problem of secondary
traffic transmission over Cognitive Radio networks using Multiple Description
Coding (MDC). In [5], Kushwaha, Xing, Chandramouli and Subbalakshmi have
studied the coding aspect over CR networks, a brief summary of Spectrum pool-
ing concept has been introduced [4]. Then, different coding types have been
presented and their applications on the secondary use have been analyzed and
discussed. Principally, the paper has given an overview of the MDC as source
coding well suited for use in CR networks. For simulation results, the paper has
adopted the LT codes to combat the secondary use losses under the CR architec-
ture model defined in [6]. This study was an attempt to give a general analyze
of MDC applications on CR networks and no numerical results have been pre-
sented for this specific coding scheme. In [7], Husheng has investigated the use
of MDC in cognitive radio systems to overcome the losses caused by the primary
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Fig. 1. Subchannel access model

traffic arrival on the secondary applications that are delay sensitive and distor-
tion tolerable. Using a Gaussian source, he has proposed an algorithm to trans-
form the selection of rates and distortions problem into an optimization problem
for the expected utility. The primary users occupancy over each frequency chan-
nel was modeled as a Markov chain. Numerical results have been presented for
real time image coding. However, this contribution has not considered the noise
and fading aspect of networks and consequently there is an additional packets
lost average due to lossy environment which degrades considerably the perfor-
mance of the selected SUL. The study explores only the applications with traffic
that fits well with the markovian process and there are other CR applications
where the Markov chain is not applicable. Moreover, this study has considered
only the Gaussian sources and need to be generalized to more sources types.

In previous work [8], we have done some contribution on the problem of im-
age transmission over lossy networks using progressive source codes associated
to fountain codes where the stream delivery is reinforced by the use of Unequal
Error Protection (ULP) based on the block duplication technique. Currently,
our work is addressing the multimedia traffic transmission problem through dis-
tributed CR networks in lossy environments. So, we have treated this problem
in [9] by using fountain codes under different subchannel selection policies in a
fading environment with the assumption that the primary traffic arrival follows
a Poisson process. Herein, we consider the same primary applications that have
a traffic which is dynamic and have less correlation [10] (Fig. 1). We depict the
network topology that provides the infrastructure for the multimedia communi-
cation in a secondary use scenario. Particularly, we focus on multimedia applica-
tions that are delay constrained with some tolerable quality degradation, which
means that the transmission has to respect a given delay with some distortion.
Multiple description coding is used as a source coding to cope with packet losses
caused by both Poissonian primary traffic interruptions and subchannels noise
and fading (Fig. 2). Some descriptions may be lost in the network, nevertheless,
the use of MDC enables reconstituting the multimedia data with some achieved
distortion. The source stream is progressively encoded using a progressive com-
pression scheme like SPIHT, this mechanism generates a base layer and several
enhancement layers, the base layer is indispensable for the media stream to be
decoded and enhancement layers are applied to improve stream quality. A spe-
cific source coding structure is used here making use of the Priority Encoding
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Transmission (PET) packetization technique of Albanese et al. [11]. The pro-
posed technique assigns different amounts of Forward Error Correction (FEC)
to different descriptions according to their importance (Fig. 2). Those amounts
of FEC are calculated based on a given algorithm that we will introduce here.
Our algorithm finds exhaustively a good compromise between the packet cor-
ruptions pattern and the PSNR of the received image. The used FEC can be
Reed Solomon (RS) codes [12] or any error correcting codes like Fountain codes
[13]. The use of the MDC associated to the specific packetization scheme enables
recovering the multimedia data content up to a certain quality commensurate to
the number of received descriptions and provides reliability in various secondary
applications. The novel idea of making use of this specific JSCC scheme in CR
networks kills two birds with one stone: first, the use of progressive source coding
with multiple descriptions protects the original stream against the resulting PU
arrival erasures. Secondly, the Unequal Loss Protection ensured by the progres-
sive FEC amounts make the transmission robust against unreliable subchannels
and enables heavy protection to the base layers.

BIT STREAM

LAYERED BIT STREAM USING SPIHT

K K K K K1 2 3 4 5

Packet 1
Packet 2

Packet N

FEC = Codage RS(N,K  )l

Fig. 2. Multiple Description Coding framework based Priority Encoding Transmission

The remainder of this work is organized as follows: Section 2 gives a brief sum-
mary about the Spectrum Pooling Concept. In Section 3 we compute the analytic
expression of the successful transmission probability of a given description on
the chosen SUL. We evaluate the losses due to subchannels characteristics and
we adapt the Priority Encoding Transmission framework to our CR network
model. We will introduce an exhaustive algorithm to maximize the received
PSNR depending on the MDC coding scheme settings. In Section 4 we present
the numerical results for a real image transmission and we show the resulting
gains in terms of the achieved PSNR. Then we compare our introduced MDC
scheme to the one introduced in [7], and finally Section 5 draws our conclusions.
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2 System Descriptions

Here we introduce some concepts that will be used in our study.

2.1 Spectrum Pooling Concept

The Spectrum Pooling Concept [4] basically consists of selecting several spectral
ranges from the primary frequency bands to constitute a common pool. The
so called COgnitive Radio for Virtual Unlicensed Spectrum (CORVUS) [14] is
based on this approach. The whole frequency spectrum covered by the system
is divided into Nsc subchannels each of bandwidth W = B/Nsc where the total
available system bandwidth is B. The dashed frequency bands in Fig. 3 indicate
that de PU is currently active, consequently this frequency band can not be
used by any secondary user. The gradient grey color in Fig. 3 shows the vacant
subchannels that are selected to construct a Secondary User Link.

Secondary User Link SUL

PU1 PU PU PU PU2 3 4 5

Fig. 3. Spectrum Pooling Concept

3 Proposed Work

In this section, we introduce a robust way to communicate an image over a lossy
packets network such as CR networks by the use of a progressive encoding system
(Fig. 2) which allows transmitting the coded image as a sequence of descriptions
over CR networks. The use of progressive amounts of FEC guarantees a high
protection level to the most important data i.e. the base layer of the stream.

3.1 General Analysis

On a distributed Cognitive Radio network, we consider a Secondary User provid-
ing access to multimedia information (image, audio, video,. . .) directly available
to a given population of many Secondary Users.

In our study, we pay special attention to the real time image transmission.
There is a deadline for all codewords, denoted by Timage. Only packets entirely
received before the deadline can be used for the reconstruction of the image.

In our system model, time is slotted into frames of length T. We use the
frame structure as shown in Fig. 4. At the start of every frame T, a SUL is set
up by selecting a set of S subchannels from different PU bands of the spectrum
pool. Let Tsens denotes the Secondary User Link setup time (Tsens ≈ Tsetup).
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Data transmissionLink
Setup

Tsetup dataT

Fig. 4. Time frame structure

Then the SU starts transmitting his packets over this link during Tdata. We have
T = Tsens + Tdata.

We make the following assumption: T = Tdata, because Tsens is so small as
to be negligible compared to Tdata. For simplicity of analysis and without loss
of generality, we suppose also that the image time duration Timage and the time
frame T are equal: T ≈ Timage.

The primary traffic on the selected bands is considered dynamic. Hence, the
PU arrival process on every subchannel s ∈ {1, · · · , S} is modeled as a Poisson
process with arrival rate λs and interarrival time τs, S is the set of available
subchannels (Fig. 1).

Let u and v be two active SUs. Sophisticated signal processing and coding
techniques remains the cornerstone of a successful transmission u → v.

3.2 Formalizing the Transmission Problem

To guarantee a successful transmission of the multimedia content through the
available subchannels over the CR network, we have to battle on two major
challenges: First, CR networks are subject to PUs interferences and fading across
subchannels. Secondly, multimedia applications have to respect the heterogeneity
in terms of available clients bandwidth and delay constraints. That is, the use of
MDC is very suitable for that kind of traffic. The Multiple Description Source
Coding associated to an appropriate progressive compression scheme allows us
to generate multiple levels of quality and alleviate the packet losses for delay
constrained applications.

Over the last years, many contributions have been made on the problem of
Multiple Description Coding and several MDC techniques have been introduced.
Among the most practical approaches, we find the technique introduced in [12]
which is based on the Priority Encoding Transmission (PET) method of Al-
banese et al. [11]. The idea is borrowed here and the derived PET mechanism
transforms a scalable source bit stream into a robust multiple description stream
(Fig. 2). Progressive forward error correction (FEC) channel code is applied to
the source layers ordered in a descending order according to their importance
(Fig. 2) to provide graceful quality degradation as packet losses increase. The
proposed approach deals with primary traffic interferences and adapts easily to
subchannels erasures. The given mechanism is capable of providing protection
from the effects of packet loss irrespective of the loss model of the SUL. This
packetization scheme has the property that all packets are equally important;
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only the number of packets received determines the reconstructed image quality.
That is, no special coordination is needed between the several subchannels.

The Multiple Description encoded message is divided into L descriptions and
consists of N packets. Stream 1 is the first stream (most important data), and
stream L is the last stream (least important data).

The question of how much FEC amount to assign to each layer is of great
interest and will be addressed in the following paragraph.

3.3 Priority Encoding Transmission Framework for CR Networks

From the initial message, we first form a scalable bit stream by applying the
progressive compression scheme SPIHT [15] on the image. We partition the bit
stream source into L fragments (Rl)1≤l≤L indexed in order of decreasing im-
portance; we use the fact that the most important data are emitted first in a
progressive source coder. Each layer Rl is blocked into K l source blocks each of
length M l bytes, and the l ’th source block is expanded into channel codewords of
length N using the minimum distance separable Reed Solomon code RS(N, Kl)
as a forward error correction. We add FEC to each message fragment to pro-
tect it against packet losses caused by both primary traffic interruptions and
subchannels characteristics such that the sub stream Rl and the FEC form a de-
scription Dl. RS codes have the ability to decode the transmitted description Dl

using any set of Kl received packets. We have a total of L descriptions (Dl)1≤l≤L

and each description D l has a RS rate of Kl/N . In the rest of this paper, our
goal is to adapt the proposed coding scheme to our CR network model.

Let FEC be an L-tuple whose entries are the length of FEC assigned to each
stream i.e. FEC = (FEC1, FEC2, · · · , FECL), where FECl is the Forward Er-
ror Correction (FEC) amount assigned to the description l where l ∈ {1, · · · , L}.
We state that N > FEC1 ≥ FEC2 ≥ · · · ≥ FECL.

In this study, the primary metric that we investigate is the Peak Signal-to-
Noise Ratio (PSNR) of the received image. The PSNR represents an efficient
distortion measure to quantify the perceived quality of the reconstructed image.

The expected PSNR of the received image is the sum of different PSNR
amounts corresponding to the received descriptions each weighted by the prob-
ability of receiving its corresponding description, it is given by:

PSNR
(
(Dl)1≤l≤L

)
=

L∑
l=1

P (Dl)PSNR(Dl) . (1)

Where P (Dl) is the probability of successfully decoding the description Dl at
the receiver and the quantity PSNR(Dl) is the additional PSNR amount gained
when the receiver decodes the l ’th description given that l-1 descriptions have
already been successfully decoded.

In our scenario, there are mainly two events that affect the traffic distribution
on the selected SUL and consequently we must achieve two goals simultaneously:
1) cope with packet losses caused by the frequent primary user arrival, and 2)
remedy to packet erasures due to subchannels fading and noise.
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So, the description Dl can be decoded at the receiver if: on one hand, the
number of PET encoded packets needed to recover the original description Dl

could be successfully transmitted over the S subchannels and, on the other hand
at most FECl packets get lost du to subchannels fading and noise.

Let NPU be the number of packets received across the subchannels S con-
stituting the SUL prone to Poissonian primary traffic reclaims (Fig. 1) and let
NSC be the number of packets corrupted as a result of subchannels fading and
noise over the set of S subchannels. We recall that the minimum number of PET
encoded packets needed to reconstruct the layer l at the receiver is N − FECl.
Then,

P (Dl) = Prob ({NPU ≥ N − FECl} and {NSC ≤ FECl}) . (2)

Therefore, the total expected PSNR depends on the MD coding scheme applied
to the original stream. That is, the multimedia transmission problem over CR
networks could be transformed to a challenging optimization problem. We seek
the FEC vector which maximizes the expected PSNR of the received message.

To completely define the probability P (Dl) we should define both random
variables NPU and NSC. We introduce both probabilities PPU(n) and PSC(n) as:

PPU(n) = Prob (NPU ≥ n) . (3)

And
PSC(n) = Prob (NSC ≤ n) . (4)

3.4 An Analytical Expression for PPU(n)

First we compute PPU(n), NPU is given by:

NPU =
S∑

s=1

Ns
PU . (5)

Where Ns
PU denotes the number of packets transmitted over the subchannel s

with s ∈ {1, · · · , S} (Fig. 1).
Let each SC has a loss probability πs and channel capacity Rs. We suppose

that the channel capacity is the same for all the SCs, we note R0 this capacity.
The random variable Ns

PU is proportional to the available time on the s ’th
subchannel (white color in Fig. 1) denoted by a random variable T s

PU.
Primary user traffic is modeled as a Poisson process then T s

PU is given by:

T s
PU =

{
τs, if τs ≤ T
T, if τs > T

. (6)

Where τs ∼ expλs. Hence,

Ns
PU =

(1 − πs) × R0 × T s
PU

T
. (7)
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In fact, we have entirely defined the random variables (Ns
PU)s∈{1,··· ,S}, conse-

quently using (3), (5), (6) and (7) we can compute PPU(n). We use the property
that the PDF of a sum of Random Variables is computed as the convolution of
the individual PDFs of those variables:

PDF (NPU) =
S⊗

s=1

PDF (Ns
PU) . (8)

3.5 An Analytical Expression for PSC(n)

We have:

NSC =
S∑

s=1

Ns
SC . (9)

Where Ns
SC denotes the number of lost packets due to subchannel fading and

noise on the path s where s ∈ {1, · · · , S}.
The losses caused by subchannels characteristics affect the number of packets

that can be transmitted over the subchannel before the primary user arrival
given by Ns

PU. Hence, if we assume an independent loss process, the probability
density function (pdf) of Ns

SC can be expressed as:

ps
SC(n) = Prob(Ns

SC = n) =
(

Ns
PU

n

)
× πn

s × (1 − πs)(N
s
PU−n) . (10)

Where Ns
PU is defined in expression (7).

The pdf of NSC is the convolution of S binomial density functions, it can be
written as:

pSC(n) = Prob(NSC = n) = Prob

(
S∑

s=1

Ns
SC = n

)
=

S⊗
s=1

ps
SC . (11)

The corresponding cumulative density function PSC(n) represents the proba-
bility that at most n packets are lost. It is simply given by:

PSC(n) =
n∑

i=0

pSC(i) . (12)

3.6 PSNR Maximization Problem

We have now characterized the packet losses distribution, namely NPU and NSC,
relevant to our problem. From the given formulas in (1), (2), (8) and (12)
we conclude that the reliability of the transmitted progressively-coded image
with multiple description coding is depending on the parameters setting of the
adopted packet loss protection mechanism. Therefore, we render the PSNR max-
imization problem tractable by adjusting the FEC values of the given MDC
scheme applied on the image.
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Herein, we develop a procedure to find an optimal FEC assignment:

1. Define:
G = {FEC = (FEC1, FEC2, · · · , FECL) /N > FEC1 ≥ · · · ≥ FECL}
Enumerate all the FEC ∈ G possibilities . Let PSNRmax be the maximum
achieved PSNR for the received image, PSNRmax is initially set to 0.

2. For given FEC, evaluate the probabilities (P (Dl))1≤l≤L and the gained
PSNR amounts (PSNR (Dl))1≤l≤L and then evaluate the average PSNR:

PSNR
(
(Dl)1≤l≤L

)
.

3. Set PSNRmax = max
(
PSNRmax, PSNR

(
(Dl)1≤l≤L

))
.

4. Iterate the procedure for all the vectors FEC belonging to the group G.

There are some developed algorithms that reach a better tradeoff between
the achieved image quality measures like PSNR and the packets loss model,
the algorithm introduced in [16] is applicable to our field of research with some
stated assumptions1, we will use it for the numerical simulations.

4 Numerical Results

In this section, we present some numerical results to reinforce the theoretical as-
pect previously addressed and to outline the achieved gains when using Multiple
Description Coding in Cognitive Radio networks.

4.1 General Simulations

For these experiments, we used the standard 512×512 gray Lenna image (Fig. 7)
compressed with SPIHT using a bit rate of r = 0.2bit/pixel for data and FEC
bytes. We consider an ATM transmission. ATM Packets consist of 48 bytes where
1 byte is reserved for sequence number. Therefore, we need a total of N = 127
packets. The image needs to be transmitted over a Cognitive Radio network with
a common pool of S = 7 subchannels and in a maximum delay of Timage = 10s.

For numerical simulations, we consider the following set of parameters:
λ = [0.3 0.2 0.1 0.3 0.36 0.4 0.6] and π = [0.01 0.013 0.012 0.02 0.05 0.025 0.06]
Subchannel capacity R0 = 1000 Packets.

The PSNR of the received image is computed as the following:
PSNR = 10 × log

(
PEAK2

MSE

)
where MSE = 1

XY

∑X
x=1

∑Y
y=1 |I

′
(x, y) − I(x, y)|

I : Original image, I
′
: Received image, X × Y : Image dimensions and PEAK :

Image peak.
Figure 5 illustrates the probability of successful transmission over Cognitive

Radio network shared by several SUs plotted against the number of subchannels
S for different packets number. Thus, for a fixed value of S and while decreasing

1 In [16], the number of message fragments is equal to the number of bytes in each
packet and each description has only one byte of each of the N packets.
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the number of the transmitted packets, the proposed network model provides
better results in terms of successful transmission probability. This is due to the
fact that when the SU is decreasing the traffic transmission on his assigned
subchannels, data packets are more likely to be correctly received for a fixed S
value. It is also interesting to note that only transmitting base layers improves
the successful transmission probability on the selected SUL for a fixed number of
Cognitive Radio resources and permits the service continuity in case of a lossy
SUL. The given result justifies the use of MDC in Cognitive Radio networks.
We should state that there is a value of S (S = 3) which maximizes the proba-
bility of successful transmission. Adding other SCs to the Secondary User Link
over this value doesnt give any amelioration in terms of successful transmission
probability. Hence, for all the following numerical result, S has been fixed to 3.

In Fig. 6, the FEC amounts are given for each description to maximize the
received image PSNR subject to primary interruptions λ and subchannels losses
process π. The quantities (P (Dl))1≤l≤L are derived from the graph in Fig. 5 and
(PSNR (Dl))1≤l≤L are given by the SPIHT compression scheme. Base layers are
heavily protected and enhancement ones are less protected which implements an
ULP for the Lenna image.

Figure 7 represents the reconstructed Lenna images depending on the number
of successfully received descriptions. That is, the perceived visual of the received
image is acceptable despite of the presence of primary traffic interruptions and
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a) Original Lenna b) RATE=0.020 bpp / PSNR=24.272. c) RATE=0.043 bpp / PSNR=26.681.

d) RATE=0.056 bpp / PSNR=27.486. e) RATE=0.123 bpp / PSNR=30.605. f) RATE=0.160 bpp / PSNR=31.660.

Fig. 7. a) The original 512×512 Lenna image transmitted on Cognitive Radio networks.
The reconstructed Lenna using b) 1 received Description. c) 2 received Descriptions.
d) 3 received Descriptions. e) 4 received Descriptions. f) All received Descriptions.
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fading subchannels losses. In extreme conditions (only one description received),
the proposed MDC scheme still exhibit acceptable perceived image quality.

Figure 8 depicts the impact of the number of received descriptions on the ob-
tained PSNR in CR networks. The given results show that the achieved quality
remains acceptable in case of packets corruptions increase. Depending on the re-
ceived packets number and not witch packets received, the multimedia consumer
can always reconstruct the transmitted image up to a certain good quality.

4.2 Comparison with Previous Works

We assume the same conditions of the numerical simulations defined in [7]. We
consider a transmission rate R0 = 10Mbps of and a deadline of Timage = 40ms.
Using 16QAM as channel symbol, the deadline is of 100k channel symbol periods.
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In [7], the primary traffic is modeled as a Markov Chain, so that in 40ms there are
100000 chances that the channel will become occupied. In the Poissonian case,
if a certain type of event occurs on average of J times per period T , to analyze
the number of events occurring in this period we choose as model a Poisson
distribution with parameter λ = J × T . Therefore, we take λ1 = λ2 = 4000. We
consider both single and two-channel cases S = 1 and S = 2. We consider always
the grey Lenna image, we note that it has the same size as the grey Barbara
image used in [7].
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  Single channel case: 47.5%

 Two channels case: 83.1%

Fig. 10. Transmission Success Probability Versus received descriptions number

In [7], and when using one subchannel we receive the both descriptions just
only in 28.5% of time. Generally (in 71.5% of time) we receive only one descrip-
tion. Using two subchannels, in 57.7% of time the both descriptions are received
and only one in 36.4% of time. In other words, if we loss just a few number of
packets from the second description, the whole description get useless. In our
introduced scheme, in Fig. 9 we give different FEC amount that permits to reach
a good compromise between the achieved PSNR and packet corruption average.
Fig. 10 illustrates the transmission success probability comparison for different
values of received descriptions. Using the plotted graph and for N = 127, we
state that for S = 2 the Success Probability attains 0.825 and reaches 0.476
for S = 1. Therefore, we summarize that where using two subchannels, 82.5%
(versus 57.7% in [7]) of time we are able to receive all the descriptions versus
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47.6% (versus 28.5% in [7]) of time in single channel case, which is obviously
more efficient than the proposed scheme in [7].

5 Conclusion

In this paper, we consider distributed multimedia traffic transmission over lossy
CR networks. That is, we have exploited a progressive compression scheme using
a specific Multiple Description Source Coding technique which is based on the
Priority Encoding Transmission framework. Our introduced mechanism allows
generating multiple levels of quality using multiple layers simultaneously with
a network delivery protection model that allows us to deliver subsets of layers
to a given population of receivers over unreliable Secondary User Links. Finally,
we have supported our theoretical analyses by practical simulations for a real
image transmission in a secondary use. The obtained results let us confirm the
effectiveness of our multimedia transmission model in Cognitive Radio systems.
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Abstract. Distribution of child pornography material is one of the most 
disturbing cyber crimes. Cyber crime is a form of crime where the Internet or 
computer is used as a medium to commit the crime. With the growth of the 
Internet and the ease of file sharing in these days, child pornography has grown 
to become a worldwide issue. Most of the tools available today retrieve all the 
files and folders from the digital evidence file. The investigator has to search 
through all these files to identify relevant picture files pertaining to the child 
grooming case. To make an investigator's job easier, we evolved methods to 
retrieve only picture files from the whole digital media or digital evidence file. 
Also, we suggest an optimal method to find skin component in a given picture 
file using skin tone detection technique.    

Keywords: Cybercrime, child pornography, skin tone detection, file system, 
slack space and data carving. 

1   Introduction 

Proliferation of Internet has increased exponentially in recent years leading to easy 
access of any kind of data anytime. This is very useful in different scenarios like 
expanding the horizon of knowledge, for getting updates about current financial, 
political status of a nation, etc. But at the same time this Internet access has led to put 
dark shadows over normal social life. It is very difficult to prevent antisocial people 
from using the Internet as an easily available mechanism for defacing people. Some 
people use Internet as a method to take revenge on people to whom they bear a 
grudge. They may use some specialized tools to modify pornographic pictures and 
add the face of innocent people in order to black mail them. Adolescent people 
become addicted to pornographic pictures. This is a major social issue where a 
nations budding population becomes attracted to such anti social activities and 
become vulnerable to sexual exploitation. This condition is very severe when the 
culprits try to establish a favorable relationship with children and take advantage of 
them. So it is a very difficult task for governments, organizations and parents to 
control the access of obscene contents by children. According to Indian Information 
Technology Act 2000, publishing obscene information is a cyber crime under section 
67. Cyber crime encompasses a broad range of potentially illegal activities and child 
pornography is one of them.     
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Computer is a device used for many applications and hence support various file 
types to perform the task. Assuming storage media of computer is of terabytes size, 
which is common today, can store large number of files that may not be related to 
digital evidence pertaining to pornography cases. Hence there is a need for an optimal 
method that can retrieve all picture files based on the file signatures from whole 
digital media or image. Also, an optimal method is required to find skin-tone 
percentage in a retrieved picture file to minimize the analysis process. We use file 
system information to retrieve undeleted files and data carving methods to retrieve 
deleted files where file system exists for digital media. For a digital media that does 
not support file system, we use data carving methods to retrieve files, but it is a time 
consuming process.     

2   Retrieving Picture Files from Digital Media 

2.1   Introduction to File Systems 

File systems organize storage media into set of basic allocation units known as 
clusters or blocks. Different storage management features like storage allocation, 
reallocation are implemented through a set of data structures. Each file will have its 
own data structures; the sophisticated nature of the data structures determines the 
features available within the file system. In this paper, we will explain two commonly 
used file systems, FAT and NTFS.  

In FAT file system, the important data structures used are File Allocation Table 
(FAT) and the Root Directory [6]. The FAT contains the allocation status of all the 
clusters within the partition [11]. Root Directory contains a set of records. Each record 
contains information regarding a file or folder within the partition. Using these two data 
structures and the information from the boot sector of the partition, all the files and 
folders within the partition can be retrieved without accessing the operating system. 

The New Technology File System (NTFS) has a lot of in-house data structures to 
support security, fast retrieval of small files, indexing, etc. The main data structure 
used by this file system is Master File Table. This is a collection of equal sized 
records. Each record contains information related to a file or folder within the NTFS 
partition. The information related to the time when a file is created/modified etc is 
stored in Standard Information attribute, the file name is stored in Filename attribute, 
and the data is stored in Data attribute and so on. The data attribute will contain either 
the data in the case of small files or cluster chain in the case of large files. So if the 
content of a file is only a few bytes, it is stored in the MFT record itself. In the case of 
large file, the cluster chain is stored. 

2.2   Retrieval of Undeleted Files 

With the help of the data structures of the file system, we can retrieve normal file and 
even deleted files from some file systems. FAT file system stores file information in 
the Root Directory. Root directory contains filename, time stamp information and the 
starting cluster of a file [9]. The next cluster information is stored in File Allocation 
Table. To get the next cluster, read the FAT entry for the current cluster. If   the entry 
value is EOF marker, then the file has only one cluster. Otherwise the FAT entry will 



546 D. Povar, D.S. Vidyadharan, and K.L. Thomas 

 

contain the next cluster information. So by reading the cluster chain from FAT entries 
we can retrieve entire contents of a file. This is the case of normal undeleted file. 
Retrieval of deleted files is not completely possible in FAT through the Root 
Directory and FAT entries. Because whenever a file is deleted its FAT entries are 
reset to zeroes. So we can get only the first cluster from the Root Directory. So if the 
first cluster is not overwritten then the deleted file can be retrieved partially. Since the 
file header is available it can be confirmed whether this is a picture file or not. 

In NTFS, the MFT is the main data structure that contains all the information 
required to retrieve files. The first record of MFT gives details about the layout of MFT, 
the total size of MFT and whether a particular record is currently in-use or not. The 
Bitmap attribute in the first record indicates the status of an MFT record. The attribute 
contains a sequence of bits where each bit represents the allocation status of an MFT 
record. If a bit is set to 1 then the corresponding MFT record is in-use. It means that the 
record represents a normal undeleted file. If the bit is zero then the record is not used 
currently and it may contain information about a file that has been deleted.  

Get the total MFT Size from 
1st MFT Record and assign it 
to MFTRecCount 

MFTRecCount    
> 0 End 

= 0

Read the Next MFT Record 

in-use 
flag 

= 0 

Retrieve the Normal File 

MFTRecCount-- 

Retrieve the Deleted File 

Start 

= 1 

 

Fig. 1. Flow chart for retrieving deleted and undeleted files in NTFS 
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For retrieving all the files within an NTFS file system, we have to scan every 
record in MFT. Each record begins with an MFT header that contains a flag, the ‘in-
use flag’ that indicates whether the current record is in use, representing a normal file 
or not in-use representing a deleted file [4].  The flow chart depicted in Fig. 1 shows 
the retrieval of deleted and undeleted files in NTFS. 

On analyzing the contents of MFT Record, different attributes including filename, 
time stamp information and file contents can be recovered. But it is required to read 
the file header to check whether the retrieved file is an image file. It can be made sure 
that the file the analyst is looking for is an image file only after checking the file 
signature in the file header. Because any one can manipulate the original type of the 
file by changing the file extension. In such a case file is called as signature mis-match 
file. In the MFT record, the file contents are kept within the MFT record if the file is 
small and fits within the MFT record. So the contents of small image files can be read 
directly from the record itself [5]. On the other hand if the file is too large, then, only 
cluster chain information is stored in the DATA attribute. So, it is required to read the 
clusters to get the file contents. On checking the header portion the analyst will be 
able to confirm the file type.  All picture files will have unique header signature, so it 
is easy to identify the picture file from different file types. Unique file headers and 
footers of different picture files that are supported by this tool are shown Table 1 in 
hexadecimal [2]. 

Table 1. Header, footer signatures 

File Name Header signature Footer signature 

bmp 424D -- 

gif 47494638 003B 

jpeg FFD8 FFD9 

png 89504E470D0A1A0A 49454E44 

psd 38425053 -- 

tiff 4D4D,4949,492049 -- 

2.3   Retrieval of Deleted Files 

A deleted file may be available in areas like lost clusters, unallocated clusters and 
slack space of the disk or digital media [2]. To retrieve a deleted picture from these 
areas, we use one or more of the file carving methods proposed by Simson Garfinkel 
and Joachim Metz [10]. Identifying and recovering files based on analysis of file 
formats is known as file carving [2]. To carve a file from digital media, a search is 
performed to locate the file header and continued till file footer (end of the file) is 
reached. The data between these two points will be extracted and analyzed to validate 
the file. This method of file retrieval is used when supported file system in the digital 
media is FAT. The approach that minimizes the search time of carving files is already 
explained in the paper titled “Forensic Data Carving” [2]. This method of file retrieval 
also supports carving files that are embedded into other files such as picture files 
embedded into documents and thumbs.db containing picture thumbnails. To perform 
this operation we use Boyer-Moore string search algorithm [7]. 
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3   Skin Tone Filtering 

Forensic image retrieval techniques deal with the important problem of retrieving 
different picture files having digital evidence value from a digital media and to 
identify the skin component in retrieved files. Skin color detection is one of the 
preliminary steps involved in methods like gesture recognition, hand tracking, video 
indexing, region of interest, face detection, etc. In any skin color detection method we 
have to devise a classifier to differentiate skin pixels and non-skin pixels [12]. A color 
space is a specification of a coordinate system and subspace within a system where 
each color is represented by a single point. Various color spaces are used for 
processing digital images [13]. 

The skin tone-filtering algorithm explained in this paper is applied to only picture 
files carved from the digital evidence and hence minimizes the filtering space.  

3.1   RGB Skin Detection Technique 

RGB is a color space originated from CRT display applications, when it was 
convenient to describe color as a combination of three colored rays (red, green and 
blue). It is one of the most commonly used color spaces, with a lot of research 
activities being based on it [3]. Therefore, skin color is classified by heuristic rules 
that take into account two different conditions: uniform daylight and flash or lateral 
illumination. The chosen skin cluster for RGB is [3]: 

(R,G,B) is classified as skin if: 
R > 95 and G > 40 and B > 20 
max{R,G,B}−min{R,G,B} > 15 
|R−G| > 15 and R > G and R > B,  _____________________first RGB filter. 

In case of flashlight or daylight lateral illumination: 

(R,G,B) is classified as skin if: 
| R-G | ≤ 15 , B<R , B<G, ___________________________ second RGB filter. 
where R,G,B = [0 .. 255]. 
 
We have studied different skin tone detection techniques like HSV (Hue, Saturation 
and Value), HSI (Hue, Saturation and Intensity), HSL (Hue, Saturation and 
Lightness), YCrCb, etc. According to our analysis RGB skin detection is accurate to 
Indian conditions and the algorithm for the same is described below. 

3.2   Algorithm to Detect Skin Tone in a Given Picture File 

Step1: Read a pixel in the input image and apply first RGB filter thresholds. 
Step2: If the pixel detected by the RGB filter is a skin then go to step1. 
Step3: In order to ensure that missed detections do not cause any evidence to be 
           neglected due to flashlight or daylight lateral illumination, second RGB 
           filter is applied. 
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Step4: For each pixel for which first RGB thresholds are not satisfied but second 
  RGB thresholds hold true, mark the pixel as skin pixel. 

Step5: Repeat steps 1 to 4.  
Step6: Compute the percentage of skin pixels in a given picture 
Step7: If computed percentage of pixels is greater than or equal to 60, then 
   selected picture is set as skin contained picture otherwise non-skin picture. 

 

Activity diagram or flowchart of the algorithm explained is given in Fig 2. We 
assume a picture that contains 60 percent or more skin tone as pornographic in nature. 
It is very clear that pictures containing 60% or more of skin tone area could be 
pornographic. Sometimes this can lead to mis-matches, for example when the picture 
contains only faces of people and this region counts to 60% or more of the total area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flow chart for skin tone detection algorithm 
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4   Results 

The method for forensic image recovery was applied on a number of digital images of 
varying sizes to retrieve different picture files. The method “RGB skin filter” was  
used to find the skin component in retrieved picture files. The statistics of our analysis 
using the tool is given in table 2. Also, as an example, a jpeg picture with skin tone 
component is depicted in Fig. 3.  The digital images for testing were obtained from 
external disks (USB or Hard disk) containing different picture files. Picture files 
contained in the disks were down loaded from web as well as taken using digital 
cameras. 

Table 2. Results 

Test case/ 
Digital image 
size 

No: of picture files 
containing skin 
component (10-100%) 

Accuracy of skin 
component 
identification (%) 

Test1: 1GB 289 97.6 
Test2: 2GB 573 96.0 
Test3: 4GB 1396 98.3 
Test4: 8GB 3178 95.7 
Test5: 16GB 8612 97.8 
Average accuracy of skin component identification (%) = 97.08 

   

Fig. 3.  a)Original image b) Using RGB filter (97% 
accuracy) 

c) Using other filters (93% 
accuracy) 

5   Conclusion 

In recent times, child grooming is growing at the pace of Moore’s law. Investigating 
such a case is difficult due to size of the digital media also growing proportionally. 
Our sincere effort to develop this windows based tool, “Forensic Image Recovery 
with skin tone filtering technique” for analyzing pornographical picture files would 
benefit the Law Enforcement Agency in minimizing the overall analysis 
process.Presently we are providing facility to retrieve picture files like bmp, gif, jpeg, 
png, psd and tiff. This tool can be used to retrieve picture files from digital media that 
does or does not support a file system. In future, the tool can be made compatible for 
other operating systems. 
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Abstract. Digital forensics is a field of prime concern, as the cyber crimes are 
becoming dominant in the modern world. Gadgets like mobile phones and 
smart phones are very commonplace in today’s society with powerful features. 
Criminals started using handheld devices for committing crimes as it is easy to 
handle and always portable. BlackBerry is a widely used smart phone because 
of its unique features. As the usage is very high, the evidentiary value of this 
device assumes greater importance in the litigation process. The very common 
methodology applied in BlackBerry forensics is the IPD file generation using 
Blackberry Desktop Manager. The methodology explained in this paper uses a 
different approach. Here forensic image of the BlackBerry handheld is 
generated using a software agent, which is injected on the device before 
acquisition. The tool also analyzes the forensic image and shows phone 
contents in different file viewers.  

Keywords: BlackBerry, cell phone forensics, smart phone, hashing. 

1   Introduction 

Cyber crimes using mobile phones and other handheld devices are increasing day by 
day. Also the process of cyber forensics, which addresses such crimes, is in a 
paradigm shift from storage devices to handheld devices. Cyber forensics is basically 
the application of scientific methods for collecting, acquiring and analyzing evidence 
from digital sources such as hard disks, CDs, pen drives etc under forensically sound 
conditions. The classical computer forensics mainly looks into the computer and 
related storage devices. The procedures and tools, which are used in the classical 
computer forensics, cannot be applied to handheld devices. The reason is handheld 
devices use embedded systems and are totally different from hard disks and other 
storage devices. To address such devices a branch of computer forensics called small-
scale digital device forensics (SSDDF) was evolved. SSDDF deals with the forensics 
acquisition and analysis of Personal Digital Assistants (PDAs), Cell Phones, 
Embedded Chip devices, Gaming devices and Audio/Video devices. Separate tools 
and procedures are used to forensically analyze each category of these devices. In cell 
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phone forensics the acquisition of phone memory requires specific forensics tools 
based on the type of operating system used in the device. The acquisition software, 
which is developed for windows mobile, will not work with BlackBerry or Symbian 
or any other type of mobile phones. That means separate imaging modules are 
required to address each type of mobile phones or smart phones. Here this paper 
discusses the acquisition and analysis of BlackBerry mobile phones. Many software 
as well as hardware tools are available for acquisition and analysis of BlackBerry 
phones. Most of these tools employ the widely used IPD [13] file generation method 
or its variant.  

In this paper, we suggest an agent-based approach to acquire the evidence from 
Blackberry handheld device. Here the device is connected to a desktop computer and 
an agent, which is a .cod file, is temporarily injected into the device. After 
acquisition, this .cod file is removed from the device. This paper describes details of 
the method applied and the result obtained.      

2   Digital Evidential Principles 

Digital evidence has some unique features when compared to the normal physical 
evidence. It is intangible in nature, easily tampered and highly volatile also. Since all 
type of evidence has to be accepted by the court of law, digital evidence also needs to 
be produced in an acceptable manner to the court. The conventional forensics 
methods, when we apply, cannot ensure the authenticity and completeness of the 
evidence. So digital evidence needs to be identified and collected in a forensically 
sound manner and this imposes following principles that ensure the integrity of data. 
The Association of Chief Police Officers (ACPO) Good Practice Guide for Computer 
based Electronic Evidence [16] suggests four principles when dealing with digital 
evidence. They are: 

1) No actions performed by investigators or their agents should change data contained 
on digital devices or storage media.  
2) In exceptional cases, individuals accessing original data must be competent to do 
so and be able to explain their actions. 
3) An audit trail or other record of all applied processes must be created and preserved 
for an independent third party review. 
4) The person in charge of the investigation has overall responsibility for ensuring the 
above-mentioned procedures and principles are followed. 

The first principle states that no action performed should change the data contained in 
digital devices. This is however not possible with mobile phones or smart phone since 
the phone has to be kept switched on in order to acquire data from it. Switching on the 
phone or connecting the phone to a computer will very likely change some data, even 
without explicitly doing so. This means that in the best case, data must be modified as 
little as possible [3]. Since BlackBerry is a hand held device, forensics procedures and 
processes must be applied with respect to these evidential principles. 
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2.1   BlackBerry Device 

BlackBerry is a mobile device developed by Canadian company Research In Motion 
(RIM). Initially this device was mainly used for the push e-mail service. But today 
BlackBerry is a powerful messaging phone with number of messaging features 
including auto-text, auto-correct, text prediction, push Facebook, Twitter and 
Myspace notifications, push Ebay notifications, push instant BlackBerry messenger 
etc. BlackBerry also functions like a personal digital assistant and a smart phone with 
address book, calendar, memo pad, tasks, Bluetooth, SMS, MMS, etc.  

The operating system in BlackBerry is a proprietary one and the company RIM has 
not disclosed its internal structure and other details yet. So it’s really a challenging 
task to forensically acquire and analyze such a device as the necessary and sufficient 
information are unavailable. BlackBerry stores data in databases. The table 1 below 
shows important databases associated with BlackBerry smart phones. Since these data 
are stored as databases, during forensics analysis, we need to acquire such databases 
first and then interpret the data properly. The BlackBerry provides Desktop Manager 
software, which is normally used to synchronize the device with desktop PC. It also 
helps to perform a back up of these databases, creating an IPD file.   

Table 1. Important databases associated with BlackBerry smart phones 

Address Book  Calendar Options  Memos  Recipient Cache  

Address Book Options  Categories  Message List Options 
Ribbon Bar 
Positions  

Alarm Options  Content Store  Messages  RMS Databases  

Attachment Data  Custom Words Collection Options  Service Book  

Attachment Options  Default Service Selector  Phone Call Logs  SMS Messages  

AutoText  Email Filters  Phone Hotlist  Tasks  

Browser Bookmarks  Email Settings  Phone Options  TLS Options  

Browser Data Cache  Firewall Options  Policy  Trusted Key Store  

Browser Folders  Folders  Profiles  Random Pool 

Browser Options  Handheld Agent  Profiles Options  WTLS Options  

Browser Push Options  Handheld Key Store  Purged Messages  WLAN Profiles 

Browser URLs  Key Store Options  Quick Contacts  WordToGoPrefs 

Calendar  Memo Pad Options WAP Push Messages 
Voice Activated 
Dialing Options 

2.2   IPD File Generation 

The easiest way to analyze a BlackBerry phone is to generate an .ipd file using 
BlackBerry desktop software. The desktop software is freely downloadable from the 



 BlackBerry Forensics: An Agent Based Approach for Database Acquisition 555 

blackberry website. Here this software supports to generate a database back up which 
will be an exact copy of the databases present in the device. The ipd file is generated 
with a default filename format Backup-(date).ipd. Here date corresponds to the 
created date of ipd file. As the ipd file has a proprietary structure, the normal file 
viewers cannot show the content of ipd files. So separate file viewers are used to 
display databases content present in the ipd file. ABC Amber BlackBerry Converter 
[11] is one of such software. The ipd file can also be loaded in a BlackBerry emulator 
so that the emulator functions like the real device with all databases exactly as present 
in the device. Here in the proposed approach, we are not creating any ipd file. Instead 
logically acquiring BlackBerry device using an external agent application. 

3   The Proposed Approach 

In this approach, the BlackBerry Desktop Manager is not used for creating the ipd file 
or any other backup file. The proposed approach is an agent based one.  An 
acquisition agent, which is a small programme, is uploaded to the BlackBerry device 
for accessing and reading the database present in the device. This agent is also 
capable of exchanging data between the device and desktop PC. This approach uses 
Client-Server architecture with the agent acting as the server. The client side 
programme running on the desktop PC receives the data sent by server programme 
and stores database as an image file. This approach is depicted in the Fig.1 given 
below. The image created is a forensic image of databases such as Address book, 
notepad, calls logs, files, folders, etc present in the device. The image file is created in 
a specific format other than the ipd, so that it can be easily decoded through analysis 
software instead of using ABC Amber BlackBerry or its kind. We have also 
developed an analysis module, which will decode all the data present in the image file 
in separate file viewers.  

 

BB Device (Server App)      PC (Client App) 

Fig. 1. Client-Server approach 

3.1   Agent File Accessing BlackBerry Data 

BlackBerry uses its own operating system and proprietary file system structure for its 
functioning and data storage. We cannot access the databases present in BlackBerry 
device directly from PC, without using BlackBerry desktop software. In this case, an  
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application installed on the device can only access the databases present in it. So, we 
need to inject an external application into the device even though it contradicts the 
ACPO good forensic practice. Here we are making changes as little as possible in 
accordance with the Brian Carrier [3] principles. The .cod file is developed in 
BlackBerry Java Development Environment (JDE). The JDE provides different 
application programming interfaces (API) to access and read data from different 
database files present in BlackBerry. We identified the data, which have more 
forensic value and could access and read such data without modifying it. The .cod  
file that we developed in the JDE environment has been named as 
BlackBerryImager.cod. The name represents itself as an imaging application for 
Blackberry device. 

3.2   Uploading Agent to Blackberry Device 

For proper working of this software tool, the java based agent (.cod) file needs to 
uploaded on the blackberry device before acquisition starts. We make use of the 
javaloader.exe to upload .cod file into the device under acquisition. Javaloader.exe is 
part of the BlackBerry JDE software development package. This executable file is 
used for low-level debugging and application loading on to the BlackBerry device. It 
is a command line application that runs from Windows command prompt. We 
uploaded the file to BlackBerry device using the command javaloader -usb load 
BlackBerryImager.cod 

3.3   Agent Based Acquisition 

BlackBerry phone acquisition is carried out using a Client-Server approach. We have 
developed a client application, which we can install on the PC. Similarly a server 
application was developed which is to be copied on the BlackBerry Phone. First we 
need to connect the Blackberry device to the PC using USB cable and then through 
the client application, we are copying the .cod file to the desktop of the blackberry 
device using the javaloader. Now the server application is to be initiated manually 
from the blackberry device. In the client side, there are different options for 
acquisition is present. Depending up on the options the user select, the server is 
initiated to access and read the databases from BlackBerry device. Also at the same 
time, the server programme sends databases to the client side.  The communication is 
established through the USB port so that the data can be sent to the PC. The 
connection from desktop computer to a BlackBerry device is implemented through 
IChannelEvents interface using BBDevMgr.exe file. Once the connection is 
established data transfer can be easily carried out. We create an image file at the PC 
side, which is nothing but the content of the BlackBerry databases. Some of the APIs, 
which we used, require digital signature from BlackBerry authority for accessing the 
databases. So APIs were signed from the BlackBerry signing authority and we used 
the signed BlackBerryImager.cod file for acquisition. Fig.2 given below illustrates the 
agent-based acquisition process.  
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Fig. 2. Agent-based acquisition process 

3.4   Authentication of Evidence 

Authentication of evidence is a major step in digital forensics process. Taking the 
hash value of the digital evidence does this. The commonly used hash algorithms are 
MD5 and SHA1. Our imaging tool not only acquires the data, but also takes the MD5 
hash value of each and every file present in the device. Like hard disks and pen 
drives, we cannot prove the authenticity of the evidence of mobile phones or smart 
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phones using a singe media hash value.  This is because we need to switch on and 
connect such devices to the PC each time before acquisition where we cannot avoid 
the internal changes happening during the so-called cold booting. So it is a practice in 
hand held device forensics that to take hash values of each and every file present in 
the device than depending on a single media (device) hash. Changes to the files other 
than the system files will occur only if it is accessed manually. So a change in hash 
value of the files (strongly) indicates that it is manually accessed or modified. A 
change in media hash value does not mean that the device data is purposefully 
manipulated.   

4   BlackBerry Acquisition and Analysis Tool  

We have developed a complete forensics tool called BAAT for acquisition as well as 
analysis of BlackBerry phones. This software tool contains two modules; one is for 
agent based acquisition and the other is for analysis. The acquisition part includes 
many features like case data collection where we can input the investigator details, the 
case details, place and nature of crime etc. Also there is an option to select databases 
for acquisition where we can include necessary or exclude unnecessary databases.  
During the acquisition process, only the selected databases will be acquired from the 
Blackberry device. After acquisition the tool will generate an html based report with 
the device details and database details. The report also includes hash values of 
databases present in the device. 

 

Fig. 3. Blackberry Phone Information 

Usually, the IPD file, after creating, is loaded on third party software like ABC 
Amber BlackBerry to see the contents. The IPD file structure is used to develop such 
file viewers. Since have created the image file in a specific format, we decoded the 
image file and displayed all the databases such as Call logs, Phonebook, Picture files, 
in separate file viewers. The analysis part shows the folders in a tree view. When you 
click on the tree view it will expand to the sub folders and the files under the folders 
are displayed in a table view. In addition to hex view and text view of data, there is a 
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gallery viewer where we can display all the pictures piles. Also facilities for 
searching, bookmaking etc are also given in the analyzer module. The important 
feature of this tool is that it will generate a report of the analysis done with details of 
the device such as IMEI number, device id, operating system version etc. Also 
another feature we have given in the tool, which helps the user to add important files 
or databases in the report for verification by the court. Fig.3 given below shows the 
phone information acquired from a blackberry phone which includes the Device ID, 
Model Name, Manufacturer, OS version, IMEI number etc. 

The Fig.4 shows Phone Book (Contacts) details acquired from a blackberry phone. 
Here it displays Name, Mobile phone number, Home phone number, Office phone 
number, Email address etc. 

 

Fig. 4. Phone Book entries 

4.1   Advantages of the Tool 

We tested this tool with BlackBerry pearl 8100 and 8230 devices. Using this tool, we 
could successfully acquire Phone Information, Calendar, Phonebook, Tasks, Memo 
Pad, Auto Text, Service Book, BlackBerry Messenger, Trusted Key Store, 
Certification Servers, Record Store, E-mail and PIN Messages, Bluetooth Info, 
Bluetooth Log, Call Logs, RAM Info, Radio Info, Display Details, Coverage, 
Clipboard Info, Backlight Info, Audio Info and Code modules. In addition to this we 
could logically read and copy all the files and folders present in the BlackBerry 
device, which is called the Content Store. One of the major advantages of our tool is 
that it can read the Phone information, which includes the IMEI number, Device ID 
and OS version, which are important in a court of law. The IMEI number is unique to 
every device. When we give a forensic report to a court, it should be complete in 
every aspect. Since there are number of BlackBerry phones and a single media hash 
value cannot assure the credibility of evidence, we have to use other features also to 
prove device identity and evidence authenticity. The major tools in the market do not 
support such features. Another thing is that since we used the BlackBerry JDE APIs 
for the development of server program, we could directly read and parse whatever 
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data the API supported to access. This is another advantage of using agent-based 
approach. The databases like Bluetooth log information, BlackBerry messenger, etc 
are not parsed in many of the major tools in the market. Also after the acquisition, we 
remove the external agent from the BlackBerry device. Effort has been taken to make 
the agent program as small as possible, so as to limit the changes that makes in the 
device as minimum as possible. Change, which is unavoidable, in the device to a 
certain extent is acceptable in mobile phone forensics process, as per the NIST 
standards.  

5   Conclusion 

Forensic analysis of BlackBerry device is a challenging area as its structure and other 
internals are not disclosed by the RIM. Most of the research done is based on the 
BlackBerry Desktop Manger creating an .ipd file. We imaged the device with an 
agent installed on the device where we could acquire some additional information, 
which are not provided by the ipd file, or any other forensics tools in the market. We 
also developed an analysis module, which directly interpret the image created by the 
imaging module. Whatever data we acquired, we could parse it, as the databases are 
directly accessed from the device.   But we could not read and parse the SMS 
databases as the present version of the BlackBerry JDE does not supports API to 
access SMS databases from the device, which we left as the future work of this 
research. 
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Abstract. Malware prevention methods are gaining attention amongst
researchers due to proliferation of new variants. Malware detection methods can
be basically categorized as static and dynamic. In this paper, we investigate the
use of features like Portable Executable (PE) headers and body (mnemonic n–
gram, instruction opcodes) for classifying the executables as malware or benign.
The features are preprocessed using Scatter Criterion to reduce the processing
overheads incurred during training and testing phase by reducing the dimension-
ality of the feature space. The results of our experimental study show that the
proposed methods can detect packed and obfuscated variants of malware as well
as classify malware and benign executables. Through our proposed work we also
highlight that the PE Header fields are less obfuscated in comparison with the
raw data present in body of executables. Thus, evolutionary possibilities are more
pronounced in malware code or Hex dump other than PE Header Fields.

1 Introduction

The term Malware refers to viruses, worms, Trojans, adware, botnets, spyware etc. Mal-
ware exploits vulnerabilities of Internet, open network ports, operating system, devices
etc. for infecting machine and for its propagation. Most of the antivirus vendors use sig-
natures of malware for malware detection. A signature is a unique byte/string pattern
that acts as finger print for identifying malicious codes. The main limitation of sig-
nature based detection method are (a) lack of semantic knowledge of the program (b)
human expertise required to prepare the signature or (c) instability towards obfuscation
techniques (d) frequent updation of signature repository, thereby increasing the size of
database (signature database). Thus, all the above mentioned facts related to signature
based techniques must be complimented with non–signature methods.

Our research targets Portable Executable (PE) file formats of malware and benign
samples. The motivation for PE samples was obtained by examining the frequency of
the samples (in PE format) submitted to Virus Total [18] website. This site provides
assistance for scanning suspicious files and DLLs using various malware scanners. We
extract mnemonic n–gram (n = 4), instruction opcodes, PE header fields from mal-
ware (packed, unpacked, obfuscated) and benign executables. The features are prepro-
cessed using Scatter Criterion to remove redundant features. The samples are trained
and tested using classifiers supported by WEKA [17]. Our experimental results demon-
strate that the proposed method using non–signature based approach is capable of (a)
classifying malware and benign samples (b) detecting packed and obfuscated malware.

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 562–571, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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This paper is structured as follows: In Section 2, we review prior work in the area of
malware analysis and detection. In Section 3, we briefly outline our proposed approach.
Section 4 and Section 5 introduce executable features and preprocessing using Scat-
ter Criterion. Evaluation metrics are discussed in Section 6. Experimental setup and
discussion of the results are explained in Section 7 and Section 8. Finally concluding
remarks and directions for future work is covered in Section 9.

2 Related Work

Yuvul et al [20] proposed an Early Detection and Response system for synthesizing
web traffic. The traffic is monitored using machine learning methods to extract suspi-
cious (variants) or unseen malicious samples. Two types of features are extracted from
each sample (a) 5–grams binary representation (b) Portable Executable Header data.
Tzu–Yen Wang [15] proposed a novel method for detecting unseen malware in Portable
Executable (PE) format. Static analysis is performed to extract PE header entries and
the classifier (Support Vector Machine) is trained using reduced features. The proposed
model detects viruses and worms with considerable accuracy but the detection accuracy
for Trojans and backdoors requires improvement. Ronny Merkel [12] et al proposed a
statistical detection model for detecting malware executables. PE header features (23
attributes) are extracted and the quality of each feature is estimated. A hypothesis based
statistical model is generated, which is evaluated with the classification algorithms sup-
ported by WEKA [17].

Kephart et al [5] proposed a signature based method which examines the source code
of computer viruses and estimates the probability of instructions appearing in legitimate
programs. The authors in [1] proposed a “phylogeny” model, used in areas of bioinfor-
matics. The feature extraction technique proposed is n-gram and fixed permutation is
applied on the code to generate new sequences, called n-perms. A detection method us-
ing data mining methods is proposed in [14]. It is a heuristics based technique to detect
unknown computer viruses using decision trees and Naı̈ve Bayesian network algorithm.
Non–signature based method using Self-organizing maps (SOMs) was proposed in [3]
by Seon Yoo et al. The infected files project a high density area in SOM for malware
samples. Malicious code detection using text categorization and imbalance problem is
proposed by authors in [8].

The authors in [4] extract n–grams from the benign and malicious executables and
use k-nearest neighbour algorithm to identify the unseen instances. Henchiri et al [2]
present a method based on generic features applicable to different families of viruses.
The classification accuracies of different classifiers are evaluated with the proposed
classifier. The developed classifier reports higher detection rate. In their proposed
work[6], the authors extract the byte code features, relevant n–grams and evaluate on
various inductive methods. The authors [7] proposed a method to identify file types us-
ing 1-gram analysis of binary contents. Their work gives an insight into the distribution
of the general pattern predominant over files that can be used to predict security viola-
tions over files. A non–signature based method using byte level file content is proposed
in [16]. This method computes diverse features in block–wise manner over the byte
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level content of the file. The authors in [21] proposed a method using text categorization
for malware analysis. The experimental studies show that the proposed method has
potential for automated malware detection and analysis. The authors in [13] proposed a
new method for detecting variants of malware making use of Opcode–sequences. This
approach is based on the frequency of appearance of opcodes. The relevant opcodes are
mined and assigned with certain weights.

3 Proposed Method for Malware Analysis

In our proposed method we collected malware samples from VX Heavens [19] and
some of the samples are created using virus construction kits NGVCK (Next Generation
Virus Kit) and VCL (Virus Creation Lab) [19]. The benign samples constitute executa-
bles from fresh installation of Windows XP operating system (System32 folder),
CYGWIN utility, games, media players, browsers etc. From each executable, features
(mnemonic n–gram, instruction opcode, PE Header entries) are extracted. Each cat-
egory of feature is refined using feature reduction method such as Scatter Criterion.
Reduction of feature size is important as it reduces the processing overhead of clas-
sifiers during the training and testing phase. Classifiers are trained using the feature
vector table (of a part of data set) constructed by considering each category of feature
(mnemonic 4–gram, instruction opcode, PE Header information). Classification model
is tested using unknown samples not considered during training. Figure 1 depicts the
proposed method used for identifying malware samples.

Fig. 1. Proposed Method for Malware Analysis and Detection. Scattered feature space is a subset
of input space and each feature vector consists of only prominent features.

4 Portable Executable Features

Features are meaningful information or patterns occurring in the data set. In our pro-
posed method, we have considered three different type of features (a) mnemonic 4–
gram (b) principal instruction opcodes (c) PE Header entries. Brief explanation of these
features is given below.

– Mnemonic n–gram: n–grams are overlapping sub–strings collected in sliding win-
dow fashion. Basically, they are sequences of length n. We have extracted mnemonic
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4–gram from assembly code of malware and benign programs, motivated by our
previous work [10].

– Principal Instruction Opcodes: Prominent instruction opcodes of malware and
benign samples are extracted by methods proposed in [11]. The instruction op-
codes are extracted by (a) Identification of valid PE samples (b) Identification and
Extraction of executable sections and (c) Extraction of instruction opcode from raw
data existing in the executable sections.

– PE Header Entries: Portable Executable (PE) is a file format supported by Mi-
crosoft Windows operating system [9]. Some of the PE header entries like Ma-
jorOperatingSystemVersion, MinorOperatingSystemVersion, SizeOfImage, SizeOf-
Headers, Characteristics etc. can be used as features.

5 Feature Processing

All attributes extracted from a sample might not carry useful information. Irrelevant
attributes must be eliminated to avoid training and testing overheads. In our proposed
method, we have used Scatter Criterion for feature reduction. Scatter criterion selects
a feature based on the ratio of the mixture scatter and within class scatter. The mixture
scatter is the sum of within and between–class scatter. High value of this ratio indicates
prominence of the feature for classification. The within-class scatter for any feature f is
computed as

Sw, f =
C

∑
i=0

PiSi f

where, Si f is the variance for a class Ci (malware or benign) and Pi is the prior proba-
bility for a class Ci. The variance Si f can be computed as follows:

Si f =
1
N

N

∑
j=1

(Fji f −Fi f )2

and Pi = 1
C

Between class scatter, Sb f , is the variance of class center with respect to a global center.
It can be computed as:

Sm f =
N

∑
i=1

Pi(Fi f −Ff )2

MixtureScatter = Sw, f + Sb f

Scatter Criterion for fth feature is thus,

Hf =
Sm f

Sw, f
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A large value of Hf , for a feature f , indicates that the feature is more discriminant
for classification purpose.

6 Evaluation Metrics

True positive (TP) are the number of malicious samples classified as malware, whereas,
True negative (TN) are total benign samples classified as benign. The performance of
a classifier can be measured by primarily checking the TPR and TNR values which are
also known as sensitivity and specificity respectively [23].

– True Positive Rate (TPR): Is the ratio of actual positives correctly clas-
sified as positives, defined as T PR = TP/(TP + FN) .

– False Positive Rate (FPR): The proportion of benign samples incorrectly
classified as malicious. This is also called false alarm rate or fall out, defined as
FPR = FP/(FP + TN).

– True Negative Rate (TNR): The proportion of benign samples correctly
identified as benign, defined as T NR = T N/(T N + FP).

– False Negative Rate (FNR): The proportion of cases in which a test pro-
duces negative outcome for a malicious sample, defined as FNR = FN/(FN +TP).

In case of a good protection system, high values of TPR and TNR, along with low FPR
and FNR are desired. This would ascertain capability of malware scanners to correctly
distinguish samples as malware or benign.

7 Experimental Setup

The experiments were performed on an Intel Pentium Core 2 Duo 2.19 GHz processor
with 2GB RAM with Microsoft Windows XP SP2 installed on the machines. Dataset
consisting of 4384 executables in PE format is collected. This dataset contains 2781
malware downloaded from VX Heaven [19]. We obtained 1603 benign programs some
were obtained from System32 folder of fresh installation of Windows XP operating
system, and some from Cygwin utility, games, Internet Browsers, media players and
other sources. The training set consisted of 2679 samples (malware = 1594 and benign
= 1085). Two Test sets were created (a) Test set1 consisting of 693 obfuscated malware
518 benign samples(b) Test set2 consisting of 494 packed malware and 518 benign sam-
ples. The test set was kept separate and none of these samples are included in training.
The experiments were performed using SMO, IBK, AdaBoost1 (with J-48 as base clas-
sifier), J-48 and Random Forest algorithms implemented in WEKA [17]. The results
were evaluated using the evaluation metrics defined in Section 6. The experiments were
performed on three category of features (a) mnemonic n–gram (b) Instruction Opcodes
and (c) PE Header Entries. We retrieved 50 mnemonic n–gram of 250 mnemonics, 37
Instruction Opcode of 193 opcodes and 35 PE Header Entries features of 48 entries
after applying Scatter Criterion.

Table 2, Table 3 and Table 4 show the outcome of classification using both test sets
viz. Test set1 and Test set2.
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Table 1. Top 10 Prominent features extracted using Scatter Criterion

Mnemonic Instruction PE Header
4–gram Opcode Fields

cmpjzmovlea 0x0F84 .data
cmpjnbmovmov 0x0F85 .text
movmovjmpcmp 0x33C0 Characteristics
movjmpmovcmp 0x50 SizeOfRawData[.data]
pushmovsubmov 0x51 SizeOfRawData[.text]
movmovmovadd 0x53 .reloc
movmovmovpop 0x55 .idata
movcmpjzcmp 0x56 SizeOfRawData[.reloc]
movmovmovcmp 0x57 Subsystem
submovmovmov 0x59 SizeOfRawData[.bss]

Table 2. Classification results of 4–gram feature vector

Classifiers Test Set1 Test Set2
TPR FNR TNR FPR TPR FNR TNR FPR

SMO 0.960 0.040 0.613 0.387 0.976 0.024 0.613 0.387
IBK 0.947 0.053 0.862 0.138 0.968 0.032 0.862 0.138
AdaBoost1 0.924 0.076 0.837 0.163 0.950 0.050 0.837 0.163
J–48 0.933 0.067 0.831 0.169 0.962 0.038 0.831 0.169
Random Forest 0.944 0.056 0.837 0.163 0.960 0.040 0.837 0.163

Table 3. Classification results of prominent Instruction Opcodes as feature vector.

Classifiers Test Set1 Test Set2
TPR FNR TNR FPR TPR FNR TNR FPR

SMO 0.961 0.038 0.239 0.76 0.981 0.018 0.252 0.747
IBK 0.924 0.075 0.891 0.108 0.963 0.036 0.85 0.149
AdaBoost1 0.922 0.077 0.894 0.101 0.956 0.043 0.854 0.145
J–48 0.927 0.072 0.893 0.106 0.953 0.046 0.833 0.166
Random Forest 0.938 0.061 0.891 0.108 0.976 0.023 0.84 0.159

Table 4. Classification results of prominent PE Header Entries as feature vector.

Classifiers Test Set1 Test Set2
TPR FNR TNR FPR TPR FNR TNR FPR

SMO 0.870 0.129 0.888 0.111 0.9534 0.046 0.888 0.111
IBK 0.602 0.399 0.776 0.223 0.9736 0.026 0.776 0.223
J–48 0.837 0.163 0.832 0.167 0.9271 0.072 0.832 0.167
AdaBoost1 0.863 0.137 0.899 0.103 0.945 0.054 0.899 0.103
Random Forest 0.969 0.0303 0.901 0.0984 0.981 0.018 0.901 0.0984
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8 Results and Analysis

The experiments were performed on malware and benign samples (both in PE format)
and results were evaluated using evaluation metrics. From each malware sample three
different features like mnemonic n–gram, instruction opcodes, and PE Header Entries
was extracted and feature space was reduced using Scatter Criterion to obtain promi-
nent features.

8.1 Classification Results

The experimental results demonstrate that the non–signature based method discussed
above can also be used to classify executables as malware and benign. The experimental
results also illustrate that the proposed method of malware analysis can also distinguish
packed and clean malware samples.

If we observe the classification results tabulated in Table 2 to Table 4 we can find that
the performance of Random Forest classifier is better than other classifiers. Random
Forest is an ensemble of many trees where each tree votes for a class. The classifier
collects the maximum votes for all trees in the forest for classifying instances. The
main reason for the better performance of this classifier is due to bagging and boosting
properties [22].

We can contemplate that better classification accuracies may be obtained only with
PE Header Entries. This may be because malware variants used in study had little
obfuscation in header fields but mnemonic/opcodes may have changed because of ob-
fuscation. The tabulated results also explains that the evolutionary possibilities are more
when features are extracted using body information compared to the header fields. In-
clusion of header field information may improve malware detection probability.

8.2 Effect of Feature Vector Lengths (PE Header)

Figure 2 depicts the values of TPR and FPR plotted for different feature lengths ex-
tracted using Scatter Criteria. We can observe that when feature length is 35 (PE
Header Information), better values of TPR and FPR are obtained compared to other
feature lengths. The figure also shows that initial classification is also possible with
feature length of 5 PE Header Entries, where the values of TPR and FPR are 81.2%
and 76.06% respectively. This indicates the effectiveness of Scatter Criteria for better
classification of executables (malware & benign), even with small feature vector length
(i.e. 5 prominent PE Header Fields).

8.3 Prominent PE Header Entries

To verify whether prominent features extracted using Scatter Criteria are capable of
differentiating malware, benign and packed malware executables, we computed the per-
centage of appearance of these features in respective samples. Using Scatter Criterion,
we extracted prominent 35 features having high scatter ratio from PE samples (mal-
ware and benign). Top two prominent features are .data and .text. Least prominent
features for classification are AddressOfEntryPoint and LoaderFlag, as they
have minimum value of scatter ratio.
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Fig. 2. Effect of feature vector length on TPR and FPR values (in %)

Fig. 3. Frequency of occurrence of most predominant feature in various categories of executables

Figure 3 depicts the percentage of malware (packed/clean) and benign samples con-
sisting of .data section. From Figure 3, we can observe that malware (packed/clean)
executables can be easily classified from benign samples. This can be easily visualized
by a high difference in the average frequency of instances consisting of .data attribute
for both malware and benign executables. Like wise, we can notice from the same figure
that clean malware and packed malware samples can also be differentiated even though
the difference is less as compared to malware versus benign sample. Results highlight
that features with high scatter ratio play a vital role in accurate classification.

8.4 Performance of Classifiers

Performance of decision tree classifiers (J48 and AdaBoost1 with J-48 as base classifier)
is not better in comparison to Random Forest. Some of the reasons may be (a) attributes
are correlated (b) partial overlap of classes (c) works on the principal of local decision,
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i.e. if one of the decision fails, error propagates to all other trees (d) improper scaling
of all decision factors to common units. The results highlight that the initial analysis of
malware and benign samples can be performed using PE header fields.

9 Conclusions

Malicious software is emerging as a major threat for computer systems. The number of
new malware variants is increasing at an alarming rate because of complex obfuscation
techniques employed by malware authors. The signature based detection techniques fail
to scale in detection of malicious software. In order to address the problem faced using
signature based method, we have proposed non–signature based techniques for mal-
ware analysis. The features are extracted considering the body information (mnemonic–
4gram, instruction opcodes) collected from assembly code, Hex dump and PE Header
entries. We have tested features extracted from mnemonic and instruction opcodes
that are likely to undergo obfuscation. Less obfuscation is likely on PE Header fields
compared to raw data collected from assembly code or Hex dump of the malicious
executable. Results shows that better classification is obtained using Random Forest
classifier using header entries as feature. This classifiers also performs better in respect
of low false alarms. The proposed method is capable of identifying malware (packed,
obfuscated) and benign samples. The experimental results show that the current classi-
fication model based on header can classify executables but malware authors can evade
detection by changing header information. To understand the infection mechanism and
propagation mode of the suspicious samples, detailed analysis of assembly code or Hex
dump would play a major role. In future, the effect of classification accuracies by com-
bining these features (mnemonic n–gram, APIs, instruction opcode, PE Header fields)
will all be investigated.
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Abstract. Addressing security demands under fixed budgets and tight time 
constraints are becoming extremely challenging, time consuming and resource 
intensive. Moreover, securing the distributed database in compliance with 
several  security guidelines makes the system more complex. Mission critical 
systems, military, government and financial institutions have been under 
tremendous pressure to secure their databases. Such requirements  mandate that 
each system passes a strict security scan before it is deemed suitable to go into 
operational mode. This paper presents a framework that embeds security 
capabilities into distributed database by replicating different predefined security 
policies at different sites using multilevel secure database management system. 

Keywords: Policy based security, Replication, Multilevel secure database, 
Covert channel, Distributed database. 

1   Introduction 

A distributed database is a collection of databases which are distributed  and stored on 
multiple computers  within  a network [9]. Distributed  database  system  functions  
include distributed query management, distributed transaction processing, distributed 
metadata management and enforcing security and integrity across the multiple  nodes.  
Database security is the system, processes, and procedures that protect a database 
from unintended activity. Unintended activity can be categorized as authenticated 
misuse, malicious attacks or  inadvertent  mistakes  made  by  authorized  individuals  
or  processes. But the most important issues in security are authentication, 
identification [14] and enforcing appropriate access  controls  [8].  Databases  provide  
many  layers  and  types  of  information  security, typically specified in the data 
dictionary, including access control, auditing, authentication and encryption. Access 
control [15] is a system which enables an authority to control access to areas and 
resources in a given physical facility or computer-based information system. An 
access control system, within the field of physical security, is generally seen as the 
second  layer in the security. Authentication  [4] is the act of establishing  or 
confirming something (or someone) as authentic, that is, that claims made by or about 
the subject are true. All organizations, ranging from commercial organizations to 
social organizations, in a variety of domains such as healthcare and homeland 
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protection, may suffer heavy losses from both financial and human points of view as a 
consequence of unauthorized data observation [11]. In cryptography, encryption [5]  
is  the  process   of  transforming information  (referred  to  as  plaintext)  using  an  
algorithm  (called  cipher)  to  make  it unreadable to anyone except those possessing 
special knowledge, usually referred to as a key Integrity. Some of the most important 
security requirements for database management systems  are:  Multi-Level  Access  
Control,  Confidentiality  [11], Reliability,  Integrity and Recovery.  Thus, a complete 
solution to data security must meet the following three requirements:   1)  secrecy  or  
confidentiality  refers  to  the  protection  of  data  against unauthorized disclosure, 2) 
integrity refers to the prevention of unauthorized and improper data modification [1], 
and 3) availability [10] refers to the prevention and recovery from hardware and 
software errors and from malicious data access denials making the database system 
unavailable. A DBMS fulfilling these mandatory requirements becomes capable of 
providing security at different levels. But in order to provide concurrent access of 
replicated data to multiple users at different locations, multilevel security mainly on 
distributed environment becomes a major issue. 

Multilevel secure database systems have a set of requirements that are beyond 
those of conventional database systems. A number of conceptual models exist that 
specify access rules for transactions in secure database systems. One important model 
is the Bell La Padula model. In this model, a security level is assigned to transactions 
and data [6]. A security level for transaction represents its clearance level and  for 
data, the security level represents the classification level [9]. Transactions are 
forbidden from reading data at higher security level, and from writing data to a lower 
security level. Thus, by delaying low security level transactions in a predetermined 
manner, high security level information can be indirectly transferred to the lower 
security level. This is called a covert channel. A covert channel is any component or 
feature of a system that is misused to encode or represent information for 
unauthorized  transmission,  without  violating  the  stated  access control policy. 
Covert channels are paths not normally meant for information flow. In multilevel 
secure databases, a  low  security  level  transaction  can  be  delayed  or  aborted by a 
high  security  level transaction due to shared data access. 

Security Policy: A computer security policy consists of a clearly defined and precise 
set of rules,  for  determining  authorization  as  a  basis  for  making  access  control  
decisions.  A security policy captures the security requirements of an establishment or 
describes the steps that have to be taken to achieve the desired level of security. A 
security policy is typically stated in terms of subjects and objects, Given the desired 
subject and object, there must be a set of rules that are used by the system to 
determine whether a given subject can be given access to a specific object. 

In this paper, we focus mainly on the confidentiality requirement and we discuss 
access control policies to provide high-assurance confidentiality because however, 
access control deals with controlling accesses to the data, the discussion in this paper 
is also relevant to the access control aspect of integrity, that is, enforcing that no 
unauthorized modifications to data occur. 
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2   Proposed Model 

The proposed model consists of MLS [16] database that is distributed [2] in a 
replicated manner over N sites connected by a network. As shown in Figure 1, at each 
site when the user request is received, the first job a secure server does is to 
authenticate the user. 
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Fig. 1. System  Model 

The authentication is performed based on factors user name, password or IP 
address. Once user is authenticated successfully, the user’s request, IP address, and 
digital credentials are forwarded to the preliminary access control system which can 
be achieved with a firewall system filtering the traffic based on user’s request. For 
example, a user can check for the balance available in his account in the local 
databases. He doesn’t have the permission to access the similar information  located  
in  the remote  databases. The  preliminary  access control  is  a  valid  way to  
improve  the  system efficiency because the  user’s  disallowed requests are 
terminated at an early stage. If the user’s request is allowed by the preliminary access 
control, the user’s request is forwarded to the security manager. The different request 
levels  proposed  are  user  level  request (SL(Du )) and  confidential  level  request   
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which  is further divided in to secret level request (SL(Ds )) and top secret level 
request (SL(Dt )) . If the  user  is  permitted  access  to  the  user  level,  the  query is  
limited  with  the  user  level transaction (SL(Q)〈SL(Du )) otherwise  the  query  is  
rolled  back  to  confidential  level security. At level second, the request SL(Q) goes 
through a process of verification before it can be processed. This step is carried out by 
database stored procedures that have built-in logic for checking  the request  against  
the policies  .If the request  complies  with the set policies that govern its scope of 
applicability, the request is forwarded to query optimizer. 

The query optimizer further divides the request or query SL(Q) into various levels 
for distributed access and creates a new optimized query according to the data 
distribution. The transaction Manager pools the query in the transaction queue and 
allows the transaction to be executed .The lock signal is sent to the entire distributed 
database sites. The transaction is allowed to update the data only when it passes all 
the clearance from all security levels otherwise it rolls back the transaction. When 
there is no objection from other sites, audit trail, database system tables/views  are 
updated to reflect the change and an audit trail is recorded otherwise the request is 
rejected and the system owner is alerted, the user notified and an audit trail is 
recorded. Thus the proposed model felicitates to access data only after passing thru 
multiple security levels. 

In this paper, use of policies is applied for access control to different users 
depending upon  privileges given to them. The system owner is allowed to create 
database configuration-specific policies. These policies control and decide which 
changes are allowed and which ones are not. 

The framework gives the system owners the ability to institute a composite 
password where each part of the password is owned by a different member of the 
system owners team for added security. The purpose of using policies is to enforce 
system owner requirements and constraints onto a system. Policies are implemented 
into a database  system  for the purpose of making the database perform specific 
actions in response to attempts to alter its state or its configuration settings. Therefore 
the creation and enforcement of policies require the establishment  of rules that 
invoke certain actions to be performed under certain conditions. 

2.1   Consistency Controlled System 

To implement concurrency, each transaction in this security model, must obtain a read 
lock before reading a data item and a write lock before writing a data item. A 
transaction can only read at its own level or low level but can write at its own level 
only [3]. This is sufficient to prove that security is not violated through data access. 
The access permissions in  the  proposed  model  are  shown  in  Table  1. Let L(Tt ) 

denotes  the  top  security  level transaction, L(Ts ) the security level and L(Tu ) as 

user level transaction  i.e. L(Tu ) < L(T s ) < L(T t ) .  whereas L(Z t ) denotes the data 

item Z as the top security level data item, L(Ys ) the security level data   item and L(X 

u ) as user level data item i.e. L(X u ) < L(Y s) < L(Z t ). 
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Table 1. Access Permission 

Data Item 
Transaction 

L(X u ) L(Ys ) L(Z t ) 

L(Tt ) r[x] r[y] r[z] , w[z ] 
L(Ts ) r[x] r[y] , w[y] - 

L(Tu ) r[x] - - 

The execution of a distributed transaction Τ is divided into sub-transactions  Τi , 

where 
=

Τ
n

i

i

1  

  A  sub-transaction  Τi is  sent  to  the  node  Ν I where the data is 

available and executed under local security. If a sub-transaction fails, then the parent 
transaction is rolled–back  and  restarts  after  some  delay to  avoid  repeated  restart.  
The transaction  manager determines at which node, data item requested by a 
transaction are located. If the data is available in the parent node Ni, it is accessed in 
the same node Ni, otherwise if there is no local copy and multiple copies exist at more 
than one node, then one copy is randomly selected and other copies of the same data 
are locked. 

In  case  of  data  replication,  it  implements  a  read-one  and  write-all  policy  for  
read requests. For a write request, it consults all nodes that hold a copy of the desired 
data item. Each node contains information about data distribution and replication. A 
transaction can’t request additional locks once it has issued an unlock action. It holds 
onto all its locks (read or write) until it completes. A top secret security level 
transaction must release its read lock on a low data item when a low security level 
transaction requests a write lock on the same data item and the aborted top secret 
security level transaction is restarted after some delay. Thus multiple transactions are 
performed simultaneously with minimum cost. 

2.2   Policy Integration 

As mentioned earlier, our framework is built on the notion that all policies must be an 
integral part of the database that they are meant to defend in a fashion that makes 
them directly associated with its very existence. Hosting them in  an  external  
application or database or even in another database instance on the same server as the 
target database, introduces the risk of isolating the policies from the target database 
and therefore, creating an opportunity for accessing and compromising the database 
without any lines of defense. In our framework, the policies are fed into physical 
database tables where they are stored and managed by the system owner. These tables 
are owned by the database itself and are not accessible to applications, application 
servers, or even power users. 

In this paper, we apply the use of policies to implement autonomic capabilities into 
a database. We allow the system owner to create database configuration-specific 
policies that decide the actual run-time behavior of the database. These policies 
control and decide which changes are allowed and which ones are not. This is based  
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on the database being aware of its operational state being able to defend itself against 
input from various environmental sources such as users, malicious code, or external 
software systems. 

To support policy-based framework, three types of policies are enumerated that can 
be embed into an Oracle 10g database to demonstrate the effectiveness of the 
approach. While policy of type one (Top secret policy) is intended to govern the areas 
of enforcement of configuration security, policies of type two and three govern fine–
grained access control (secret level) and user action verification(user level) 
respectively. The system owner can write as many policies as needed to govern 
database security. The policies  are concise, targeted and simple which makes this 
approach effective, scalable, flexible and extensible. 

2.3   Policy Implementation 

This section presents some implementation scenarios where the policy-based 
framework is utilized to autonomically enforce security configuration in databases 
thus enabling them to self-protect. To demonstrate the usability of the proposed 
framework we consider a policy for  enforcing the password life time security. 

 
TYPE  1 (Top Security Level Policy) Example 

 
The role of this policy is to verify and control  the actions  of privileged  users  such  
as database administrators and power users. The validation process is performed as a 
response to the users input as shown below. The DBA calls a stored procedure 
specific for changing the life time of a password and chooses the values of the 
parameters he/she intends to change. These values are then  verified  according to the 
policy that governs  their applicability. The policy specifies a maximum lifetime for 
passwords. When the specified amount of time passes  and  the password expires, the 
user or DBA must change the password otherwise access to an account is denied until 
a new password is supplied. For example, the following statements create and assign 
a profile to user john, and the PASSWORD_LIFE_TIME clause specifies that john 
can use the same password for 50 days before it expires. 

 
CREATE PROFILE prof LIMIT 
FAILED_LOGIN_ATTEMPTS 4 
PASSWORD_LOCK_TIME 30 

PASSWORD_LIFE_TIME 50; ALTER USER john PROFILE prof; 
 
 
The permissible number of failed login attempts and the amount of time for which 

accounts remain locked are specified as four and 30 days respectively. When a 
particular user exceeds a designated number of failed login attempts, the server 
automatically locks that user account. The account will unlock automatically after the 
passage of 30 days. After a user successfully logs into an account, the unsuccessful 
login attempt count for the user, if it exists, is reset to 0. 
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TYPE  2 (Security Level Policy) Example 
 
Fine-grained access control is based on dynamically modified statements.To  change 
any option of a user's security domain, DBA uses the ALTER USER system 
privilege. DBA are normally the only users that have this system privilege, as it 
allows a modification of any user's security domain. This privilege includes the ability 
to set table space quotas for a user on any table space in the database, even if the user 
performing the modification does not have a quota for a specified table space. 
Changing a user's security settings affects the user's future sessions, not current 
sessions. The following statement alters the security settings for user John: 

 
ALTER USER John  
IDENTIFIED EXTERNALLY 
DEFAULT TABLESPACE data_ts  
TEMPORARY TABLESPACE temp_ts  
QUOTA 100M ON data_ts 
QUOTA 0 ON test_ts 
PROFILE clerk; 
 
The ALTER USER statement here changes John’s security settings as follows: 

Authentication is changed to use John's operating system account. His default and 
temporary table spaces are explicitly set. He is given a 100M quota for the data_ts 
table space. His quota on the test_ts is revoked. He is assigned the clerk profile. 

 
TYPE  3 (User Level Policy) Example 

 
In an example of this type of policy, a policy is created which does not expose 
salaries of employees outside the sales department. 

 
SELECT ENAME, JOB, SAL, COMM from emp , dept WHERE d.deptno = e.deptno 
AND d.dname=”Sales”; 

 
It is important to note that the stored procedures do not allow the user to input 

values into variables. Instead, the procedures present the user with a set of values to 
select from. This is important because it removes any possibility of the users injecting 
variations to the expected input. 

3   Comparisons with Other Related  Approaches 

This paper is concerned with the application of policies to securing a database by 
embedding the policies in the database itself and enabling these policies to block 
every attempt to compromise the state of the database. Oliver Jorns et al.[13] 
proposed another security architecture that not only incorporated easy to compute and 
flexible transaction pseudonyms  for security and privacy assurance, but also allowed 
the implementation  of different kinds of location based services. 
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A different approach to securing the database was presented by Sang H. Son 
through the offering of timeliness support using partial security policies [8]. It 
violates security in order to uphold a timeliness requirement and works on the basis of 
partial security policies. Moreover, it works in a non-replicated environment. 

Leon Pan[7] also worked on providing security in distributed database using 
preliminary and fine access control policies but in a non replicated manner and   
policies are stored and executed at a different server, it introduces risk of isolating the 
policies from the target database and can create opportunity for accessing and 
compromising the database without any lines of defense. In our approach, the policies 
are fed into physical database tables where they are stored   and managed by the 
system owner. These tables are owned by the database itself and are not accessible  to 
applications,  application servers, or even power users. 

In [12], an OWL-DL ontology is created that expresses the modeling abstractions 
of RBAC.  This ontology is attached to domain ontology and explains the tasks that  
are performed by the security administrator and by the DL classifier. The background 
knowledge is used to make the access decisions which are available  as Semantic Web 
ontologies. The model has established a secure infrastructure to register, propagate, 
request and verify user attributes. This functionality is offered by network services 
that support single sign-on across domains and trusted user directories. Again, 
conversion techniques are required if the native format is different, while our 
approach is more flexible and easy to handle. Moreover, the implementation of the 
security enforcement mechanism is embedded in the database itself and inseparable 
part of the system making it enable for self-protection, self-healing and self-
configuring. 

4   Conclusion 

This paper presented an advanced approach to implement security capabilities into 
distributed database in order to secure systems at multilevel while maintaining 
consistency of the system as well. Security is a serious concern while accessing data. 

In this paper, use of policies is applied for access control to different users 
depending upon privileges given to them. Policies implemented at different security 
levels ensure the integrity, availability and correctness of data replicated at multiple 
nodes. This model can be applied for any distributed environment such as corporate, 
financial organization etc. 
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Abstract. Indirect association is a new kind of infrequent pattern, which 
provides a new way for interpreting the value of infrequent patterns and can 
effectively reduce the number of uninteresting infrequent patterns. The concept 
of indirect association is to "indirectly" connect two rarely co-occurred items 
via a frequent itemset called mediator, and if appropriately utilized it can help 
to identify real interesting "infrequent itempairs" from databases. Indirect 
association rule is said to be positive (Negative) if mediator set contains 
presence (presence or absence) of items. Existing indirect association mining 
methods mine positive mediator sets. To the best of our knowledge, no research 
work has been conducted on mining indirect negative associations. In this 
paper, we propose an approach for mining indirect negative associations. The 
proposed method can discover all positive and negative indirect association 
between itemsets. 

Keywords: Data mining; positive and negative association rules; indirect 
association. 

1   Introduction 

Association rule mining is a data mining task that discovers associations among items 
in a transactional database. Association rules have been extensively studied in the 
literature for their usefulness in many application domains such as recommender 
systems, diagnosis decisions support, telecommunication, intrusion detection, etc. 
Efficient discovery of such rules has been a major focus in the data mining research. 
From the celebrated Apriori algorithm [1] there have been a remarkable number of 
variants and improvements of association rule mining algorithms [2]. A typical 
example of association rule mining application is the market basket analysis. In this 
example, the behavior of the customers is studied with reference to buying different 
products in a shopping store. The discovery of interesting patterns in this collection of 
data can lead to important marketing and management strategic decisions. For 
instance, if a customer buys bread, what are chances that customer buys milk as well?. 
Depending on some measure to represent the said chances of such an association, 
marketing personnel can develop better planning of the shelf space in the store or can 
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base their discount strategies on such associations/correlations found in the data. All 
the traditional association rule mining algorithms were developed to find positive 
associations between items.  

A new class of patterns called indirect associations has been proposed and its 
utilities have been examined in various application domains [8]. Consider a pair of 
items X and Y that are rarely present together in the same transaction. If both items 
are highly dependent on the presence of another itemset M, then the pair (X, Y) is 
said to be indirectly associated via M. There are many advantages in mining indirect 
associations in large data sets. For example, an indirect association between a pair of 
words in text documents can be used to classify query results into categories [8]. For 
instance, the words coal and data can be indirectly associated via mining. If only the 
word mining is used in a query, documents in both mining domains are returned. 
Discovery of the indirect association between coal and data enables us to classify the 
retrieved documents into coal mining and data mining. There are also potential 
applications of indirect associations in many other real-world domains, such as 
competitive product analysis and stock market analysis [8]. For market basket data, 
this method can be used to perform competitive analysis. For example, x and y may 
represent products of competing products, such as Reebok and Nike. Suppose Reebok 
marketers are interested in expanding their current market share by attracting Nike 
customers through direct marketing campaigns. However, instead of  promoting to 
every Nike customers, such a campaign can be more effective, in-terms of cost-
benefit and lift analysis by selecting a smaller  target group whose buying behavior 
resemble that of Reebok customers. Indirect association provides an approach to 
characterize the group by identifying the set of items that are often bought by both 
group of customers. 

In the text domain, indirect association often corresponds synonyms, antonyms or 
words that are used in the different contexts of another word.  As an example, the 
words coal and data  can be indirectly associated via mining. If a user queries on the 
word mining, the collection of documents returned often contains a mixture of both 
mining contexts. However, with indirect association, one can potentially identify 
explicitly the different ways in which queried word appears in the corpus of text 
documents. Similarly, for stock market data, indirect association can help to identify 
the different set of events influencing the movement of stock price. 

This paper is structured as follows: the next section contains preliminaries about 
Indirect Association Rules, In Section3 existing strategies for mining indirect 
association rules are reviewed. The proposed algorithm is presented in Section 4 for 
finding all valid indirect association rules for pairs of multiple itemsets. Section 5 
contains conclusions and future work. 

2   Basic Concepts and Terminology 

Let I = {i1, i2,. . . , im} be a set of m items. A subset X ⊆  I is called an itemset. A k-
itemset is an itemset that contains k items. Let D = {T1, T2,. . . , Tn } be a set of n 
transactions, called a transaction database, where each transaction Tj, j = 1, 2, . . . , n, 
is a set of items such that Tj ⊆  I. Each transaction is associated with a unique 
identifier, called its TID. A transaction T contains an itemset X if and only if X ⊆  T. 
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The support of an itemset X is the percentage of transactions in D containing X. An 
itemset X in a transaction database D is called “frequent itemset” if its support is at 
least a user-specified minimum support threshold viz., minsup. Accordingly, an 
infrequent itemset is an itemset that is not a frequent itemset. 

2.1   Negative Association Rules 

An association rule is an implication of the form X ⇒ Y, where X ⊂ I, Y ⊂ I, and X 
∩ Y = ∅. Here, X is called the antecedent and Y is called the consequent of the rule. 
The confidence of an association rule X ⇒ Y is the conditional probability that a 
transaction contains Y, given that it contains X. The support of rule X ⇒ Y is defined 
as: sup(X ⇒ Y) = sup(X ∪ Y). Negative association was first pointed out by Brin et 
al. in [6]. Since then, many techniques for mining negative associations have been 
developed [7, 8, 9]. In the case of negative associations we are interested in finding 
itemsets that have a very low probability of occurring together. That is, a negative 
association between two itemsets X and Y, denoted as X ⇒ ⌉Y or Y ⇒ ⌉X, means that 
X and Y appear very rarely in the same transaction. Mining negative association rules 
is computational intractable with a naive approach because billions of negative 
associations may be found in a large database while almost all of them are extremely 
uninteresting. This problem was addressed in [7] by combining previously discovered 
positive associations with domain knowledge to constrain the search space such that 
fewer but more interesting negative rules are mined. A general framework for mining 
both positive and negative association rules of interest was presented in [9], in which 
no domain knowledge was required and the negative association rules were given in 
more concrete expressions to indicate actual relationships between different itemsets. 
However, although the sets of the positive and negative itemsets of interest in the 
database were minimized in this framework, the search space for negative itemsets of 
interest was still huge. Another problem was that it tended to produce too many 
negative association rules, thus the practical application of this framework remained 
uncertain. An innovative approach has proposed in [22]. In this generating positive 
and negative association rules consists of four steps: (1) Generate all positive frequent 
itemsets L (P1) (ii) for all itemsets I in L( P1 ), generate negative frequent itemsets of 
the form ┐ ( I1 I2 ) (iii) Generate all negative frequent itemsets ┐ I1 ┐I2 (iv) 
Generate all negative frequent itemsets I1 ┐ I2 and (v) Generate all valid positive and 
negative association rules. Authors generated negative rules without adding additional 
interesting measure(s) to Support-Confidence frame work.ï 

2.2   Indirect Association 

Indirect association is a new kind of infrequent pattern, which provides a new way for 
interpreting the value of infrequent patterns and can effectively reduce the number of 
uninteresting infrequent patterns. The concept of indirect association is to "indirectly" 
connect two rarely co-occurred items via a frequent itemset called mediator, and if 
appropriately utilized it can help to identify real interesting "infrequent itempairs" 
from databases. Indirect association is closely related to negative association, they are 
both dealing with itemsets that do not have sufficiently high support. Indirect 
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associations provide an effective way to detect interesting negative associations by 
discovering only “infrequent itempairs that are highly expected to be frequent” 
without using negative items or domain knowledge. 

Definition (Indirect Association). A pair of itemsets X and Y is indirectly associated 
via a mediator M, if the following conditions hold: 

1. sup( X, Y ) < ts (Itepair Support Condition) 
2. There exists a non-empty set M such that 

(a) sup( X ∪ M) ≥ tf , sup( Y ∪ M) ≥ tf ; (Mediator Support Condition) 
(b) dep( X , M) ≥ td, dep( Y, M) ≥ td, where dep(P, Q) is a measure of the 

dependence between itemsets P and Q. (Mediator Dependence Condition)  
The thresholds above are called itemset pair support threshold (ts), mediator 

support threshold (tf ), and mediator dependence threshold (td), respectively. In 
practice, it is reasonably to set tf ≥ ts  

Condition 1 is needed because an indirect relationship between two items is 
significant only if both items rarely occur together in the same transaction. Otherwise, 
it makes more sense to characterize the pair in terms of their direct association. 

Condition 2(a) can be used to guarantee that the statistical significance of the 
mediator setIn particular, for market basket data, the support of an itemset affects the 
amount of revenue generated and justifies the feasibility of a marketing decision. 
Moreover, support has a nice downward closure property which allows us to prune 
the combinatorial search space of the problem.Condition 2(b) ensures that only items 
that are highly dependent on the presence of x and y will be used to form the mediator 
set.  

Over the years, many measures have been proposed to quantify the degree of 
dependence between attributes of a dataset. From statistics, the Chi-Square test is 
often used for this purpose. However, the drawback of this approach is that it does not 
measure the strength of dependencies between items [18]. Furthermore, the Chi-
Square statistic depends on the number of transactions in the database. As a result, 
other statistical measures of association are often used, including Pearson’s Φ 
coefficient, Goodman and Krushkal’s λ, Yule’s Q and Y coefficients, etc [15]. 

Interest factor is another measure that has been used quite extensively to quantify 
the strength of dependency among items [10,11,12].   

Definition: Given a pair of itemsets, say X and Y, its’ IS measure can be computed 
using the following equation: ,  ,                                                                  (1) 

Where P denotes the probability that the given itemset appears in a transaction 

2.3   Indirect Negative Association 

Indirect association rule is said to be Indirect Negative Association Rule if mediator 
set used to generate it, contains both presence and absence of items. Thus, for a given 
indirect itemset pair X, Y and mediator itemset M (=X1Y1) where X1 and Y1 may be 
positive and/or negative itemsets. If both X1 and Y1 are positive then (X, Y/M) is said 
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to be an indirect positive association rule otherwise it is said to be an indirect negative 
association rule. 

3   Related Work in Indirect Association Rule Mining 

It is observed that automated document translation systems tend to produce lexicon 
translation tables that are full of indirectly-associated words [14]. A lexicon 
translation table encodes the probability that two words from different languages 
being semantically equivalent to another. The presence of indirect association can 
pollute the resulting tables, thereby reducing the overall precision of the system. An 
iterative strategy was proposed in [14] to clean up existing translation tables by 
finding only the most probable translations for a given word. 

The notion of internal and external measures of similarity between attributes of a 
database relation was introduced in [13]. Internal similarity between two attributes x 
and y is a measure whose value depends only on the values of x and y columns. 
Conversely, external measure takes into account data from other columns (called the 
probe attributes). Their notion of probe attributes is similar to mediators for indirect 
association in [13]. However, their sole purpose of using probe attributes is to perform 
attribute clustering.  

An approach is proposed in [21] for mining indirect association rules among 
itemsets and is modified here for finding indirect negative association rules.  In        
[3,4,5], the authors have proposed series of techniques for finding negative 
association rules.  These proposals are also act as basis for the proposed algorithm in 
this paper. 

Indirect association is closely related to the notion of negative association rules 
[16]. In both cases, we are dealing with itemsets that do not have sufficiently high 
support. A negative association rule discovers the set of items a customer will not 
likely to buy given that he/she bought a certain set of other items. Typically, the 
number of negative association rules can be prohibitively large and the majority of 
them are not interesting to a data analyst. The use of domain knowledge, in the form 
of item taxonomy, was proposed in [16] to decide what constitutes an interesting 
negative association rule. The intuition here is that items belonging to the same parent 
node in taxonomy are expected to have similar types of associations with other items. 
If the observed support is significantly smaller than its expected value, then there is a 
negative association exists between the items. Again, unlike indirect association, these 
types of regularities do not specifically look for mediating elements. 

Another related area is the study of functional dependencies in relational databases. 
Functional dependencies are relationships that exist between attributes of a relation. 
However, the emphasis of functional dependencies is to find dependent and 
independent attributes for applications such as semantic query optimization [17] and 
reverse engineering [17]. 

In [20], IAM algorithm proceeds in four phases: an initialization phase, a pruning 
phase, a bridge itemset calculation phase, and a ranking phase. The purpose of the 
initialization phase is to allocate the memory needed. The second phase is a process of 
pruning for the purpose of minimizing the search space of problem. The threshold 
value of pruning is min-sup(s). The third phase, the Bridge Itemset Calculation Phase, 
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is the most important for this algorithm. The last phase, a ranking phase, is mainly to 
finish the ranking operation according to' the closeness value in the linked vector C 
for the purpose of providing decision makers the most useful indirect association rules 

An efficient algorithm, called HI-mine, based on a new data structure, called      
HI-struct, for mining the complete set of indirect associations between items[19]. 
Experimental results show that HI-mine’s performance is significantly better than that 
of the previously developed algorithm for mining indirect associations on both 
synthetic and real world data sets over practical ranges of support specifications. 

4   Algorithm 

In literature, a little work was done on generating indirect positive associations 
between pair of items only. In this paper, we propose a new method which generates 
indirect positive and negative associations between pair of itemsets. This method 
contains three algorithms. Algorithm1 finds set of all frequent itemsets and set of all 
Valid Candidates (VC). An itemset V is said to be Valid candidate if sup (V) ≤ ts and 
all subsets of V are frequent. Algorithm 2 finds set of all indirect positive association 
rules between pairs of itemsets. Though Algorithms 1 and 2 were presented in [21],  
they are stated in this paper for self-containment.  In this paper, proposed Algorithm 3 
finds set of all indirect negative associations between pair of itemsets in which 
mediator set is of the form ⌉X1⌉Y1. In addition, Algorithm 4 finds set of all indirect 
negative associations between pair of itemsets in which mediator set is of the form   
(⌉X1) Y1.  

 
Algorithm 1: Finding Positive Frequent(P), and ValidCandidates (VC) 
Input: TDB- Transactional Database, ms, ts 

Output: P- Positive Frequent itemsets, VC- ValidCandidates,   
Method: 

1. Find P1, the set all frequent 1-itemsets 
2. for(K=2;Pk-1 != Φ ; K++) 
3. {         CK = PK-1  ⋈  PK-1 

  // Pruning infrequent itemsets 
4.          for each c ∈  CK    {  
5.        if  any sub-set of c is not a member of  PK-1  then   CK = CK –{ c} 
6.                                        } 

  // find positive frequent itemsets Pk and Valid     Candidates (VC)  in CK  
7. for each c in CK     { 
8.             if support(c )≥ ms  then Pk =  Pk  U { c }  
9.             if support(c )≤ ts then VC= VC U { c } 
10.                              } 
11.       P= P U PK 
12. } 
13. return P,VC 
 



 Mining Indirect Positive and Negative Association Rules 587 

Algorithm 2: Mining Indirect Positive Association  
 
Input: P, VC, tf, td, IAR= Ø  
Output: Indirect Positive Association Rules 
Method: 

1. for each l (= X U Y) ∈ VC { 
2.  for each I ∈ P { 
3.    if ( support(X U I ) ≥ tf && support ( Y U I )≥ tf ) 
4. if ( dependency( X U I ) ≥ td && dependency ( Y U I )≥ td ) 
5.    IAR= IAR  U (X,Y/I ) 
6.                           }                 } 
7. return IAR 

 
Algorithm 3: Mining Indirect Negative Association 
 
Input:  L1- frequent 1-itemset, ms-minsup, VC, tf,td,IAR= Ø 
Output: Indirect Negative Association Rules 
Method: 

1. C2 = {⌉{i1}⌉{i2}|i1, i2 ε L1, i1 ≠ i2} 
2. for (k = 2;Ck ≠ Ø; k ++)    
3. {  for all I = ⌉X⌉Y  ∈ Ck  
4.  { if supp(I) ≥ ms  
5.       { for each  l (= X U Y) ∈ VC  
6. { if ( support(X U I ) ≥ tf && support ( Y U I )≥ tf ) 
7. if ( dependency( X U I ) ≥ td && dependency ( Y U I )≥ td 
8.  IAR= IAR  U (X,Y/I )   
9.                      } 
10.               }                                       
11.           else 
12.           {       for all I  ∉ XY do 
13.     Cand =check candidates(I, i)  // i, is one the items of DB, is not a member of I  
14.                    Ck+1 = Ck+1 U Cand  

// S the set of positive itemsets whose supports are known  
15. if Cand  ≠ Ø, XY {i} ∉ S and (∄I1 ⊆  XY {i})(supp(I1) = 0) then 
16.                     Sk+1 = Sk+1 U { XY {i }} 
17.              }     
18.        } 
19. compute support of itemsets in Sk+1  
20. S = S U Sk+1 
21. } 
22. return IAR; 
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Algorithm 4: Mining Indirect Negative Association 
 

Input:  L1-  frequent 1-itemset, ms-minsup,  
VC- ValidCandidates, tf- mediator Support,td- mediator dependency, IAR= Ø 
Output: Indirect Negative Association Rules 
Method: 
1. C1,1 = {￢{i1}{i2}|i1, i2 ∈ L1, i1 ≠ i2}  
2.     for {k = 1;Ck,1≠ Ø; k ++}  
3.     {  for {p = 1;Ck,p ≠ Ø; p++}  // Ck,p- k length negative and p length positive 
4.         {  for all I ∈ Ck,p 
5.               {   if supp(I) ≥ ms  
6.        {  for each l (= X U Y) ∈ VC 
7.   { if ( support(X U I ) ≥ tf && support ( Y U I )≥ tf  
8.  if ( dependency( X U I ) ≥ td && dependency ( Y U I )≥ td 
9.            IAR= IAR  U (X,Y/I )   
10.                           } 
11.                     }     
12.                } 
13.        for all joinable I1, I2 ∈ Lk,p do 
14.   {   X = I1.negative, Y = I1.positive∪I2.positive 
15.                I = ￢XY 
16. if (∄X1 ⊂ X)(supp(￢X1Y ) ≥ ms) and  (∄Y1 ⊂ Y )(supp(￢XY1 ) < ms) then 
17.         insert I into Ck,p+1 
18.   if (XY ∉ S and ∄I1 ⊂ XY, supp(I1 ) = 0 then  Sk,p+1 = Sk,p+1 U { XY } 
19.               }  
20.       compute support of itemsets in Sk,p+1 
21.       S = S ∪ Sk,p+1 
22.            } 
23.            for all X ∈ Lk+1, i ∈ L1 do 
24.  if (∄X1 ⊂ X)(￢X1{i} ∈ L then  Ck+1,1 = Ck+1,1  ∪￢X{i} 
25. }    
26. return IAR;  

5   Experimental Results and Performance Evaluation 

To evaluate the performance of proposed algorithm experiments are performed on 
two synthetic transactional databases containing 5400 and 12000 transactions each 
and implemented on java platform. We concentrate on mediator support( tf) which is a 
support of itemset and mediator and mediator dependency(td) which is estimated by 
“Eq. (1)”. 

Data set consisting of 5400 transactions with mediator support as 0.2,0.25,0.3,0.35; 
mediator dependence as 0.4,0.45,0.5,0.55 and the total number of rules generated as 
205,20,63,31 and 13 respectively. Figure 1 shows the graph showing the mediator 
support and mediator dependency vs. total number of rules 
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itemsets. This algorithm features, performing only one join operation and generating 
indirect positive and negative associations for pair of items and itemsets.  In future we 
propose to elaborate this work by conducting experiments on large databases to test 
the scalability. Threshold selection is another issue that needs further investigation. 
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Abstract. Feature-Oriented Programming (FOP) and Aspect-Oriented 
Programming (AOP) are complementary methodologies that can be combined 
to overcome their individual limitations. In the present study, usefulness of this 
approach has been investigated in developing Insurance Software: 
TG_LifeInsurancesoft, using Eclipse-FeatureIDE-AJDT open source 
environment with Feature composition framework and enhanced tool chain: 
FeatureHouse. It is observed that integration of AOP concepts into stepwise 
refinement method of FOP enhances its capability of expressing and handling 
homogeneous as well as advanced dynamic crosscutting, thus reducing code 
redundancy, complexity, development time, maintainability and cost of the 
software system. The study concludes that combination of FOP and AOP 
methodologies using Eclipse-FeatureIDE-AJDT environment offers a powerful 
support for modular design and implementation of comprehensible, reusable, 
consistent, maintainable and cost effective insurance software system with user 
selected features.  

Keywords: Feature-Oriented Programming, Aspect-Oriented Programming, 
Feature Model, Software Product Lines, Collaboration-based design, Stepwise 
development, Separation of Concerns, Crosscutting, Eclipse-FeatureIDE-AJDT 
Environment, FeatureHouse, Insurance Software. 

1   Introduction 

Feature-Oriented Programming (FOP) [1, 2, 3, 4] is a programming paradigm that 
allows decomposition of a program into its constituent features and thus extends the 
principle of separation of concerns [5, 6] to features. A feature [7, 8] is a logically 
cohesive piece of functionality or end-user characteristic or requirement that is 
relevant to a stakeholder. It is used to express the commonalities and variabilities of 
the domain specific programs and software systems [9]. FOP aims at the modularity 
of features and models a program as sets of user selected features that in aggregate 
represent the final product. 
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One of the strengths of FOP is its ability to produce many similar but functionally 
different programs simply by selecting the desired features. With the same set of 
features, a developer can generate several different software systems that share 
common features and differ in other features. Features refine other features 
incrementally. This stepwise refinement [10] leads to a layered stack of features. This 
helps in constructing well-structured software that can be tailored to the specific 
needs of the user and the application scenario. 

AHEAD (Algebraic Hierarchical Equations for Application Design) [11, 12] is an 
architectural model for FOP. It is a basis for large-scale compositional programming 
[3]. It extends the concept of FOP to all software artifacts. However, command line 
operation is its big limitation. FeatureIDE [13, 14] is an Eclipse-based IDE that 
supports evolution of program families following architecture model. It provides tools 
for the feature-oriented design and implementation process. 

FeatureHouse [15] is a descendent of AHEAD program generator. It provides 
facilities for feature composition based on a language independent model of software 
artifacts. It also provides an automatic plug-in mechanism for the integration of new 
artifact languages. It relies on a general model of the structure of software artifacts, 
called feature structure tree (FST), which represents the essential modular structure of 
a software artifact and abstracts from language-specific details. FeatureHouse can be 
used with the Eclipse-based open source visual development environment 
FeatureIDE. 

Designing software using FOP provides significant advantages. However some 
issues emerge which reveal shortcomings of FOP approach and require further 
consideration. It is observed that lack of crosscutting modularity, scalability and 
feature interactions are the main drawbacks of FOP. During software evolution 
several modifications and extensions are made to fit the unanticipated requirements. 
These crosscut many existing implementation units in numerous ways and cause code 
scattering [16] and tangling [17], thereby increasing the complexity and impairing 
software quality. This highlights the need for the improvement in the approach so that 
efficient software can be evolved to suit the tailor made requirements of the user.     

Aspect-Oriented Programming (AOP) [18, 19, 20] focuses on the separation and 
modularization of crosscutting concerns [21]. Invented by Kiczales [18], AOP defines 
a new program construct – ‘aspect’ [8, 22], which is a software entity that 
implements crosscutting functionality in a modular way and provides most promising 
solution for elimination of code scattering and tangling. This reduces software 
complexity and improves quality. AspectJ [23, 24] is the most popular general 
purpose AOP extension to Java. It adds to Java a few new constructs: pointcuts, 
advice, intertype declarations and aspects. AspectJ Development Tools (AJDT) [25, 
26] provides most popular and commercially successful Eclipse-based IDE support 
for AspectJ implementations with a rich set of features like Aspect Visualizer, Outline 
View, Editor Support and Debugger. Thus Eclipse-AJDT [27, 28] provides the most 
useful environment for AOP implementations. 

However, in many cases aspects of AOP are not adequate to implement features 
stand alone. This is because features are mostly implemented by collaborations, and 
AOP technique is not very suitable to express and encapsulate collaborations. Another 
drawback is that aspect cannot be bounded to a certain scope. Also AOP technique 
does not support incremental software development process.  
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It is very interesting to note that AOP is complementary towards FOP systems [29, 
30, 8]. If an architecture based on features is needed, AOP can add valuable 
capabilities which make up for FOP shortcomings [31,32]. The close integration of 
aspects and features holds several advantages. This approach improves the 
crosscutting modularity and enhances the ability to integrate structural independent 
features. Thus through their symbiosis, both FOP and AOP approaches profit from 
their individual strengths and overcome their individual limitations.  

FOP and AOP integration approach has not so far been investigated in detail, in the 
evolution of business software. This motivated the authors to undertake this study to 
investigate the usefulness of this approach in developing Insurance Software: 
TG_LifeInsurancesoft for a representative life insurance system.  

In summary, we make the following contributions: 

• Systematic development of ‘Feature Model’ for the new domain of 
insurance. 

• Identification of its important crosscutting concerns. 
• Examining the feasibility and usefulness of FOP and AOP in concert 

approach for insurance software evolution. 
• Testing the usefulness of Eclipse-FeatureIDE-AJDT environment and 

FeatureHouse tool chain for design and implementation of software. 

The rest of the paper is organized as follows: Section 2 presents the overview of 
the representative Insurance System. Section 3 explains software requirements. 
Section 4 focuses on the design and implementation of the system using symbiosis of 
FOP and AOP approach. Section 5 discusses the observations regarding the impact of 
using this approach on various quality factors of the designed software. Section 6 
provides the concluding remarks. 

2   Insurance System 

Insurance can be defined as a contract between two parties, where one promises the 
other to indemnify or make good any financial loss suffered by the later (the insured) 
in consideration for an amount received by way of ‘premium’ [33]. Man’s desire for 
reduction of his uncertainty gave rise to the institution of insurance [34]. It is a form 
of risk management primarily used to hedge against the risk of contingent loss [35]. In 
addition, insurance provides economic and social benefit in the society i.e. prevention 
of losses, reduction in anxiousness, fear and increasing employment [36].   

A life insurance policy is aimed to protect the income of the family’s 
breadwinners. It allows saving of money for future needs in a tax efficient manner 
[37]. In the present scenario, the life insurance industry faces a dynamic global 
business environment. Radical changes have been taking place due to 
internationalization of activities, new risks, and innovative ideas on customer services 
[38].  

This study focuses on modeling the life insurance system. Policies are taken by the 
customers, who pay for their insurance in accordance with some payment schedule. 
This model facilitates the recording of customer details, policy details, type of 
insurance plans, claim made against policy and loan on policy. 
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The functionalities of the system are - adding new customer and new policy, 
updating policy and customer information, recording claims, recording loans, keeping 
track on policy, customer, claim and loan database etc. The system classifies the 
insurance plans and furnishes relevant information about various plans. It also allows 
the user to select the plan according to his/her requirements.  

The claims have been   classified into three categories: 

(1) Policy maturity claim:  When the policy matures, customer asks for the claim.  
(2) Policy surrender claim: When customer intends to surrender the policy. 
(3) Death claim: When customer is no more in the world. 

Whenever the customer takes a policy, the company issues a policy bond. The 
policy bond is the valid document which states that the customer and insurance 
company are bound with the insurance contract. It describes the rules of contract 
which both have to follow. It is a valuable document, because whenever customer 
requests for claim or loan on policy, he has to submit this bond to the insurance 
company. 

On claim request or loan request, insurance company checks the policy status and 
policy duration. The policy status defines the position of policy - active or inactive 
(Whether the premium has been paid regularly or there are due premiums). Whenever 
due premiums are more than 5 (in case of yearly payment) or more than 10 (in case of 
half yearly  payment /premium mode) the policy status is set inactive. The policy 
duration is determined by the number of years, premium has been paid by the 
customer. 

The system is extensible and flexible. New services or functionalities can be added 
to or removed from the system with changing needs and requirements. 

3   Software Requirements 

The insurance system requires a software product with multi features that can be 
added or removed incrementally on demand. It should also modularize and implement 
the crosscutting requirements. Object-Oriented Programming (OOP) methodology has 
been found to be inadequate for this work. Designing insurance software using 
Feature-Oriented Programming makes software evolution faster and new features can 
be added as increments on existing software. In this way, a line of similar products 
with varying features is developed for the insurance domain. The software product 
meeting the user’s requirements can be generated by simply selecting the suitable 
features. However, some crosscutting concerns of the system are not properly handled 
by FOP and for their implementation AOP methodology is required. 

First step in the software evolution is to identify the system requirements and to 
depict them as Use-Case Diagram (Figure 1). This diagram explains the 
requirements from user’s perspective. The software should include the end-user 
visible features. The product also demands a high degree of customizability, 
reusability, and evolvability.   
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Fig. 1. Use Case Diagram of Insurance System 

4   Design and Implementation 

The TG_LifeInsurancesoft has been developed using symbiosis of FOP and  
AOP methodologies. It is user friendly and menu driven. The core program and 
functionality has been developed using FeatureHouse through FeatureIDE tool  
suite on Eclipse development platform. This was straightforward FOP development. 
In the first phase, the domain was analyzed to identify the features and their 
relationships and to represent them graphically, the Feature Model was developed. 
Next, features were implemented as feature modules. To produce a specific program, 
core features are selected from the feature model. Based on core feature selection 
FOP system is generated. The crosscutting concerns are implemented as aspects in 
AspectJ, using AOP methodology through Eclipse plug-in: AJDT, thus producing the 
final product. 

4.1   Feature Model  

FOP methodology modularizes software into feature modules which represent 
features. Features encapsulate user requirements in software modules. From the study 
and analysis of the system and problem domain, mandatory features and optional 
features are identified.  

Figure 2 shows the feature model diagram for this system. The diagram clearly 
defines the mandatory features with filled balloons and optional features with empty 
balloons. TG_LifeInsurance is the root feature which has two mandatory features: 
Insurance Plan and Insurance Operations and one optional feature: Extra Services. 
Insurance Plan feature classifies the policy plans and has one mandatory: General and 
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two optional features: Children Policy (which covers plans for children) and Female 
Policy. Female Policy is abstract feature which covers insurance plans for females. 
General feature describes the plans for all. It has two mandatory features: 
WholeLifePlan and ShortDurationPlan. WholeLifePlan is insurance policy for longer 
durations i.e. policy that matures nearly 60-70 years of policy holder’s age or after his 
death. ShortDurationPlan generally covers insurance plan for short periods, for 
investment or tax saving or for good returns. This feature has two mandatory features: 
PlanWithNoreturn and PlanWithreturn and Three optional features: ShareBasedPlan, 
PlanforInvestment and PensionPlan.  

 

Fig. 2. Feature Model Diagram for Insurance System 

Insurance Operations is abstract feature which covers insurances operations. It has 
two mandatory features: PolicyServices and ClaimServices which include all the 
policy and claim services and their information. In PolicyServices there are six 
features and all are mandatory. One of the features is CustomerServices which 
handles customer information and services. ClaimServices has four mandatory 
features and one of them is abstract feature: Claimtype. The Claimtype classifies 
claims into three categories: MaturityClaim, DeathClaim and Surrender. Extra 
Services feature has two optional features: LoanServices and AgentInformation. 

Mandatory features are compulsory features of the system whereas the optional 
features can be included or excluded as per requirements. With the selection and 
exclusion of features, software provides different facilities in different configurations. 
Organization may choose the best configuration for meeting the system requirements. 

4.2   Feature Implementation 

The basic classes of this software include Policy, PolicyOper, PolicyPlan, 
PolicyClaim, Schedule, Customer, InsDatabase, InsDatabasePolicyplan, ServiceClass, 
ServiceforLoan, Welcomeform, Parentform, Scheduleform, Serviceform etc. Initially 
in FeatureIDE, the feature diagram for the system with model.m file is created.. 
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Feature diagram is tree structure where each node represents the particular feature. 
FeatureIDE provides facility to edit these features. As soon as Feature diagram is 
created, feature folder reflects the related features in the form of separate folders. 
Here in each folder classes are coded. These are java files. In the next stage some 
classes are refined to add new features in the software and some new classes are also 
created. Welcomeform is the main interface class in this software. 

The classes refined with features are: 

(1) Interface Classes: Parentform and Serviceform are interface classes which are 
refined with InsurancePlan, InsuranceOperations and ExtraServices features. At every 
level of Feature Model tree, new feature is coded in these classes. A few new 
interface classes like Policyinfoform, Query_Customerform, PolicyPlanform etc are 
also coded. 

(2) Intermediate classes: Policy, PolicyOper, PolicyPlan, PolicyClaim, Service, 
ServiceForLoan, Customer, Schedule etc are intermediate classes that control the 
system functionality. Policy, PolicyOpe, PolicyClaim, Customer, Scheduler classes 
are refined in InsuranceOperations by including features like the policy working, 
customer services, scheduling policy services and claim services. PolicyClaim is 
further refined in claimtype feature and new classes like PolicyDeathClaim, 
PolicySurrender, PolicyMaturityClaim are created. PolicyPlan and PolicyOper are 
refined in InsurancePan features to add different insurance plan information. 
PolicyCategory, PolicyPlanWomen etc. classes, are created under this feature. 
ServiceForLoan and Service classes are refined in ExtraServices feature. 

(3) Database classes: InsDatabase, InsDatabasePolicyPlan etc are classes for 
database controlling which are refined in different features. 

 

Fig. 3. Feature Diagram view, Feature Model view and Package Explorer view of 
TG_LifeInsurancesoft 
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As coding phase is over, user can select the required features and configure software 
accordingly. In FeatureIDE, the software is executed by forming an equaton file in 
configs folder. Equation represents the set of features selected in the software.There 
can be more than one equation file composed with different feature selections. These 
equation files run independently, one at a time by setting run configuration. 

 

Fig. 4. Configuration view of ElementaryInsuranceServices Equation of TG_LifeInsurancesoft 

 

Fig. 5. Collaboration Diagram view of ElementaryInsuranceServices equation of 
TG_LifeInsurancesoft 



600 A. Sharma and S.S. Sarangdevot 

 

In this study, FeatureIDE provided good tool support for editing, building and 
debugging FOP part of the program on Eclipse platform. Feature Model Editor and 
Feature Diagram are fascinating tools, which make development of the software more 
real and understandable. Figure 3 shows the Feature Model Editor with Package 
Explorer View of TG_LifeInsurancesoft. Another important view is the Configuration 
Editor View. This editor helps the user to select or deselect the required features for 
the system. It also specifies the valid and invalid combinations of the features. Thus 
only the correct design is simulated. Figure 4 shows Configuration Editor View of 
ElementaryInsuranceSeries Equation of TG_LifeInsurancesoft.    

Collaboration diagram is an important tool which shows all the features and classes 
in a particular equation. The vertical side shows all the features and upper horizontal  
side shows all the classes. This diagram describes how classes are included or refined 
in different features. Figure 5 shows the Collaboration diagram for the 
ElementaryInsuranceSeries equation of TG_LifeInsurancesoft. 

The various navigational views of FeatureIDE ease the software development and 
help in understanding the system behavior. With their help, software design can be 
easily modified and updated. 

4.3   Identification of Crosscutting Concerns and Aspects 

It is observed that there are ten crosscutting concerns in the system, which may cause 
code scattering and tangling, thereby increasing the complexity of the system. They 
can be best represented as aspects using AOP methodology. These aspects are coded 
in AspectJ through AJDT plug-in of Eclipse platform 

Policyvalue Aspect 

Whenever the customer requests for claim or loan on policy, the insurance company 
has to calculate the value of policy known as paidupvalue. It is the current value 
acquired by the policy. The claim amount varies for different categories of claim but 
the paidupvalue is the same. Paidupvalue is also required for calculation of loan 
amount. So, instead of calculating this value in each calamt function of different 
categories of claim and loan amount, Policyvalue aspect is created. This aspect is 
invoked on the function getpaidupvalue () of PolicyOper class. 

Checklockperiod Aspect 

There is a policy rule about ‘locking period’ of the policy. Locking period is the time 
before which customer cannot surrender policy or request for loan on policy. In the 
present system, the locking period is of 5 years, before that customer cannot surrender 
policy or request for loan. On request of claim or loan, locking period is always 
checked; and for the same invoking of Checklockperiod aspect is required. 

Checkpolicyperiod Aspect 

Policy period is the duration of policy being active. Policy status informs whether the 
customer is paying regular premiums or not i.e. whether the policy is live or elapsed. 
As stated earlier if due premium number is more than 5 (when mode is yearly) or 10 
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(when mode is half yearly) policy is elapsed. During the claim or loan request, policy 
status is always checked. If policy is elapsed, no loan can be issued. In case of claim, 
due premium amount and extra charges will be subtracted from the total amount of 
policy. This work is better handled by this aspect.    

Checkpolicybond Aspect 

Whenever the customer requests for claim or loan, he has to submit the policy bond to 
the company. Before giving the claim amount or loan amount, it is always checked 
whether the customer has submitted the policy bond to the company or not. This 
concern is again crosscutting to the claim and loan classes and requires the invocation 
of Checkpolicybond aspect.  

ReportNullentry Aspect 

This Insurance system has several interfaces (forms) for user interactions with text 
boxes where user has to input certain values. The text box value should never be null. 
This crosscutting concern is taken care by ReportNullentry aspect. 

UpdateNotification Aspect 

Whenever the policy values in the system database are updated, the customer should 
be notified. This crosscutting concern requires UpdateNotification aspect.  

Policybonuscheck Aspect 

Every year company adds bonus to the policy value and whenever the claim amount 
is calculated, the pending bonus is added to the policy value. This concern 
automatically checks the bonus and if not added, it adds it to the policy value. 

Logging Aspect 

Policy and claim details are recorded and maintained in separate log files. The file 
records the modifications on policy which is done by Logging aspect.  

Servicetracing Aspect 

The tracing of policy methods is handled by Servicetracing aspect. This displays the 
flow of execution which helps in understanding the system. 

Validplancheck Aspect 

Whenever a policy is updated and claim request is handled. The policy plan is 
checked whether the policy modification and claim request is valid in respect of plan 
or not. This job is neatly done by Validplancheck aspect. 
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4.4   Implementation of Aspects 

Each crosscutting concern is modeled as aspect using join point model of AspectJ 
with well defined join points, pointcuts and advice. Aspects are woven in the core 
program by aspect weaver to produce the final system. This is done by AspectJ 
compiler through AJDT. AJDT provides good AOP tool support. The most important 
are Outline View, Cross References View, Aspect Visualizer and Debugger. Figure 6 
shows the Outline, Cross References, and Advice View for Policybonuscheck aspect. 

 

Fig. 6. Outline view, Cross References view and Advice view of TG_LifeInsurancesoft 

 

Fig. 7. Aspect Visualiser view of TG_LifeInsurancesoft 
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Aspect Visualizer is the most powerful tool of AJDT. This tool helps in 
understanding the impact of aspects on the entire software system. Figure 7 shows the 
screen shot of Aspect Visualizer which represent the classes and aspects within the 
application as bars and the places where aspects affect the code as stripes on the bars. 
The full flow of the program can be viewed in the debugger window provided by 
AJDT. In this way correct implementation of the aspects can be checked.  

For verification and validation, the software was tested by entering different data 
sets and the resulting output was examined. It was noticed that all the functionalities 
of the system worked correctly. This indicated the ‘Correctness’ of the application 
software. The software met all the desired specifications and needs. 

5   Discussion 

This investigation has been made to study the usefulness of combination of FOP and 
AOP methodologies in developing real world insurance application software. Impact 
of using this approach on various quality factors of the software has been examined. 
Observations made in the study are presented in this section. 

Benefits of incorporating FOP and AOP together are fairly obvious. AOP is able to 
enhance FOP in providing mechanism to deal with homogeneous as well as dynamic 
crosscutting concerns. This eliminates code scattering and tangling. In this way 
concerns are cleanly separated and modularity is enhanced. This also eliminates code 
redundancy and reduces complexity. 

Feature classification via Feature Model increases the comprehensibility and 
understandability. Features can be easily added, removed and modified. This clearly 
reflects the flexible nature of features which makes software highly adaptive to 
changing requirements. 

Features can refine other features incrementally. Thus FOP designed software 
supports reusability. From a single Feature model, different versions of the software 
can be produced by selecting or deselecting the set of features. This is called 
‘Software Product Line’ (SPL). This supports development of a product family and 
reduces software design cost and time considerably. Reduction of maintainability cost 
and software evolution time, are also observed. Software can be tailored to the 
specific needs of the user and the application scenario. 

Eclipse-FeatureIDE-AJDT provides the most advanced and comprehensive IDE 
environment that represents a proven, reliable, open source technology, on which 
consistent commercial products can be quickly designed, developed and deployed 
using the selected approach. Several views and editors of this environment make the 
work of the programmer easier, less error prone and reliable. This facilitates easier 
system evolution and reduced development time and cost. With the use of 
FeatureHouse tool chain, software artifacts written in different languages are easily 
composed in the model. Using aspect-enhanced FOP, the power of aspect is 
controlled. Thus FOP and AOP are complementary to each other and their integration 
overcomes their individual shortcomings.   
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6   Conclusion 

In this study, a user friendly and menu driven application software TG-
LifeInsurancesoft, for the selected Insurance system has been designed and 
implemented using FOP and AOP methodologies in concert, using Eclipse-
FeatureIDE environment and FeatureHouse tool chain. 

It is observed that FOP and AOP are complementary methodologies and their 
combination overcomes their individual limitations. Integration of AOP concepts into 
stepwise refinement method of FOP enhances its capability of expressing and 
handling homogeneous as well as advanced dynamic crosscutting. Using aspect-
enhanced FOP, the power of aspect is controlled. 

Use of this approach increased several software quality factors such as modularity, 
understandability, readability, maintainability, extendibility, reusability, flexibility, 
adaptability and ease of evolution. Reduction in development time and costing were 
also observed. 

There is overall improvement in the quality and performance of the software. 
Several innovative visual and navigational features of Eclipse-FeatureIDE-AJDT 
environment made the development work of the software easy and reliable. 

Successful implementation of the application concludes that combination of FOP 
and AOP methodologies using Eclipse-FeatureIDE environment offers a powerful 
support for modular design and implementation of comprehensible, reusable, 
consistent, maintainable and cost effective insurance software system with user 
selected features. 
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Abstract In this paper we calculate value of k (minimum number of keys that 
need to be present in a page of B-Tree) for the hardware properties of most 
common desktops. Prior to that we provide an easy to understand introduction 
to B-Trees since they are used in all popular software constructs and systems. 
We believe that a good conceptual understanding of B-Trees along with an ap-
preciation for the mathematical rigor would always be helpful to a software  
person. Given their ubiquity in almost all the systems we are exposed to, for ex-
ample, databases, mobile phones, server software, networking equipment, it is 
critical that software professional have a good understanding of them. In this 
paper, we refer to the original papers of B-Trees and elucidate the various terms 
and concepts with appropriate examples.  

Keywords: B-Trees, multi-way search trees, data structures, random access 
files, dynamic index maintenance. 

1   Introduction 

In today’s world large amount of digital data (image, voice, video etc.) gets generated 
on classical personal computers as well as on modern computing and multimedia 
devices such as mobile phones, digital cameras. This data needs to be organized in 
such a way that its retrieval at any time later in the future is faster. Various data struc-
tures [4][5] are used for this purpose. (Does one know what data structures are used to 
store data on memory card?  Does one know what data structures are used for storing 
a simple address book on the cell phone?) B-Trees are data structures used to organize 
and maintain very huge amount of data on secondary memory (like hard disks, mem-
ory cards). B-Trees were introduced in 1969 by R. Bayer and E. McCreight in their 
classical paper [1]. In 1969 E.F. Codd also developed Relational database model 
which was a revolutionary model based on the mathematical theories of relations, 
relational algebra and predicate logic. During the 1970s it turned out that B-Trees and 
relational database systems are complementary [2]; therefore, most of the relational 
database systems are developed using B-Trees today. Various variants of this data 
structure have been developed, for example simple prefix B-Trees as described in [3].  

To understand the concept of B-Trees we will try to provide lucid introduction to 
the B-Trees, but at the same time we will use terms and notations used in the original 
paper [1]. Due to lack of space we will not explain the retrieval, insertion and deletion 
algorithms for B-Trees in this paper but one can refer to [1],[7] to know the details 
and explanation of these algorithms. Time complexities of these algorithms depend on 
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the height of the B-Tree. Author of [1] has given upper and lower bounds on the 
height. We would explain how these values can be computed. The height depends on 
the parameter k (Minimum number of keys that a page in B-Tree must hold). The 

value of k depends upon some hardware properties (average disk seek time, transfer 
rate, etc.) of computing machines. We revisit the formula given in [1] for choosing 
optimum value of k . Using this formula we compute value of k for hardware proper-
ties of most common desktop used in year 2010. 

2   Literature Survey 

In [7] author has described basics of B-Trees. The paper has described the methods 
for insertion, deletion presented in [1]. It also has described few variations of the B-
tree, like B+-tree, B*-Trees. It has reviewed the problems of maintaining a B-tree in a 
multiple user environment. It has also presented. IBM's general purpose file access 
method which is based on the B-Tree. Although this paper gives a good understand-
ing of B-Trees it is not devoted wholly for B-Trees.  

In [8] authors have explained B-Tees and its variants B*Trees, B+ Trees, and 
B*+Trees. The paper has presented a new method for finding the approximate opera-
tion costs and storage utilization in a B-tree and its variants. 

3   Our Contribution 

Our contribution to this paper is in terms of calculating value of k  for the hardware 
properties of most common desktops using the formula given in [1] and comprehend-
ing the original papers and explaining it in simple terms to the audience. This paper is 
organized as follows. 

In the subsection 3.1 we start with definition of a B-Tree and present its examples. 
In subsection 3.2 we explain how the author of [1] has arrived at upper and lower 
bounds on the height of a B-Tree, mentioned in [1]. In subsection 3.5 we have ex-
plained how the time complexity of retrieval, insertion, deletion algorithms for B-
Trees depends on height of the tree and ultimately on the value of k . In the section 5 
of observations we have described in detail how we have computed the value for 
k for the hardware properties of most common desktops of year 2010. 

3.1   B-Tree Definition and Examples 

B-Trees were designed to organize (organization refers to retrieval, insertion and 
deletion of keys) and maintain large scale index for a random access file. Index is 
collection of index elements. These index elements are fixed sized pairs ),( αx of 

data items placed one after another. Here x  is a key and α is the information associ-
ated with x . This information α  could either be a pointer storing address of the data 
(which could be raw data like a video file or a huge text file) or actual data itself. 
Generally α holds the address of the data (because we have restriction that index 
elements should be of fixed size.) instead of storing the actual data. 
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Large index can’t be stored in main memory (RAM) at one time [6]. Thus it is kept 
on a backup store (secondary memory like hard disk, memory card).  

Pages are blocks of information transferred between main memory and backup 
store (Not to be confused with memory paging). The index is organized in pages of 
fixed size; each page could hold up to k2 number of keys ( k is a natural number that 
generally depends on hardware properties; it is chosen such that the performance of 
retrieval algorithm becomes optimal. Refer to section 3.5 and observations section to 
know more about choice of the number k ). These pages are nodes of a tree called B-
tree, as shown in Fig.1. 

 

 

Fig. 1. Relation between Pages in an Index and Nodes of the B-Tree corresponding to the  
index  

In Fig.1, there is an index stored in secondary memory consisting of 4 pages 
namely Page 1, Page 2, Page 3, and Page 4. A B-Tree corresponding to this index 
consists of 4 nodes where each node corresponds to a page in the index. These nodes 
reside on main memory. Index is collection of pages and each page can be visualized 
as an array of triplets as shown in the Fig.1.  Consider organization of Page 1 in the 

main memory. 0P  is a pointer to the Page 2. (It means 0P stores address of Page 2) 

Similarly 1P is pointer to the Page 3 and 2P is pointer to the Page 4. Key 321 =x  and 

1α is information associated with the key 1x . Key 482 =x  and 2α is information 

associated with the key 2x . How the keys are organized in pages of B-Tree is de-

scribed in detail in the section 3.3. 
From the above discussion we could relate it to the definition from the original  

paper. 
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Definition of B-Tree 

This is the definition of a B-Tree from the paper [1]. 
“A directed tree denoted by ),( hkT  for k >0, 0≥h  is a   B-tree if 0=h  OR 

Each path from the root to any leaf has length h , h is called height of the tree, that 

is,  h  = number of nodes in path. 

Each node except the root has at least 1+k children. The root is leaf or has at 
least two children. 

Each node has at most 12 +k children.” 

Examples of a B-Tree 

Consider an index consisting of the index elements ),( iix α  where keys ∈ix {22, 

24, 25, 32, 38, 41, 43, 46, 48, 58, 63, 69, 72}. If we chose value of k as 2 and if we 
insert these keys in an empty tree1 in the order 24, 25, 38, 41, 32, 22, 69, 72, 48, 43, 
46, 58, 63; we will get the tree in Fig.2  

 

 

Fig. 2. Example of a B-Tree with k=2, h =1 

 
Consider an index consisting of the index elements ),( iix α  where keys ∈ix {22, 

24, 25, 32, 38, 41, 43, 46, 48, 52, 58, 60, 63, 66, 69, 72, 78, 80, 84, 88, 92, 96, 98}. 
Tree in Fig.3 is obtained by inserting keys in an empty tree in following sequence: 

24, 25, 38, 41, 32, 22, 69, 72, 48, 43, 46, 58, 63, 28, 80, 84, 88, 92, 96, 98, 78, 80, 66, 
52, 60. It can also be obtained from a Tree in Fig.2 by inserting in it the keys in fol-
lowing sequence 28, 80, 84, 88, 92, 96, 98, 78, 66, 52, 60. One can refer to the Inser-
tion algorithm presented in [1]. 

 
Fig. 3. Example of a B-Tree with k=2, h =3 

 

                                                           
1 Empty tree is a tree with zero number of pages/nodes.  
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A B-Tree propagates if a node is split into two nodes and it contracts (shrinks) if 
two siblings are merged or catenated into a single node. The splitting and catenation 
processes are initiated at the leaves and propagate toward the root. If the root node 
splits, a new root is created and this is the only point at which the height of the B-Tree 
increases. We notice that, a B-Tree depends upon two parameters k and h , where 
k is the page size which depends on some hardware properties (like average disk seek 
time, transfer rate, etc.) of the computing machine used; k is the height which de-
pends on the value k . 

3.2   Upper and Lower Bounds on Height of a B-Tree 

If we study algorithms for retrieval insertion and deletion presented in [1], we observe 
that number of operations2 required for retrieval, insertion and deletion of a key from 
the index depend upon the height of the B-Tree corresponding to the index. Therefore 
it is necessary to know the upper and lower limits on the height of the tree for given 
value of k . These bounds are given in [1]. We will now present some computations to 
explain how these values are found.  

Let minN , maxN be minimum and maximum number of nodes and minI , maxI  be 

minimum and maximum number of keys present in a B-Tree ),( hkT .  

Calculation of minN  

In this case root will have single key, hence it can have at the most two children. 
Every node apart from root should have at least k  number of keys. Hence they will 
have 1+k  children each. This indicates that at any level we will have certain number 
of nodes. The exact figure can be found from the table 1. 

Table 1. Minimum number of nodes in the tree at any level 

Level Minimum number of nodes at  level Maximum number of  nodes at 
level 

1  1  1  

2  2  )12( +k  

3  )1(2 +k  =+×+ )12()12( kk 2)12( +k   

4  )1()1(2 +×+ kk = 2)1(2 +k  )12()12( 2 +×+ kk  =  3)12( +k  

. . . 

h  2)1(2 −+ hk  1)12( −+ hk  

 

                                                           
2 Operation – fetching of a page from secondary memory or writing a page to secondary  

memory. 
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Hence total number of nodes in the tree is summation of all the entities in the sec-
ond column of the table 1. 

 

minN = 22 )1(2.............)1(2)1(221 −++++++++ hkkk  

= ))1()1()1()1((21 2210 −+++++++++ hkkkk  

= 1+ ∑
−

=

+
2

0

)1(*2
h

i

ik  

)1)1((
2

1 1 −++= −hk
k

                                                                                 (1) 

The last term is calculated using the formula for summation of n terms in geomet-
ric series. 

Calculation o f minI  

Minimum number of keys present in the tree minI  can be calculated as,  

minI = 1*1+ k* )1)1((
2 1 −+ −hk
k

 

1min +I = 1)1(2 −+ hk  

1min )1(
2

1 −+=⎟
⎠

⎞
⎜
⎝

⎛ + hk
I

                                                                                          (2) 

Calculation of maxN  

In this case every node (including root) will have maximum allowed i.e. k2 number 
of keys. Hence total number of nodes in the tree is summation of all the entities in the 
third column of Table 1. 

 maxN = ∑
−

=

+
1

0

)12(
h

i

ik = 
k2

1
( 1)12( −+ hk )                                         (3)    

Calculation of maxI  

Maximum number of keys present in the tree maxI  can be calculated as,  
 

maxI = 2k*
k2

1
( 1)12( −+ hk ) 

1max +∴ I  = hk )12( +                                                     (4) 

 

Taking 12log +k  on both sides of (4) we get 
h

kk kI )12(log)1(log 12max12 +=+ ++  

hIk =+∴ + )1(log max12  
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Similarly,  

Taking 1log +k  on both sides of (2) we get 

1
1

min
1 )1(log

2

1
log −

++ +=⎟
⎠

⎞
⎜
⎝

⎛ + h
kk k

I
 

1
2

1
log min

1 −=⎟
⎠

⎞
⎜
⎝

⎛ +
∴ + h

I
k  

h
I

k =⎟
⎠

⎞
⎜
⎝

⎛ +
+∴ + 2

1
log1 min

1  

Bounds on the Height 

In the last subsection we have found two values of h , one for minimum number of 
keys and one for maximum number of keys. These are the upper and lower limits for 
the height. 

)
2

1
(log1)1(log 112

++≤≤+ ++
I

hI kk  for 1≥I                                                       (5) 

0=h  for 0=I . 

Here I is number of keys in the B-Tree. Observe that h depends on value k only. 

Larger the k lower will be the value of h . 

3.3   Organization of the Page 

Each page in an index (stored in secondary memory) corresponds to a node of a B-
Tree as shown in Fig.1. A page contains at least k  and at the most k2  number of 
keys. Root page (page corresponding to root node of the tree) can hold minimum 1  
and maximum up to k2  keys. If a page P  is not a leaf and has l number of keys then 
P  has 1+l  children.  

In each page, keys are sequential in increasing order say ;2,1 ,...., lxxx  

where  
klk 2≤≤  For non root pages and  

 kl 21 ≤≤  For the root page.  

Further P contains l+1 pointer lo PPPP ,....,, 21, to the children of P . If P is leaf page 

this pointers are undefined. Logically a page can be visualized as shown in Fig.4. 
 

 

Fig. 4. Organization of a page 

iα  is information associated with the key ix . The triplet ),,( iii Px α  or omitting 

information associated with iα , the pair ),( ii Px  is called as the entry. 
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Let )( iPP be the page pointed by iP . Let )( iPK be the set of all keys in the maxi-

mal sub-tree whose root is iP , (A sub-tree PT with root P is said to be maximal sub-

tree if PT '  is any other sub-tree with root P  then PT '  is contained in PT ), then keys 

are arrange in such a way that following conditions always hold. 

1xy <  if )( 0PKy ∈                                                   (6) 

1+<≤ ii xyx  if )( iPKy ∈                                         (7) 

yxl ≤  if  )( lPKy ∈                                                (8) 

These conditions suggest that all keys less than 1x can be traced by traversing the 

maximal sub-tree with root is )( 0PP . All the keys less than 1+ix but greater than or 

equal to ix can be traced by traversing the maximal sub-tree with root )( iPP . Simi-

larly all keys greater than or equal to lx can be traced by traversing the maximal sub-

tree with root )( lPP . 

Trees in Fig.2 and Fig.3 are examples of B-Trees in )2,2(T  and )3,2(T respec-

tively. They satisfy all the 3 conditions mentioned above. 

3.4   Time Complexity of the Algorithms 

Let minf and maxf be minimum and maximum number of pages fetched from the 

secondary memory and minw and maxw  be minimum and maximum number of pages 

written on secondary memory. By comprehending algorithms given in [1] for re-
trieval, insertion and deletion of key y from an Index, we observe that, 
 
Worst case operations required for retrieval is   

hf =max  

Worst case operations required for insertion is  
 23max −= hf (In case of overflow) 

12max += hw  

Worst case operations required for deletion is 
 12max −= hf  

1max += hw  

 
Here, h is the height of the B-Tree ),( hkT  corresponding to the index. 

Notice that all these operations depend linearly on height of the tree. Hence these 
algorithms are of )(hO . 

From inequality (5) we could see that,  
For 1≥I ,   
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2

1
(log1 1

++≤ +
I

h k   

)(log)(log)
2

1
(log1 11 II
I

h kkk ≤≤++≤∴ ++  

It shows that retrieval, insertion and deletion algorithms are of ))((log IO k . 

3.5   Choosing Optimum Value for k 

In the last subsection we have seen that retrieval, insertion and deletion algorithms 
depend on the parameter k , hence we should choose the value of k such that their 
performance is as high as possible. Now we will revisit the formula given in [1] for 
calculating the optimum value of k . 

In [1], it is mentioned that the time taken for writing or fetching a single page can 
be expressed in the form: 

)1ln()12( ++++ kk υγβα  

Where, 
α  is fixed time spent per page, (e.g., average disc seek time plus fixed CPU over-

head, etc. ) 
β  is time to transfer single page entry. 

γ  is constant for the logarithmic part of the time( e.g., 
for a binary search) 
υ  is factor for average page occupancy, 21 ≤≤ υ   
We have seen that number of pages fetched, written during these operations is pro-

portional to h , we could take it as hδ . Then the total time T  spent per operation can 
be approximated by, 

( ))1ln()12( ++++≈ kkhT υγβαδ  

Approximating h by )1(log 1 ++ Ikυ we get, 

( ))1ln()12()1(log 1 +++++≈ + kkIT k υγβαδ υ  

Minimum value of T is obtained if k is chosen such that,  

( ) ),()12()1ln()1(
2 υυυ
υβ

α
kfkkk =+−++=                                                      (9) 

We need to choose k such that
β
αυ ≈),(kf . 

To obtain a near optimal page size for the test examples given in paper [1] it is as-
sumed that  α  = 50 ms and sμβ 90= . It was been observed that an acceptable 

choice should be 12864 << k . 

4   Observations 

Now we compute the value of k for typical hardware properties of most common 

desktop in year 2010. To calculate k  we will need values of α and β . 
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We assume that average disk seek time for most common desktop to be 9 millisec-
onds [9]. We can take this as value ofα . We can take data transfer rate of a typical 
7200 rpm desktop hard drive approximately equal to 1030 Mbits/second which is 
equal to 128.75 MB/second [9]. 

We have value of β for year 1969. Using this value we will first calculate entry 

size of the each entry of the page for year 1969. Then using this value of entry size we 
will calculate value of β for current hardware properties of most common desktop. 
 
Calculation of Entry Size  
In [1] author has used value of β (= time to transfer single page entry) as 90  micro-

seconds. According to a table given in [2], the transfer rate for year 1969 was consid-
ered as 150 KB/second. That is 150  KB data gets transferred in 1 second. Hence 
amount of data transferred in 90 microseconds is  

5.1310*1350010*150*10*90 336 == −− Bytes 
Therefore the entry size would have been considered as  5.13  Bytes in 1969 while 
writing the paper [1]. 
 
Calculation of β  

To compute the value of β for current hardware properties of a most common desk-

top in year 2010, we will consider entry size as 13.5 Bytes as obtained above. As 
discussed at the beginning of the section we have taken data transfer rate equal to 
128.75 MB/second. 
It shows that 75.128 MB data gets transferred in 1 second. Therefore β  (= Time 

required to transfer single entry of page) is  

( )
sμβ 0.1049sec10*0.1049

10*75.128

5.13

75.128

entry single of size 6
6

==== −   

Therefore value of β  would turn out to be   0.1049  microseconds. 

As mentioned at the beginning of the section we have taken value of α as 9 milli-

seconds. Now we also have found the value of 0.1049=β microseconds. Hence,  

85833
10*1049.0

10*9
6

3

≈= −

−

β
α

 

Equation (9) says that, we will have to find value of k such that, 
 

85833
entry page single transfer  totime

) etc. overhead, CPU fixed plus seek time

 disc average (e.g., page,per spent   timefixed

),( =
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=≈
β
αυkf   

Using the right hand side of the equation (9) we have computed value of ),( υkf  

for different values of k andυ . These values are presented in Table 2. By observing  
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Table 2. Values of ),( υkf for different values of k  and υ  

K f(k, 1) f(k, 1.5) f(k, 2.0) 
5000 65188.96739 75905.14756 82112.61507 
5050 65941.20496 76764.59168 83034.15741 
5100 66694.43245 77625.02578 83956.68977 
5150 67448.64015 78486.44016 84880.20244 
5190 68052.70567 79176.27106 85619.712 
5200 68203.81856 79348.8253 85804.6859 
5210 68354.9699 79521.41799 85989.69827 
5250 68959.95833 80212.17187 86730.13083 
5300 69717.05032 81076.47072 87656.52805 
5350 70475.08554 81941.71286 88583.8686 
5400 71234.05518 82807.88947 89512.14366 
5450 71993.95058 83674.99191 90441.34457 
5500 72754.76326 84543.01168 91371.46284 
5550 73516.48488 85411.94045 92302.49013 
5560 73668.93756 85585.83456 92488.80394 
5570 73821.4262 85759.76463 92675.15373 
5580 73973.95073 85933.73061 92861.53942 
5600 74279.10725 86281.77002 93234.41825 
5650 75042.62233 87152.49235 94167.23916 
5700 75807.02222 88024.09955 95100.94496 
5750 76572.29917 88896.58384 96035.52789 
5800 77338.44553 89769.93762 96970.98031 
5850 78105.45383 90644.15337 97907.29475 
5900 78873.31669 91519.22374 98844.46382 
5950 79642.02688 92395.14148 99782.48029 
6000 80411.57727 93271.89947 100721.337 
6050 81181.96086 94149.49071 101661.027 
6100 81953.17078 95027.90831 102601.5434 
6150 82725.20024 95907.14551 103542.8795 
6200 83498.04259 96787.19564 104485.0284 
6250 84271.69126 97668.05214 105427.9838 
6300 85046.13982 98549.70856 106371.7391 
6350 85821.38191 99432.15856 107316.288 
6360 85976.525 99608.74324 107505.2925 
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these entries we could see that if k is chosen such that 63605190 << k  then the 
value of ),( υkf  is approximately equals to85833 . 

5   Conclusion 

We have made an attempt to provide an easy to understand introduction to B-Trees.  
We have explained how the bounds on the height of the B-Tree are computed. We 
have shown that how the value of k can be calculated for the hardware properties of 
most common desktop in year 2010. 
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Abstract. Anomaly detection is currently an important and active research 
problem in many fields and involved in numerous application.  Handle huge 
amount of data or traffic over the network is most challenge full task in area of 
Intrusion Detection System to identify the intrusion by analyzing network traf-
fic. So we have required the some efficient technique for analyze the anomaly 
from network traffic which have good detection rate with less false alarm and it 
should be also time efficient. Motivation by above, in this paper we present a 
Multi-density Clustering Algorithm for anomaly detection (MCAD) over huge 
network traffic (Offline statistical traffic). In this approach we have improved 
the Birch Clustering [1] index problem with ADWICE (Anomaly detection with 
fast Incremental Clustering) [2] model using grid index. We have used the Intra 
cluster distance parameter property which can improve the quality of cluster in 
respect of outliers by the average intra cluster distance reduction. So in this ap-
proach rather than threshold concept at insertion of data point in the cluster we 
have used the cluster quality indices for insert a data point in the cluster and 
checked it is being optimized or not. The method is verified by experimental of 
proposed approach on KDD’99 [3] data set which is standard off line data set. 
Experimental results illustrate better false alarm detection rate and time effi-
ciency by using proposed MCAD approach. 

Keywords: Anomaly Detection, k-mean clustering, ADWICE model of cluster-
ing, BIRCH model of clustering, MCAD clustering. 

1   Introduction 

A network intrusion attack can be any use of network that compromises its stability or 
the security information that is stored on computers connected to it. A very wide 
range of activity falls under this definition, including attempts to destabilize the net-
work as a whole, gain unauthorized access to file or privilege, or simply mishandling 
and misuse of software. Intrusion detection is the process of identifying and respond-
ing the malicious activity targeted at computing and networking resources. Intrusion 
detection systems are software or hardware product that monitor and analyze network. 
In particular Network based intrusion detection system called row data packets from 
the network and carefully analyze for abnormal or anomaly packets thereby detecting 
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security violations. Unlike host based IDS [4], network based IDS [5] protects a group 
of system by generalizing the security concept to a network. 

In anomaly detection models the behavior of the system with a profile and any de-
viation from the known pattern is considered as intrusion. There are mainly three 
types of Anomaly detection techniques according the data labels, namely as Super-
vised anomaly detection [6], Unsupervised anomaly detection [6] and Semi-
supervised anomaly detection [6]. In supervised anomaly detection training data set 
are labeled as normal and abnormal or we can build a model with both type of data 
set. A classifier model in which only normal data set used for the training is called 
Semi-supervised anomaly detection. While in Unsupervised anomaly detection the 
training data instances are not labeled so it is less complex. In unsupervised assump-
tion is made that normal data are larger in comparison of abnormal or anomaly data. 

Anomaly detection still faces many challenges, where one of the most important is 
the relatively high false alarm. Recently many data mining techniques used for the 
anomaly detection, some of them are: Machine learning based [7], decision tree based 
[8], self-organizing map based, K-mean clustering based [9], Birch clustering based, 
fuzzy c-Mean clustering [10] and finite automata based etc. We have proposed a 
Multi-density clustering based approach for anomaly detection, which is an improve-
ment of ADWICE model of Birch clustering. In this approach we have used an aver-
age intra cluster distance in which rather than threshold concept at insertion of data 
point cluster we have used the cluster quality indices for insert the data point into the 
cluster and check the optimality for same. For experiment of proposed model we have 
used the KDD’99 standard data set for training and testing data. 

2   Literature Survey 

In this part we have to explain some basic knowledge of clustering to make obvious 
sense of problem statement and description of aim of the paper. Literature survey 
follows as: 

2.1   Clustering 

A process of grouping a set of physical or abstract objects into classes of similar ob-
jects is called clustering and a cluster is a collection of data objects that are similar to 
one another within the same cluster and are dissimilar to the objects in other clusters. 
Given two objects, represented as normalized feature vectors with continuous roughly 
linear variables, the similarities can be computed by considering the geometrical dis-
tance between the two vectors. A common distance measure is the well known 
Euclidian distance [1]. There are various types of clustering as: 

2.1.1   k-Mean Clustering [9] 
K-mean is partitioning clustering. It divides the data points into k  clusters. In this 
clustering randomly choose k  data instance from data points and make them initial 
cluster center after that assign the points nearest of the cluster center the replace each 
center with mean f the points around the cluster center. Repeat above process until 
there is no further updating of cluster center. The advantages of K-mean clustering are 
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its scalability and its time complexity ( )Ο nkt . Where n  denotes the number of 

points, While k is number of partitions and t  is a number of iterations. The disadvan-
tages of K-mean clustering are, it is not able to find non convex cluster and defining 
number k cluster before clustering and obtaining k is NP  hard. 

2.1.2   BIRCH (Balanced Iterative Reducing and Clustering Using Hierarchies) 
Cluster [1] 

It is designed for large amount of numerical data by integration of hierarchical clus-
tering and other iterative clustering. It overcomes the two problem of hierarchical 
clustering by making it scalable and making it able to undo what was previously done. 
BIRCH store a compact summarization in from of clustering feature and thus reduce 
the problem of clustering the original data points into one of clustering the set of 
summaries, which is much smaller than the original dataset. Clustering decisions in 
BIRCH are made without scanning all data points or all currently existing clusters and 
thus it is said to be incremental. There is a Database oriented constraint in BIRCH 
that the amount of memory available is limited where as dataset can be arbitrary large 
mean that memory available can be 20% of the database. The advantages of BIRCH 
clustering’s fast enough due to no I/O operations are needed. In this clustering we 
don’t have to work on entire data points rather than we have to work on sub clusters 
and more accurate because more outlier can be eliminated. The time complexity of 
BIRCH clustering is ( )O n . The disadvantages of this clustering’s, this clustering is not 

suitable for multi-density cluster. It keeps same threshold for the entire sub cluster for 
insertion of points whether cluster are small and dense or sparse and big. 

3   Problem Definition and Proposed Algorithm 

Kalle Burbeck and Simin Nadjm-Tehrani presents an ADWICE model [2] which used 
the first phase of the existing BIRCH clustering framework to implement fast, scal-
able and adaptive pure anomaly detection. In this model ADWICE they used BIRCH 
clustering in which only cluster feature of the data points of clusters are stored and it 
used grid index to detect the anomaly. It works on the concept of pure anomaly detec-
tion based system in which it form cluster of normal packets while training a model. 
According to this model we had to work on cluster features rather than data points. 
The distance between data point and a cluster is calculated from Euclidean distance 
between data point and the centroid of the cluster and the distance between two clus-
ters can be calculated from the Euclidean distance between the centroids. Each cluster 
of the leaf node can absorb new data point if Euclidean distance between data point 
and centroid is less than threshold requirement. 

There are three basic principle of ADWICE model for learning or adapting. 

a) If no cluster is close enough to absorb the data point then data point vector iv  is 

inserted into the model as a new cluster. If there does not exist a leaf subspace in 
which the new cluster fits, the new leaf is created. However, there is no need of 
any additional update of the tree, since higher up nodes do not contain any sum-
mary of data below. 
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b) When the closet cluster absorbs to iv , its centroid is updated accordingly. This 
may cause the cluster to move in space. A cluster may potentially move outside 
its current subspace. In this case, the cluster is removed from its current leaf and 
inserted into a new tree from the root, since the path all the way up to the root 
may have changed. It the cluster was the only one in the original leaf, the leaf it-
self is removed to keep unused subspace without any leaf representations. 

c) If cluster is removed or forgotten the index is only changed if the leaf is now 
empty in which case the leaf of the removed cluster will also removed. 

 
As ADWICE model uses BIRCH clustering for cluster the data and BIRCH cluster 
itself unable to hold multi-density cluster as it use distance based measures to deter-
mine that whether to include data point in the cluster or not. At the same time it use 
same threshold for forming all cluster whether the cluster is sparse and big cluster or 
the cluster is small and dense. The BIRCH cluster uses same threshold while insertion 
of a point and then during merging of cluster it increment same threshold so lots of 
points which should not be included in the cluster are being included. 

    

Fig. 1. ADWICE model for anomaly                Fig. 2. ADWICE model thresholds  

We got motivation form above disadvantages of ADWICE model consequently we 
are proposing a Multi-density Clustering Anomaly Detection (MCAD) algorithm for 
pure anomaly detection to reduced the diameter of dense and small cluster and keeps 
the advantages of  BIRCH cluster. Our algorithm remains linear using summarization 
technique of cluster. According to Ying zhao and George Karypsis in Hierarchical 
Clustering Algorithms for Document Datasets [12], the average intra-cluster distance is 
the parameter which can be used to make the quality cluster. We have used the prop-
erty of cluster quality improvement in which the cluster quality will improve however 
the average intra cluster distance reduces. So we have used cluster quality indices to 
insert a point in the cluster rather than threshold concept of insertion point in the clus-
ter and checked whether it is being optimized or not. The proposed training and testing 
as followed. 
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3.1   Training Steps for Proposed Anomaly Detection Algorithm  

INPUT: NC  Number of clusters, Training data packets, α − tancons t which is 
a multiple of cluster quality indices ratio of intra-cluster distance and inter-cluster 
distance used while merging step. 

OUTPUT: Trained model with NC  number of clusters. 
• Step1: insert (data packets m ) 
• Step2: Descend cluster feature ( )CF tree if average intra-cluster distance reduces or 

have minimum change 
• Step3: if m  optimizes leaf node average intra-cluster distance 
• Step4: then add cluster feature ( )CF  packet to the leaf node 

• Step5: else 
• Step6: if ( )leafnode BranchingFactorp  

• Step7: add it next to leaf where it reduces AID minimum.  
• Step8: update the CF tree up to parent node 
• Step9: else 
• Step10: split (leaf node, m ) 
• Step11: repeat step 1-10 till number of node equals to N 
• Step12: rebuild tree 
• Step13: traverse from left to right 
• Step14: merge the cluster represented by node if average intra-cluster distance  

doesn’t increases by tancons tα −  

• Step15:if ( ) ( )( )=mod modinitial finalsize el size el  

• Step16: increase tancons tα −  repeat step 12-15. 
• Step17: else repeat step 1-10. 
 
Details of some above steps are given here as follows: 

Step1: Insertion: For inserting m points into cluster feature tree we are looking for 
cluster indices quality which means that cluster becomes better quality if average 
intra-cluster distance decreases. So if point’s m optimizes the average intra-cluster 
distance then it should be included in the cluster. 

Step2: Identify the appropriate leaf: Starting from the root node we recursively 
descend the CF tree where it optimizes the average intra-cluster distance or if it does 
not reduces the average intra-cluster distance the we will looked for child node to 
which it have done minimum changes in average intra-cluster distance after merging 
so it will avoid the condition that if points are equal distance to the two cluster where 
it to be proceed. 

Step3: Modifying the leaf and path: Reaching at the leaf node, find out the leaf 
entry which is being optimized and update the CF tree. If none of the leaf node is 
being optimized then we will add it besides the leaf entry to which it is nearest and if 
the number of leaf entry are lesser than branching factor of tree then it is nearest oth-
erwise we had to split the nodes and modify up to the parent node and check out for  
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Fig. 3. Optimization of node in case of threshold and intra clustering distance 

them also if the number of entry exceed branching factor than splitting occur at parent 
node also. Splitting occurs by taking the two farthest node of cluster and merging 
other node according to their closeness so after insertion of point we had to modify up 
to parent node of cluster summary, fig.4 shows the splitting of leaf node. 

Step4: Rebuilding the tree: When the number of nodes representing each cluster 
reaches at maximum number of cluster then we had to rebuild the tree. For rebuilding 
the tree when we have single point as a cluster representative, then we cannot directly 
merge the closest point as though they are inter-relatively closer but rather than that 
point can be far apart into the overall scenario. So that for merge firstly we have re-
quired threshold parameter when we have only a single point for merging. This 
threshold is calculated by the calculating of average distance of the closest node cen-
ter and to search closed node we had to check next node and previous node. After 
putting this threshold we assured that at least few points merged in to the cluster. 
Fig.5 shows the splitting of parent node and modified up to parent node. 

 

  

       Fig. 4. Splitting of leaf node                         Fig. 5.  Splitting of parent node 

Step5: Identifying the proper child while descending from root node: In 
ADWICE model while descending from root node we have come across the problem 
where, the root node has equal distance from two child cluster. This problem we have 
solved in our proposed algorithm by using a condition that the point will goes to that 
cluster where it will increase lesser intra cluster distance, fig.7 shows the same condi-
tion where the point “m” has equal distance from cluster1 (left cluster) and cluster2. 
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According to ADWICE model the points goes to cluster2 (which is a error in 
ADWICE model) and according to our proposed MACD algorithm it will goes to 
cluster1. 

 

       

  Fig. 6. Modification up to parent node        Fig. 7. Point m same distance from cluster 1 and 2 

Step6: α (Avg. intra cluster distance)initial >(Avg. intra cluster distance)final : In 
ADWICE model if the cluster is far from denser and smaller cluster although it is 
within the range of threshold then it will not be merged when it has same threshold for 
all merging cluster whether it is bigger cluster or it is smaller cluster. For solving the 
problem we have used a condition where α (Avg. intra cluster distance) initial > (Avg. 
intra cluster distance) final used for cluster merging (not for direct merging). In this con-
dition closest cluster merging if clusters are inter-relatively closer but and in overall 
scenario if they are far apart of it then they will not be merged. Figure8 shows C2 clus-
ter is closer to C3 cluster but it will not merged to any cluster and if we increases the 
intra-cluster distance between cluster C2 and cluster C3 to a large ratio then it resulting 
as decreasing the cluster quality. 

 

     

  Fig. 8. Intracluster distance comparison          Fig. 9.  Indexing of testing point in MCAD 

Step7: Solving the Grid indexing problem of BIRCH and ADWICE model: 
BIRCH and ADWICE both model of clustering have used grid indexes for indexing 
the testing data points which suffers from high computational complexity and time 
complexity. The proposed model is based on intra clustering and inters clustering dis-
tance of each data point. So the proposed model doesn’t suffer from complexity prob-
lem. Figure 9 shows that the point should goes to node2 but it goes to node1 at left. 
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3.2   Proposed Testing Algorithm for Anomaly Detection 

After build a training model for anomaly detection, we have to test this training algo-
rithm by following testing algorithm for anomaly detection algorithm. In the testing 
algorithm we have started the testing a point from the root node, if the testing point 
reduced the average intra cluster distance of parent node then we go ahead further for 
testing. If testing point does not optimizes any of the descendent node then it declared 
as anomaly point and if optimizes the leaf node then it declared as normal point. The 
algorithm shows the important steps of the testing algorithm. 

 
Input: Clusters construct by training model. 
Output: Decision on testing data points as anomaly or normal. 

• Step1: Insert testing data 
• Step2: Descend CF tree if the average intra cluster distance reduces or have a 

minimum change 
• Step3: if a testing data point m optimizes the leaf node by reducing the average 

intra cluster distance then testing data point is normal. 
• Step4: else if distance from center radius of cluster is greater than the average intra 

cluster distance then the testing data point is attack. 

4   Experiment and Results 

In order to estimate the performance of MCAD algorithm in anomaly detection, the 
algorithm is tested based on the KDD’99 data set [3] and compared with the tradi-
tional ADWICE and BIRCH algorithms for intrusion detection. 

4.1   Experimental Data 

KDD’99 data set have 5,000,000 records altogether including mainly four intrusion 
sorts: Dos, R2L, U2R and Probe. Each intrusion sorts contains some different small 
sorts. This is to large number of initial data of training and testing set for processing 
into the proposed training and model. So we have chosen the 30% of total training 
and testing data set of KDD’99 data. 

The training set consists of 97500 normal records and the testing set contains the 
20500 records including 19447 normal records and 1025 abnormal records. The per-
centage of anomaly records in testing data is 5% which is far less than the normal data 
set. Table 1 shows the experimental abnormal data used for testing model. 

Each record in the KDD’99 data set is a network linked record. Each link consists 
of 41 features containing 3 symbolic variables and the others which are numerical 
variables.  

Table 1. Abnormal testing data set distribution 

Dos R2L U2R Probe 
Neptune (220) Phf (40) Buffover (9) Portsweep(95) 
Smurf (146) Multihop (70)  Ipsweep (40) 
Teardrop (80) Warezmaster (95)  Satan (200) 
 Root-kit (30)   
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There are different measurement standards for the different features. In order not to 
affect the clustering result, the attribute values of data need to be process. The proc-
essing includes two steps. Firstly, the method in accordance with the protocol layer 
division is adopted to realize transforming the symbolic variable to the numerical 
value. When the TCP, UDP and ICMP in the protocol attribute, they should be sepa-
rately set as 1, 2 and 3. Then all numerical variables are standardized and normalized 
to the number of [0, 1]. The standard deviation transform is as follows 
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4.2   Determination of Number of Cluster and Branching Factor 

The number of clusters N is to be decided by the experiment. If we set N to be the 
number of training data presents, then it will be the case in which all cluster contains 
the unique data points and a model in which if testing normal data is different from 
the training normal data set, hence results  as a large number of false positive. So the 
number of clusters N should be lesser than the number of training data points. If the 
number of clusters N set to be one then there will be only one cluster representing the 
training data set which results as low detection rate of anomaly. So we can conclude 
that the number of clusters depends on the distribution of data. We have experimented 
with N=9000 to 13000 clusters. At 12500 we got the better detection rate and compa-
rably lesser false positive rate. Similarly the branching factor also increases the train-
ing and testing time. The parameter branching factor equal to the number of data 
points would make the tree flat completely and make the algorithm linear as opposed 
to algorithmic in time. We have chosen the branching factor as 18.  Figure 10 shows 
the importance of number of clusters required for anomaly detection. 

 

Fig. 10. Importance of numbers of clusters of Intrusion detection 
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4.3   Results 

The proposed MCAD algorithm is realized by programming with java on PC (4 GB 
memory, Pentium 2.5 GHz CPU and Ubuntu10.4 operating system). The clustering 
MCAD algorithm is firstly trained with the training data set. Then the intrusion detec-
tion performance is evaluated in the testing data set. The detection rate and the false 
alarm rate adopted to interpret the performance of the algorithm. The detection rate 
denotes the percentage of the correctly detection intrusion number in all the recorded 
intrusion number in the testing data set. False alarm rate denotes the percentage of the 
number of normal data which is wrongly detected in all the normal number in a test set. 
Table 2 shows the detection rate of proposed algorithm with branching factor 18 along 
the number of clusters used in experiment. 

Table 2. Attack and normal Detection rate of proposed algorithm using branching factor =18 

Number of Clusters Dos Prob U2R R2L Normal 
9050 98.8 96.0 55.0     48.0 97.9 
10000 98.9 96.2 61.2     52.1 97.4 
11000 99.0 96.4 65.0     59.6 96.8 
12000 99.2 97.0 72.8     69.2 95.2 
13000 99.4 97.4 80.2     79.5 94.1 

4.4   Comparison of Results with Other Clustering Algorithms 

First we compare proposed MCAD algorithm space and time requirement with other 
clustering algorithms such as BIRCH, ADWICE and DBSCAN. Our algorithm gets 
less training space and training time among all the algorithms. Table 3 shows the 
results. 

Table 3. Results of various cluster algorithms 

           Various Clustering 
 MCAD BRICH ADWICE DBSCAN 
Training Space (k) 3298 5124 4425 13312 
Training Time (ms) 4124 12923 5546 21478 
Detection Time(ms) 264 947 341 1392 

 
After comparison of time space and training time of our algorithm with other clus-

tering algorithms we have compared the performance of our MCAD algorithm. Table 
4 has shown the results of performance comparisons of various clustering algorithm. 

Table 4. Performance comparison of proposed Clustering Algorithm 

Attack MCAD BRICH ADWICE DBSCAN 
Dos 99.2 97.8 98.3 96.3 
Probe 97.0 95.5 96.0 93.8 
U2R 72.8 81.2 81.1 56.2 
R2L 69.2 70.1 70.8 46.2 
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5   Conclusion 

In this paper we have proposed a novel clustering algorithm for anomaly detection. 
The algorithm achieved improved detection rate over some important clustering algo-
rithm for anomaly detection. Results and Experimental part validate the proposed 
algorithm on KDD’99 Intrusion detection data set. We have also solved the BIRCH 
model indexing problem by including the cluster quality average intra cluster distance 
in our proposed algorithm which results as a conclusion that multi density clustering 
algorithm provide the better cluster as it make compact and small clusters. 
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Appendix 

Intra and Inter-cluster distance: There is large difference between Intra-cluster and 
Inter-cluster distance. Inter-cluster distance measured by within-cluster sum of 
squares. Its measures cluster “compactness”.  
For one cluster r: 
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Clustering Features, Radius and Centroid of clusters: Clustering features (CF) 
includes the number of data points in a cluster (N), linear sum of data points (LS) and 
square sum of data points in a cluster (SS). 
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Abstract. Associative classification method applies association rule mining 
technique in classification and achieves higher classification accuracy. How-
ever, it is a known fact that associative classification typically yields a large 
number of rules, from which a set of high quality rules are chosen to construct 
an efficient classifier. Hence, generating, ranking and selecting a small subset 
of high-quality rules without jeopardizing the classification accuracy is of prime 
importance but a challenging task indeed. This paper proposes lazy learning as-
sociative classification method, which delays processing of the data until a new 
sample needs to be classified. This proposed method is useful for applications 
where the training dataset needs to be frequently updated. Experimental results 
show that the proposed method outperforms the CBA method.  

Keywords: Classification, data mining.  

1   Introduction  

Classification and association rule mining are two of the very important tasks ad-
dressed in the data mining literature. Association rule mining searches items in the 
dataset globally for all rules that satisfy minimum support and minimum confidence 
thresholds. It uses unsupervised learning where no class attribute is involved in find-
ing the association rule. On the other hand, classification uses supervised learning 
where class attribute is involved to compute classifier. Associative classification 
method aims to amalgamate classification and association rule mining techniques in 
order to build a model known as associative classifier [11]. This classifier is used to 
predict the new unknown class object.  

Associative classifier is constructed in two separate phases. In the first phase, asso-
ciation rule mining is applied to discover class association rules. The important ele-
ment in controlling the number of rules generated in associative rule mining is the 
support threshold. If the support value is high then number of rules generated is very 
less, but many high confidence rules may get eliminated. On the other hand, if support 
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value is set to minimum, then huge numbers of rules are generated. So in the next 
phase some rules are pruned using the techniques like database coverage [11], chi – 
square testing [10] and Lazy pruning [2] [4] to choose the optimal rule set.  This 
method is suitable for static dataset but construction of classifier for dynamic dataset 
is very costly with regards to processing time.  

Merschmann et., al [12] [13] proposed Lazy learning method based on Probabilis-
tic Analysis of Patterns to classify dataset, which  delays processing of data until a 
new sample needs to be classified. This motivates us to propose a new associative 
classification method (Lazy Learning Associative Classification) that does not build a 
generalized classifier from training data for classification of new samples. Instead this 
proposed method computes support and confidence value for each given sample of 
dataset with respect to each class. Then from this knowledge, class value is assigned 
to the sample. So this proposed method is very useful for dynamic databases.  

The rest of the paper is organized as follows: Section 2 deals with the pros and 
cons of the existing systems in the associative classification. Section 3 gives a brief 
introduction about the proposed method. The proposed Lazy Learning algorithm and 
the various components and parameters of the algorithm and a short example is also 
explained for the sake of concept comprehension in section 4 followed by the experi-
mental results and conclusion in section 5 and section 6.  

2   Related Works 

Recently, methods based on association rule mining and classifications have been 
proposed to address the associative classification problem [6] [7] [10] [11] [14] [16] 
[19]. The Class based on association rule mining (CBA) [11] was the first Associative 
Classification method that used the Apriori algorithm [1] for rule generation. The 
CBA-Rule Generation algorithm generates all the frequent ruleitems by making mul-
tiple passes over the data. In the first pass, it counts the support of individual ruleitem 
and discovers the frequent items. From this set of frequent ruleitems, it produces the 
class association rules.  

Even after pruning the infrequent items, a huge number of association rules are 
generated in CBA method.  Experimental results reported in Baralis et.al. [4] Showed 
that CBA method which follows apriori association rule mining algorithm generates 
more than 80,000 rules for some datasets that leads to memory exceptions and other 
severe problems, such as overfitting [2]. If all the rules are used in the classifier then 
the accuracy of the classifier would be high but the process of classification will be 
slow and time-consuming. So several rule pruning techniques are proposed to choose 
an optimal rule set.  

To apply rule pruning, generated rules are ranked based on several parameters and 
interestingness measures such as confidence, support, lexicographical order of items 
etc. In CBA method, the rules are arranged based on their confidence value. If two 
rules have the same value for the confidence measure then the rules are sorted based 
on their support. If both confident and support values are same for two rules then sort-
ing is done based on rule length. Even after considering confidence, support, and car-
dinality and if some rules have the same values for all three parameters then the rules 
are sorted based on its lexicographic order in Lazy pruning [13] method.  
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After rule ranking, CBA method uses database coverage method to prune some 
rules to construct an optimal rule set. Database coverage chooses the highest ranked 
rule and checks it against the training data set. Even if it covers at least one training 
data element then it will be considered for the construction of the classifier. This 
process is repeated until all the sorted rules or training objects are covered. The bot-
tleneck of Apriori generation is the task of finding frequent itemsets from all possible 
candidate itemsets at each level. In case of large datasets or lower support measures, 
the potential number of candidate ruleitems at each level can be enormous and hence 
these algorithms may consume considerable CPU time and storage [17]. 

Li et al., [10] proposed the classification based on multiple association rules 
(CMAR) algorithm that uses the FP-growth approach [9] to find frequent itemsets and 
stores the classification rules in a prefix tree data structure, know as a CR-tree. Given 
a new data object, CMAR collects the subset of rules matching the new object from 
the set of rules for classification. If all the rules have a common class, then CMAR 
simply assigns that class to the test object else CMAR first groups the rules according 
to class labels. Then, for each group of class the strength is measured by adopting a 
weighted χ2 measure to determine the final class membership of the object. 

Baralis et. al., [2] [3] [4] proposed lazy pruning approach for rule pruning where a 
rule is pruned only if it misclassifies the data. The entire ruleset is segregated into 
three sets namely, useful rules, harmful rules and spare rules. A rule which classifies 
atleast one data item correctly is said to be a useful rule and that which misclassifies a 
data item is a harmful rule and the leftovers are the spare rules which are not pruned 
but used when needed.  Lazy pruning strategy works well for small dataset but in the 
case of large datasets there exist constraints in memory space and ruleset quality.  

Evolutionary based associative classification method [14] is proposed recently. 
This approach takes subset of rules randomly to construct the classifier. Richness of 
the ruleset is improved over the generation.  

In [16] statistical based rule ranking method is proposed. Here after generating the 
rules using associative classification rule generation algorithm, rules are ranked based 
on statistical measure.  

Guoqing Chen et.al [7] proposed a new approach based on information gain where 
more informative attribute are chosen for rule generation. An informative attribute 
centred rule generation produces a compact ruleset. 

The traditional associative classification methods constructs generalized model to 
classify the new data sample but introduction of Lazy Learning Associative Classifi-
cation may eliminate the use generalized model.  

3   Lazy Learning Associative Classification (LLAC)  

Traditional associative classifier construction consists of two phases. The first phase 
includes the extraction of complete set of associative classification rules from the 
training dataset. This is followed by rule ranking, rule pruning techniques, to con-
struct a generalization model from a training dataset. Then it classifies new samples 
directly by using the learned model. However these rule extraction, rule ranking and 
rule pruning are time consuming process. Therefore this paper proposes Lazy associa-
tive classification method which does not build a generalized model rather, it predicts  
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Fig. 1. Traditional Associative Classification  
 

 
the class for the test sample directly from the training dataset. This method is very 
much useful where the dataset needs to be updated frequently.   

4   Problem Definition 

Let database D is a set of instances where each instance is represented by < a1, a2 …am 

, C>, where a1, a2 …am, are attributes and C are class value. A class association rule X 
→ C holds in D with confidence c, if c% of cases in D that contain X are labeled with 
class C. The rule X →C has support s in D if s% of the cases in D contain X and are 
labeled with class C. 

The task is to predict the class label for new data instance. Lazy learning algorithm 
takes testing dataset as input and calculates the support and confidence for each com-
bination of class values. Then Class labels are assigned based on high probability of 
support and confidence extracted from training dataset.  

This subsection presents the lazy learning associative classification algorithm.  
 

LAZY LEARNING ASSOCIATIVE CLASSIFICATION ALGORITHM  
 
Input: Training dataset and testing set 
 
Output: Class predicted by the dynamic associative classifier. 
 
Step 1: Find the total number of transaction in the training dataset. 
Step 2: Find the number of classes in the training dataset. 
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Step 3: Get the testing data as input where class labels needs to be predicted. 
Step 4: Compute support and confidence for various combination of input dataset 
using training dataset. 
Step 5: Assign high score to the highest support and confidence pair. 
Step 6: predict the class based on the score. 
 

Table 1. Training Dataset 
 

Outlook Temp humidity Windy Play 
Sunny Hot High False No 
Sunny Hot High True No 
Overcast Hot High False Yes 
Rainy Mild High False Yes 
Rainy Cool Normal True No 
Overcast Cool Normal True Yes 
Sunny Mild High False No 
Sunny Cool Normal False Yes 
Rainy Mild Normal False Yes 
Sunny Mild Normal True Yes 
Overcast Mild High True Yes 
Overcast Hot Normal False Yes 
Rainy  Mild High  True No 

 
Table 2. Testing Dataset 

 

 
Table 3. Sample Computation 

 
ItemSet Support  Class  Confidence 

Yes 0 
Rainy, Cool 1 

No 100 
Yes 50 

Raily, Normal 2 
No 50 
Yes 100 

Rainy, False 2 
No 0 
Yes 66 

Cool, Normal 3 
No 33 
Yes 100 

Cool, False 1 
No 0 
Yes 100 

Normal, False 3 
No 0 
Yes 0 Rainy, Cool,  

Normal 
1 

No 100 
 

Rainy  Cool Normal False ? 
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Table 3. (continued) 
 

Yes 0 Rainy, Cool, 
False 

0 
No 0 
Yes 100 Rainy,  

Normal, True 
1 

No 0 
 
Highest value of confidence is assigned as 1. 
 
For Yes Class : 2*1 + 3*1 +1*1 + 3*1 + 1*1 = 10  
For No Class :  1*1+1*1 = 2  
 

So yes class is assigned as class value for the new data tuple.  

5   Experimental Results  

The computational experiments are designed extensively to evaluate the accuracy of 
the proposed LLAC method with the existing system. The experiments are performed 
on a 1.6 GHz Centrino core 2 CPU with 2.49 Gbytes of main memory, running Win-
dows XP. The working of the LLAC algorithm against CBA is tested on datasets from 
UCI Machine Learning Repository [5]. A brief description about the main characteris-
tics of datasets is presented in Table 4. Continuous attributes have been discretized 
using WEKA [18] software.  

 
Table 4. UCI Datasets Characteristics 

 

Dataset Transactions Classes Number of 
Attributes 

Number of Attributes  after 
attribute selection 

Anneal 998 6 39 11 

Breast-w* 699 2 10 - 

Dematology 366 6 35 20 

Flare* 1389 9 13 - 

Glass* 214 7 10 - 

Hepatitis 155 2 20 10 

Ionosphere 351 2 35 14 

Iris* 150 3 5 - 

Mushroom 8124 2 23 5 

Nursery* 12960 5 9 - 

PageBlocks 5473 5 11 7 

TicTacToe 958 2 10 6 

Wine 178 3 14 12 

 *- Attribute reduction method is not applied. 
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The proposed LLAC is compared with CBA [11] by taking accuracy as a metric. 
Accuracy can be defined ability of the classifier to correctly classify unlabeled data. It 
is the ratio of the number of correctly classified data over the total number of given 
data.  

Accuracy is computed using Holdout approach [10]  where 90% of the data is ran-
domly selected from the dataset and used as training dataset. The remaining data is 
used as the testing dataset. The support threshold is set to 1% in both LLAC and 
CBA. The experimental results are shown in the Table 5. It is evident from the Table 
5.2 that the proposed LLAC method achieves higher accuracy than the traditional 
CBA method.  

However, LLAC has high computation cost depending on number of attributes. In 
order to make LLAC work feasible for any size of dataset, it is necessary to preproc-
ess the dataset to reduce the number of attributes. Here, correlation based feature  
selection is applied to reduce the number of attribute, which not only reduce the com-
putation cost but also improves the accuracy. 

 
Table 5. Accuracy Comparison  

 
Dataset CBA 

 
LLAC  LLAC with  

Attribute reduction 
Anneal 80.18 77.42 77.77 
Breast-w 93.7 97.14 - 
Dematology 47.54 48.64 48.64 
Flare 84.58 85.61 - 
Glass 57.94 57.94 - 
Hepatitis 44.16 56.25 68.75 
Ionosphere 82.29 90.90 92.04 
Iris 96.0 96.0 96 
Mushroom 46.65 55.71 97.90 
Nursery 74.17 71.45 - 
PageBlocks 91.08 91.24 91.78 
TicTacToe 77.24 66.17 69.62 
Wine 92.44 79.77 94.44 
Average 74.45 74.94 81.88 

6   Conclusion 

The main objective of this paper is to introduce a new associative classification 
method. Unlike the other traditional method, the proposed Lazy learning Associative 
Classification classifies the new sample data without constructing the classifier but 
this lazy approach results in high CPU utilization time and cost. It is interesting to 
further enhance this proposed method to reduce the CPU time and cost by reducing 
number of attributes. The experiments are done on several datasets which validates 
the proposed method. The experimental results show that the proposed LLAC method 
outperformed the CBA method in most cases.  
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Abstract. Genetic Algorithms (GA) have emerged as practical, robust optimi-
zation and search methods to generate accurate and reliable Association Rules. 
The performance of GA for mining association rules greatly depends on the GA 
parameters namely population size, crossover rate, mutation rate, fitness func-
tion adopted and selection method. The objective of this paper is to compare the 
performance of the Genetic algorithm for association rule mining by varying 
these parameters. The algorithm when tested on three datasets namely Lenses, 
Iris and Haberman indicates that the accuracy depends mainly on the fitness 
function which is the key parameter of GA. The population size is affected by 
the size of the dataset under study. The crossover probability brings changes in 
convergence rate with minimal changes in accuracy.  The size of the dataset and 
relationship between its attributes also plays a role in achieving the optimum 
accuracy.  

Keywords: Association rules, Genetic Algorithm, Population size, Crossover 
rate, Fitness function. 

1   Introduction  

Data mining, also referred as knowledge discovery in database, means a process of 
nontrivial extraction of implicit, previously unknown and potentially useful informa-
tion (such as knowledge rules, constraints, regularities) from data in database.   Data 
mining combines theory and technology of several domains which include artificial 
intelligence, machine learning, statistics, neural network and so on. Association rule 
mining is a major area in data mining that discovers the relations between different 
attributes by analyzing and disposing data in the database.  

Many algorithms for generating association rules were developed over time. Some 
of the well known algorithms are Apriori, Eclat and FP-Growth tree.  Many existing 
algorithms traverse the database many times so the I/O overhead and computational 
complexity becomes very high and cannot meet the requirements of large-scale data-
base mining. Genetic algorithm is an algorithm which based on the biological theory 
of evolution and molecular genetics of the global random search, the algorithm has a 
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strong randomness, robust and implicit parallelism and can quickly and effectively 
search for global optimization, in an effective way to deal with large-scale data sets. 
At present, genetic algorithm-based data mining methods have yielded some progress, 
and based on genetic algorithms classification system has also yielded some results. 

This paper analyses the mining of Association Rules by applying Genetic Algo-
rithms. There have been several attempts for mining association rules using Genetic 
Algorithm. Robert Cattral et al. [1] describe the evolution of hierarchy of rule using 
genetic algorithm with chromosomes of varying length and macro mutations. The 
initial population is seeded rather than random selection. Manish Saggar et al. [2] 
proposes an algorithm with binary encoding and the fitness function was generated 
based on confusion matrix. The individuals are represented using the Michigan’s Ap-
proach. Roulette Wheel selection is done by first normalizing the values of all candi-
dates. 

Genetic algorithm based on the concept of strength of implication of rules was pre-
sented by Zhou et al. [3].  The properties of independence and correlation of descrip-
tions in rules are taken up for fitness calculation. Genxiang et al. [4] introduced  
dynamic immune evolution, and biometric mechanism in Engineering immune com-
puting namely immune recognition, immune memory and immune regulation to GA 
for mining association rules.  

Gonzales. E et al. [5] introduced the Genetic Relation Algorithm (GRA) based on 
evaluating the distances between rules. The distance is calculated using both matching 
criteria namely complete match and partial match. Genetic algorithm easily leads to 
premature convergence or takes too much time to converge during evolution process. 
Hong Lei et al. [6] propose GA  where the fitness function is based on predictive ac-
curacy, comprehensibility and interestingness factor. The selection method is based 
on elitist recombination. 

In Haiying Ma et al. [7] the encoding of data is done with gene string structure 
where the complexity concepts are mapped to form linear symbols.  The fitness func-
tion is the measure of the overall performance of the process rather than that of  
individual rules when the bit strings were interpreted as a complex process. Adaptive 
exchange probability (Pc) and mutation probability (Pm) are adopted in this paper.  
Hong Guo et al. [8] adopt the method of adaptive mutation rate to avoid excessive 
variation causing non-convergence, or into a local optimal solution.  A sort of indi-
vidual-based selection method is applied to the evolution in genetic algorithm, in or-
der to prevent the high-fitness individuals converging early by the rapid growth of the 
number of individual. 

As the parameters of the genetic algorithm and the fitness function are found to be 
the major area of interest in the above studies, this paper tries to explore on the effects 
of the genetic parameters and the controlling variables of fitness function on three 
different datasets. 

A brief introduction about Association Rule Mining and GA is given in Section 2, 
followed by methodology in section 3, which describes the basic implementation de-
tails of Association Rule Mining with GA. In section 4 the parameters that decides on 
efficiency of the algorithm is presented. Section 5 presents the experimental results 
followed by conclusion in the last section. 
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2   Association Rules and Genetic Algorithms 

2.1   Association Rules 

Association rule is a popular and well researched method for discovering interesting 
relations between variables in large databases. It studies the frequency of items occur-
ring together in transactional databases, and based on a threshold called support, iden-
tifies the frequent item sets. Another threshold, confidence, which is the conditional 
probability that an item appears in a transaction when another item appears, is used to 
pinpoint association rules. 

The discovered association rules are of the form: P      Q [s, c], where P and Q are 
conjunctions of attribute value-pairs, and s (for support) is the probability that P and 
Q appear together in a transaction and c (for confidence) is the conditional probability 
that Q appears in a transaction when P is present. 

2.2   Genetic Algorithm  

A Genetic Algorithm (GA) is a procedure used to find approximate solutions to 
search problems through the application of the principles of evolutionary biology. 
Genetic algorithms use biologically inspired techniques such as genetic inheritance, 
natural selection, mutation, and sexual reproduction (recombination, or crossover). 

Genetic algorithms are typically implemented using computer simulations in 
which an optimization problem is specified. For this problem, members of a space of 
candidate solutions, called individuals, are represented using abstract representations 
called chromosomes. The GA consists of an iterative process that evolves a working 
set of individuals called a population towards an objective function, or fitness func-
tion. Traditionally, solutions are represented using fixed length strings especially bi-
nary strings, but alternative encodings have also been developed. 

3   Methodology 

The evolutionary process of GA is a highly simplified and stylized simulation of the 
biological version. It starts from a population of individuals randomly generated ac-
cording to some probability distribution, usually uniform and updates this population 
in steps called generations. In each generation, multiple individuals are randomly se-
lected from the current population based on application of fitness, crossover, and 
modified through mutation to form a new population. 

A. [Start] Generate random population of n chromosomes.  
B. [Fitness] Evaluate the fitness f(x) of each chromosome x in the population.  
C. [New population] Create a new population by repeating the following steps until 

the new population is complete. 
i. [Selection] Select two parent chromosomes from a population according 

to their fitness. 
ii. [Crossover] With a crossover probability alter the parents to form a new 

offspring.  
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iii. [Mutation] With a mutation probability mutate new offspring at each lo-
cus.  

iv. [Accepting] Place new offspring in a new population  
D. [Replace] Use newly generated population for a further run of the algorithm  
E. [Test] If the end condition is satisfied, stop, and return the best solution in cur-

rent population  
F. [Loop] Go to step B  

4   Parameters in Genetic Algorithm 

The GA parameters are the key components enabling the system to achieve good 
enough solution for possible terminating conditions.  

4.1   Encoding 

Encoding is the process of representing individual solutions.  The most common way 
of encoding is binary encoding. Here each chromosome encodes a binary string where 
each bit in the string represents some characteristics of the solution. Other encoding 
schemes are octal, hexadecimal, permutation value and tree encoding. 

4.2   Population  

Population refers to the number of chromosomes taken up for optimization. A chro-
mosome is the raw genetic information that the GA deals with.   If there are too few 
chromosomes, GA has few possibilities to perform crossover and only a small part of 
search space is explored. On the other hand, if there are too many chromosomes, GA 
slows down. The initial population generation and population size are the two aspects 
of population. The initial population is either selected randomly from the data or se-
lected with prior knowledge on the data. 

The population size is calculated by  
 

                                                                                      (1) 
 

Where  = number of chromosomes in data and k is the average size of the schema of 
interest.  If uniform crossover is adopted we can most likely get with population size 
at least twice as small as the number of instances in the dataset. 

4.3   Selection 

During each successive generation, a proportion of the existing population is selected 
to breed a new generation. Individuals are selected through a fitness-based process, 
where fitter solutions as measured by a fitness function are typically more likely to be 
selected. The Tournament, Roulette Wheel, Random, Rank and Boltzmann selection 
are the commonly used selection methods. Elitism and stochastic universal sampling 
significantly improves the GA’s performance. 
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4.4   Fitness Function 

A fitness function is a particular type of objective function that prescribes the optimal-
ity of a chromosome in a genetic algorithm, so that the particular chromosome may be 
ranked against all the other chromosomes [9, 10]. An ideal fitness function correlates 
closely with the algorithm's goal, and yet may be computed quickly. Speed of execu-
tion is very important, as a typical genetic algorithm must be iterated many times in 
order to produce an usable result for a non-trivial problem.  

This paper adopts minimum support and minimum confidence for filtering rules. 
Then correlative degree is confirmed in rules which satisfy minimum support-degree 
and minimum confidence-degree. After support-degree and confidence-degree are 
synthetically taken into account, fit degree function is defined as follows.   .   .                                      (2)              

In the above formula, Rs + Rc =1 (Rs ≥0，Rc ≥ 0) and Suppmin, Confmin are respec-
tive values of minimum support and minimum confidence. By all appearances if the 
Suppmin  and Confmin  are set to higher values, then the value of fitness function is also 
found to be high. 

4.5   Crossover Operator 

Crossover entails choosing two individuals to swap segments of their code, producing 
artificial "offspring" that are combinations of their parents. This process is intended to 
simulate the analogous process of recombination that occurs to chromosomes during 
sexual reproduction. Common forms of crossover include single-point crossover, in 
which a point of exchange is set at a random location in the two individual genomes, 
where one individual contributes all its code till the point of crossover, the second 
individual contributes all its code after the point of crossover to produce an offspring, 
and uniform crossover, in which the value at any given location in the offspring's ge-
nome is either the value of one parent's genome at that location or the value of the 
other parent's genome at that location, chosen with 50/50 probability[8]. 

4.6   Mutation Operator 

Partial gene values of individuals are adjusted by using mutation operation [5]. This 
part of the genetic algorithm, require great care, here there are two probabilities, one 
usually called as Pm, this probability will be used to judge whether mutation has to be 
done or not, when the candidate fulfills this criterion it will be fed to another probabil-
ity, the locus probability that is on which point of the candidate the mutation has to be 
done. 

4.7   Number of Generations 

The generational process of mining association rules by Genetic algorithm is repeated 
until a termination condition has been reached. Common terminating conditions are: 
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A solution is found that satisfies minimum criteria. 

• Fixed number of generations reached. 
• Allocated budget (computation time/money) reached. 
• The highest ranking solution's fitness is reaching or has reached a plateau 

such that successive iterations no longer produce better results. 
• Manual inspection. 
• Combinations of the above. 

5   Experimental Studies 

The objective of this study is to compare the accuracy achieved in datasets by varying 
the GA Parameters. The encoding of chromosome is binary encoding with fixed 
length. As the crossover is performed on attribute level the mutation rate is set to zero 
so as to retain the original attribute values. The selection method used is tournament 
selection. The fitness function adopted is as given in equation (1).   

Three datasets namely Lenses, Haberman survival and Iris Data Set from UCI Ma-
chine Learning Repository have been taken up for experimentation. Lenses dataset 
has 4 attributes with 24 instances. Haberman's Survival data Set has 3 attributes and 
306 instances and Iris dataset has 5 attributes and 150 instances. The Algorithm is 
implemented using MATLAB R2008a simulation package. The flow of the system is 
as shown in flowchart below. 

 

 
 

Fig. 1. Flow chart of the GA 

 
The default values set for the GA parameters are given in Table 1. 
The accuracy and the convergence rate by controlling the GA parameters are rec-

orded in the table 2. Accuracy is the count of dataset matching between the original 
dataset and resulting population divided by the number of instances in dataset. The 
convergence rate is the generation at which the fitness value becomes fixed. The pop-
ulation size is varied for the three dataset, from the size of the dataset to one and half 
times the dataset size while keeping the other parameters fixed. 
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Table 1. Default GA Parameters 

Parameter  Value

Population Size Instances * 1.5
Crossover Rate 0.5
Mutation Rate 0.0
Selection Method Tournament Selection
Minimum Support 0.2
Minimum Confidence 0.8

 
Table 2. Comparison based on variation in population Size 

   
 No. of Instances No. of Instances * 1.25 No. of Instances  *1.5 
 Accuracy 

% 
No. of  

Generations
Accuracy

% 
No. of  

Generations
Accuracy

% 
No. of  

Generations 
Lenses 75 7 82 12 95 17 
Haberman 71 114 68 88 64 70 
Iris 77 88 87 53 82 45 

 
It could be seen from Table 2 that for the Lenses dataset whose size is small, an op-

timal accuracy is achieved, when the population size is one and half times the size of 
the dataset whereas  for the larger dataset, Haberman the accuracy is maximum when 
the population size is equivalent to dataset size. For the Iris dataset of moderate size 
the population has to be set to 1.25 times the size of the dataset to achieve optimum 
result.  

As the fitness function is considered to be the crucial factor for the GA, variations 
are introduced in the fitness function while other parameters remain unchanged. In 
Table 3 the minimum confidence and support values are altered when others are at 
default values and the results are recorded. 

From the Table 3 it is clear that the variation in minimum support and confidence 
brings greater changes in accuracy. When the values of minimum support and confi-
dence are set to minimum, the accuracy if found to be low regardless of the size of the 
dataset. The same is noted when both the values are set to maximum. Optimum accu-
racy is achieved when a tradeoff value between minimum confidence and minimum 
support is set. 

 
Table 3. Comparison based on variation in Minimum Support and Confidence 

 
 Minimum Support & Minimum Confidence
 Sup = 0.4 & 

con =0.4 
Sup =0.9 & 

con =0.9 
Sup = 0.9 & 

con = 0.2 
Sup = 0.2 &  

con = 0.9 
 Accuracy  

% 
No. 
of  

Gen. 

Accuracy
% 

No. 
of  

Gen.

Accuracy
% 

No. 
of  

Gen. 

Accuracy  
% 

No. 
of  

Gen. 
Lenses 22 20 49 11 70 21 95 18 
Haberman 45 68 58 83 71 90 62 75 
Iris 40 28 59 37 78 48 87 55 
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It is observed from the experimental analysis that the choice of optimum popula-
tion size for better accuracy depends upon the number of instances in dataset. If data-
set size is larger, then the population size same as the number of instances in dataset is 
found to produce better accuracy.  

Setting up values for minimum support and confidence depends on the dataset and 
their relationship between attributes. Tradeoff between minimum confidence and min-
imum support has to be scored to attain optimum results.  Cross over rate affects the 
convergence rate of the system mainly and has minimum effect on the accuracy of the 
system. 

6   Conclusion 

Genetic Algorithms have been used to solve difficult optimization problems in a 
number of fields and have proved to produce optimum results in mining Association 
rules. When Genetic algorithm is used for mining association rules the GA parameters 
decides the efficiency of the system. Minimum support, minimum confidence and 
population size are the key parameters deciding the accuracy of the system. The set-
ting of the population size is based on the size of the problem under study, whereas 
the minimum confidence and minimum support to be set depends upon the problem 
under study.  The optimum value of crossover rate leads to earlier convergence while 
playing minimum role in achieving better accuracy. The setting of optimum value of 
the GA parameters varies from data to data and the fitness function plays a major role 
in optimizing the results. The size of the dataset and relationship between attributes in 
data contributes to the setting up of the parameters. The efficiency of the methodolo-
gy could be further explored on more datasets with varying attribute sizes. 
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Abstract. Detection of clusters in Spatial Databases is a major task for
knowledge discovery. Density based clustering algorithms plays a major
role in this domain. DBSCAN algorithm effectively manages to detect
clusters of any arbitrary shape with noise, but it fails to detect local
clusters. DDSC and LDBSCAN does manages to detect local clusters
effectively, but the number of input parameters are high. In this paper
we have proposed a new density based clustering algorithm which in-
troduces a concept called Cluster Constant. It basically represent the
uniformity of distribution of points in a cluster. The proposed algorithm
has minimized the input to be provided by the user down to one parame-
ter (Minpts) and has made the other parameter (Eps) adaptive. Further
we have also used some heuristics in order to improve the running time
of the algorithm. Experiment results shows that the proposed algorithm
detects local clusters of any arbitrary shape very effectively and also
improves the running time of the algorithm.

Keywords: Data Mining, Clustering, Spatial Database.

1 Introduction

Spatial database contains huge amount of spatial featured data [8]. Hence to
extract knowledge from these huge database we need a better method for or-
ganization of these data. Clustering based framework has widely been used for
the organization of spatial data. The law of geography says that, ”everything
is related to everything, but the nearby things are more related than
distant things”. For example: economies of nearby region tend to be more
similar. Hence it would be natural to use clustering to group the spatial ob-
jects because of their inherent similarity with the nearby spatial objects. Many
clustering based framework exist for grouping data. For spatial objects, density
based methods provide effective frameworks. It groups the objects based on sim-
ilar density region. When density based clustering methods are used in spatial
databases, following requirements are needed to be fulfilled [11]:

1. Minimizing the number of input parameter as these parameter values are
very difficult to gather in advance.

2. Should be able to detect cluster of any arbitrary shape.

A. Abraham et al. (Eds.): ACC 2011, Part I, CCIS 190, pp. 649–660, 2011.
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3. Good runtime complexity, because the algorithm operates on a database
whose size is large.

In this paper, a new density based clustering algorithm is proposed which intro-
duces a new concept, ”Cluster Constant”, which basically represents the unifor-
mity of distribution in a cluster. The algorithm requires only one input parameter
(Minpts) and has made the other parameter (Eps) adaptive. We have also used
a heuristic in order to improve the running time of the algorithm. The paper is
organized as follows. In section 2, the related work is briefly discussed. The basic
definitions which are used in this algorithm are presented in section 3. In section
4, the algorithm called UDSCA is explained. In section 5, implementation results
are shown. In the end, a conclusion is given along with some directions for future
works.

2 Related Works

DBSCAN [1] algorithm is the base of the all density based clustering algorithms.
The algorithm grows regions with sufficiently high density into clusters and
discovers clusters of any arbitrary shape in spatial databases with noise. It defines
a cluster as a maximal set of density-connected points. It requires two inputs
from user, i.e. Eps and Minpts, based on which it detects clusters. It can identify
noise effectively, but it cannot identify local clusters if present very close to other
clusters. Therefore, the clusters which it detects has wide variation in its local
density.

OPTICS [9] is an extension of DBSCAN algorithm which generates an order
in which the objects needed to be processed. It then uses core-distance and
reachability-distance in order to assign the each object a cluster membership.
This order is generated through the reachability-distance and put in an ordered
file. This ordered file is then used for assigning the cluster ID to each object.
OPTICS also uses Eps parameter that plays an important role. By changing the
Eps value, different structure of cluster is detected.

IDBSCAN [3] is an improvement of DBSCAN algorithm in terms of execution
time. DBSCAN algorithm spends its major time for each object’s region query.
So, instead of expanding every object inside the region of core objects, IDBSCAN
proposed the expansion of only those objects which are at the boundary of
the cluster. This is because the expansion of boundary objects would cover the
objects which would have been covered by the objects, situated inside the region
of core object, if they had been expanded. But it suffers from the limitations,
similar to that of the DBSCAN.

LD-BSCA [7] is an improvement of DBSCAN algorithm in terms of reduction
of number of input parameter and execution time. It requires only Eps as an
input parameter. During the expansion of cluster, it considers density of only
those objects which has not been assigned a cluster ID. Hence the neighborhood
query is not performed for the Eps-neighborhood objects of core object. In this
way, it removes the neighborhood query of many objects and hence achieves an
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improvement over execution time. But the limitations are same as that of the
DBSCAN.

LDBSCAN [6] is another algorithm which can detect different density based
cluster. It uses the concept of LOF [5] which represent the degree of outlierness
and hence indicates whether the object is a core object or not. It then uses LRD
[5] in order to assign an object, to its corresponding cluster during the cluster
expansion.

In [4] DDSC is proposed, which can identify cluster of different shape, size and
density. It detects the change in density as the change in the number of objects
inside a region. If the change in the density of region of an object is significant,
then it indicates that the region query is entering into different density cluster
and hence the cluster assignment proceeds with different cluster identification.

DENCLUE [2] is an algorithm which generalizes many clustering algorithm
(DBSCAN, k-means, Hierarchical). It uses the concept of gradient in order to
find the object which is density-attractor. All the objects which are density
attracted to density-attractor are assigned to same cluster identity as that of
density attractor.

LOF [5] is another density based algorithm that assigns a degree of oulierness
to each objects. Instead of assigning a cluster ID, it assign how much outlier a
point is in comparison to its surrounding region. It uses LRD to measure the
local density of the objects. Through LRD, the LOF of each object is calculated
which measures the outlierness of the object.

P-DBSCAN [10] is the parallel version of DBSCAN algorithm. Here the
dataset is distributed into several computer nodes. Each computer nodes carries
out clustering separately on the sub-dataset. The local clusters are aggregated
to produce the final result. The algorithm is an improvement over DBSCAN
algorithm in terms of execution time, as the dataset is clustered in parallel.

2.1 Benefits and Limitations

Table 1 shows the benefits and limitations of some algorithms which are surveyed
in this paper.

Table 1. Comparisons of the algorithms

Algorithm Benefits Limitations

DBSCAN Detects arbitrary shape clusters Cannot detect local clusters of
with noise different density

OPTICS Produces different cluster It is order dependent
structures

LDBSCAN Detects clusters of different Too many input parameters
density

DDSC Detects clusters of different Too many input parameters
density
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3 Basic Notions of UDSCA

3.1 Problems in Existing Approaches

DBSCAN algorithm does manage to find cluster effectively with noise, but it
cannot identify local clusters which is present inside a cluster. The value of Eps
largely responsible for this problem. Hence the Eps value needs to be adaptive
in order to remove this problem. DDSC and LDBSCAN algorithm does manages
to find local clusters which are present, but the number of parameters that are
needed to be optimized has also increased in case of these two algorithms. Larger
the number of input more will the be user involvement and hence less accurate
will be the cluster result. So there is a need to reduce the number of input
parameter.

There exist two problems that can be identified from above discussion. First
is to make the Eps value adaptive and second is to reduce the number of input
parameter. The algorithm which is proposed here, does manages to solve these
two problems.

3.2 Formal Definition of LRD (Local Reachability Density)

In order to find the local density of objects there needs to be a better metric.
The LRD of object fulfill that requirement. LRD of an object represents its
local-density. A detail explanation of LRD can be obtained from [5]. The formal
definition of LRD will be presented shortly in the following which requires the
explanation of following concepts:

Definition 1 (Minpts-Distance of object p): For any positive integer Minpts,
the Minpts-distance of object p, denoted as Minpts-distance(p), is defined as
the distance d(p,o) between p and an object o ∈D, such that

1. for at least Minpts objects o’ D
{p} it holds that d(p,o’) ≤ d(p,o), and

2. for at most Minpts-1 objects o’ D|{p} it holds that d(p,o’) < d(p,o).

Definition 2 (Minpts-Distance neighborhood of an object p): Given the Minpts-
distance of object p, the Minpts-Distance neighborhood of an object p contains
every object whose distance from p is not greater than Minpts-distance, i.e.
NMinpts−distance(p)={q ∈ D|{p}|d(p,q) ≤ Minpts-distance(p)}. These objects are
called Minpts-nearest neighbors of p.

Definition 3 (Reachability distance of an object p): Let Minpts be a natural
number. The reachability distance of an object p, with respect to an object o is
defined as Reach− distMinpts(p,o)=max(Minpts-distance(o), d(p,o)).

Definition 4 (LRD of an object p): The LRD of p is defined as

LRDMinpts(p) = 1/(

∑
o∈NMinpts(p)

reach−distMinpts(p,o)

|NMinpts(p)| )



UDSCA: Uniform Distribution Based Spatial Clustering Algorithm 653

The LRD of an object is inverse of average reachabilty-distance based on the
Minpts-nearest neighbors of p. If the Minpts-neighbors of object p are very close
to object p then it will have very low average reachability-distance, thus will
have a high LRD, which will indicate a high density.

Density Based Notion of Cluster

Definition 5 (Core point): A point p is a core w.r.t. LRD if

1.2 ∗ LRDp ≥ LRDo (1)

where LRDo is the LRD of previous core object which is already been processed.
Initially, the first core object which is selected is the object whose LRD is high-
est. Subsequent core object is selected based on equation 1.

Definition 6 (Noise): A point p is treated as noise if 1.2 ∗ LRDp ≤ LRDo ,
where LRDo is the LRD of previous core object which is already been processed
or if the Eps-neighborhood query overlaps with clustered points.

Definition 7 (Directly density reachable): A point p is directly density reachable
to point q w.r.t. Eps if p ∈ NEps(q), where Eps is the radius of the circular region.

Definition 8 (Density reachable): A point p is density reachable from point q
w.r.t. Eps if there is chain of points p1, p2, ..., pn, p1 = q and pn = p such that
pi+1 is directly density reachable from pi.

Definition 9 (Density connected): A point p is density connected to a point q
from o if there is a point o such that both p and q are density reachable from o.

Definition 10 (Cluster): Let D be a database of points. A cluster C w.r.t.
Minpts is a non-empty subset of D satisfying following conditions:

1. For all p, p is density reachable from o w.r.t. Minpts, then p ∈ C. (Maxi-
mality)

2. for all p,q C, p is density connected to q by o w.r.t Minpts. (Connectivity)

4 UDSCA

4.1 Proposed Approach of Making Eps Adaptive

For a given Mints value, the points which are inside the cluster will have high
LRD value than the points which belongs to the edge of cluster. Hence, the LRD
value will give the position of the point within a cluster.

In this approach, the cluster expansion process starts from inside the cluster
and proceeds towards the edge. As we move towards the edge, if the Eps values
remains same then, its Eps-neighborhood query might include points of another
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cluster which is present in its close proximity. This problem is removed by re-
ducing the Eps value as we move towards the edge of cluster. So, by the time the
objects which is present at the edge of cluster is expanded, its Eps will become
so small that it will not include objects of another cluster present in its close
proximity.

So, it can be said that as we move towards the edge of a cluster, Eps value is
reduced, or it can be said that as we move towards the edge of cluster the LRD
value reduces and accordingly the Eps value is reduced i.e.

LRD ∝ Eps (2)

LRD = K*Eps (3)

From equation 3, this K is called ”Cluster Constant” and is used as guide for
calculating the Eps value of a point during the cluster expansion i.e.

Eps =
LRD

K
(4)

For the first core-object of a cluster its Eps value is equal to its Minpts-nearest
neighbor distance. Having got the LRD value of that object, the value of K is
calculated. Now, this K is used for calculating the Eps values of the objects
during the cluster expansion as shown in equation 4. In this way, the Eps value
is made adaptive.

4.2 Heuristic for Improving the Running Time of the Algorithm

During the expansion of a cluster, every point which is present in the Eps-
neighborhood are expanded. From [3] it can be seen that, it is not necessary
to expand each and every point present in the Eps-neighborhood. Instead, the
points which are present at the boundary of cluster are expanded, which will
cover the points, which would have been covered if the points which are present
inside the region of cluster are expanded.

4.3 The Algorithm

To find a cluster, the algorithm selects a point which has the highest LRD value.
This point is treated as core point and it yields a cluster. It then assigns the
same cluster ID to all the points which are density reachable to the core point
according to definition 8. This process is repeated until there is no more points
left which is density reachable to the core point; in that case the algorithm selects
another core-point according to definition 5.

The following shows the pseudo code of UDSCA:

UDSCA(Set-Of-Points, Minpts)
Initialize the database by calculating LRD and Eps (Minpts-nearest neighbor
distance) of each object.
Sort the objects in descending order of LRD.
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clusterID = 0;
FOR i FROM 1 TO Set-Of-Points.size DO

Point = Set-Of-Points.get(i);
IF the Point is not processed

lrd = Point.getLRD();
IF the Point is core-point

eps = Point.getEPS();
const = lrd/eps;
IF Set-Of-Points.regionQuery(Point,eps) does not overlap with

other clusters
clusterID = clusterID+1;
ExpandCluster (Set-Of-Points, Point, clusterID, eps, const)

ELSE
Set-Of-Points.changeclusterID (Point, noise);
Point.processed = true;

ELSE
Set-Of-Points.changeclusterID (Point, noise);
Point.processed = true;

END IF
END IF

END FOR
END UDSCA

The Set-Of-Points is the entire database and Minpts is provided by the user.
The algorithm starts with the calculation of LRD of each point. The points are
given the Eps value which is equal to the Minpts-nearest neighbor distance. The
points are then sorted in descending order of LRD values. Initially all the points
are unclassified and unprocessed. Set-Of-Points.get(i) returns the ith element
of Set-Of-Points. If that point is a core point then, its Eps is found through
Point.getEPS() method. Then its Cluster Constant is calculated which used for
calculation of Eps of points during cluster expansion.

ExpandCluster (Set-Of-Points, Point, clusterID, eps, const)
tempseeds = Set-Of-Points.regionQuery(Point, eps);
Set-Of-Points.changeclusterID(tempseeds, clusterID);
Put points in the seeds from tempseeds according to the heuristic-
of section 4.2
WHILE seeds <> Empty

curentP = seeds.first();
lrd = current.getLRD();
eps = lrd/const;
temp-seeds = Set-Of-Points.regionQuery(currentP, eps);
Set-Of-Points.changeclusterID(temp-seeds, clusterID);
Delete the points from the seeds which are also member
of temp-seeds
Put points in seeds from temp-seeds according to the heuristic-
of section 4.2
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seeds.delete(currentP);
END WHILE
END ExpandCluster

ExpandCluster procedure is called during the expansion of cluster once a cluster
is identified. The procedure Set-Of-Points.regionQuery(Point, eps) returns the
Eps-neighborhood of Point in Set-Of-Points. These points are assigned the same
cluster ID as that of Point. After this, the heuristic is used as shown in section
4.2, in order the select points which are present at the boundary of Eps-region.
These points are used as seeds for further expansion of cluster.

4.4 Parameter Minpts

Our main objective here is to initiate the cluster expansion process from the
inside of a cluster and proceeds towards the edge of cluster. In order to satisfy
this requirement we need have high LRD valued points from inside of cluster. For
a given cluster, if the Minpts value is low(10-25), then its points will have high
LRD value at the edge of cluster. But, if the Minpts value is increased(35-50), we
will get more high LRD values at the inside of cluster. Hence high Minpts value
is recommended in order to begin cluster expansion process inside the cluster.

5 Performance Evaluation

5.1 Complexity Analysis

For a database of size n, the runtime complexity of region query is O(n), if
no indexing is used. If indexing such as R-tree is used, then the complexity
is O(logmn), where m is the depth of tree. In order to calculate LRD of each
object, the object needs to perform a region query, this would take a runtime
complexity of O(logmn). Hence for entire database, this would be O(nlogmn).
During the cluster identification and expansion process, each object needs to
perform a region query, hence its complexity would be O(logmn). Hence for entire
database the complexity would be O(nlogmn). Hence the resultant complexity
of the algorithm is O(nlogmn). But because of the heuristic, the running time
of the algorithm reduces significantly as will be shown in the later section.

5.2 Experimental Evaluation

Here we have evaluated the performance of UDSCA. The algorithm is imple-
mented in Matlab R2009b software tool. The implementation is done on a system
with 2.0GHz CPU and 1GB RAM. The Chameleon datasets (http://glaros.dtc.u-
mn.edu/gkhome/cluto/cluto/download)- t4.8k.dat, t5.8k.dat and t8.8k.dat and
a user generated dataset(data1) is used in order to test the performance of the
algorithm.

Figure 1 and 2 shows the result of the algorithm on the Chameleon dataset.
Points with same colors indicates that, those points are assigned the same cluster
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Fig. 1. Cluster result on Chameleon dataset t4.8k.dat(Minpts = 40)
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Fig. 2. Cluster result on Chameleon dataset t8.8k (Minpts = 40)

ID. The points that are noise are shown in circles with brown color. Figure 3
also shows the effectiveness of the algorithm in detecting clusters. The results
prove that the proposed algorithm is capable of detecting clusters of different
shapes, sizes with local clusters present in its close proximity. Table 2 shows the
comparison of the running time of the algorithm with and without the heuristic
as explained in section 4.2. The results prove that the heuristic greatly improves
the running time of the algorithm. Figure 4 and 5 shows the comparison of
DDSC and LDBSCAN against UDSCA. The results shows that the proposed
algorithm (UDSCA) is better capable of detecting arbitrary shape clusters of
different density than DDSC and LDBSCAN.

Figure 6(a) shows the problem which exist in DBSCAN algorithm when there
is presence of a local cluster. This problem exist because the Eps value remains
constant as a result of which most of the dataset is assigned the same cluster
ID. The UDSCA algorithm solves this problem by having an adaptive Eps,
whose result is shown in Fig. 6(b). This solution is also achieved through a
single parameter (Minpts). Hence the proposed algorithm solves the problem of
DBSCAN as seen from the results of Fig. 6.
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Fig. 3. Cluster result on Data1 dataset(Minpts=50)

Table 2. Comparison of algorithm with and without the heurisic

Dataset With heuristic Without heuristic
running time(sec) running time(sec)

t4.8k 132.86 365.55

t5.8k 70.24 327.33

t8.8k 120.063 345.50

data1 30.27 140.50
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Fig. 4. (a)DDSC, (b)LDBSCAN

5.3 Limitations of UDSCA

Following are some of the limitations of UDSCA:

1. For this algorithm to perform better, each cluster must contain at least
Minpts-number of objects in its Eps-neighborhood.

2. The running time of the algorithm is O(nlogmn).
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Fig. 6. (a)DBSCAN, (b)UDSCA

6 Conclusion

For identification of groups in spatial databases density based clustering algo-
rithms are logical choice. But the task become very time consuming because of
the huge size of database. Also the problem of detecting clusters become diffi-
cult when there are local clusters present. The algorithm which is proposed here
is capable of detecting clusters of any arbitrary shape, size with local clusters
present in its close proximity, which requires lesser number of input parameters.
We have also used a heuristic in order to improve the running time of the al-
gorithm which is very useful for large datasets. The evaluation of the algorithm
is performed on Chameleon datasets and user generated datasets. The results
of these experiments prove that the proposed algorithm is an improvement over
DBSCAN, DDSC and LDBSCAN. There should be a method for calculation of
optimum Minpts value for a cluster. Also, further research can be done in order
to make the Minpts adaptive.
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Abstract. Customer management is one of the important aspects in retail busi-
ness. It is vital for the retailers to adopt different methodologies by which high 
valued customers can be identified, in order to perform suitable target market-
ing effectively. In this paper, a novel model is proposed for classifying retail 
customers into different categories based on purchasing behavior of customers. 
A class label for each transaction is determined based upon customer profit val-
ue (CPV), and a classifier model is build for predicting different categories of 
customers. The classifier model is constructed using SPSS tool for market 
basket data. Finally, the classifier model is verified with test data set, and used 
for predicting customer category. The extracted information is helpful for plan-
ning customer retention and providing personalized customer services by un-
derstanding their needs, preferences and behavior. 

Keywords: Data mining, Classification, Prediction, customer value. 

1   Introduction   

Customer relationship management (CRM) has become inevitable business strategies 
in the new millennium. Customer segmentation is a CRM concept based on core mar-
keting idea. CRM can be viewed as ‘Managerial efforts to manage business interac-
tions with customers by combining business processes and technologies that seek to 
understand a company’s customers [1]. Now business organizations are realizing the 
importance of CRM, and its two main objectives are 1. Customer retention through 
customer satisfaction.  2. Customer development through customer insight.  

Present day retail shops are accumulating, millions of sales transactions, and cus-
tomer information in their day-to-day business, which are stored in the databases. 
These databases are hidden with valuable information and can be directly applied for 
making intelligent business decision. The main goal of retailers is to provide best 
customer services by knowing their needs and preferences and it is essential for retail-
er to predict and find out most profitable customers who account for the major portion 
of their future profits.  

Retailers recognized that valuable, non trivial useful information can be extracted 
from voluminous retail data, which helps decision makers to take vital decision for 
business operations. Customer purchasing behavior is considered significant, based on 
past sales transactions. Customer segmentation is one of the fundamental tasks, which 
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has been more widely used to identifying right customers, knowing their needs and 
offering right services at the right time are the main goals of retailers which lead retail 
organization to employ and plan a clear strategy for treating different types of cus-
tomers. When evaluating customer profitability, marketers often use 80/20 rule (80% 
of the profits are produced by top 20% of profitable customers and 80% of the costs 
are spent on  top 20% of unprofitable customers) [2][3]. So many companies are in-
terested in measuring customer value, by which most profitable customers are identi-
fied and retained by building retention strategies [3][4][5].  

KDD (Knowledge Discovery from Database) is the nontrivial process of extracting 
valid, novel, potentially useful, and ultimately understandable patterns from database. 
Data mining is one of the processes in the KDD process which includes several know-
ledge discovery methods,  such as frequent pattern mining, association rule mining, 
sequential pattern mining, classification and clustering.   These data mining tech-
niques are used to assess the value of customers, understand and predict their beha-
vior. The extracted information can then be used to identify trends and associations, 
form a prediction or classification model, refine an existing model, or provide a sum-
mary of the database being mined. Business intelligence has emerged as one of the 
most popular applications in the past four decades, which can help in extracting more 
valuable information. 

The objective of this study is  

1. To compute  CPV value 
2. To determine class label for each customer (high, medium and low profitable 

customers) based upon CPV value. 
3. To construct classifier model in order to predict customer category.  
4. To plan customer retention strategy and provide personalized customer ser-

vices by understanding each customer category, their needs, preferences and 
behavior. 

The rest of the   paper is organized as follows: Section 2 presents related work and 
section 3 provides terms and definitions for customer profit value calculation.  Section 
4 presents a conceptual framework and experimental results. Section 5 discusses on 
conclusion and future scope in this work. 

2   Related Works   

2.1   Customer Value 

Analyzing customers in groups is one of the most fundamental issues in Marketing. 
Customer segmentation is the process of dividing the customer details into distinct 
and internally homogeneous groups in order to develop different marketing strategies 
tailored to their characteristics. There are different segmentation types based on the 
specific criteria or attributes used for segmentation.  

Frederick F. R [6] proposed customer lifecycle value model, which was most popu-
lar and recognized by many scholars. The theory and idea proposed by Kotler [7]  
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customer lifecycle value, which is the current value of all profits the customers con-
tributes to companies during the whole lifetime. Customer value has been widely used 
and studied under the name of LTV (Life Time Value), CLV (Customer Lifetime 
Value), CE (Customer Equity) and Customer Profitability. The LTV is the sum of the 
revenues gained from company’s customers over the lifetime of transactions after 
deducting the total cost of servicing customers. The long-term value (CLV) of a cus-
tomer “represents the present value of the expected benefits (e.g., gross margin) less 
the burdens (e.g., direct costs of servicing and communicating) from customers” 
(Dwyer et al [8]). Current value and potential value are used to segment the customers 
of insurance company in [5]. Lot of research is done for calculating customer value.  
Hwang et al [9] used three attributes, namely current value, potential value, and cus-
tomer loyalty to consider the customer defection in Telecommunication Company.  A 
frame work for analyzing customer value and segmenting customer based on their 
value and building strategies according to customer segment are illustrated with case 
study in [10]. A three dimensional customer classification model and customer poten-
tial contribution value estimate model in stock market is put forward by [11]. Cus-
tomer value in retail industry is defined as the profit that customers’ purchase brings 
to the companies [12].  

Many researchers used the basic model for calculating LTV where  
 LTV R    C1 d .                                                     1  

 
where i is the period of cash flow from customer transactions,   is the profit from the 
customer at period  i.   is the total cost spent in generating the profit   in period i, 
and n is the total number of years customers having relationship with an organization. 
The discount value d, given in the denominator, transforms the net profit value into 
current value.  In the proposed work, profit of the customer (    ) is defined as cus-
tomer profit contribution value (CPV).  The calculation of CPV is similar to the trans-
action utility computation of high utility pattern mining [13].  

2.2   High Utility Pattern Mining 

The methodology used for calculating customer profit value contribution (CPV), is 
the same as used for calculating transaction utility, in high utility pattern mining. In 
recent years, the problem of high utility pattern mining has become one of the most 
important research areas in data mining. The goal of high utility pattern mining 
process is to find all itemsets that give utility value greater or equal to the user speci-
fied threshold. A high utility pattern mining model was defined by Yao, Hamilton and 
Butz [13]. Two types of utilities for attributes are generalized as transaction utility 
and external utility.  The transaction utility of an item ip in a transaction Tq is defined 
according to the numerical quantity xp stored in the transaction, which is transaction 
dependent.   This model allows users to express their preference or expectations re-
garding each attributes of the transactional database, in the form of weight or external 
utility value. The external utility of an item ip is a numerical value yp, defined by the 
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user. It is transaction independent and reflects importance (usually profit) of the item. 
External utilities are stored in a profit table.  Utility function f is the product of inter-
nal and external utility: xp × yp. 

3   Basic Terms and Definitions 

Let I = {i1, i2, i3… im} be a set of items. Let TDB= {T1, T2, T3….Tn} be a set of trans-
actions in transactional database, and each transaction is associated with a unique 
identifier called its TID.  Every transaction T of TDB contains customer details and 
set of purchased items such that purchased items of T⊆ I.  Let X be an itemset, a 
transaction T is said to contain X   if and only if X ⊆ T. The item ip ∈I in transaction 
Tq is denoted by p (ip, Tq), is the number of item ip purchased in transaction Tq called 
purchased quantity of item ip. For example, p (a, T1) = 10, p (b, T1) = 1, and p (d, T1) 
= 5, in Table 1 (a). 

The external utility of item ip ∈ I, pr (ip), is the value associated with item ip in the 
profit table called profit per unit. This value reflects the importance of an item, which 
is independent of transactions. For example, in Table I (b), the profit per unit of item 
a, pr (a), is 5. The sample database in Table 1 (a) contains only five items named as 
‘a’, ‘b’, ‘c’, ‘d’ and ‘e’.  The customer T1, purchases items a, b, d and, e and corres-
ponding quantities are 10, 1, 5 and 6.   

Definition 1: The profit value of an item ip in transaction Tq, is the quantity measure 
denoted by PV (ip, Tq), where           PV i     ,T p i     ,T pr i                                        2  

For example profit of a in T1, PV (a, T1) = 10×5=50.

  Definition 2: The profit value of transaction Tq, or Customer profit value contri-
bution (CPV) denoted as transaction utility (tu) of Tq, is the   sum of the total profit 
value of all items in Tq and it is defined CPV or   PV T PV i   ,T  ε                                       3  

For example, PV(T1)=PV(a,T1)+PV(b,T1)+PV(c,T1)+PV(d,T1)=50+6+2+45+12=113. 
The profit value column of Table 1 (a) gives the transaction utility or customer profit 
value of each transaction. 

Sales transactions of retail store for certain period (for example one year) is as-
sumed for calculating CPV.  During that period, some customers may frequently visit 
the shop (n number of visits). In this case, CPV is the sum of profit of each transac-
tion performed by the customer during the period t.  The parameters like retention 
rate, discount rate may be considered for future expansion. 

CPV PV Tq                                                          4   
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Table 1 (a). Transactional Database 

Customer  Demographic Details Purchase     Details 
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T1 39808 42.71 CQ M N 27000 46 10 1 0 5 6 113 High 

T2 67362 25.35 CS F N 30000 28 4 5 0 7 1 115 High 

T3 10872 20.61 CS M N 13200 36 0 1 13 0 2 23 Low 
T4 26748 23.68 CA F N 12200 26 6 5 0 0 10 80 Medium 
T5 91609 18.81 CA M Y 11000 24 7 1 0 4 3 83 Medium 

Table 1 (b). Profit Table 

Item a b c d e 

Profit 5 6 1 9 2 

4   A Conceptual Framework for Customer Category Prediction   
Model  

A conceptual framework for building classification model is shown in Fig 2, with 
three phases.  Phase I, collects and prepares data for customer segmentation. In Phase 
II, customer profit value contribution is calculated and class label is determined. Once 
the class label is determined, classification can be performed on customer demograph-
ic details to build classifier model, using which customer can be categorized.  In 
Phase III, each customer segment is analyzed, marketing strategy is planned to pro-
vide personalized service. Finally classifier model is used for predicting new custom-
er category and their potential profit contribution.  

4.1   Dataset Description 

The dataset used for this study is called market basket data, captured from Alpha 
miner open source data mining tool. This dataset consists of eleven (11) items col-
lected from a retail store with one thousand (1,000) past sales transaction data with 
demographic details of customer.  For simplicity, only five items are shown in the 
sample database in Table 1 (a) named as ‘a’, ‘b’, ‘c’, ‘d’, and ‘e’.  Each transaction 
contains, items purchased by a customer along with customers demographic details. 
The    demographic details contain   ‘Card id’, ‘Card value’ (as rated by the retailer), 
‘p-method’ (payment method by cheque /cash/card expressed in (CQ) /(CS) /(CA).), 
‘sex’ (Male/Female expressed in M/F), ‘home own’ (yes/no), ‘income’ and ‘age’. Tid 
is a transaction identifier. 

The details of the dataset are meant for frequent pattern mining, and do not provide 
profit values or purchase quantity of each item in the transaction.  For each item, 
purchased quantity is assigned with random numbers generated between 1 to 9.  Profit  
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Fig. 1. Conceptual Framework for customer segmentation 

values of each items is taken randomly between 1 to 50.  After preprocessing, only 
926 transactions are obtained due to the removal of noisy and missing values.  

4.2   Determination of Class Label  

CPV is the profit value contributed by each customer while performing the transac-
tion for certain period t, and is calculated using equation (3). This derived attribute, 
namely, profit is then used to determine the class label of each customer. The class 
label for each transaction can be computed by two different methods. In the first me-
thod namely naïve method, the sales transactions are sorted in the descending order of 
CPV value. In   this case, customers are segmented by dividing its percentile. For 
example, in order to have three classes, the first 33 percentile of transaction are as-
signed with class label ‘high profit’ and next 33 percentile of transactions are assigned 
with class label ‘medium profit’ and the remaining transactions are assigned with a 
class label ‘low profit’ as shown in Fig 2. The drawback of this method is that, the 
profit value range for all these classes may not be uniform.  

The second method determines class label for each transaction by dividing the 
attribute (CPV) into desired number of ranges. In this example, the number of class 
label N is 3 and max and min are the maximum and minimum customer CPV values. 
The width interval is given by, W = (max – min)/N.  The maximum and minimum 
transaction values are 115, and 23 respectively for the given data set and the width 
interval W is 31. 

The range for each partition is computed using width value W, which is given in 
Table 2. After determining range for each class label, a new attribute (class label) is 
appended to every transaction of the transactional database.  Class label is determined 
based upon the CPV value. The transactions whose profit values range from 23 to 53 
is assigned with class label ‘low profit’. For example, in Table 1(a), transaction T3 is 
assigned with class label ‘low profit’. ‘Medium profit’ class label is assigned to trans-
actions, whose profit values lies between 54 to 84. Transactions T4 and T5 are as-
signed with class label ‘medium profit’. The ‘high profit’ class label is assigned to 
transactions with transaction profit values between 85 to 115. Transactions T1 and T2 
are assigned with label ‘high profit’. 
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Fig. 2. Customer segmentation based on CPV 

4.3   Constructing Classifier Model 

The CPV value in retail store mostly depends on customer demographic details. Once, 
class label is determined using second method for each customer transaction, classifi-
cation is performed to derive the relationship between demographic details and class 
labels. Classification model provide better understanding of the data at large. Many 
classification algorithms have been proposed in data mining, such as decision trees, 
naïve Bayesian classifiers, k-nearest neighborhood classifier, case based reasoning, 
and rough set and fuzzy set approaches. One of the popularly   used algorithms from 
statistics is   decision tree induction, which constructs decision trees in a top-down   
recursive divide-and-conquer manner. Decision tree is a well known method of pre-
dictive modeling, since the model provides interpretable rules and logic statements 
which enable more intelligent decision making. Each node in a decision tree 
represents attribute in a training sample   to be classified, and each branch represents a 
value that the node can assume. The algorithm uses any one of the numerous meas-
ures such as information gain [14], gini index [15] to find best splitting attribute crite-
ria that will best separate the samples into individual classes and allows tree to grow 
further. The algorithm uses the same process recursively to form a decision tree for 
the samples at each partition. 
Decision tree classifier model is built, to predict customer class category. CHAID 
modeling from SPSS Clementine data mining tool with 10 fold cross validation tech-
nique is used in this work. After determining class label for each transaction, the data-
set is imported to SPSS. In the database, class label is set as target variable, and gend-
er, own house, income and age are treated as predictor variables. Out of this predictor 
variable, only two attributes namely income and gender are influencing target varia-
ble. The resulting decision tree is given in Fig 3. 

There are three leaves in the decision tree; the rule of the decision tree is explained 
as follows from left to right.  

(1)    If ( Income <= 18100 , gender =’M’) Then the probability of customer is 
medium profitable, is 50.8%.  

(2) If ( Income <= 18100 , gender =’F’) Then the probability of customer is low 
profitable, is 72.8%. 

(3) If (Income >18100) Then the probability of customer is low profitable is 
75.3%.  



668 C. Ramaraju and N. Savarimuthu 

Table 2. Profit Value Range for Class Labels 

Class Label Width Range 
(CPV 

values) 
Lower Upper 

Low profit L1=Min U1=L1+(W-1) 23-53 
 

Medium profit L2=U1+1 U2=L2+(W-1) 54 -84 
 

High profit L3=U2+1 U3=Max 85-115 
 

 

 

 
 

Fig. 3. Decision Tree Model 
 

 
Analysis of result: 

 
1. From this decision tree, it is concluded that 19.8% (out of 187) of customers 

are high profitable customers whose income <=18100 and gender =male.  
These are the customers who account for major profit contribution to the 
business. Marketing people may recommend a suitable marketing strategy to 
this group to increase overall profit of an organization. Only 50.8% (out of 
187) of customers are medium profitable, whose income <=18100 and gend-
er =male.  The same rule account for 29.4% of low profitable customers. 

2. From the second leaf node, 72.8% (out of 184) customers low profitable, 
whose income <=18100 and gender =female. The same rule account for 
24.5% (out of 184) of customers as medium profitable. 
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3. From the last leaf node, it is concluded that 75.3% (out of 555) of customers 
are low profitable whose income > 18100. The same condition account for 
23.2% of medium profitable customers.  

5   Conclusion  

The approach for customer segmentation according to their profit contribution to 
retail industry is presented in this paper. Initially for each customer, the class label is 
determined based upon the profit value contributed by the customer. Classifier model 
is built, for estimating each customer potential profit contribution.  The synthetic 
market basket data is used empirically to validate the proposed approach. Results 
indicate that the maximum classifier accuracy is 75.3%. After identifying highly prof-
itable customer, promotional strategies can be proposed to target the specific group of 
customers, which will earn more profit to the seller.  

The proposed work can further be extended using real dataset, which consist of 
both customer demographic profiles as well as purchase details, to improve the pre-
diction accuracy. In future study, soft computing techniques could be considered for 
determining class label instead of discrete profit value range.  Aiming new marketing 
strategy for handling of customers personalized needs and preferences will be ex-
amined in more detail. For each category of customers, frequent significant itemsets 
can be derived to promote cross selling products. 
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Abstract. In this paper we propose a new method for ranking decision rules 
generated from an information system. This process will reduce the overhead 
incurred in selecting appropriate rules for classification and hence speed up the 
decision making process.  The algorithm proposed for rule ranking is based on 
discernibility matrix in Rough Set Theory. In this approach, rules generated 
from the given dataset using Apriori algorithm are considered as conditional 
attributes to construct a new decision table.  From this decision table, degree of 
significance of each rule is calculated and rules are ranked according to this 
degree of significance. The algorithm is explained with the help of a test 
dataset.  Further it is applied on a Learning Disability (LD) dataset consisting of 
signs and symptoms causing learning disability, which is collected from a local 
clinic handling learning disability in school aged children.  The experiments on 
these datasets show that the new method is efficient and effective for ranking 
decision rules. 

Keywords: Rough Set Theory, Discernibility matrix, Association rule mining, 
Learning disability. 

1   Introduction 

Rough Set Theory (RST) is a mathematical tool to deal with imperfect knowledge.  In 
RST, the uncertainty is managed by considering the granularity structure of the data.  
If we have exactly the same information in two objects then we say that they are 
indiscernible (similar), which means we cannot distinguish them with known 
knowledge [1].  These granules or group of similar objects are the basic building 
blocks for handling uncertainty.  The Rough Set approach provides efficient 
algorithms for finding out hidden patterns in data, minimal sets of data (data 
reduction), evaluating significance of data and generating sets of decision rules from 
data [1].  In RST, all computations are performed directly on datasets.  It requires no 
additional parameters to operate such as a probability distribution in statistics, a grade 
of membership from fuzzy set theory etc., other than the supplied data [9].  One 
advantage of RST is that it provides a well understood formal model which is very 
helpful in generating several kinds of information such as relevant features or 
association rules using minimal model assumptions [2].  The discernibility matrix in 
RST is useful for representing the knowledge regarding the discrimination between 
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various objects of an information system.  The discernibility matrix constructed from 
a new decision table with decision rules generated from the original decision table as 
conditional attributes is useful for exploring the significance of various decision rules 
[3].  This approach provides a new way for ranking decision rules automatically. 

Rule mining is a process to search relationships among data items in a given 
dataset for future predictions [4].  Association rule algorithms can be used to extract 
rules from decision tables.  A challenging problem in rule generation is that an 
extensive number of rules are extracted by these rule mining algorithms over large 
datasets, and it is infeasible for human beings to select important, useful and 
interesting rules manually [3].  Li and Cercone proposed a Rule Importance Measure 
[3] to measure the quality of extracted rules and they suggested a ranking based on 
this measure. But this measure is defined based on various reducts generated from a 
dataset and generating all the reducts of a dataset is NP hard.  In Apriori rule 
generation algorithm, Support and Confidence [4] are used as interestingness 
measures to select interesting association rules.  Generally a rule is considered 
interesting, if the rule has higher support and higher confidence than the predefined 
minimum support and confidence for rule generation [4].  These two measures 
evaluate rules based on the statistical significance of the rule.  Hence these two 
measures are objective measures and are commonly used in the situation when the 
interest of the application is to find the significance of item-item relation or 
association between different items [5].  But this is not the case when we consider the 
decision rules from a dataset because each rule has its own relative importance and it 
is always domain dependent.  Objective measures usually do not consider any 
knowledge or pre-defined opinions from the domain of the data.  Hence such 
objective measures are insufficient to evaluate whether a rule is important for a 
certain domain [5].  If this information is taken into consideration while defining a 
measure it becomes a subjective measure. In this work, to evaluate the quality of a 
rule we introduce a measure known as degree of significance.  It bring together the 
statistical properties of the data as well as domain related information such as 
discrimination information. 

In this paper, we propose a new algorithm for ranking decision rules generated 
from a dataset for the purpose of facilitating the knowledge understanding process.  
Rules are ranked based on the degree of significance of each rule.  For ranking 
decision rules generated from the original decision table, a new decision table is 
constructed by considering each derived rule as condition attribute [2]. The decision 
attribute of the original decision table is taken as the decision attribute for the newly 
constructed decision table.  The conditional attributes of the newly constructed 
decision table are then ranked by employing an attribute ranking method developed 
by using the idea of discernibility matrix [6] defined in RST.  Since the conditional 
attributes are rules, this will produce a ranking for various rules generated from the 
given dataset.  This ranking is mainly based on the degree of significance of each rule 
generated from the original dataset.  Degree of significance gives a measure of how 
important a rule is.  If the significance degree is higher, more objects can be 
distinguished using that rule and the power of classification is higher.   By this 
ranking, significant rules of the dataset can be identified and unimportant rules can be 
ignored from the large number of rules generated by the data mining system. 
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This paper is structured as follows.  In Section 2, we review the idea of rule 
induction followed by the method of ranking of conditional attributes of a decision 
table based on the discernibility matrix of rough set theory in Section 3.  Section 4 
presents the concept of degree of significance, a measure used in this work to evaluate 
the significance of a generated rule.  In Section 5, the proposed algorithm used to rank 
the rules generated by the data mining system is described.  In Section 6, the proposed 
method is demonstrated with the help of datasets and the results are listed.  Finally, in 
Section 7, we conclude this paper. 

2   Rule Induction 

Rule induction is one of the most important techniques of machine learning.  Since 
regularities hidden in data are frequently expressed in terms of rules, rule induction is 
important in data mining also [7].  Decision rules are the most common approach for 
developing expressive and human readable representations of knowledge. A decision 
rule is an implication of the form 

(attribute1, value1) & (attribute2, value2) & … & ( attributen, valuen) → 
(decision_attribute, value) 

Real life problem domains usually lack generic and systematic expert rules for 
mapping collected feature patterns onto underlying classes.  Data from which rules 
induced are usually presented in a decision table.  A decision table is usually defined 
as an information system I = (U, A∪{d}), where U is the finite set of objects called 
the Universe and d∉A.  The elements of A are called conditional attributes and d is 
called the decision attribute.  Conditional attributes are independent variables and the 
decision is the dependent variable.  Attribute values in a real world application dataset 
are often both symbolic and real-valued.  It is better to convert all real-valued 
attributes into symbolic attributes before or during the rule induction.  The process of 
converting numerical attributes to symbolic attributes is called discretization. Also, in 
a dataset used for rule induction, data values may be affected by errors.  Such errors 
may be corrected before applying the rule induction process.  To extract rules from a 
decision table, a commonly used data mining tool, Apriori association rule algorithm 
can be used [4].  The main problem with association rule algorithm is that too many 
rules are generated.  So it is very difficult to analyze these rules and discover 
interesting and important rules. 

3   Ranking of Conditional Attributes of a Decision Table 

Ranking of attributes according to their relative significance in extracting knowledge 
is an important issue in data analysis and decision making.  The process is also 
helpful for attribute reduction.  The key idea of this attribute ranking process is 
borrowed from attribute reduction based on discernibility matrix in RST [8].  For this 
purpose the actual definition of discernibility matrix is slightly modified.  This 
modification is mainly done by capturing the discrimination information involved in 
various object pairs.  The advantage of this method is that this will work not only with 
dataset consisting of discrete attributes, but also with continuous attribute values.  In 
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order to handle continuous attribute values, the basic definition of discernibility 
matrix is modified using a distance function such as absolute distance [8]. 

In RST, the discernibility matrix is a symmetric |U| × |U| matrix, which can 
represent the discrimination information involved in all the conditional attributes of 
the given information system.    Its entries Cij can be defined as 

Cij = 
⎪⎩

⎪
⎨
⎧ ≠≠∈

otherwise

xdxdifxaxaAa jiji

φ

)()()()(:
 

(1)

To perform attribute ranking, a modified discernibility matrix of size m×n is 
defined, where m is the number of object pairs (x, y) such that d(x) ≠ d(y) and n is the 
number of conditional attributes.  The entries dij of the new matrix is defined as 

dij =
⎪⎩

⎪
⎨
⎧ ≠

otherwise

yaxa jj

,0

)()(,1
 (2)

where (x, y) represents the ith object pair Oi in which d(x) ≠d(y) and j represents the 
index of the conditional attribute.  The column sum of this matrix gives the 
significance (frequency) of each conditional attribute.  This significance value is 
proportional to the discrimination power of the attribute.  Hence these values play an 
important role in the ranking of the conditional attributes.  This will provide a method 
to select the significant attributes automatically. 

The discernibility matrix obtained from a sample decision table shown in Table 1 
is given in Table 2.  In Table 1, u1, u2, u3 and u4 represent the objects, a1, a2, and a3 
represent the condition attributes and d represents the decision attribute. 

Table 1.  A sample decision table 

U a1 a2 a3 d 

u1 True True Very_high 1 

u2 False True Normal 0 

u3 False False High 0 

u4 False True Very_high 1 

Table 2. The modified discernibility matrix of Table1 

Object  pairs a1 a2 a3 

(1, 2) 1 0 1 

(1, 3) 1 1 1 

(2, 4) 0 0 1 

(3, 4) 0 1 1 
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A ‘1’ entry in the discernibility matrix indicates that the corresponding conditional 
attribute can discriminate the objects in the pair separately.  After completing the 
matrix with the discernibility information, the significance (frequency) of each 
attribute can be computed by summing the corresponding column.  The larger the sum 
is, more example pairs the attribute can discriminate, that is, the power of 
discrimination of that attribute is high.  For example, according to Table 2, the 
significance of a3 is 4; the significance of both a1 and a2 is 2.  Hence a3 is more 
significant compared to a1 or a2, for discriminating various objects of the decision 
table. 

For the purpose of ranking various decision rules given by a data mining system, a 
new decision table is constructed by considering the derived rules as attributes and 
then applying the above method on this newly constructed decision table. The 
significance of induced rules can then be computed separately and rules are ranked 
based on this frequency value.  This will automatically extract important rules 
representing the whole knowledge base and eliminate unimportant ones from the large 
number of extracted rules. 

4   Degree of Significance of a Rule  

Evaluating the significance of a rule is very important in data mining, because the 
selection of appropriate rules for decision making from large number of generated 
rules is a very difficult task.  Numerous methods are available to measure rule 
interestingness and rule quality.  Li and Cercone proposed a Rule Importance 
Measure [3] to measure the quality of extracted rules. . This measure is formulated by 
considering various reducts generated from a dataset.  But generating all the reducts 
of the dataset is NP hard. In Apriori Association Rule algorithm, to assess the quality 
of a rule the measures used are ‘support’ and ‘confidence’ proposed by Agrawal [10].  
The support of a rule measures how often the antecedent and the consequent of a rule 
appear together in the transaction.  The confidence of a rule gives a ratio of the 
number of transactions that the antecedent and the consequent appear together to the 
number of transactions the antecedent appears [5].  The confidence of a rule measures 
how often the antecedent and consequent exist together given that the antecedent 
appears in the transaction [4].  The minimum values of support and confidence are 
predetermined to generate the association rules.  These two measures evaluate rules 
based on the statistical significance of the rule and are defined to measure the quality 
of the data itself without any predefined opinions.  Hence these two measures are 
objective measures [5].  Support and confidence are used in the situation when the 
interest of the application is to find associations between different items.  Generally, a 
rule is considered interesting if the rule has higher support and higher confidence than 
the pre-defined minimum support and confidence for the rule generation.    Also these 
measures do not consider any knowledge from the domain of the data.  Hence such 
objective measures are insufficient to evaluate whether a rule is important for a 
certain domain.  So to measure the quality of a rule, it is important to consider domain 
experts opinions towards the particular application.  If this is the case, the measure 
becomes a subjective measure.   Subjective measures that use real human evaluations 
are the optimal measure to evaluate rules. But they are sometimes infeasible and 
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expensive because they may require humans to look large number of rules [5].  In this 
work rules are ranked based on the rule evaluation measure, degree of significance, 
that can bring both domain related knowledge (such as discrimination information) 
and objective measures.  Degree of significance is actually a normalized value of the 
discrimination frequency of each rule.  The normalization is done by dividing each 
frequency value with total number of object pairs available in the modified 
discernibility matrix.  Formally, the degree of significance is defined as follows: 

If fi represent the frequency with which the ith rule Ri can discriminate various 
object pairs (x, y) with d(x)≠d(y) and C represent the total number of object 
combinations (x, y) satisfying the condition d(x)≠d(y), then the degree of significance 
of  the ith rule, δi = fi /C, where i =1, 2, 3,…,n. 

5   Proposed Work 

Consider a decision table T={U, A, d}, where U is a finite set of objects {x1, x2, …, 
xn}, A is a finite set of conditional attributes and d is a finite set of decision attributes.  
Here we consider a decision table with only one decision attribute.  From the given 
decision table T, a set of decision rules R is generated, where R= {R1, R2,…,Rm}.  For 
the purpose of ranking rules, a new decision table D is constructed.  The rows of this 
new table represents the objects of the original table and columns represents the rules 
R1, R2, …, Rm and the given decision attribute.  The entries of the n×m+1 matrix D 
represent the information obtained as a result of applying each rule to various objects 
of the decision table.  If both the antecedent and consequent of the rule Rulej appear 
together in an object (record) xi of the decision table, then rule Rj can be applied on 
object xi or in other words object xi follows rule Rj [3].  By applying this technique, 
the different entries D[i, j] of this new decision table are defined as 

D[i j] = 
⎪⎩

⎪
⎨
⎧

otherwise

Rrulefollowsxobjectif ji

,0

,1
 (3)

where i=1, 2,…, n; j=1, 2, …, m.  The entry D[i, m+1] represent the same decision 
attribute value of the ith object in the original decision table. 

5.1   Rules Ranking Algorithm 

In the Rules Ranking Algorithm, the  new decision table constructed with rules as 
attributes is given as input and rules arranged as per their significance in the domain is 
obtained as output. 

Algorithm: Rules Ranking 
Step 1: Input the decision table. 
Step 2: Sort the rows of the decision table in ascending order of the decision attribute 

values. 
Step 3: Generate a Boolean matrix C from the decision table obtained in step 2 using 

expression 2. 
Step 4: Find the sum of each column of the matrix C. 
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Step 5: Calculate degree of significance by dividing each value with the total number 
of rows of C. 

Step 6: Select various attributes from the decision table D and arrange according to 
the descending order of their degree of significance calculated in step 5.   

Step 7: Display the sorted attributes.  Since the attributes are rules, this will produce a 
ranking for the rules which represents the desired output. 

The algorithm will produce all the rules generated from the original dataset but 
arranged in an order and the order is determined by considering the relative 
importance of various rules in the knowledge domain.  By setting a suitable threshold 
value for degree of significance important rules can be selected automatically from 
among the large number of rules generated by conventional rule generation 
algorithms. 

6   Experiments 

We apply this methodology on two sample datasets.  The first dataset, an artificial car 
dataset [3], designed to explain the procedure in detail.  The second dataset is an 
actual dataset consisting of the signs and symptoms of the LEARNING 
DISABILITIES in school aged children.  It is collected from a local clinic handling 
learning disabilities in school students.  This dataset is helpful for physicians handling 
learning disabilities to determine the existence of learning disability in a suspected 
child. 

A   Car Dataset 

To study the working of the algorithm, we first consider an artificial dataset about 
cars [5] as shown in Table 3.  It is used to decide the mileage of different cars.  This 
dataset contains 14 records, 8 condition attributes and a decision attribute.  There is 
no inconsistent or incomplete data existing in the dataset. 

Table 3.  Artificial Car Data Set 

make_model cyl door displace compress power trans weight mileage
USA 6 2 medium high high auto medium medium
USA 6 4 medium medium medium manual medium medium
USA 4 2 small high medium auto medium medium
USA 4 2 medium medium medium manual medium medium
USA 4 2 medium medium high manual medium medium
USA 6 4 medium medium high auto medium medium
USA 4 2 medium medium high auto medium medium
USA 4 2 medium high medium manual light high
Japan 4 2 small high low manual light high
Japan 4 2 medium medium medium manual medium high
Japan 4 2 small high high manual medium high
Japan 4 2 small medium low manual medium high
Japan 4 2 small high medium manual medium high
USA 4 2 small high medium manual medium high
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To generate rules, we used apriori association rule algorithm.  Rules with only 
decision attribute mileage on the consequent part are generated; and subsumed rules 
are removed.  There are 19 rules generated by apriori algorithm with support =1%, 
confidence =100%, as shown in Table 4. 

Table 4. Rules Generated from the Car Dataset 

No Rules
R1 (Make_model, USA)&(displace, medium)&(weight, medium) → (mileage, medium)
R2 (Make_model, USA)&(compress, medium) → (mileage, medium)
R3 (Make_model, USA)&(power, high)→ (mileage, medium)
R4 (cyl, 6) → (mileage, medium)
R5 (door, 4) → (mileage, medium)
R6 (displace, medium)&(compress, high)&(weight, medium) → (mileage, medium)
R7 (displace, medium)&(power, high) → (mileage, medium)
R8 (compress,medium)&(power, high) → (mileage, medium)
R9 (trans, auto) → (mileage, medium)
R10 (make_model, Japan) → (mileage, high)
R11 (cyl, 4)&(displace, medium)&(compress, high) → (mileage, high)
R12 (cyl, 4)&(compress, high)&(power, high) → (mileage, high)
R13 (displace, small)&(compress, medium) → (mileage, high)
R14 (displace, small)&(power, high)→ (mileage, high)
R15 (displace, small)&(trans, manual) → (mileage, high)
R16 (displace, medium)&(compress, high)&(power, medium) → (mileage, high)
R17 (compress, high)&(trans, manual) → (mileage, high)
R18 (power, low) → (mileage, high)
R19 (weight, light) → (mileage, high)  

Table 5. New Decision Table for Car Dataset 

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19
Mile
age

1 0 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1  

A new decision table A with 14 rows and 20 columns is constructed by using the 
19 rules as condition attributes and original decision on the mileage as the decision 
attribute [3].  The content of the matrix A is formed by considering the information 
regarding whether a particular rule can be applied to different records of the original 
table.  For example, rule R1 (make_model, USA) & (displace, medium) & (weight, 
medium) → (mileage, medium) can be applied to the first record, because both the 
antecedent (make_model, USA) & (displace, medium) & (weight, medium) and the  
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consequent (mileage, medium) appear together in the rule.  Therefore, we assign A[1, 
1]=1.  Also, we can apply R1, to second record as well. Hence, A[2, 1]=1.  However 
R1 cannot be applied to the third record, because the value for ‘displace’ is ‘small’ 
instead of ‘medium’.  Therefore, A[3,1]=0.  In this way we can fill all the entries of 
the matrix A.  For the car dataset, the newly constructed decision table is given in 
Table 5.     

In this table the decision attribute value mileage medium is set to 0 and mileage 
high is set to 1.  There is no inconsistency in this new decision table. This new 
decision table A is the input for the proposed rules ranking algorithm given in section 
5.  The algorithm will output all the rules generated from the dataset but in 
descending order of their degree of significance.  In other words, the rules are ranked 
according to the classification power of each rule. The ranked rules are given in Table 
6.  In Table 6, along with the rules, the degree of significance is also given. 

Table 6. Rules Ranked as per their Degree of Significance 

Rule
No. Rank Rules Degree of

Significance
R1 1 (Make_model, USA)&(displace, medium)&(weight, medium) → (mileage,

medium)
0.8571

R2 2 (Make_model, USA)&(compress, medium) → (mileage, medium) 0.7143
R10 3 (make_model, Japan) → (mileage, high) 0.7143
R15 4 (displace, small)&(trans, manual) → (mileage, high) 0.7143
R17 5 (compress, high)&(trans, manual) → (mileage, high) 0.7143
R3 6 (Make_model, USA)&(power, high)→ (mileage, medium) 0.5714
R7 7 (displace, medium)&(power, high) → (mileage, medium) 0.5714
R9 8 (trans, auto) → (mileage, medium) 0.5714
R4 9 (cyl, 6) → (mileage, medium) 0.4286
R8 10 (compress,medium)&(power, high) → (mileage, medium) 0.4286
R5 11 (door, 4) → (mileage, medium) 0.2857
R12 12 (cyl, 4)&(compress, high)&(power, high) → (mileage, high) 0.2857
R18 13 (power, low) → (mileage, high) 0.2857
R19 14 (weight, light) → (mileage, high) 0.2857
R11 15 (cyl, 4)&(displace, medium)&(compress, high) → (mileage, high) 0.1423
R16 16 (displace, medium)&(compress, high)&(power, medium) → (mileage, high) 0.1423
R6 17 (displace, medium)&(compress, high)&(weight, medium) → (mileage,

medium)
0.1423

R13 18 (displace, small)&(compress, medium) → (mileage, high) 0.1423
R14 19 (displace, small)&(power, high)→ (mileage, high) 0.1423  

In Table 6, the rule R1 is ranked first, because its degree of significance is 
calculated as 42/49 (=0.8571) and all other rules have degree of significance less than 
this value.  This is because, the frequency with which the rule can discriminate 
various object pairs (x, y) with d(x)≠d(y) is 42 and the total number of object pairs 
satisfying the same condition is 49.  The next rule in ranking is R2 with degree of 
significance 0.7143.  There are three more rules with the same degree of significance 
as R2.  They are R10, R15 and R17.  In this way rules can be ranked.  By properly 
selecting a threshold value for degree of significance, we can automatically select the 
required number of significant rules.  The ranking given in Table 6 is mainly based on 
the classification power of each rule.  Also this ranking is subjective to the problem  
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domain because it is mainly based on the knowledge available in the dataset.  With 
this method the problem of selecting important, useful and interesting rules from large 
number of rules extracted by the data mining system can be solved to a great extend. 

B   Experiment on the Learning Disability Dataset 

To test the algorithm, we use a dataset consisting of the signs and symptoms of the 
LEARNING DISBILITIES in school aged children.  Learning disabilities affect 
children both academically and socially.  Learning disabilities affect about 10% of all 
children enrolled in schools and hence it becomes a serious social problem.  Learning 
disabilities can cause a child to have trouble in learning and using certain skills such 
as reading, writing, listening, speaking etc.  With the right help at the right time, 
children with learning disabilities can learn successfully.  This dataset is collected 
from a local clinic providing assistance for handling learning disability in school aged 
children. We select this dataset for our experiment with a view to provide tools for 
researchers and physicians handling Learning disability to analyze the data collected 
from various LD patients and to facilitate the decision making process. 

Table 7. Learning Disability Dataset 

DR DS DH DWE DBA DHA DA ED DM LM DSS DNS DLL DLS STL RG LD
t t f f f f f f f f f f f f f f t
t t f t f t f t t t t f t f t f t
t t f t f t f t t t t f t f t f t
t t f f f f t t t t f f f f f f t
f f f t t f f f f f f f f f f f f
f f f f f f t t t f f f f f f f f
t t t t t f t t t t f f f f t f t
f f f f f f f f f t f f t f t f f
t t f t f f f f f f f f t f f f t
t t f t f t t t t t t f t t t f t
t t f t f t t t t t t f f f t f t
f f f t f f t f f f f f f f f f f
t t f t f t f t f t t f t f t f t
f f f f f t f t f f f f f f f f f
t t f t f f f t f f t t t f t f t  

Table 8. Key and its Abbreviations 

Key Abbreviations Key Abbreviations
DR Difficulty with Reading LM Lack of Motivation
DS Difficulty with Spelling DSS Difficulty with Study Skills
DH Difficulty with Handwriting DNS Does Not like School
DWE Difficulty with Written Expression DLL Difficulty in Learning a Language
DBA Difficulty with Basic Arithmetic skills DLS Difficulty in Learning a Subject
DHA Difficulty with Higher Arithmetic skills STL Is Slow To Learn
DA Difficulty with Attention RG Repeated a Grade
ED Easily Distracted LD Learning Disability
DM Difficulty with Memory  
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Table 9. First 10 Rules Generated by the Predictive Apriori Algorithm 

Rule No. Rules
1 DR=true DWE=true RG=false ==> LD=true
2 DS=true DWE=true RG=false ==> LD=true
3 DR=true STL=true RG=false ==> LD=true
4 DS=true STL=true RG=false ==> LD=true
5 DWE=true STL=true RG=false ==> LD=true
6 DWE=true DLL=true ==> LD=true
7 DR=true ED=true RG=false ==> LD=true
8 DS=false DSS=false ==> LD=false
9 DR=true DH=false DWE=true ==> LD=true
10 DR=true LM=True DNS=false RG=false ==> LD=true  

Table 10. Ranked Rules for LD Dataset 

Rank Rule
No. Rule Degree of

significance
1 100 DS=true DA=false DM=false DSS=true ==> LD=true 1
2 97 DWE=true LM=true RG=false ==> LD=true 0.9907
3 64 DS=true DWE=true DM=false ==> LD=true 0.8965
4 65 DWE=true DSS=true ==> LD=true 0.8965
5 54 DS=true DH=false DLL=true ==> LD=true 0.8832
6 56 DR=true STL=true ==> LD=true 0.8832
7 61 DS=true DA=true RG=false ==> LD=true 0.8657
8 70 DR=true DBA=true ==> LD=true 0.6963
9 66 DR=true DNS=false DLL=true ==> LD=true 0.6674
10 18 DR=true DLL=true STL=true ==> LD=true 0.6598
11 17 DWE=true DSS=true RG=false ==> LD=true 0.657
12 92 DS=true DH=false DA=true ==> LD=true 0.6402
13 57 DS=true STL=true ==> LD=true 0.6168
14 58 DWE=true STL=true ==> LD=true 0.6168
15 59 DS=false DWE=false ==> LD=false 0.6146  

The dataset contains 249 student records with 16 conditional attributes as signs and 
symptoms of LD and the existence of LD in a child as decision attribute.  Various 
signs and symptoms collected includes the information regarding the child has any 
difficulty with reading(DR), any difficulty with spelling(DS), any difficulty with 
handwriting(DH) and so on.  There are no missing values in the dataset.  Table 7 
gives a portion of the dataset used for the experiment. In this table, t represents the 
attribute value true and f represents the attribute value false.  Table 8 gives key used 
for representing the symptoms and its abbreviations.  There is no inconsistency exist 
in the dataset.  For generating rules, Predictive Apriori algorithm from Weka machine 
learning tool kit is used.  For the experiment, first 100 rules with decision attribute LD 
on the consequent part are considered.  The rule set derived from apriori algorithm is 
given in Table 9.  A new decision table A249×100 is constructed by considering these 
100 rules as condition attributes and the original decision attribute as the decision 
attribute.  After removing the inconsistent data records, the table is processed by using 
the proposed algorithm.  The resulting ranked rules with respective degree of 
significance is given in Table 10. 

From the ranked rule set, by specifying a pre-defined size for the number of rules 
to be selected or by specifying a pre-defined threshold value for degree of 
significance, we can extract the required number of significant rules from the dataset. 
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7   Conclusion 

This paper gives a novel and computationally efficient method of ranking decision 
rules generated by a data mining system.  In this approach, rules are ranked by 
defining a new rule evaluation measure, degree of significance, which is purely a 
rough set based rule evaluation measure derived using the discrimination information 
involved in various object pairs.  Using this method, domain related knowledge can 
be incorporated into rule evaluations for identifying useful and interesting rules along 
with the conventional statistical measures.  Through the application of this technique 
in a learning discernibility data set consisting of the signs and symptoms of Learning 
Disability in school aged children, we show how the proposed method can be adapted 
and utilized to an actual system for extracting important rules automatically for 
effective decision making. 
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Abstract. In this paper, a novel feature selection method called kernel F-score 
is applied for Breast cancer diagnosis. In this method, feature selection for 
removing the irrelevant/redundant features is achieved in high dimensional 
spaces than the original spaces. Basically, the datasets in the input space are 
moved to high dimensional kernel spaces for clear separation of nonlinearity 
through kernel functions. Then the F-score values for all the features in the 
kernel space are computed and mean kernel F-score value is set as the threshold 
for selection or rejection of features. The features lesser than the threshold are 
removed from feature space. The features above and equal to the threshold are 
selected for classification and used in the classification of benign and malignant 
cases using Support Vector Machines (SVM). The results obtained from 
Wisconsin Breast Cancer Dataset (WBCD) have been satisfied as it produced 
efficient results than F-score. So, we conclude kernel F-score with SVM for 
WBCD is promising than F-score with SVM. 

Keywords: Feature Selection, Kernel F-score Support Vector Machines, RBF 
kernel. 

1   Introduction 

Feature selection process is a technique in data mining widely used in classification 
tasks. The presence or absence of a feature in any case determines the performance of 
the classifier in terms of time and cost [2]. Eventhough we have filter and wrapper 
methods for feature selection, these methods individually produce only fair results 
when the features are non linear. So it becomes very difficult to select them in the low 
dimensional space. Therefore kernels are used for nonlinear features separation. Here 
in this case, features have to be transferred to highdimensional space, where they are 
comfortably separated. 

In order to map the features to high dimensional space Kernel methods are 
introduced. Kernels select the most discriminative and informative features for 
classification and data analysis [3]. There are several kernel methods like Kernel 
Principle Component Analysis (KPCA) has been proposed to obtain non-linear 
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principal components [9]. Here in our work we have used radial basis function kernel 
for mapping and kernel F-score for Wisconsin breast cancer dataset classification.  

2   Related Work and Literature Survey 

Support vector machine is an effective statistical method used in medical diagnosis 
for pattern recognition machine learning and datamining (cortes and vapnik 1995). In 
the literature, there are some works related to breast cancer diagnosis. Among these, 
Mehmet Faith Akay has proposed a feature selection method with F-score and support 
vector machines reaching a classification accuracy of 99.51% [7]. Polat et al obtained 
classification accuracy of 98.53%. With neuro and fuzzy techniques nauck et al 
produced 95.06% of classification. Goodman et al produced three different results 
with three different methods such as Optimized-LVQ , Big LVQ, AIRS and 
accuracies 96.70%,96.80%,97.20% respectively[4].  
 
This research work is supported by All India Council for Technical education, New 
Delhi under Research Promotion scheme. Ref No. 8023/BDR/RID/RPS/17/08/9  
 
Abonyi and Szeifert (2003) using Supervised fuzzy clustering techniques produced a 
classification accuracy of 95.57%. logarithmic simulated annealing and perceptron 
algorithm applied by Albrecht obtained 98.80%. Hamilton et al. (1996) using RIAC 
method obtained 95.00% classification accuracy[5].with LDA technique Ster and 
Dobnikar (1996) produced a classification accuracy of 96.80%. Pena-Reyes and 
Sipper (1999) obtained classification accuracy of 97.36% using Fuzzy-GAI method. 
Setiono (2000) using Neuro-rule 2a technique obtained classification accuracy of 
98.10% . With AR and NN Murat karabatak & M.Cevdet Ince produced classification 
accuracy of 97.40%[8]. T.S.Subashini et al obtained 97.33% classification accuracy 
using RBFNN and SVM techniques[10]. Polat et al .have proposed a method called 
Kernel F-score feature selection (KFFS) used as pre-processing step in the 
classification of medical datasets[6]. 

3   Feature Selection 

The main idea of feature selection is to select an optimal subset of input variables by 
removing features with little or no predictive information. There are many feature 
selection methods. In general it contains two methods which are filter and wrapper 
methods. The filter methods are independent of learning algorithms where as wrapper 
methods are dependent on learning algorithms. The F-score method and computation 
of kernel F-score values are described below.  

3.1   F-Score 

F-score is a simple method which measures the discrimination of two sets of real 
numbers. Given training vectors x k , k=1,2,….,m, if the number of positive and 
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negative instances are n + and n – respectively, then the F-score of the ith feature is 
defined as  

1 1 ∑ , 1 1 ∑ ,  (1)

Where are the average of the ith feature of the whole, positive, and negative datasets, 
respectively; is the ith feature of the kth positive instance, and is the ith feature of the 
kth negative instance. The numerator denotes  the discrimination between the positive 
and negative sets, and the denominator indicates the one within each of the two sets. 
The larger the F-score is, the more likely this feature is more discriminative Chen and 
Lin, 2003[3].The flowchart in Fig1. shows the how the classification accuracy for 
breast cancer is determined. It demonstrates the computation of kernel F-score values 
which helps in discriminating the relevant and irrelevant features. Firstly the Kernel 
Fscore of each feature is calculated and the mean f-score value is determined. The 
features which are above the mean f-score are selected for classification. With the 
selected features is passed to SVM classifier with tenfold cross validations. The 
outcome of this procedure has produces efficient results. 

4   Support Vector Machines 

Support vector machine is a technique for learning in pattern classification and non-
linear regression , pioneered by Cortes and Vapnik in 1995, Boser, Guyon, Vapnik in 
1992 and modified by Vapnik in 1999[11]. The main idea of a support vector 
machine is to construct a hyper plane as the decision surface such that there exists 
maximum margin between any two different categories. Consider a set of training 
vectors belonging to two linearly separable classes,  , , , 1, 1 , 1,2, … . (2)

where xi is a n-dimensional input vector and yi is a label that determines the class of xi. 

A separating hyper plane is determined by an orthogonal vector w and a bias b, which 
identifies the points that satisfy . 0 (3)

The parameters w and b are constrained by min . 1. (4)

A hyper plane in canonical form must satisfy the following constraints, . . 1, 1,2, … .  (5)

The hyper plane that optimally separates the data is the one that minimizes 
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12 . . (6)

Relaxing the constraints of (4) by introducing slack variables ₤I >=0, i=1,2,…,n,  
becomes  . . 1 , 1,2, … . (7)

In this case the optimization problem becomes 

Φ w, ξ 12 w. w C ξ  (8)

with a user defined positive finite constant C. The solution for (7), under the 
constraints of (6), could be obtained in the saddle point of Lagrangian function 

L w, b, α, ξ, γ 12 w. w C ξ α |γ w. x b 1 

          ξ | ∑ γ ξ ,                                          (9)

where ai >=0, ₤I >=0, i=1,2,..,n are the Lagrange multipliers. The Lagrangian function 
has to be minimized with respect to w,b, and ₤I. Classical Lagrangian duality enables 
primal problem(8), to be transformed into its dual problem, which is easier to solve. 
The dual problem is given by 

max  α  12 α α γ γ K x , x  
(10)

with constraints 

α , γ 0, 0 α C, i 1,2, … . , n.    (11)

This is a quadratic optimization problem that exists a unique solution. As per K T 
theorem of optimization theory , the optimal solution satisfies . 1 0, 1,2, … . (12)

has non-zero Lagrange multipliers if and only if the points xi  satisfy . 1.  (13)

These points are termed SV. The hyperplane is determined by the SV, which is a 
small subset of the training vectors. Hence if αi

* is the non –zero optimal solution, the 
classifier function can be expressed as 
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f x sgn α γ x . x b  (14)

Where b* is the solution of (14) for any non-zero αi
* . 

By defining a non-linear boundary, the SVM constructs an optimal hyperplane  in 
this higher dimensional space. usually non-linear mapping is defined as  . : . (15)

In this case, optimal function becomes (15) with the constraints  max  α  12 α α γ γ K x , x , (16)

Where K(xi xj) ={φ(xi).φ(xj)} is the kernel function performing the non-linear 
mapping into feature space. The kernel function may be any of the symmetric 
functions that satisfy the Mercel conditions (Courant &Hilbert, 1953). The most 
commonly used functions are the Radial Basis Function (RBF): K(xi, xj) =exp{-γ| xi – 
xj|

2} and the polynomial Function  K(xi, xj) = (xixj + 1) 
q, q = 1,2,….,       

5   Experimental Observations  

Wisconsin Breast cancer dataset: 
This database is taken from the UCI machine learning repository for our experiments. 
It is collected by Dr.William H. Wolberg(1989-91) at the University of Wisconsin-
Madison Hospitals.There are 699 records in this database. Each record in the database 
has nine attributes. The aim of the dataset is to classify the presence or absence of 
breast cancer given the results of various medical tests carried out on a patient. This 
database includes 9 attributes. These features are (1) Clump thickness,(2) Uniformity 
of cell size, (3)Uniformity of cell shape, (4) Marginal adhesion, (5) single epithelial 
cell cell size, (6) Bare nuclei, (7) Bland chromatin, (8) Normal nucleoli, (9) Mitosis. 
The nine  attributes are represented as an integer value between 1 -10 and detailed in  
Table 1. In this database, Two hundred and forty one records (65.5%) are malignant 
and four hundred and fifty eight records (34.5%)  are benign[1].In order to evaluate 
the efficiency of the method, performance measures like sensitivity, specificity, ROC 
curves, positive predictive value, negative predictive value were considered. The 
measures were compiled by the following units.  

 

Classification accuracy (%) = TP + TN / TP + FP + FN + TN, 
 

Sensitivity (%) = TP/ TP + FN * 100, 
 

Specificity (%) = TN/ FP + TN * 100, 
 

ROC Curve provides trade-off between sensitivity and specificity.   
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6   Results and Discussion 

In this paper, a new feature selection method called kernel F-score is applied for 
Wisconsin breast cancer dataset diagnosis. The selected features by applying kernel 
F-score have been used in the classification of benign and malignant cases using 
support vector machines. Table 1 shows the obtained reduced number of features 
before and after applying kernel mapping. we have used two different feature 
selection methods i) F-Score feature selection without kernel mapping and  ii) Kernel 
F-Score feature selection.Table2 shows the performance of the classifiers with two 
feature selection methods. Sensitivity, Specificity, Classification accuracy and AUC 
has been presented. Table3 shows the performance comparison of various training-
test partitions with two different methods. 95.70% for 50-50% training-test partition, 
95.35% for 60-40% training-test partition, 95.23% for 70-30% training-test partition, 
96.41% for 80-20% training-test partition for F-Score with SVM. 96.56% for 50-50% 
training-test partition, 96.07% for 60-40% training-test partition, 95.71% for 70-30% 
training-test partition, 96.42% for 80-20% training-test partition for Kernel F-Score 
with SVM. Fig2 describes ROC curve for kernel F-score with SVM. The results here 
depicts  that our new method Kernel F-Score with Support vector machines  for 
diagnosis of  breast cancer  produces far better result than F-score combined with 
Support vector machines.  

 

Fig. 2. Area under ROC Curve graph from kernel F-score with SVM 
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Table 1. The obtained features from kernel mapping  

 

Table 2. Performance of the classifier with different methods using Ten-Fold cross validation  

 

Table 3. Performance comparison of various training – test partitions with different methods 

 

7   Conclusion 

Feature selection is the best technique for obtaining improved classification 
accuracies in machine learning and pattern recognition. The main idea of feature 
selection is to select an optimal subset of input variables by removing features with 
little or no predictive information. In this article kernel F-score feature selection 
method has been applied for Wisconsin breast cancer dataset diagnosis. In this study, 
Kernel F-score combined with support vector machine produced better results than F-
score method without kernel mapping. The performance measure criteria are 
classification accuracy, sensitivity–specificity values, and Area under ROC curve 
values (AUC).The AUC values obtained from F-score and Kernel F-Score with SVM 
on the classification of Wisconsin breast cancer dataset is found to be 0.94–0.97, 
respectively. In this way, a new feature selection method is applied on the 

 

Method The number of 
original features in 
input space 

The  number of 
features in kernel 
space 

The number of reduced 
features with feature 
selection 

F-Score 9 Nil 4 

Kernel F-score 9 699 315 

 

Method Classification accuracy Sensitivity Specificity AUC 

F-Score + SVM 95.56 0.97 0.95 0.94 

Kernel F-score + SVM 96.99 0.97 0.96 0.97 

Method 50-50% training 
– test partition

60-40% training –
test partition

70-30% training –
test partition

80-20% training –
test partition

F-Score + SVM 95.70 95.35 95.23 96.41

Kernel F-score + SVM 96.56 96.07 95.71 96.42
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classification of WBCD datasets. In future, this method can be applied to other 
medical datasets which can be used to improve the accuracies in medical diagnosis.  
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Abstract. Data warehouse integrates data from various heterogeneous 
information sources under a unified structure to facilitate reporting & analysis 
done by the organizations to provide strategic information to the decision 
support systems. These information sources are autonomous in nature and they 
frequently change their data owing to transactions being carried out within the 
organization and may change their schema due to evolving requirements. The 
existing requirements are updated and some new requirements are added in 
order to cope up with the latest business scenarios.  In fact, data warehouse 
never ceases to evolve. Thus, appropriate techniques should be devised in order 
to handle the evolving data and schema changes so that the DW can be stored in 
its most updated version with all types of modifications being incorporated 
accurately to reflect the correct form of data subject to analysis. This paper 
provides a comprehensive comparison of various approaches, techniques and 
tools being developed by various researchers in order to resolve these issues. 
We have examined four techniques that address the DW evolution namely 
schema evolution, schema versioning, temporal warehousing and view 
maintenance and presented a brief tabular comparison of the explored 
methodologies based on various parameters.  

Keywords: Data warehouse evolution, schema evolution, schema versions, 
view maintenance, materialized views, temporal warehouse, bi-temporal 
warehouse. 

1   Introduction 

A data warehouse is a central repository of an organization’s electronically stored 
data. It is a subject-oriented, integrated, time-variant and non-volatile collection of 
data in support of management’s decision making process [18].  

Data from various sub-systems of an organization is accumulated and stored under 
a unified format in order to maximize user access and analysis. Information sources 
which are integrated in the DW are autonomous and they may change or evolve in 
terms of their data and structure consequently, DW must also evolve to be preserved 
in the most current state. Possible reasons for the evolution of the data warehouse are 
given as under: 
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1.  Ambiguous or insufficient requirements during the developmental phase [6]. 
2.  Change in the requirements during the operational phase of the Data Warehouse 

which results in the structural evolution of the data warehouse [23]. 
3.  Reorganization of the data warehouse schema during the operational phase of the 

data warehouse as a result of different design solutions that are decided upon [2]. 
4.  New user or business requirements arise or new versions need to be created [23]. 
5.  Periodical revisions are made in order to eliminate the errors & redundancies [6] 

[2]. 
6.  The data warehouse must be adapted to any changes which occur in the 

underlying data sources [23].  
 

Such changes result in the evolution of the DW to reflect the modified data, which 
is needed for good decision-making. Data Warehouse systems exhibit very little 
flexibility in context of modifications to the organizational data. Yet, they need to 
evolve over time. In fact, data warehouse design is a continuous process, i.e. the data 
warehouse must evolve in reaction to the above mentioned reasons [18].  

The goal of this paper is to present a survey of efforts done by various researchers 
in context of DW evolution and related issues along with the devised techniques to 
deal with them.  

The paper is organized as follows. In section 2, we discuss the existing approaches 
for data warehouse evolution. Section 3 presents a comparative analysis of the related 
works in a tabular manner based on certain parameters. Lastly, we draw the 
conclusion in section 4. 

2   State of the Art 

In literature, different approaches have been proposed to deal with DW evolution 
namely schema evolution [3, 4, 5, 7, 8, 13, 14, 19], schema versioning [2, 6, 17, 21, 
22, 23, 24, 29], view maintenance [25, 26, 27, 28] and temporal warehousing [9, 10, 
11, 12, 20].  

2.1   Schema Evolution 

In schema versioning techniques, previous schema and its corresponding data are 
replaced by a fresh schema and its new data. This may lead to loss of information and 
inability of applications using the old schema to utilize the new database. This renders 
the approach unsuitable in most real-world scenarios [4, 5].  

When carrying out an evolution process, there are mainly two problems that should 
be well though-out: the semantics of changes, i.e., their effects on the schema, and the 
change propagation, which refers to the proliferation of the schema changes to the 
existent instances [4, 5]. Schema evolution has been comprehensively addressed in 
the history and a range of techniques has been proposed to implement the changes in 
the most reliable way feasible to avoid interference in the operation of the data 
warehouse [7]. 
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In [20] author has focused on DW design and DW evolution. They proposed a set 
of schema transformation primitives. In this work they have addressed the problem of 
source schema evolution. In addition, a set of instance conversion functions have been 
defined to convert instances from one version of the DW to another. 

In [14] the author describes how a general object oriented model for schema 
versioning and evolution can be formed; how the semantics of schema change 
operations can be defined; how attractive reasoning tasks can be developed, based on 
an encoding in Description Logics. However, this approach has not thoroughly 
addressed the so-called change propagation problem, which concerns the effects of 
schema changes on the data instances. 

In [7], authors have presented a conceptual temporal multidimensional model. 
They have redefined the fact and dimension tables with valid times and added the 
notions of multi-version fact table and mapping relationships. To support 
modifications in the structure of a temporal multidimensional Schema, they have 
produced four basic operators: Insert, Exclude, Associate and Reclassify. They also 
support the use of two main categories of metadata: - metadata related to the versions 
of members and metadata related to the evolution of the members. This model still 
suffers from the fact that a structure version is composed of the set of the temporal 
dimensions validated for that version. 

[3] Describes a Warehouse Evolution System (WHES) prototype that demonstrates 
a data warehouse evolution model based on dimensions and cubes and its associated 
Multi-dimensional data definition language. The authors have proposed 16 operators 
to change multidimensional schemas. WHES implements a set of translation rules to 
provide one-to-one mapping between multidimensional schema and relational model. 
It also defines a set of propagation rules that modify the relational model whenever a 
change occurs in corresponding multidimensional model. A limitation of this 
approach is that historical data is lost. 

In [13] authors have described how a data integration toolkit, AutoMed, can be 
used to handle issues of schema evolution process in heterogeneous environments. 
They have also discussed how AutoMed metadata can be used to express the schemas 
and the cleansing, transformation and integration processes.  

In [8] a tool named PRISM has been highlighted that effectively reduces the cost of 
evolving the schema of a data warehouse. The PRISM framework handles the issue of 
evolving the schema of a data warehouse by completely automating the management 
of data migration, query, and views adaptation upon structural schema changes. The 
authors have developed a language of Schema Modification Operators (SMO) to 
express schema evolution histories. The system offers an SQL-inspired, operational 
language of Schema Modification Operators (SMO) to concisely represent the desired 
schema changes. 

2.2   Schema Versioning 

In schema versioning techniques, the old schema and its corresponding data are 
preserved (and continue to be used by existing applications), but a new version of the 
schema is created, which incorporates the desired changes [16]. 
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The two most used versioning methods are described [7]: 

•  Revisions (Sequential): consist of making each new version a modification of 
the most recent one. At the end, the versions form sequentially a single linked list 
called a revision chain. Each version in the chain represents an evolution of the 
previous one. Each version is associated with only one ancestor (i.e. one-to-one 
relationship). 
 
 

 
 
 
 
 
 
 
Version V1is initial DW version. A new version V2 is created from V1. V3 created 

from V2 and so versions keep on evolving in a linear fashion.  
•  Variants (Parallel): mean changing the relationships for revision from one-to-
one to many-to one, so that many versions may have the same relationship with a 
common “ancestor”. 

 A variant does not replace another, as a revision does, but is instead an alternative 
to the current version [7]. 

 
 
 
 
 
 
 
                                                                                 
 

 
Version V1 is initial DW version that evolves into versions V2 and V3 in a parallel 

fashion. They both are variants of the same version V1. We distinguish these two 
kinds of DW versions: real versions and alternative versions. A real version reflects 
changes in the real world. Real versions are created in order to keep up with the 
changes in a real-world business environment. Real versions are organized in a linear 
fashion along the time axis where intervals depict their valid time. The main purpose 
of maintaining alternative versions is to support the what-if analysis purposes. An 
alternative version is created from a real version or from an alternative one. Several 
alternative versions may be created from the same parent version [21]. Maintaining 
real and alternative versions of the whole data warehouse allows us on the one hand, 
to run queries that span multiple versions and compare various factors computed in 
those versions, and on the other hand, to create and manage alternative virtual 
business scenarios required for the what-if analysis [1].  

V1 

V2 

V3 

V1 

V2 V3 

Fig. 1. Sequential versioning 

Fig. 2. Parallel versioning 
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Figure 3 schematically shows real versions and alternative versions. R1 is a base 
real version of a DW that will act as an origin for creating further versions. Based on 
R1, a new real version R2 is created. Similarly, R3 is derived from R2. A1.1 is an 
alternative DW version derived from R1, whereas A2.1 and A2.2 form the alternative 
versions derived from R2 that can be used for simulation purposes. Note that real 
versions are linearly ordered, whereas alternative versions branch out [21]. 

 
Fig. 3. Real and Alternate versions [21] 

In [6] authors have presented a concept of an ongoing implementation of a multi-
version data warehouse that is capable of handling changes in the structure of its 
schema as well as simulating alternative business scenarios by means of modeling 
alternative DW versions. But this model has a drawback that time overhead for 
processing queries spanning multiple versions increases as the number of versions 
increases. 

In [21] a DW capable of managing its multiple versions will further be called a 
multi-version data warehouse (MVDW). Also the authors have employed an 
approach to querying a multi-version DW where their result sets are annotated with 
information about metadata. An extension to traditional SQL language has been 
proposed with additional functionality of querying multiple versions, comparing and 
combining the results into a common result set. Though, metadata is supported by this 
work but, no schema is augmented with useful information. Also partial querying and 
result combining consumes a lot of time. 

In [24] authors have proposed to use a bi-temporal schema version model of a 
historical medical DW (which has been taken as a case study) for the storage, 
management and visualization of current and historical data in a medical 
environment. They have also described some primitives along with the integrity rules 
to execute them for handling the evolution.  

In [2] authors have presented a model of a multi-version data warehouse, along 
with a set of operators with their formal semantics that support a DW evolution. They 
distinguish two groups of operators that modify the structure of a data warehouse. A 
major drawback is that all operators deal with a particular version of a data warehouse 
no cross-versioning is allowed. Hence, cross-version querying also not supported. 
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In [17] the authors have proposed an approach to schema versioning in DWs and 
formulating cross-version queries, i.e., queries that cover data across numerous  
schema versions. First, they introduced a representation of DW schemata as graphs of 
simple functional dependencies. Then, they define algebra of schema graph 
modification operations in order to create new schema versions. They have also 
discussed how augmented schemata can be introduced to speed up the cross-version 
querying process. One drawback is that no alternate versions are created. 

In [23] the authors have discussed about how to maintain different versions of a 
warehouse based on bi-temporal pertinence with same valid time but different 
transaction times. Also they have generated 16 operators for handling the evolution in 
multi-dimensional schemas. But it does not support metadata and data transformation. 

In [22] authors have described about how to deal with the problem of ‘what-if’ 
analysis when data warehouse source schema/data tend to evolve. They have 
abstracted queries, software modules, ETL workflows, SQL queries with functions in 
the form of a graph annotated with policies as graph elements. Then are able to detect 
which all parts of the graph are affected and also suggest ways to tackle those 
modifications. However, graphs can become quite complex in some cases and exact 
methods to handle different versions have not been expressed apart from ‘what-if’ 
scenarios. 

A multi-version schema and data cube model has been proposed in [29] in order to 
handle dynamically evolving schema implementations. The authors have also 
addressed the optimization of maintenance and query processing by defining an 
evaluation function. The optimization in terms of data migration has not been 
addressed in the paper. They have not focused much on storage space as a constraint. 
Also, no schema augmentation and metadata is presented in the research. 

2.3   View Maintenance 

The information stored at the warehouse is in the form of derived views of data from 
the sources. These views are referred to as materialized views. Materialized views can 
enhance the query execution process to a greater extent. Any query which can be 
rewritten to use a materialized view reduces the time, effort & cost significantly. In 
fact, materialized views are regarded as one of the primary means for managing 
performance in a data warehouse [25].  The prime focus is to:  

 
(1) Select the most appropriate materialized views to be stored in the DW:   
The selected materialized views must be closely-related to the queries. We cannot 
materialize all the views due to some limitations like- space, cost & time. Thus, view 
selection problem can be defined as a way to identify a set of views to be materialized 
so that the query response time and maintenance cost is minimum. 
(2)  Perform necessary tasks for view maintenance: 

We have three view maintenance tasks as described in [26]: 
VIEW MAINTENACE- Aims at maintaining the view scope under the source data 

updates. A maintenance query is issued based on the update done in the source data in 
order to calculate the delta change on the view. 
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VIEW SYNCHRONIZATION- Aims to evolve the view definition when the schema of 
the base relation is changed. It supports both equivalent & non-equivalent view 
rewritings. 

VIEW ADAPTABILITY- Aims at adapting a view in case the rewritten view definition 
is not equivalent to the original one in order to make it consistent with the new view 
definition. 

An EVE (Evolvable View Environment) has been developed in [27] to handle view 
synchronization in dynamic environments. A view definition language, E-SQL, has 
also been developed along with some replacement strategies for affected view 
components. Though they have addressed issues to handle evolution in very large 
distributed environments but, they have restricted their research to schema changes 
only. They have not focused on data or instance changes. In addition, they have not 
discussed about cost and quality constraints as well. 

In [26] authors have discussed about algebra based incremental maintenance of 
views by schema restructuring. They have proposed a SchemaSQL framework to 
handle data updates and schema changes in order to be applied to the views. They 
have also developed a prototype Schema SQL view maintainer & query processor. 
Algebra based process can be easily adapted to several query languages but, this can 
be time consuming. 

In [25] authors have designed a framework for called DyDa, for view maintenance 
in order to handle both concurrent schema and data changes in distributed or dynamic 
environments. They have identified three types of anomalies and also proposed some 
algorithms to tackle them. The framework can handle concurrent changes but cannot 
handle mixed changes in a single process. In addition, the cost incurred increases for 
data updates. 

Authors in [28] have developed a graph based approach to handle view selection 
problem in data cubes to minimize the query response time by taking an example of 
TPC-D benchmark database. The approach is quite simple and based heuristics. But 
the limitations are that the algorithm cannot be applied on the whole data cube (in 
case of multi-dimensional model) rather it is applicable to a lattice only. 

2.4   Temporal Warehousing 

Temporal data warehouses are an extension of traditional DW systems with an added 
dimension of TIME. The dimension Time ensures to keep a track of the changes in the 
transaction data [19].  

Considering only one schema version, valid at any time here are a number versions 
based on temporal nature of data: 

TRANSACTION TIME SCHEMA VERSIONING:  
If transaction time schema versioning is supported all the successive versions of the 
schema time stamped with its corresponding transaction time. Most researchers 
consider only this kind of schema versioning, but it is more limited because the  
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modifications concern only the current schema version. In this case the meta-schema 
is managed as transaction time tables [15]. 

VALID TIME SCHEMA VERSIONING: 
In this type, each schema version is time stamped with its corresponding valid time. A 
new schema version is declared active as soon as its validity is approached. The 
problem here is that more than one schema version may be affected by a single 
change, because all schema versions totally or partially overlapped by the validity of 
the change are affected. The meta-schema is managed as valid time tables, whose 
rows correspond to schema versions [15]. 

BI-TEMPORAL SCHEMA VERSIONING:  
In this type, each schema version is time stamped with both transaction and valid 
time. The transaction time tells when the modification was proposed and the valid 
time tells the period when the schema version is valid. A schema change can only 
concern the current and the overlapped bi-temporal schema versions. Bi-temporal 
database is adopted to model the schema versioning mechanism; all temporal labels 
must include the following attributes: initial transaction time (tTimei), final 
transaction time (tTimef), initial valid time (vTimei) and final valid time (vTimef) 
[19]. 

In [19] authors have presented a bi-temporal extension to COMET model. They 
have focused on both the valid and transaction timestamps on both schema and 
instance level. It allows representing changes of transaction data and structure data. 
Version can be mapped by applying transformation functions. However, no 
comprehensive metadata or schema augmentation is provided in this work.  

In [10] the authors have proposed a temporal data warehouse architecture COMET 
metamodel which extends multidimensional data warehouses to incorporate all 
changes of schema and structure of data warehouses. The improvement lies in the 
temporal attribution of all elements of a data warehouse. This then forms the basis for 
OLAP tools for querying data spanning several structural versions and analysis of 
data according to new and old versions. But a major drawback is that only valid 
timestamp is considered no transaction time is considered. 

In [11] authors have proposed a temporal data warehouse architecture to represent 
changes in structural data and permit accurate analysis of data over periods with 
changing master data. They have presented a series of typical business cases 
involving change in structural data or master data. They have time stamped the master 
data to make data warehouse more useful in dynamic situations along with two 
architectural variants namely, direct approach and indirect approach. The limitation of 
the work is that only valid timestamp is considered. Also, this approach may fail on 
some real-world cases. 

In [12] authors have discussed about CoSM, comet structure manager that handles 
data warehouse structures based on Comet model. It allows uploading, downloading  
and managing different structure versions of schema and instancing level data and  
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changes as well. It also supports the maintenance of these cubes, i.e., to update their 
structure, to keep track of the valid time of different structure versions of the cubes, to 
store information about who modified which parts of a cube and so forth [12]. These 
versions can be compared but no mapping/data migration is allowed. No metadata 
support addressed. 

In [9] authors have discussed about a DWT tool for the maintenance of data 
warehouses based on COMET model. DWT allows keeping track of changes made in 
the dimension-structure of multidimensional cubes. DWT allows uploading and 
downloading data warehouses in different customized notations and also finds out 
difference between two versions in the form of edit scripts. It offers three ways for 
identifying differences between two subsequent versions: a semiautomatic structure 
comparison, change-log application, and manual change identification. Each version 
is tagged with its valid timestamp. A drawback is that no mapping and metadata 
provided. 

3   Comparison of Research Works 

We have analyzed various research works in context of data warehouse evolution and 
its related issues. A brief tabular comparison has been provided below. 

Table 2. Comparison of work by different authors in tabular manner 
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Table 2. (continued) 
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Table 2. (continued) 
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4   Conclusion 

In this paper we have presented an analysis of different approaches being proposed by 
various researchers to deal with data warehouse evolution namely, schema evolution, 
versioning, view maintenance and temporal warehousing. We have compared these 
techniques on various parameters.  Several tools like-DWT, CoSM, AutoMed, etc. 
that have been designed primarily to handle the DW evolution have also been 
discussed in this paper. As future work, so far, we have concentrated only on the 
conceptual level and skipped the impacts of evolution on DW requirement and 
physical design phase. An investigation of the impacts of Evolution process on both 
these levels seems worth further attention.  
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Abstract. In recent years, advances in hardware technology have facilitated the 
ability to collect data continuously. Simple transactions of everyday life such as 
using a credit card, a phone or browsing the web lead to automated data storage 
thus generating massive streams of data. These streams consist of millions or 
billions of updates and must be processed to extract the useful information to 
enable timely strategic decisions. Mining data streams have many inherent 
challenges among which the most important challenges are adapting to 
available resources and assuring quality of the output result. The purpose of this 
paper is to use a novel framework that accounts for both quality awareness and 
resource adaptation for clustering data streams.  

Keywords: Data streams, Methodical quality, temporal quality, resource 
adaptation, Algorithm granularity, adaptation factors, Data stream Clustering. 

1   Introduction 

At present a growing number of applications generate massive streams of data that 
need intelligent data processing and online analysis. This rapid generation of 
continuous streams of information has challenged the storage, computation and 
communication capabilities in computing systems [1]. Mining data streams is 
concerned with extracting knowledge structures represented in models and patterns in 
non stopping streams of information [2]. In the data stream model, some or all of the 
input data that are to be operated on are not available for random access from disk or 
memory, but rather arrive as one or more continuous data streams. Data streams 
differ from the conventional stored relation model in several ways [4]: Data elements 
in the stream arrive online.  The system has no control over the order in which data 
elements arrive to be processed, either within a data stream or across data streams. 
Data streams are potentially unbounded in size.   

The imminent need for turning stream data into useful information and knowledge 
augments the development of systems, algorithms and frameworks that addresses 
streaming challenges. Data stream mining is a stimulating field of study that has 
raised challenges and research issues to be addressed by the database and data mining 
community [2] [3].  

Due to the unique characteristics of data streams, like their potentially infinite 
nature and the vast amount of data they are carrying, data stream mining requires a 
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different kind of processing than mining on databases and data warehouses. Efficient 
resource consumption is one of the major objectives when designing stream mining 
algorithms. Rather than storing the incoming data and processing it offline like in 
traditional data mining, data stream mining is much more constrained in terms of 
available resources. Most data stream algorithms provide approximate results, often 
by using a summarization of the stream called synopsis and determining precise error 
bounds. Thus, a notion of output quality is immediately associated with this process. 
A framework that assesses the output quality and the current status of resources and 
adapts the algorithm’s resource consumption accordingly is therefore used. With our 
framework, available resources are utilized in an optimal way at any point in time. 
The concepts presented are applied to the task of data stream clustering. 

Rest of the paper is organized as follows. Section two reviews the basic concept of 
resource adaptation and quality awareness. Section three describes a framework that 
accounts for both of these factors. Section four outlines the requirements on the 
algorithm to use this framework for data stream clustering. Section five concludes 
with directions for future work. 

2   Related Work 

2.1   Data Stream Mining Quality 

Quality is an important aspect of mining results, as it indicates how accurate and 
reliable the mining results are. A set of quality measures can be used to assess the 
quality of stream mining algorithms. The various quality measures in the context of 
data stream mining and their classification is discussed in detail in [10]. They have 
introduced Methodical quality QM and temporal quality QT.  Methodical quality is 
specific to investigated problem and algorithm whereas temporal quality is identical 
to all problems. The classification of quality measures that are used in the context of 
data stream mining is as indicated by the diagram Fig. 1 QM represents classes of 
measures that are always specific to the investigated problem and the applied 
algorithm(s). For example, in the context of clustering these measures may indicate 
sum of square of distances between every point and the cluster centre, measure for the 
problem of frequent itemset mining is the error rate which defines the maximal 
 

 

Fig 1. Classification of Quality Measures 
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deviation of the observed frequency to the actual frequency of an itemset. For several 
specific mining applications, special interestingness measures (QMi) have been 
proposed. In the context of frequent itemsets the support is one such interestingness 
measure. 

QTr describes how far we can look back into the history of the processed data 
stream and QTg  how exactly we can do this, which means which time granularity we 
can provide. QTc corresponds to one of the main challenges of stream mining: the 
actual time necessary to register changes in the stream. 

Recent work in the area of data stream mining addresses quality as an important 
factor. The quality issue is addressed by Marcel Karnstedt et.al [9]. They argue that 
Quality-of-Service (QoS) requirements are mandatory when creating stream 
processing systems applicable to a wide and general range of data stream applications. 
They discuss QoS requirements and QoS-driven stream mining techniques as building 
blocks of the proposed framework quality-aware stream processing systems. Sven 
Schmidt et. al.[8] focus on applications monitoring analog sensor data and having 
QOS constraints attached to the queries. They have proposed the generic data stream 
model QDM comprising of structural as well as operational entities. Operators exhibit 
a functional description as well as a nonfunctional specification to exactly specify the 
requirements for the execution environment. 

2.2   Resource Adaptation 

Adaptive algorithms do not use more resources than the available resources, thus 
avoiding running out of resources during processing. Thus, one of the goals of 
adaptive algorithm is to provide the best performance possible in the given 
environment. For most existing stream mining algorithms their input parameters are 
fixed for the entire runtime of the algorithm. This has two effects in a dynamic 
environment: 

1. at some point in time the algorithm can run out of resources during processing, 
because the given input parameters require more CPU-time and/or more memory 
than is available. 
2. the algorithm uses less than the available resources, thus yielding mining results 
with lower quality than would have been possible with an optimal utilization of the 
available resources. 

 

Increasing the resource requirement of a stream mining algorithm aimlessly is a 
waste. But as a better approximation can be achieved in the mining results using more 
resources, the increased resource requirements are beneficial for improving the 
quality of the mining results. An algorithm's resource requirements are tightly bound 
to the values of its input parameters. The goal of resource adaptivity is therefore to set 
these values automatically and dynamically based on the current resource availability 
and properties of the data stream. A challenge in this context is to find optimal 
parameter values for any given setting. Data adaptation techniques to catch up with 
the high-speed data stream and at the same time to achieve the optimum accuracy 
according to the available resources have to be designed. The resource adaptation 
issue has been addressed recently by many researchers. Gaber et al. [5][6] propose a 
generic model for resource adaptive data stream mining. The model uses algorithm 



 An Adaptive Framework for Clustering Data Streams 707 

 

granularity (AG) settings to adapt an algorithm's resource consumption to the amount 
of available resources. The AG model aims at prolonging the lifetime of a running 
stream mining algorithm in critical situations of low availability of resources. AG has 
been classified into three classes, AIG, AOG, and APG. Algorithm input granularity 
(AIG) adapts the input streaming data to the mining algorithm. Algorithm output 
granularity (AOG) changes the size of the algorithm's output, for example, the 
number of clusters returned for a user query. Finally, algorithm processing granularity 
(APG) can adapt the algorithm parameters. These three classes represent all existing 
interfaces that are available to adapt resource requirements in data stream mining. 
Based on the concept of AOG light weight algorithms are designed for clustering, 
Classification and frequent item counting [7]. All these algorithms do not take quality 
parameters while adjusting the granularity. The changes in the AG settings are not 
quality-aware. That means the algorithm changes according to the availability of 
computational resources. This may lead to accuracy loss and/or extra use of 
computational resources, because in some cases, we can gain the same accuracy using 
lesser resources. 

3   A Generic Framework 

In the context of stream mining we have to process the stream data while adhering to 
limited resources available. Thus, we propose resource awareness in conjunction with 
quality awareness as one of the main requirements – and challenges in parallel. In a 
data stream mining application several resources are constrained and thus have to be 
carefully allotted in order to keep up with the pace of the data stream and answer 
queries in a timely manner. The constrained resources in a data stream mining 
application are memory, CPU cycles, bandwidth and battery power. There are three 
aspects of stream mining algorithm that affects the resource usage they are: 

Stream rate - One can change the amount of data to be processed by reducing the 
volume of the data stream using methods like sampling and load shedding 

Input parameters- Most stream mining algorithms have input parameters that 
influence how well their output approximates the actual mining result. Consequently, 
these input parameters are one of the main aspects that determine the resource 
requirements of a stream mining algorithm. 

Query to retrieve mining results - The query time interval specifies which 
portion of the stream should be considered when the mining result is computed, e.g., 
clusters of all stream elements that arrived within the last five hours. The more of the 
data stored in the synopsis needs to be accessed in order to answer a query, the more 
CPU cycles will be required. 

These three aspects are identified as algorithm granularity setting by Gaber et. 
al[7]. There is an upper bound and lower bound on the usage of these constrained 
resources. The quality parameters discussed in section 2.1 also have a lower bound 
and upper bound. The desired quality has a strong influence on the workload of the 
stream mining algorithm as well as on the size of the synopsis it maintains. In general, 
the higher the quality should be, the more resources the algorithm requires. 
Conversely, the quality is influenced by all changes that are done in order to influence 
an algorithm's resource requirements. The three aspects mentioned above that 
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influence an algorithm's resource requirements also impact the quality. For example, a 
poor sampling scheme is likely to reduce the quality because many significant stream 
elements are discarded. As described above, input parameters of stream mining 
algorithms have a strong impact on the quality as well, because they determine how 
thoroughly the stream is mined and how detailed the characteristics of the stream are 
stored in the synopsis. 

Adaptation factors - There are a lot of variables present in data stream mining. 
Besides variables that are stream specific, such as the stream rate and properties of the 
items in the data stream, many variables are algorithm specific, like input and query 
parameters of a stream mining algorithm. The variables in data stream mining are not 
independent of each other. In most cases, a change of one variable's value causes 
other variables to change as well. For example, if the number clusters in clustering 
algorithm is changed, the number of required CPU cycles, the main memory 
requirements, and the methodical quality QM of the clustering algorithm change as 
well. This example illustrates that parameters are tuning knobs for the data stream 
mining process, as they influence resource requirements and quality. In our 
framework, the parameters P are selected as adaptation factors, i.e., parameters that 
are automatically adjusted in order to adapt an algorithm's resource requirements and 
quality to the resource and quality constraints at any point in time. Parameters that are 
not chosen as adaptation factors remain constant throughout the lifetime of the stream 
mining process. Because of this, we only denote adaptation factors as parameters 
throughout the rest of this paper. That is, the set P of parameters only contains the 
variables that can be automatically adjusted. With parameter adaptation the goal of 
data stream mining process can be stated as: 

Mine the data stream continuously with the maximum possible quality at every point 
in time, such that each quality measure Q is within its constraints. The input parameters 
that determine the quality are subject to dynamic resource constraints, so they have to  
be chosen such that the requirements for each resource are within its constraints. 

With this background the framework for mining data streams accounting quality 
and resource requirements can be indicated diagrammatically as shown in fig. 2: 
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The online mining of input data stream results in summary structure called 
synopsis. All the stream data mining tasks like querying, frequent pattern mining, 
clustering and classification will further refer to the synopsis structure. According to 
our proposed framework at regular intervals of time the resource usage will be 
monitored by resource monitoring component. Based on the outcome of resource 
usage the adaptation parameters are set so that there is no compromise on the quality. 
Then the new parameters are set in the stream mining algorithm and the stream 
analysis continues until next time resource monitoring component is activated. 

3.2   Description of the Framework 

Let R indicate set of all constrained resources. Rmax denotes maximum limit on 
resource usage, Rmin indicates that at least a certain amount of that resource has to be 
used by the stream mining algorithm. Let Q denote set of all quality measures. Like 
resources quality measures have upper and lower bounds let Qmax denotes maximum 
limit on quality, Qmin denote minimum limit on quality. Let P denote set of 
parameters of stream mining algorithm that influences resource requirements and 
quality factors. Examples of such parameters are sampling rate, number of output 
objects etc. The framework uses the following functions: 

Resource_check: This function decides whether resource utilization should be 
increased decreased or maintained. It is used in resource monitoring layer of the 
proposed framework. 

 

Resource_measure: This function determines the resource usage at the given instance 
of time. It is used in resource monitoring layer of the proposed framework. 

 

Quality_check: Used to calculate the current measure of quality parameters. It is used 
in quality assessment layer of the proposed framework. 

 

Adapt_parameters: Used to give new value for the adaptation parameters. It is used in 
Parameter adaptation layer of the proposed framework. 
 

Quality_adaptation: These will adjust the adaptation parameters value based on the 
quality measures. It is used in Parameter adaptation layer of the proposed framework. 

 

The generic framework works according to the following steps 
 

Step 1: Resource monitoring component is activated with Rmax and P. 

Step 2:  
 

Resource_check function is called to decide whether resource utilization 
should be increased decreased or maintained. If adaptation is needed go to 
step 3 else continue online mining.  

 
Step 3: Give new values for adaptation parameters using adapt_parameters functions. 

 
Step 4: Find the current level of quality parameters using Quality_check. 

 
Step 5: New parameters computed in step3 will be adjusted based on quality 

requirements using Quality_adaptation function. 
 

Step 6: 
 

Set new values for mining algorithm parameters and continue online 
mining. 
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The proposed framework is a generic one and it can be adapted to any data stream 
mining task. In the next section we will use it for data stream clustering. 

4   Using the Framework for Data Stream Clustering 

Data stream clustering involves partitioning the data set into subsets (clusters) such 
that members of the same cluster are similar and members of distinct clusters are 
dissimilar [11]. Given an integer k and a collection N of n points in a metric space, 
find k centroids (cluster centers) in the metric space so that each point in N is 
assigned to the cluster defined by the median point nearest to it. The quality of the 
clustering is measured by the sum of squared distances (SSQ) of data points to their 
assigned medians. The goal is to find a set of k medians which minimize the SSQ 
measure. There are many algorithms for clustering data streams among which 
clustream [12] is the algorithm which we have considered. The quality factors and 
resource adaptation concept is applied to clustream algorithm. The clustream 
algorithm uses microclusters which are temporal extensions of cluster feature vector. 
Microclusters are stored at snapshots in time that follow pyramidal pattern. 

The primary resource of concern is the amount of memory needed. A proportion 
between q (the number of microclusters) and k (the number of end-clusters) has an 
impact on quality. The adaptation factors influencing the amount of memory are: 

• k: number of end-clusters 
• W: width of dynamic pyramidal time frame. 

The q/k proportion and the average width w of the pyramidal time frame have to be 
computed in the quality check function to achieve good quality of clusters. According 
to the framework used first we need to monitor the ratio of amount of memory used to 
maximal amount of memory available. Depending on the value of the ratio, width of 
pyramidal timeframe can be increased or decreased or can remain unchanged. The 
resource check function involves the calculation of the ratio as indicated by the 
following formula : 

 
r = (actual_memory_usage) / (maximal_memory).  
 
The adapt_parameter function will adjust the width of pyramidal timeframe  as 

shown below: 
 
The width of the pyramidal time frame has to be increased by one if r<0.85. 
 
The width of the pyramidal time frame is unchanged if r lies in the range 0.85 to 1. 
 
The width of the pyramidal time frame is reduced, as long as f is above 1 (too 

much of memory consumption). The clustering algorithm continues to work with the 
new value for w. In this manner the algorithm adapts itself to the amount of available 
memory. 
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5   Conclusion and Future Work 

Mining data streams stresses our computational resources with regard to processing 
power, memory requirements, energy and communication. In order to ensure the 
continuity and consistency of a data stream mining process, adaptation to available 
resources is required. Although adaptation is crucial for the success of the data mining 
process, its effect on the quality is of concern. Thus, in this paper we propose a data 
stream clustering approach where both resource adaptation and quality awareness is 
included. In future we plan to implement the functions proposed in the framework and 
also extend this concept to other stream mining tasks like frequent itemset mining. 
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