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Preface

In this issue, we have 25 papers, which are from two main sources. The first
seven papers are from the DMDCM 2010 conference, which was held during
December 18–20, 2010 in Chongqing, China. The main topics of this conference
are: digital media and processing; digital content management; digital media
transmissions; digital right management; digital museum; geometry modeling;
image-based rendering; real-time rendering; computer animation; 3D reconstruc-
tion; geographic information systems (GIS); virtual reality / augmented reality;
image/model/video watermarking; image segmentation; multimedia technology;
image/model retrieval; cultural relics protection; ancient literature digitization;
cultural relic restoration; modeling and rendering for heritage; interactive tech-
nology and equipment; media art and digital art; game design and development;
digital entertainment. The seven papers cover the following aspects: pen-based
interface, urban heat island simulation, VR-based on-line expo, physically based
tree animation, 3D face texture stitching, chessboard corner extraction, and
textured-based tracking.

The other source of this issue is CASA 2011, which was held during May
26-28, 2011 in Chengdu, China. The themes are varied, covering the following:
motion control, motion capture and retargeting; path planning; physics-based
animation; image-based animation; behavioral animation; artificial life; deforma-
tion; facial animation; multi-resolution and multi-scale models; knowledge-based
animation; motion synthesis; social agents and avatars; emotion and personal-
ity; virtual humans; autonomous actors; AI-based animation; social and conver-
sational agents; inter-agent communication; social behavior; gesture generation;
crowd simulation; animation compression and transmission; semantics and on-
tologies for virtual humans and virtual environments; animation analysis and
structuring; anthropometric virtual human models; acquisition and reconstruc-
tion of animation data; level of details; semantic representation of motion and
animation; medical simulation; cultural heritage; interaction for virtual humans;
augmented reality and virtual reality; computer games and online virtual worlds.
Eighteen papers were selected from this conference; the topics have a good match
to the main theme of this journal.

This issue contains a nice spectrum of current research on edutainment and
we hope it will contribute to and attract more research interest in this area.
We would like to thank all reviewers of the papers and all IPC members of
DMDCM 2010 and CASA 2011.

May 2011 Zhigeng Pan
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Prediction and Visualization for Urban Heat Island 
Simulation 

Bin Shao1,2, Mingmin Zhang2,*, Qingfeng Mi2, and Nan Xiang2 

1 School of Information and Engineering,Huzhou Teachers College, Huzhou,313000, China 
2 State Key Laboratory of CAD&CG, Zhejiang University, Hangzhou,310027,China 

zmm@cad.zju.edu.cn 

Abstract. The simulation and forecast of urban heat island effect was studied. 
Since the reason for the formation of urban heat island is complex, the current 
model cannot take all the influence factors into consideration. When a new 
influence factor is introduced, it will lead to a comprehensive change of the 
model. In order to solve these problems, the paper provides an urban heat island 
effect analysis and forecast model based on artificial neural network. The 
experiment shows the efficiency of this forecast model. Furthermore, the heat 
island effect information visualization has been carried on in this paper. This 
prediction model for urban heat island has raised a new idea for the latest 
achievements of computer technology applications in related fields. 

Keywords: urban heat island; urban air temperature simulation; neural network; 
genetic algorithm; information visual. 

1   Introduction 

The earliest study of heat island effect has begun since 1818. Lake Howard of UK 
mentioned that in his book “London Climate”, compared meteorological records of 
the city and suburbs of London, and found the temperature of London city center was 
higher than the temperature around the suburbs. It is urban heat island effect. More 
simply, the development of urbanization makes the city’s land surface structure have 
undergone great changes; at the same time, the energy consumption and emissions in 
the cities make the temperature higher than the outer suburbs. In meteorology, on the 
temperature charts of the atmosphere near the ground, temperature change of vast 
areas outside air is very small, like a calm sea, while the city is an obvious high 
temperature zone, as the highlighting Sea Islands. The island represents urban areas of 
high temperature, so vividly called the urban heat island. It compared the image of 
“urban heat island floating in the village over the cold ocean”. 

For the urban heat island studies, people at home and abroad have done a lot of 
work. Jonsson, etc [1] proposed that concentration of particulate matter in Dares 
Salaam urban areas was higher than rural areas at night; concentration and nocturnal 
urban heat island intensity was positively correlated. Kevin, etc [2-3] also believed 
that urban heat islands can affect mixed layer height, thereby affect the concentration 

                                                           
* Corresponding author. 
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of the surface pollutants. Miao Manqian [4] of China simulated concentration 
distribution of pollutant with a two-dimensional unsteady diffusion model. The 
pollutant is generated by a continuous line source, different effective height (20m, 
72m, 110m) in the nocturnal urban boundary layer. 

In recent years, many scholars began to study the urban heat island simulation. For 
example, TAS and Envi-met model [5-6] were used to simulate energy consumption 
patterns of the typical commercial building in the large green space surrounding, and 
compare thermal environment between with vegetation cover and no vegetation 
cover. Using computational fluid dynamics model (CFD) Priyadarsini [7] calculated 
the building geometry, building facade materials and location of the outdoor air 
conditioning condenser how to impact on the outdoor temperature. Using the city one-
dimensional heat balance equation, combing with atmospheric surface layer Monin-
Obukhov similarity theory [9], Tian Zhe[8] designed mathematical model of the city 
hourly temperature calculating, and compiled simulation program of hourly 
temperature in different underlying surface case. 

However, the reasons for the formation of urban heat island are very complex. A 
variety of factors on the heat island effect is not yet clear. The existing simulation 
model TAS, Envi-met, CFD and one-dimensional heat balance equation can not cover 
all factors. Whenever new factors appear in the research results, it is necessary for 
Model adjustment; and sometimes this adjustment may be disruptive, and need 
comprehensive changes. 

 

Fig. 1. Analysis and forecast model of urban heat island based on artificial neural network 
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Combing with the latest research results of artificial neural networks and artificial 
intelligence, the paper presented analysis and forecast model based on artificial neural 
networks, and made a visual analysis in order to analysis impaction factor at a glance. 
Analysis and forecast model is shown in figure 1. 

1.1   Artificial Neural Network 

Artificial neural network (ANN) is an extremely simplified model to structure and 
function of the real nervous system. It has features that a massive parallel, distributed 
storage and processing, self-organizing, adaptive, self-learning and fault tolerance. It 
is particularly suitable for treatment of the problems that need taking into account of 
multi-factors, multi-conditions, or unclear interaction mechanism among factors [10]. 

Mathematically people have proven multi-layer feedforward neural network has a 
strong function mapping. Network consists of several layers of nonlinear neurons 
(also called nodes). A layer of source node composes of input layer; one or more 
layers compute hidden layer of nodes, and a layer computes output layer of nodes. 
Input vector enters into each node of the first hidden layer; output nodes of the first 
hidden layer are sent to the second hidden layer neurons, and so on, until output. 

The parameters learning of artificial neural network commonly used BP algorithm, 
which is a simpler method calculating single weight change that causes change value 
of the network performance. But the BP algorithm is very sensitive to initial weights, 
easily converges to the local minimum; often arrests at the flat surface area error 
gradient, slow convergence or even not convergence. So this paper adopts genetic 
algorithm to learn parameters of artificial neural network. 

1.2   Basic Idea of Genetic Algorithm 

Genetic algorithm [11] is an optimization method that imitation natural selection and 
genetic mechanism. It regards each possible solution for problems as an individual of 
group. According to a predetermined objective function, make evaluation for each 
individual. At the beginning of the algorithm, randomly select a number of possible 
solutions to form the initial population; according to the fitness value of each 
individual, using genetic operators (selection, crossover and variation), manipulate 
individuals of group to get a new group. Crossover and variation may produce a better 
individual. Repeated selection, crossover and variation result in continuous evolution; 
on average, individuals in groups showed a better and better performance. 

Generally, solving genetic algorithms of a specific issue includes the following 
four steps: 1 Specify the parameters, variables and termination conditions of control 
algorithm; 2 Create initial populations; 3 Determine the fitness function; 4 Genetic 
operations. 

1.3   Information Visualization 

Information visualization is an interactive visual representation of non-spatial, non-
numerical high-dimensional information, with computer and network communication 
technology support, for the purpose of cognitive. The main purpose is to interact 
efficiently with large data sets and find hidden internal information characteristics and 
laws. It is an important part of human-computer interaction technology; it can convert 
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data, information and knowledge into visual form for human perception, or lay the 
foundation for the further processing information [12]. 

2   Simulation of Heat Island Effect 

2.1   Building Artificial Neural Networks 

For this study, set an input layer, which is considered as factors of the urban heat 
island. Because of limited data sources in the paper, five factors are set: solar radiation, 
precipitation, sunshine duration, the average wind speed, underlying surface. Among 
those, underlying surface has four parameters: evaporation rate, thermal conductivity 
(unit: w/m2.C), reflectivity, heat capacity (unit: kj/m3.C). Although not many factors 
are considered, it does not affect research of the overall effect. There are 8 nodes 
(x1,x2,x3,x4,x5,x6,x7,x8) in input layer. Set one output layer, which includes one output 
node as forecast temperature. Considering the model convergence curve and 
computing time-consuming, set one hidden layer. Mathematically people have proven 
single hidden layer can implement nonlinear mapping from m dimensions to n 
dimensions. But determination of hidden nodes number has not any theoretical 
guidance. Although there are some empirical formulas, they are only for reference. In 
this paper, set 10 hidden nodes(m1,m2,m3,m4,m5,m6,m7,m8,m9,m10), which are slightly 
more than nodes of input layer. Parameters of needing adjust learning are as follows: 
weight wxmij from xi of input layer to mi of hidden layer, threshold tj of hidden layer, 
and weight wmyj from mi of hidden layer to the node of output layer. 

Output of node mi of hidden layer: 

∑ •=
i

ijii wxmxy  

(1) 

⎩
⎨
⎧

≤
>

=
ii

iii
i ty

tyy
y

,0

,
 

Formula of output layer node: 

∑ •=
j

jj wmyytemp  (2) 

Model of artificial neural networks is shown as follows. 

2.2   Neural Learning of Genetic Algorithm 

2.2.1 Control Parameters 
Selected individuals make the crossover and variation operation at a certain 
probability. Generally, crossover probability is several orders of magnitude higher 
than variation in program design. Crossover probability takes a value between 0.6 to 
0.95; the paper takes 0.7. Variation probability takes a value between 0. 001 to 0. 01; 
the paper takes 0.005. The total number of population is called population size, which 
has significant impact on the efficiency of algorithms. Too small is not conducive to 
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Fig. 2. Model structure of artificial neural networks 

the evolution, but too large will cause the program to run for too long. For different 
issues there are own appropriate population size. Population size is usually 30 to 150; 
this takes 100. Termination conditions are usually taken to be a continuous generation 
of new solutions which are not accepted. 

2.2.2 Creat Initial Population 
Initial population is randomly generated 100 group weight wxmij from xi of input 
layer to mj of hidden layer, threshold tj of hidden layer, and weight wmyj from mi of 
hidden layer to the node of output layer. They store using vector. That is 100 group 
weight wxmpij , 100 group threshold tpj and weight wmypj (1<=p<=100). 

2.2.3 Determine the Fitness Function 
Determination of fitness function should combine with specific applications. 
Application of this paper is simulation and prediction of heat island effect. So fitness 
function is defined as differences of learning data forecast temperature and actual 
temperature. The differences value is smaller and fitness function is larger. 

2.2.4 Genetic Manipulation 
There are three basic genetic operators: crossover, variation, selection. 

1) Crossover: In 100 group wxmij, tj, wmyj, two random numbers (p1,p2) first 
generated. They make crossover operation with wxm[p1] and wxm[p2] as parent. 
Generate a random number k again. Prior k data of wxm[p1] and latter data of wxm[p2] 
compose one new individual. Prior k data of wxm[p2] and latter data of wxm[p1] also 
compose one new individual. tpj and wmypj also do the same operation. 



6 B. Shao et al. 

2) Variation: In 100 group wxmij, tj, wmyj，select randomly one data to be replaced 
by a random number. 

3) Selection: Genetic algorithm is the survival of the fittest in the choice of 
operation. With new parameters generated by crossover and variation, calculate the 
forecast temperature. If it is smaller than the actual temperature, accept new solution 
and eliminate the original individual. 

3   Simulation and Prediction Algorithm of the Urban Heat Island 
Effect 

3.1   Algorithm Explanation 

In the model, there are two sample sets: one is the training sample set named Source, 
the length of set is SourceNum; the other is the test sample set named Check, the 
length of the set is CheckNum. The number of the input layer nodes is N, the hidden 
layer nodes is M, the genetic population size is P; the weights from input layer node 
to the hidden layer is wxm[P][N][M]; the threshold of the hidden layer is t[P][M]; the 
weights from hidden layer to output layer node is wmy[P][M]; training data is 
Source[SourceNum][N+1]; the test sample data is Check[CheckNum][N+1]. 

3.2   Algorithm Description 

Step 1: Read the Source, and randomly generate 100 groups of wxm, t, wmy; 
  Step 2: 
  1) Crossover: Select the subset randomly for cross from wxm, t, wmy, using a 

certain percentage of the Pc, uses it to cross-breed. 
  2) Variation: In addition to mating, select the subset from the wxm, t, wmy, using 

a smaller proportion of the Pk for variation. 
  3) Selection: The program generated by Crossover and variation called the new 

program. After calculating the fitness of the old and new programs (variation or 
Crossover before and after) using the formula 2, the algorithm can determine the fate 
of the two programs. 

  Step 3: According to the formula 2, calculate the predicted temperature of the 
every sample with a training data set and wxm, t, wmy, and the difference between 
the predicted temperature and actual temperature. 

  Step 4: If the difference between the predicted temperature and actual temperature 
is a certain error, or the better new program is generated after several continuous 
generations, the algorithm is over. Or the algorithm switches to Setp2. 

  Step 5: Read Check and forecast the temperature with the wxm, t, wmy received 
by training. 

4   Experiment and Correlation Analysis 

4.1   Experiment Analysis 

In order to verify the effectiveness of this algorithm, the paper analyses 
meteorological data of a total of 36 months from 1995 to 1997 in Hangzhou Xihu 
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Fig. 3. Curves Comparison of forecast and actual temperature 

District, Gongshu District, Xiacheng District. Experimental environment use PC of 
the Intel C2D E4600 (Core 2 Duo core, clocked at 2.2GHz, 2M shared secondary 
cache). Meteorological data comes from man-land system theme database of Institute 
of Geographic Sciences and Natural Resources Research of Chinese Academy of 
Sciences (the original database of natural resources, http://www.data.ac.cn). A total of 
72 samples from three districts in 1995 and 1996 24 months uses as the training 
sample set. A total of 36 samples from three districts in 1997 uses as testing sample 
set. The weights iterate about 2,000 times to make learning adjust using genetic 
algorithm. Length SourceNum of various parameters training sample set takes 72; 
length CheckNum of testing sample set takes 36. Input layer nodes set N = 8, M of 
hidden layer taking 10, the genetic population size P taking 100. 

Comparison of forecast temperature and actual temperature of 36 testing sample set 
is shown as figure 3 

Preliminary observations from the figure we can see, data curve of simulation 
almost accords with the actual temperature curve. It shows that simulated data can 
reflect changes of heat island intensity to a certain extent. 

4.2   Correlation Analysis 

Correlation analysis can reveal the relationship of the two variables or between the 
two sets of data. If correlation is strong, it shows that correlation between these two 
variables or data is more closely. Or one of the variables or data has a strong 
following another variable or data trend. Therefore, through the correlation analysis 
between temperature simulation data and observed data, it can verify following 
performance between simulation results of simulation program and observed values. 

Using Pearson correlation coefficient [13], make correlation analysis; the formula 
is as follows: 
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Using the formula (3), results of the confidence level is 0.953. From the calculation 
results, the simulated temperature data has a very good (highly significant, 95% 
confidence level) following performance with the observed value. 

Literature [8] used city one-dimensional heat balance equation, combined with 
similarity theory atmospheric surface layer Monin-Obukhov and designed a 
mathematical model of the city hourly temperature calculation. Through the deviation 
and correlation analysis, the highest correlation coefficient was only 0.901 and the 
lowest was 0.812 in the simulation results. 

Through the correlation analysis between simulation data and observed data, it is 
thought that simulation results of simulation program can better accord with actual 
observation situation. 

5   Visual Analyses 

Taking the block scale as an example, we visually simulate the weather of a district of 
Hangzhou, Zhejiang Province, shown in figure 4. 

The system can adjust property values of the district to directly reflect the various 
attributes how to affect the urban heat island, shown in figure 5. Figure 6 and figure7 
are the simulated maps of December and July. 

The parameters of the middle block in figure 7 are set as follows: the solar radiation 
is 36543, the precipitation is 114, the hours of sunshine is 279, the average wind 
speed is 2.2, the evaporation rate of the underlying surface is 0.001, the thermal 
 

 

 

Fig. 4. Urban Heat Island Simulation System
(UHIS) 

Fig. 5. UHIS attributes adjustment 

 
 



 Prediction and Visualization for Urban Heat Island Simulation 9 

 

 

Fig. 6. The simulation map for December Fig. 7. The simulation map for July 

 
 

Fig. 8. The 3D simulation map for December Fig. 9. The 3D simulation map for June 

conductivity of underlying surface is 1.95, the reflection rate of the underlying surface 
is 0.3, the heat capacity of the underlying surface is 1760; the different between the 
upper left block and the middle block is the value of the underlying surface 
parameters, set as follows: the solar radiation is 36543, the precipitation is 114,  
the hours of sunshine is 279, the average wind speed is 2.2, the evaporation rate of the 
underlying surface is 0.5, the thermal conductivity of underlying surface is 0.71, the 
reflection rate of the underlying surface is 0.1, the heat capacity of the underlying 
surface is 2500. 

The prototype system simulates the generation of he urban heat island and displays 
the distribution of the temperature through three-dimensional visualization techniques 
shown in figure 8 and figure 9. 

The figure 8 and figure 9 are 3D simulation maps for the December and June basing 
on figure 6 and figure 7. The 3D maps describe the distribution of the temperature 
through the three-dimensional visualization techniques. The 3D maps are more 
intensity and authenticity of immersion, higher quality of the picture and more perfect 
in the details than the 2D maps, making you have feeling of exposure to the scene. 
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Simulation results show that the temperature of the middle block is significantly 
higher than the surrounding neighborhood. The experimental results well reflect that 
the system can visually simulate the urban heat island, intuitively reflect the various 
entity types, distribution, and attributes of the entity on the impact of urban heat 
island. Such as the distribution of water and vegetation, greatly improve the thermal 
environment of surface space, playing a significant cooling effect. The impact of the 
material properties of buildings and roads on the thermal environment has also been 
well represented. For example, the temperature of the buildings with the cooling-type 
material significantly decreases. 

6   Conclusion 

This paper has analyzed the prediction of urban heat island effect simulation. Due to 
limited data sources, in this model, the input layer has only five impact factors, of 
which underlying surface has only four parameters. They are average data of one 
month, the large size of the data, but it does not affect the study results. When 
influencing factors of the input layer or data granularity set as one day or one hour, 
we do not need change the model. As long as the data is input, it can be used to 
predict after a certain amount of learning. Relatively speaking, the larger training 
sample set to learn, the more accurate forecast, but the longer study, this time is all 
spent learning the parameters. If using GPU parallel computing, it can greatly 
enhance the learning speed. This will be our next research work. 
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Abstract. The On-line Expo is one of the highlights of Shanghai Expo in 2010. 
It presents the content of real Expo in 3D forms with the help of Internet, 
multimedia and virtual reality, constructing a virtual environment or platform 
between visitors and Expo, allowing people to access the on-line Expo in 
anytime anywhere. In this paper, we first discuss the architecture of the on-line 
Expo, and then describe the design and implementation of avatar customization. 
With this method, the system can create the 3D face for avatars based on the 
input of one front picture of the user without any interaction..  

Keywords: virtual reality internet, virtual museum, virtual human, avatar. 

1   Introduction 

This Virtual reality is an active research field in recent years. It brings together 
computer graphics, multimedia, artificial intelligence, human-computer interface, 
sensors, highly parallel computation and human behavior analyze. It gives the user a 
more immersive experience and provides a great convenience for the people to 
explore the macro and micro world where, for various reasons, the changes of the 
thing’s movement are not easy to observe directly. 

In the real world, some immersive environments are difficult to achieve because 
the conditions is hard to reach and the cost is too large. But, virtual reality can 
transcend time and space, reality and abstraction which put the unreachable 
environment in front of people. It provides a new way for human development. 
Virtual reality has been widely used in military, education, medicine, product design, 
scientific visualization, training, construction, entertainment, art and other aspects. 

Traditional museums include galleries and Science and Technology Museum 
mainly adopt entity presentation to meet the users’ curiosity for the distant past and 
scientific knowledge. The relevant historical knowledge or scientific knowledge is 
introduced to the visitors in the forms of pictures and characters. This kind of 
presentation has great limits in display time, space, objects and user observation. 
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Using online computer technology and network technology, the digital museum can 
virtualize the display objects to extend these objects in time and space. Online Expo is 
a special case of digital museum and covers a wider range. 

Online Expo can display the exhibit without limitation of time and space. More 
important, it can show visitors the rarities easily.  Utilizing 3D photography, 
panoramic photography, visitors can observe the rarities from different angles. It 
provides more choices to visitors and satisfies the individual needs maximally that the 
visitors can observe what they want. Furthermore, it can realize the collection share 
on the net. 

Online digital museum has been widely applied both at home and abroad. So far, 
the American museum most joined Internet, 100 of Japanese museum have their own 
home page on the Internet. In 2001, China launched a project named "digital museum 
construction engineering", 18 university museums are built, which greatly promote 
the share of museum information. The museum’s online display are mainly static 
images, some of them adopt panorama, flash animation, virtual reality technology.   

About research on technology of Digital Museum on internet, many research 
institutes in the United States, Japan, and Europe have carried out relevant work 
which refers to the structure of digital museum, digital methods and retrieval. The 
major domestic institutes related to digital museum technology are Peking University, 
Nanjing University, Shandong University, Beijing University of Aeronautics, Fudan 
University, Zhongshan University, Northwestern University, Zhejiang University and 
other units. 

The analysis above display a digital and network trend on Museum realization. But 
on technical level, the Internet World Expo, in addition to deal with plenty of static 
content, there are very abundant needs of dynamic content .So there should be many 
special processing technology for better on-line display and transmission. 

Combining with virtual human technology, we can set a virtual human as a guide 
in virtual museum; artificial intelligence and data mining technology make the guide 
be capable of analyzing the historical roaming behavior of the users in virtual 
environment and provide them efficient tour guide, In addition, each user has an 
avatar here; the wizard (on behalf of the system) and virtual avatar (on behalf of 
users) need to interact. On customization problem of avatar, domestic research on 
facial modeling is relatively late. The first modeling of the human face began in the 
late 90s [4]. 

In the past ten years, face modeling and animation have attracted great interest in 
the domestic. Many different research institutions have done a lot of research work in 
this field and achieved a number of face modeling and animation systems. Typical 
researches of face modeling are mainly from Harbin Institute of Technology [4], [5], 
CAS Institute of Computing [6], Zhejiang University [7], China University of 
Technology [8] and some other research institutions. 

From analysis above we can see in currently online digital museum/virtual 
environment, researchers at home and abroad have carried out fruitful research and 
development work. According to our research, there were no special system 
operations in Expo held in previous period. But Existing online digital 
museum/virtual environment system has its own drawbacks and limitations. Currently 
there is a lot static/two-dimensional display, but recent research doesn’t make full use 
of existing virtual reality technology. There is also no effective three-dimensional 
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modeling tool or a platform for virtual display environment. There is no enough 
interaction between systems which reduce users’ accessing interest. Few Interface 
based on virtual human is provided. There exists great shortness in real-time plotting 
and network three-dimensional geometric model transmission, the network runs 
slowly. 

There are still shortages in merging of virtual scene and real-time data. The 
previous network virtual system is mainly on scene simulation. The distribution, 
position and motion status of the model in the virtual scene are assigned manually. 
There are no direct relationship between the running states of the virtual scene and the 
real scene. 

Therefore, it is necessary to combine the specific application of online Expo with 
further studying the key technologies systematically. In order to solve the problem 
occurred in 2010 Shanghai Expo and build the online Expo successfully, furthermore 
to improve the technology level and expand its influence in the world, supported by 
Shanghai local government, a special funs named “key technology and application of 
online Expo” are founded. 

2   Architecture Design of Online Expo 

Online Expo is a highlight and challenge of 2010 Shanghai Expo for solving global 
tourists’ problems. As a result, the key target of this project is how to set up a large 
virtual environment with entertainment, interactivity and make it support 
construction, implement and convenient information service of online Expo. 

According to the large capacity, high concurrent service and continued rapid user 
experience of Shanghai Expo, online Expo utilize technologies such as intelligent 
content management, hierarchical content distribution, on-demand service 
deployment, 3D virtual scene construction and roaming and avatar based intelligent 
navigation. The technology and the function design can be divided into: construction 
system architecture of on-demand service deployment, research and development 
service oriented distributed diversified information management and coordination 
system, network cache based hierarchical intelligent content distribution system, 3D 
scene modeling and virtual display, efficient resource management and business 
cooperative technology and avatar based intelligent interaction. Its architecture is 
shown in figure 1. 

(1) Mass-level 3D information automatically and quickly production and 
hierarchical display 
Because there are a lot of countries and regions participating in online Expo, 
design scheme, material and the scale and parameters they provide are 
various. So, online Expo involves large scene rapid production and 
publishing. The needs of terminals and network environment are not the 
same. The 3d visualization of display application service, digital content 
production tools and services on middleware need special design. 

(2) Strategy based coordinated management and content distribution 
Online Expo involves large amount of data storage, scheduling, 
management. It needs to establish cluster virtual system which cluster the 
super nodes and make cache service go to peripherization by establishing  
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Interface of online Expo

Intelligent interaction and
navigation in virtual scene

Scene controlling and interaction
with natural languageMer

Real objects retrieving in 3D
model

Real time virtual elements
generation

Mess-level 3D information
automatic quick creation and
hierarchical presentation

Management of dynamic 3D
models and multimedia materials

Management of multimedia materials of online Expo

Content distribution based on strategy and synergy management

 

Fig. 1. Architecture of online Expo 

distributed oriented service architecture. It can reduce the stress of content 
source server and transmission of core network. Using object-oriented 
program design framework, the Agent based SOA process collaborative 
technology to realize business management and coordination. Thus, an 
effective network structure and management mechanism is established and 
can provide the user effective information service. 

(3) Dynamic 3d models and multimedia data management 
For large virtual system, adopt 3d modeling method is very difficult. On the 
other hand, for the user's involvement, using mobile phone, camera, etc. low-
end imaging device to integrate into a virtual system is an important demand. 
This requires research on dynamic 3d models and multimedia data integration 
technology. The system Loads dynamic model into 3D image data and 
integrate multimedia elements to realize interaction between user to scene and 
scene to scene. It will be a platform for 3D video online production.  

(4) Online expo service continuity and information security 
For large network service, it must ensure the stable and reliable of server. 
Furthermore, the virus prevention and the security of the information 
publishing should be maintained, too.  

(5) 3D data search technology 
It can handle all kinds of 3D contents created by all kinds of 3D tools cross 
platforms. And can formulate corresponding special online Expo metadata 
standard and XML universal description and efficient index system. 
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(6) Avatar based intelligent interaction in virtual environment 
Online Expo needs to build interaction among visitors, volunteers, 
navigation, celebrities. These involve face modeling, face animation, avatar 
animation and interaction technologies. This paper will discuss the avatar 
modeling later. 

(7) Natural languages(Chinese) based role behavior control and 
multidimensional decision model 
It makes the avatar in the virtual scene obey the user’s oral command.  

(8) User input supported personalized virtual scene and characters building 

It can realize personalized construction of virtual human from both client terminal and 
show room construction terminal in WEB 3D model. 

3   3D Face Modeling with Frontal Face Photo 

Every user can control an avatar in the virtual environment. Consider of the 3D scene, 
the avatar should be 3D, too. Thus, the avatar should support the personalization. 

This system modeling can be divided into two parts, the face detection and 
personalization of the standard face model. The basic process is fist capturing a face 
photo from camera and then detecting the 65 feature points of the human face by 
utilizing Active Shape Model (ASM). After this, choose a common face network 
model as a standard face model and label the corresponding 65 feature points for the 
network adapter. The detected points can generate points of personalized model by 
projection operation. The value of the depth equals the experience value of the 
standard model. Move the labeled 3D feature points to the projection position. The 
other net points are set by Radial Basis Function. Then a standard model is translated 
to a personalized face model. The face texture can draw from the face photo 
correspondingly. The whole process is shown in figure 2. This framework can 
generate a realistic personalized face model quickly and automatically. 

(1) feature points detection 
Automatic extraction and mutual extraction are two kinds of face feature extraction 
methods. The former method using computer vision and image reorganization first 
locates the face position from the image and then distinguishes the specific position of 
every feature. Consider of the existing technology, this paper adopts Active Shape 
 

Single 
frontal face 
photo         

Feature 
points detection 
with ASM       

Real time 
capture from 
camera        

RBF grid 
deformation    

Personalized 
geometry model     

Texture 
extraction     

Personalized 
texture model       

 

Fig. 2. Face modeling framework 
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Model to implement feature points detection of human face. ASM utilizes a statistic 
active appearance model. Its basic principle is first choosing a group of frontal face 
photos for labeling the shape of face with n points and then aligning them to generate 
a common face model, at last iteration searching feature points along the direction of 
shape normals with local gray model. Adapt the programs while searching the feature 
points to make the model fit the target shape and keep it reasonable. 

(2) personalization of standard model 
The standard model is generated by FaceGen which is professional face modeling 
software. The vertexes of the face grids generated by FaceGen are no uniform. 
Vertexes are dense in the part like eyes and corners of the mouth while in forehead 
and the top of head are few and scatter. The purpose of adaption is to make the 
position of feature points of the model corresponding to that of images by specifying 
the some grid vertexes of the model. 

   

Fig. 3. Standard face model 

 
Fig. 4. Feature points of the photo (left); Feature points of the model (right) 

Manually label grid vertexes of standard face model which corresponding to the 65 
feature points detected by ASM. These feature points are utilized to generate 
personalized fame model which is grid deformation adaption.  

The process of transforming standard model into personalized model by grid 
deformation is the personalization adaption of the model. Our system adopts RBF to 
realize grid deformation based on constraint. RBF can be utilized in interpolation of 
three dimension scatter points. As a typical interpolation function, it can satisfy 
minimum energy and interpolation requirements. The advantages of this method first 
are deformation based on space and second are independent with grid topology and 
third are fit the feature points group with any constraint and last are providing the 
linear analysis expression of interpolation without optimizing and iteration. It meets 
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the need of grid deformation with constraint well. Result shows that, after 
deformation, the grid consecutiveness and smooth. 

This system consists of modeling and animation parts. Modeling subsystem 
accepts two kinds of input, the photo input and camera input. And the common 
camera is enough. The image needs frontal face, upright and exposure well. The 
process and effect is shown in figure 5. 

 

Fig. 5. Face capture; Feature points detection; Model generation 

4   Conclusions 

The implement of “Online expo key technology research and application” project 
aims at supporting the Shanghai Expo and large virtual system and large industry 
application. It will promote the creative ability and development of high technologies. 

The system constructs a personalized face model from a frontal face model and 
builds a virtual avatar. The results show that the system has advantages of easy input, 
high automatic process, high sense of reality, lifelike animation and real-time 
animation. As the system relies on the result of ASM, the results are not perfect when 
photo are of low quality. So, the robust of the system should be improved. 
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Abstract. In this paper, we present a new method for 3D face texture stitching 
based on Differential Coordinates in which 3D texture patch from different face 
samples can be seamless stitched patch together. Usually, traditional stitching 
methods for geometric textures involve two works: stitching on shape and 
stitching on textures. None of them combine these two works. 3D face model is 
composed of two parts information: surface geometry and texture elements. A 
natural and realistic face model can be created by interactions between them. 
So, the approach presented in this paper can get good result. We demonstrate 
that our approach enables to edit texture elements while considering the shape 
of face sample. 

Keywords: Texture Stitching; 3D face model; Differential Coordinates. 

1   Introduction 

Over the past decades, face research have made great progress in theory and 
algorithm. But these methods are mainly carried out on 2D face samples. It has been 
proved that pose and lighting variation have a great impact on algorithm performance. 
Compare with 2D facial image, 3D face sample can provide us with more 
information, such as spatial information and pose parameters. Therefore, it is effective 
way to do research using 3D face sample. However, numbers of 3D face samples in 
current database are relatively insufficient and it is a tedious work to get prototype 
face model. An alternate way is graphics technology to model realistic 3D face 
sample. 

At present, modeling methods in literature can be categorized into three types: 
parametrical model, generic model deformation and 3D morphable model. The 
parametrical method allow user to control face appearance directly. But it is a difficult 
work to define a complete parameter set. Parke was the first one to use parametrical 
model to build 3D face [1]. Cohen use a set of animation parameters to controlling 
face shape [2].The second method is deforming genetic face according to shape 
information which is calculated by graphics technology. Compare with the former 
way, it is easy to implement and has a better result. Pighin use five facial images 
taken from different direction to build a 3D face model [3-5]. Won-Sook Lee 
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proposed a method to compute face feature from two images: a frontal image and a 
profile one [6-8]. The most difficulty for this way is that is a tedious work to detect 
feature points in face image. By far the most successful approach is morphable model 
[9]. Matching the model to given facial images, even a single image, realistic 3D face 
model of the person can be synthesized automatically by adjusting combination 
parameters of prototypic faces. The method based on the morphable model is 
automatic and has good results. All these methods are complex and difficult to 
perform in practical. Based on this analysis, we proposed a modeling way based on 
organ exchange. Because different face has same topological, new sample can be 
generated by resampling existing samples. The key point of the method is stitching 
different organs which are derived from different samples seamless. 3D face model 
are composed of two parts information: surface geometry and texture elements. 
Stitching methods for geometric textures involve two works: stitching on shape and 
stitching on textures. The stitching way for shape information can be accomplished by 
classic interpolation methods. However there is no appropriate approach for 3D 
texture stitching. Traditional stitching methods are poxel-based way which can only 
solve the stitching problem for 2D image. A natural and realistic face model can be 
created by interactions between the shape and texture elements.  

Because intrinsic quality of object can be accurately described by PDE, majority of  
2D texture editing task can be effectively accomplished by PDE-based interpolation 
methods, such as inpainting techniques and image cloning based on Poisson equation. 
Inspired by these works, we present an editing method for 3D face texture e with 
which organ texture patches from different samples can seamless stitched together. 
Basis work of the PED way is to find a good operator. The operator proposed in this 
paper is base on differential coordinates. First, we use differential coordinates to 
describe interrelation between texture elements. Then, the discrepancies along the 
boundary to the entire cloned area are smoothly spread according to differential 
coordinates operator. The same as Poisson Equation, we also introduce a constraint in 
the form of a guidance field which is derived from the source patch. Unlike pixel-
based image editing way, our algorithm stitch texture elements directly on the surface 
of the model. Remainder of the paper is organized as follows: The way of 3D face 
model pretreatment is introduced in the following section. The proposed algorithm 
will be examined in section 3. In section 4 we will test our approach on 3D face 
texture stitching operation. Conclusions are presented in section 5. 

2   3D Face Pretreatment 

To perform the stitching work, prototypical 3D face samples are selected from 
existing 3D face database. The samples employed in this paper are derived from 
BJUT-3D face database [10]. This database is composed of over 1500 3D faces 
ranging in age from 16 to 49 years. Half of them are male and the other is female. 
Each data in this database contains 125601 vertices and 240000 triangle patches. 

To ensure the consistency of 3D face samples, all samples in the BJUT-3D 
database are corrected to a unified coordinate system. The upward direction is z-axis 
and oriented direction is y-axis.  
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Fig. 1. BJUT 3D Faces 

 

Fig. 2. Corrected Face Model 

 

Fig. 3. Divide the 3D Face into Patches 

 

Fig. 4. Face organ patch 

In order to facilitate operation, all samples in the database are aligned based on the 
facial characteristics. There is a dense corresponding between them in terms of facial 
organ distribution. First, each sample is divided into 122 patches. Then mesh 
resample operation are performed on the model to have the dense corresponding. 

As the stitching way is stitching new texture patch which is derived from other 
sample with other face model, the corresponding patch in different face samples must 
have same num of points. We select some regions that can affect the identification 
very much as the candidate patches. The selected ones are defined according to the 
existing face patch. Some of the classic regions are shown in Fig 4.  
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3   3D Geometry Texture Stitching 

Here, we present a 3D texture stitching method based on differential coordinates for 
face model. This method is constructed based on differential coordinates and can 
solve the stitching problem for texture elements on geometry surface. It thoroughly 
considers the characteristic of the texture and the correlation between texture elements 
and surface geometry. First, to describe the correlation of texture elements between 
points, we devise a new differential operator which can reflect the interrelation 
between texture elements and surface geometry. Then an interpolation framework is 
proposed based on PDE. Because of the unsatisfactory interpolation result, a guidance 
vector is introduced into the minimization problem. 

3.1   Differential Operator  

Purpose of texture stitching is to merge different texture patches at the boundary and 
keep their local structure at the same time. Traditional stitching methods are to 
construct a harmonic interplant that smoothly spreads the discrepancy along the 
boundary to the entire source patch. The key point of harmonic interplant is to find an 
appropriate operator which can fully represent local structure information of texture 
elements. However, compare with a great deal of efforts on image stitching, few of 
them pay attention to the field 3D texture stitching. For the pixel based editing 
situation, the structure information is computed according to the diversity information 
on each point. But the adjacency relationship in geometry surface is totally different 
from the 2D image.  The number of adjoin point are not fixed and the geometry 
characteristic varies from each other. The new operator should consider all the factors 
at the same time. Inspired by the Yaron’s[15] work, we proposed a operator based on 
differential coordinates. The differential coordinates can represent the details and are 
defined by a linear transformation of the mesh vertices. The simplest form of 
differential coordinates is Laplacian coordinates. The powerful properties of 
Laplacian coordinates for mesh representation have been exploited in various ways. it 
can effectively used for morphing and free-form modeling and would be more 
suitable to constrain under a global deformation of the mesh. On the geometry 
surface, different points have different normal and the distance between each other are 
not same. All these difference will have impact on the distribution of texture elements 
on it. After thoroughly analysis based on statistical, we found that the similarity of 
texture information between points is high when the normal discrepancy and distance 
between them are all small. On the contrary, the similarity decreases either the normal 
discrepancy become wide of distance long. According to above analysis, we design 
the new operator. 

Let ( ), ,G V E T=  be a 3D mesh, where V denotes the set of vertices, E 

denotes the set of edges and T denotes the set of texture on point. it is defined as the 

texture information on vertex i .  So the approximation of it is defined by linear 

combination of its adjoin points: 

supp(i),i l
i ij j

j

t a t
∈ ≠

≈ ∑                                                       (1) 



24 Y. Ge et al. 

Where ( )supp i denotes the set of vertex indices that belong to set of adjoin points 

of iv  and ija is defined as by the following equation: 

1 2

1
ij

ij i j

a
w d w n n

=
+ −

JG JJG                                                   (2) 

where 1w  and 2w  are experience value, ijd  is the distance between iv  and 

jv , i jn n−
JG JJG

 is the normal discrepancy. Then new operator can be defined as 

following: 

( )
( ),

i ij j
j i j E

D t t a t δ
∈ ∈

= − =∑i i                                           (3) 

where iδ  is used to describe the texture structure on geometry surface. D is 

defined as differential representation of the geometry texture. 

3.2   Interpolation Equation 

In this section we explain in detail how differential operator can be used to perform 
seamless 3D texture stitching. To stitch two texture patches, the stitching criteria 
should be constructed in advance. Usually we stitch two patches by changing both of 
their boundary values. However, it is too complex and unstable to change both of 
them at the same time. In this paper, we set one of them as target patch and other as 
source patch. In that case, the complex stitching work is change to transform source 
patch so that these two patches can be seamless stitched. 

To merge source texture patch with the target patch, we should let the boundary 
texture value of source patch agree with the target patch. Since we have defined the 
new operator, discrepancy of texture elements are spread accord to this new operator. 

Let 3
SG R∈  be the domain of the source geometry texture patch and 3

TG R∈ be 

the target patch. We would like to stitch SG seamless with TG . Typically the stitching 

work is performed by finding an interpolating function which can make the 
transformed patch had a smooth variation according to the new boundary value.  The 
interpolating function is computed by solving the following minimization problem: 

( ) ( ) ( )2 *min
S TG GGt

D t with t tδ δ δ∂ ∂− =∫∫                   (4) 

where G∂  is the boundary of mesh G and δ is guidance vector derived from the 
source patch. Its discrete solution satisfies the following simultaneous linear 
equations:  

*

i S i S

i ij j ij j i
j N G j N G

t a t a t δ
∈ ∈ ∂

− = +∑ ∑
∩ ∩

                                     (5) 
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where *
jt  is the texture value of the i-point on target patch. According to the above 

equations, we can get a harmonic interpolation which cans seamless stitch the source 
patch onto target patch. This equation is solved in the least-squares sense. Except that 
the source patch can also keep its local structure. 

4   Experiments 

We demonstrate our experiment result generated by our proposed algorithm on the 
BJUT-3D face database. Among this database, 500 individuals are used in our 
experiment. Half of them are male and the other is female. The subjects being 
captured keep neutral expression, without glasses of accessories. All the samples are 
pretreatment according to section 2. In order to analysis the effect of the proposed 
method, we change some organ patches of the source face model. Then the new 
organs are stitched with the original face model. The stitching result is shown in the 
following picture: 

 

Fig. 5. Stitching result of texture 

From figure 5, we can see that the stitching results are much natural and we cannot 
find out an obvious seam between patches. The new organs are seamless stitched with 
the target face model. The original face models are shown in the right side. The first 
models have been changed in the nose region, the second one in eye nose region model 
and the third one in mouse region. Because of the big difference in lighting condition 
between the texture of new face patch and target face sample, the new must be 
pretreatment before merged into the target face sample. In this paper we modify new 
patch’s lighting condition through changing the color distribution. Correspondences 
between two textures spatial in three channels are derived by linear regression. As 
shown in Figure 5, the results by the proposed algorithm have a good appearance.  

5   Conclusion and Future Work 

In this paper, a new texture stitching method based on Differential Coordinates for 3D 
face modeling. The traditional texture editing method is promoted to geometric field. 
Experimental results show our new stitching method based on Differential 
Coordinates have a good performance on face texture model. Although we have 
presented a editing way on texture, it still has not fully utilized impact information 
derived from geometry surface. In the future, we will keep on improving the result of 
texture stitching. 
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Abstract. This paper presents a novel physically-based parallel approach to 
animate tree motion in realtime and the leaf deformation is accelerated on a 
CUDA-based platform. Since physically-based tree animation can hardly 
achieve realtime performance due to the complicated geometry and expensive 
calculation. Therefore in this paper, three main measures are taken to overcome 
this problem. Firstly, we briefly introduce a method of physically-based tree 
motion called hierarchical matrix structure model driven by the external forces 
such as the wind; then we analyze the model on a parallel platform in detail; 
finally, all the tree data structures will be redefined as arrays which are suitable 
for parallel implementation on GPU. In addition, leaf deformation with a double 
layer structure, caused by its internal forces, will also be well mapped from 
CPU to GPU using a similar parallel mechanism. Experimental results show 
that many species of trees can animate realistically and naturally in realtime; 
Meanwhile, leaf deformation can be plausibly simulated and the performance 
will be improved by up to ten times. 

Keywords: physically-based simulation, realtime tree animation, leaf 
deformation, CUDA. 

1   Introduction 

Animation of plants especially trees has been an active topic in virtual reality for 
several decades. Tree animation is widely applied in lots of fields such as 
advertisement, cartoon, computer aid-design, educations, military, and so on. 
However, animation of tens of thousands of tree branches and leaves is quite difficult 
due to the huge quantity and complicated geometry of trees. Influenced by natural 
forces such as the wind, trees may turn out to have various appearances, such as light 
vibration in breeze or swaging crazily in gale. Meanwhile, leaves, as an important part 
of a tree, may deform when the seasons alternate from summer to autumn due to the 
loss of water in their internal organs. In addition, numerical solver of physics theory 
for tree animation and leaf deformation is usually treated in a sequential way, making 
it a time-consuming process. All the reasons above make it hard to animate/deform 
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Fig. 1. Snapshot of tree swaying in the wind 

trees in realtime. To address this issue, in this paper, we mainly put the focus on how 
to design a parallel mechanism to speedup physically-based tree animation and leaf 
deformation by taking full advantage of the computational ability of GPU. 

Graphic Processing Unit (GPU) has become a useful tool for parallel computing 
since the Nvidia company developed the Compute Unified Device Architecture 
(CUDA)[1]. The CUDA platform has a parallel computation framework of three 
levels: thread, block and grid. The potential capability of hardware calculation brings 
us a chance for realtime tree animation. Therefore, how to fully take advantage of 
hardware resource seems to be more important to accelerate physically-based parallel 
simulation. 

In this paper, we propose a novel GPU-based accelerating algorithm for realtime 
tree animation and leaf deformation in parallel. We exploit a hierarchical tree model, 
as represented in [2], which can realistically animate by taking a physically-based 
transformation matrix calculations (namely PTMC) driven by the wind force. 
According to PTMC, the transformation matrix of the child branch is accumulated by 
its parent branch matrix as a recursion till the root branch. However, this recursive 
process is not suitable to be performed in parallel. In order to overcome this problem, 
we should analyze the recursive structures and then extract all the essential 
information for each local system. Finally we can perform independent calculation 
between each two local systems. Thus it is suitable for us to migrate all these 
independent calculations to GPU. In our implementation, all the independent 
information is defined in CUDA format. In addition, we also exploit a parallel 
approach for leaf deformation on GPU. The main contribution of this paper can be list 
as follow: 

• Propose a physically-based parallel method to animate trees in realtime, which 
is suitable to run on CUDA platform. 

• Accelerate leaf deformation effectively by a physically-based parallel method, 
which can achieve up to even ten times speedup on GPU than CPU. 

The remainder of this paper is organized as following: Section 2 gives a short survey 
of the related work, and Section 3 presents parallel algorithm for tree animation on a 
CUDA platform in detail. The accelerating method for leaf deformation on GPU is 
described in Section 4. Experimental results are demonstrated in Section 5. In Section 
6, we will make a conclusion on the summary of our ideas presented in this paper. 
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2   Related Work 

Previous research on tree animation can be roughly categorized into two main 
categories: (1) physically-based strategies; (2) procedurally-based strategies. In this 
section, we will review the related work in tree animation and their GPU 
implementations. 

2.1   Physically-Based Animation 

Physically-based animations generally take use of numerical integration of the 
dynamics driven by physical forces. Armstrong and Green [3] proposed an approach 
to simulate the dynamics of rigid bodies, which was considered as a form of rigid 
links joined at hinges to form a tree. Another segment-based approach of tree 
animations was proposed in [4] which considered tree branches as connected springs. 
In this way the dynamic equation of branch’s displacement can be solved. Both [5] 
and [6] represented the tree motion in the wind using a physically-based simulation 
system. Habel et.al [7] used a physically guided approach to synthesize tree animation 
in the wind. [8] raised a physically-based approach of leaf deformation using two 
layer spring model. But this approach was hard to simulate the deformation of several 
pieces of leaves at one time. Although many physically-based methods above have 
been proposed in decades, it is hard for them to simulate tree motion in realtime. 

2.2   Procedurally-Based Animation 

Procedurally-based animations are generally driven by experimental results which 
hardly take into account the physical properties of trees. [9] and [10] proposed a 
method to sway individual leaves and branches in a wind field for a simulation of 
natural motions. A hybrid approach was represented in this paper to combine a 
stochastic method and a simulation method together. An approach of synthesizing tree 
motion was proposed in [11] by using dynamics data extracted from video. Stam [12] 
carried out the simulation in the Fourier domain using a filter constructed by a modal 
analysis of the tree. The periodic motions of given trees can be pre-computed using a 
spectral synthesis algorithm. Chuang et.al [13] proposed a spectral method for tree 
animation in which trees are considered as a dynamic system and each branch is 
considered as a harmonic oscillator. However, these procedurally-based methods can 
only achieve branch motions, in addition they are lack of physical exactness. 

2.3   GPU Implementation 

Zioma [14] animated tree motion in realtime on GPU using a user-defined procedural 
method. However, this method exploited a simple structural tree model which didn't 
take leaf animation into consideration thus was difficult to achieve realistic tree 
motion simulation. 



30 M. Yang, M.-c. Huang, and E.-h. Wu 

3   Real-Time Tree Animation 

3.1   Tree Structure and Dynamics Principle 

In this paper, we take advantage of a hierarchical structure, as first proposed in [2], to 
describe tree branch model. Figure 2 shows a three-level tree branch model. The 
branches in the first level are represented by red segments, the second are by green 
ones, and the third level by blue ones. 

        

Fig. 2. Hierarchical tree model         Fig. 3. Illustration of hierarchical animation model 

We describe a novel tree animation model illustrated in Figure 3, the round nodes 
indicate the joint nodes and the lines are the branch segments. The original O of the 
local coordinate system is set to the position of the lower end node of the branch, and 
the x and z axes are set on the plane perpendicular to the branch direction. The branch 
nodes O, A and B constitute the level0 branch system; similarly, A, C and D constitute 
level1 branch system; C and E constitute level2 branch system. Since O, A, C are the 
root nodes of these branch systems respectively, we define the local coordinate 
system for each branch system according to the root node direction of the parent level 
branch system. Initially, we can compute the transformation matrix according to the 
world coordinate system Mi0, where i indicates the level of the current local branch 
system. And then we can compute the relative transformation matrix Mij, which 
translate the tree branches from level i branch system to level j. Therefore the world 
position of every node (level i) can be computed by using matrix Mtotali, which is 
defined as 

                                  
1 1

( 1) ( 1) _* *totali total i i i i selfM M M M− −
− −=

                                   
(1) 

And Mi_self
-1 is defined as the transformation matrix of itself at the time point T.  

Also the local coordinate can be obtained by computing all the Mtotali, when the tree 
model is stationary, and Mi_self is the identity matrix. 

After constructing the tree branch transformation matrix,  the next task is to move a 
local branch system according to the external forces such as a wind field. According 
to Newton's law: F=ma, and the branch movement equations: X=X0+X'*t, X'=X''*a. 
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Then we can simulate the tree motion by measuring the angle movement using X, X', 
and X''. We define X=vector(a, b, c), which shows the transformation related to the 
local coordinate system. Here we consider the total external force as the arithmetical 
sum of the forces of all the nodes inside the local branch systems. Therefore we can 
get the angular accelerator a easily. Here we adopt the implicate integral to achieve 
the computation convergence. In this way our physically-based simulation can 
animate the tree branches naturally. 

In order to simplify the calculations, we define the wind as a two-dimensional 
force field over the terrain. A wind primitive is defined as an analytical function: 
Vw=GW(x,t). We use several mathematical functions to simulate its characteristic. In 
summary, the Algorithm 1 about tree animation on CPU can be listed as following 
Table 1. 

3.2   GPU-Based Algorithm of Tree Animation in Real-Time 

As discussed above, the algorithm of tree animation on CPU includes two main 
processing: one is to calculate local self-motion for each local tree branch; the other is 
to accumulate global self-motion from sequential parents to itself for each local 
branch system according to Equ. 1. Let us first look at step 1-6 in Table 1, local self-
motion matrix only depends on local wind vector and is independent on the other 
local branch system, hence we can easily migrate it onto GPU for parallel 
implementation. In step 7-10, calculation of total transformation matrix Mtotali is 
dependent on the corresponding parent transformation matrix Mtotali

parentj, while the 
global root node position Ri for ith local branch system is dependent on corresponding 
parent root node position Ri

parentj. Obviously, both of these two operations are 
sequential and not suitable for parallel implementation. 

To overcome this problem, firstly we should redefine all the data as a 1D arrays 
which is suitable for implementation within a CUDA framework. The redefinition 
guarantees each CUDA thread is corresponding to one single element of data indexed 
by a certain thread ID. 

Taking a three-level tree model shown in Figure 3 for example, step 1-8 in 
Algorithm 1 can be implemented in parallel as shown in Figure 4, correspondingly. 
thdi (i=0,1,2) expresses one of the three parallel threads issued by GPU, and each of 
them corresponds to a local branch system leveli(i=0,1,2), respectively. Thus we can 
gain each twist angle vector Xi(i=0,1,2) at time T, which is similar to the solver of 
self-transformation matrix Mselfi(i=0,1,2). However, total transformation matrix 
Mtotali(i=0,1,2) can't be dealt with in parallelism as discussed above due to Euq. 1. 
Therefore, three temporary variables Mtempi(i=0,1,2) are introduced to solve this 
problem. At this moment, step 8 of Algorithm 1 can be divided into three-pass 
solvers: (1)computing Mtotali = Mselfi * Minversei(i=0,1,2), where Mtotali is treated as a 
midterm temporary variable; (2)computing Mtempi = Πj=0

iMtotalj(i=0,1,2), where Mtempi 
is also a midterm temporary variable; (3)assigning value of Mtempi to Mtotali(i=0,1,2). 
By using this method, we can successfully achieve parallel processing on GPU in 
dealing with the simulation of tree animation. 
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Table 1.  Pseudo-code of the tree animation on CPU 

    

 

Fig. 4. Accumulation of total transformation matrix Mtotali 

If the temporary variables Mtempi(i=0,1,2) were not employed, the reading-writing 
conflicts may occur when solving Euq. 1. That is because the current values of 
Mtotali(i=0,1,2) may have been changed before the next access on it. Obviously, 
midterm temporary variables play an important role in alleviating the conflicts and 
realizing parallel implementation on GPU. 

Similar to the calculation of Mtotali, global position Ri(i=0,1,2) of root node in step 
9-10 of Algorithm 1 can be designed as shown in Figure 5. We firstly multiply local 
position Li(i=o,a,...,e) (known) by corresponding total transformation matrix Mtotali 
which was calculated above for every tree node. Next we assign the value of the 
computing results to the corresponding Wi (i=o,a,...,e) as a midterm temporary value. 
At last we should accumulate Ri by equation: 
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Fig. 5. Accumulation of global position Ri       Fig. 6. Accumulation of global position Wi 
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where i=0,1,2; parentj=o, a,...,e. Taking R2 for example, it can be computed as: 

                                                    2 o a cR W W W= + +                                               (3) 

After getting global position Ri(i=0,1,2) of each root node, we need map the 
temporary position to global position Wj (j=o,a,...,e) for each node, as shown in Figure 
6. In practice, we can easily update Wj (j=o,a,...,e) by equation Wj = Wj + Ri ( i=0,1,2; 
j=o,a,...,e). 

Once the global positions of all skeleton nodes have been known, a six-prism 
branch geometry will be established around corresponding skeleton segments. 

3.3   Implementation on CUDA Platform 

We have discussed one of the important factors which can influence the speed of tree 
animation. However, it is not the only one. In the following paragraph, we will 
introduce other potential factors which can affect the performance of tree animation 
simulation. 

In practice, a tree model usually can contain a magnitude of about fifty or sixty 
thousands nodes. In order to make enough threads to cover all nodes at one time, we 
should elaborately select suitable dimensions for block and thread. Taking a tree 
model of 52348 nodes for example, we can select 65536 threads in total to fit this 
situation. We can either take advantage of 256 blocks and 256 threads (65536 = 
256*256) or select 128 blocks and 512 threads (65536 = 128*512) and so on. Which 
solver is the most suitable selection is dependent on the capability of special hardware 
architecture. If the threads on GPU can't handle all the model nodes at one time, we 
can make a loop implementation to throughout all the nodes. 

In summary, we can speedup tree animation in three ways: parallel design for data 
structure; full usage of midterm temporary variables; and exhaustion of computing 
capability of the hardware. 
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4   Acceleration of Leaf Deformation 

4.1   Leaf Structure and Dynamic Analysis 

Leaves deform when seasons alternate from summer to winter due to the loss of their 
internal moisture. A novel approach was proposed to simulate leaf deformation using 
a double layer spring model (namely DLM) in paper [8]. According to DLM 
definition, leaf model is composed of two types of springs: blade springs and vein 
ones. The blade springs are described as red lines with only one layer springs while 
the vein springs are denoted as blue ones with two layer springs, as shown in Figure 
7(a). In this paper, we illustrate all the blade springs in a 2D flat plane simply, as 
shown in Figure 7(b). The double layers of vein springs are shown in Figure 7(c). 

 

Fig. 7. (a) Leaf DLM; (b) Illustration of blade springs; (c) Double layer vein springs 

As shown in Figure 7(b), the letter X (X=A, B, C, D, E) denotes blade node, and the 
line ei (i=1,...,7) denotes blade springs. Hence leaf deformation can be well controlled 
by spring shrinkage realistically and naturally. The elastic force of springs can be 
driven by Euq. 4: 

                                    

*
*(| | ) * *

| | | |
ij ij ij

ij ij ij ij ij
ij ij

v l l
f h l r d

l l

⎧ ⎫⎪ ⎪= − − +⎨ ⎬
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                  (4) 

where i,j={A,...,E}, they describe the indices of two ends of a spring; lij denotes the 
current length of the spring; rij expresses the length of the remained spring; hij is the 
elastic coefficients of the spring and dij represents damping coefficients; the relative 
velocity from ith node to jth node can be defined as vij. 

Double layer vein springs are illustrated in Figure 7(c), which are the uppermost 
factors to control the shape of the leaf during deformation. The bisque nodes (V11, V12, 
V13) denote upper ends of vein springs; the blue nodes (V21, V22, V23) denote lower 
ends of vein springs. A spring with upper end and corresponding vertical lower end is 
called structural vein spring, such as V11V21; while a spring with upper end and 
neighbor shared lower end is called shared vein spring, such as V11V22, V12V21. 
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4.2   GPU-Based Accelerating Approach for Leaf Deformation 

The numerical solution to the leaf deformation is generally generated using the 
Newton Second Law and Euler Exploit Integration. In practice, this solution can be 
simply represented using an iterative program to update external forces and states for 
each node. However, this implementation is a time-consuming process due to a rather 
fine geometry of leaf model [8]. Therefore in this paper, we target to speedup this 
deformation on a CUDA-based platform. Similar to realtime approach of tree 
animation, firstly we need reorganize leaf data as 1D arrays in parallel structures 
which suit to run on GPU. 

A novel approach for accelerating leaf deformation is described in Table 2 which 
expresses the deformation algorithm on GPU. Steps 1-5 in Algorithm 2 explain the 
 

Table 2.  Pseudo-code of leaf deformation on GPU 

 

Table 3.  Statistics of tree animation 

Tree Vertex Number Segment Number Platform FPS Speedup Ratio 
GPU 9.62 7.4 1 76848 230520 
CPU 1.29 1.0 
GPU 60.97 2.2 2 23336 69984 
CPU 27.81 1.0 
GPU 20.00 4.3 3 35784 107328 
CPU 4.62 1.0 
GPU 23.28 3.5 4 26792 75328 
CPU 6.70 1.0 
GPU 64.10 1.4 5 16352 49032 
CPU 45.66 1.0 
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method of initializing leaf states and calculating each the elastic force of the spring. 
Obviously, these five steps are suitable to run in parallel because of the independence 
between each two nodes/springs. In step 4, λ is a user-defined constant shrinking 
coefficient within the interval [0, 1.0]. 

The main operation for leaf deformation is to update states for each node. This 
operation is listed from step 7 to step 16. At the beginning, we need to initialize a 
variable N by a user-defined constant α, and N denotes the looping times from the 
current balanced state into a new one. Then the damping force Di can be easily 
computed by equation Di = -Vi*β independently as shown in steps 8-9, where β is the 
damping coefficient, and flag "-" means the direction of damping force vector Di is 
opposite to velocity vector Vi. Steps 10-11 show us the calculation of total external 
forces for each node, that is Fi=Di+Σj=0

m Sj, here Sj denotes force of jth spring 
connecting to ith node. Thus new states for each node can be updated using Newton 
Second Law(steps 12-13) similar as discussed above. Finally steps 14-15 are branch 
statements to control which step will be run next. Step 17 indicates the terminated 
conditions of Algorithm 2. 

In practice, taking leaf model in Figure 7(b) for example, steps 1-2 in Algorithm 2 
can obviously be mapped to GPU. Figure 8 illustrates operations of steps 3-9 in 
parallel. thdi(i=1,...,8) denotes ith thread issued by GPU hardware; Si(i=1,...,8) 
expresses the external force of ith leaf spring; Fj(j=a,...,e) denotes the total external 
force for each node. Hence the total external force Fa of node A shown in Figure 7(b) 
can be expressed by Fa = S1 + S2 + S3 + Da, where Da is damping force of node A, 
and S1, S2, S3 are elastic forces of springs which share the common node A. In this 
practical implementation, we select calculation of spring force for each spring rather 
than for each node. As we have known, a spring has two ends, if we select calculation 
of spring force to each node, it will cause a repetitive computing, which certainly will 
reduce the simulation efficiency greatly. In addition, this selection for each spring can 
also avoid reading-writing conflict similar to discussion of tree animation above. 

After Fj(j=a,...,e) is calculated, we can update the states for each node using 
Newton Second Law and Euler Explicit Integration in parallel (see Figure 9). 
Therefore, velocity Vj(j=a,...,e) for each node can be updated by Vj= Vj + (Fj / mj) * t, 
where mj is the mass of jth node; In addition, position Pj(j=a,...,e) for each node can be 
updated by Pj = Pj + Vj* t. 

    

Fig. 8. Accumulation of external forces for leaf node     Fig. 9. Euler integral for leaf node 
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4.3   Implementation on CUDA Platform 

There is a bottle-neck in leaf deformation calculation with Algorithm 2 to get high 
quality results, which is caused by the uncertain value of looping times N. 
Experimental results show that: the larger the value of N, the smoother the animation 
frames are, but the less efficient of the implementation, vice versa. 

In practice, number of leaf model nodes in our experiments may be up to about 100 
thousands. Therefore a parameter selection may be 256 blocks and 512 threads, which 
can cover all the nodes at one time due to 256*512=131072>100000. In addition, it 
can speedup by a certain amount by putting constants in constant/texture or registers. 
Finally, similar to tree animation, we should optimize the CUDA kernel definition and 
reduce unnecessary branch controlling codes in program. 

5   Results 

The proposed approaches are developed on an Intel Core(TM) 2.6GHz CPU, together 
with nVidia GeForce 8800 GPU and 3G RAM. Figure 10 shows realistic tree 
animations under the influence of wind by using our realtime tree motion system; 
Another result of tree swaying is shown in Figure 1. Two natural results for 
deformation of leaves of different shapes are illustrated in Figure 11, the left and 
center pictures show different viewports in front and back, respectively, while the 
right picture shows a second type of leaf deformation. Table 3 lists the statistical data 
for five different species of trees animations. In these animations, tree leaves are 
treated as the highest level branch, therefore the leaf and branch animations can be 
realized in the same motion system. As shown in Table 3, the frame per second 
(namely FPS) of tree animation can reach up to about 64 at most, which achieves a 
realtime simulation. Meanwhile, the FPS is speeded up by about 1.4-7.4 times from 
GPU implementation to CPU. Table 4 explains the influence of leaf quantity 
accelerating ratio of deformation on GPU compared to CPU, and this deformation 
only involves leaves, rather than branches. The data in Table 4 indicates that the more 
pieces of leaves, the higher accelerating ratio. In addition, the accelerating ratio can 
reach up to over 10 times at most. Table 5 indicates the influence of N to accelerating 
ratio of deformation. Taking five pieces of leaves for example, when the value of N 
varies from 500 to 10000, the accelerating ratio of FPS from GPU to CPU almost 
keeps changeless. This indicates that the value of N contributes little on speed up 
efficiency of leaf deformation. Therefore, a recommended value of N may be 1000 to 
keep a realistic and smooth enough result. 

    

Fig. 10. Results of tree animations in wind field      Fig. 11. Results of leaf deformations 
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Table 4.  Statistics of leaf deformation with different quantity of leaves (N=1000) 

Leaf Number 1 5 10 30 50 100 200 
FPS on CPU 6.41 1.19 0.59 0.20 0.10 0.04 0.02 
FPS on GPU 8.00 3.56 1.88 0.67 0.42 0.26 0.22 

Speedup Ratio 1.2 3.0 3.0 3.4 4.3 5.9 10.6 

Table 5.  Statistics of leaf deformation with different values of N (5 pieces of leaves) 

Value of N 500 1000 2000 4000 6000 8000 10000 
FPS on CPU 2.38 1.19 0.59 0.29 0.20 0.15 0.12 
FPS on GPU 7.14 3.56 1.78 0.88 0.59 0.44 0.35 

Speedup Ratio 3.01 3.00 3.03 2.97 2.99 3.02 3.01 

6   Conclusions and Future Work 

In this paper, we presented a novel method to construct realistic tree animations and 
leaf deformations using GPU on a CUDA-based platform. Our system was presented 
on purpose of accelerating simulations of trees/leaves. To realize this target, we 
devised a parallel technique to design data structure of trees/leaves, which is suitable 
to run on GPU. Meanwhile, we achieve results of the physically-based tree animation 
in realtime using our parallel algorithm. Meanwhile, we accelerate the tree animation 
or leaf deformation up to about 10 times on GPU compared to CPU. In future, we 
plan to extend our parallel algorithms for forest animation and attempt to find an auto-
detecting method for selecting the number of CUDA thread per block. Furthermore, 
we are interested in using other GPU-based methods to accelerate plant animations. 
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Abstract. Digital mining technology and software development are essential for 
informatization in China coal industry. We adopt .net3.0 platform and OpenGL 
graphics library to develop a system to simulate the process of ore’s implosion 
and the process of ore’s transportation. In order to implement these functions, the 
particle system principle and some physical algorithms are used in this system. 
Besides, other additional functions such as scenes navigating and data statistics 
are included. Experimental results show that this system can dynamic simulate 
excavation situations in different mines and has high application value. 

Keywords: Digital mine, Simulation of implosion, Transportation of ore, 
Particle system. 

1   Introduction 

Digital mine is the combination of the development of mining science, information 
science, artificial intelligence, computer technology, and it will change the traditional 
production activities of mining. Constructing the “Digital Mine” must have a huge 
impact on mining enterprises in all ways, and it will make the production, safe 
management and operation mode of mining enterprises more precise, more scientific 
and more reasonable, in order to promote the realization of sustainable development in 
mining enterprises[1-2]. The degree of informational mine in developed mining 
countries has already taken solid steps, and some countries even have made long-term 
planning. In the country, as a class of typical traditional mining industry, Chinese mine 
industry has already been facing the challenges of informational technology. 

Digital mine system[1-4] is a huge project, which combines several systems and 
uses lots of science technologies[5-10]. Virtual reality[11] technology is one of the 
most important technologies, the goal of this system is to use virtual reality to simulate 
the entire mining process and to make mining process visualization and offer some 
mining methods according to computer. For example, with the help of computer, it can 
simulate blasting process of mine, and compute the best point to blast, and get the 

                                                           
* Corresponding author. 



 Simulation of Implosion and Transportation of Ore in Digital Mine 41 

routes and programs about mining ores, and predict the safety of mining by person 
simulation. Therefore, the system can be used to virtually simulate the mining process 
and make the mining process safer, more efficient and more convenient. 

In this paper, firstly some backgrounds and related work on digital mine are 
introduced, then the functional framework of system is presented, and design features 
of main functions are introduced. Finally, conclusions about this research project are 
drawn, and some future works are proposed. 

2   Functional Framework 

The main functions of the system are to simulate the processes of mine blasting and ore 
transportation. The framework of system is shown in Fig.1. The functions of system 
include three parts. The first part is to draw the scenes that are required. The second part 
is to simulate some mining processes on the foundation of the first part, including scene 
navigating, mine blasting, and ore transportation. The third part is to get the statistics of 
useful data that is provided by the simulations from the second part. 

 

Fig. 1. Functional framework 

Firstly, the function of scene drawing is to draw environment scenes, including 
mine, sky, land, pit, mining area, transporter and so on. Virtual scene is the foundation 
of constructing models such as mining equipments and mineral. Then, in the second 
part, this function of scene navigating can help the user change the location of 
observation points and angles, for example, the user can observe around mine hills, or 
observe the processes of mine blasting and ore transportation. Mine blasting reasonably 
designed by the particle system[12-15] and some physical algorithms are to simulate 
the process of implosion, such as the falling and collision of broken ores, the falling and 

 

scene drawing 

scene navigating mine blasting ore transportation 

data statistics 

Part one 

Part two 

Part three 

Functional Framework 
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color changing of sparks, the upward motion of smoke which is created in the blasting 
process, and the forming process of rupture areas. Ore transportation is to simulate the 
process that transporter can transport the broken ores produced in the blasting. The 
whole transportation process consists of several steps, including moving ores into 
transporter and pulling ores into ore area. In the third part, generally, the data includes 
two kinds. One kind is the information of mine field, such as the progresses of mining, 
mining capacity, and the amounts of explosives. Another one is the information of the 
whole mine hill, such as the number of mine hill, the amount of mine field, the location 
of mine hill, the whole progress of mining, and the whole mining capacity. 

3   System Design and Implementation 

3.1   Scene Drawing 

The scenes that we draw include mine, sky, land, pit, mining area, and transporter. Each 
scene requires specific models in order to make a realistic simulation. Details of the 
above models are described as following: 

Mine hill model: The feature about mine hill is irregular. Therefore, the model of 
mine hill can create different shapes of hills. The model is shown as Fig.2. 

Broken ore model: The broken ores are produced after blasting, they are always 
irregular. The model is shown as Fig.3. 

Land model: The grid model always is used when a large scale terrain is drawn. The 
model is shown as Fig.4. 

 

 
Fig. 2. Mine hill model 

 

Fig. 3. Ore model 
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Fig. 4. Spatial grid model 

 

Fig. 5. Transporter model 

Transporter model: The transporter is used to transport the broken ores. It includes 
three parts, such as car front, car body, and car tire. The model is shown as Fig.5. 

3.2   Mine Blasting 

We exploit particle system principle to simulate the implosion process, and the physical 
detection algorithm is applied to predict the position of ores. The whole process 
includes the motion of broken ores, the motion of sparks, and the motion of smoke. The 
main part of mine blasting is the motion of ores which contains the following steps. The 
flow chart of all ores’ motion states is shown as Fig.6. 

Step1: It produces a number of broken ores in the area which is required to blast. 
What’s more, the parameters of ores should be initialized, such as the size, location, 
speed, acceleration speed, and rotation speed. And the state of ores becomes the falling 
state in the air. 

Step 2: After a period of time, the ores can change each location on the basis of the 
speed, acceleration speed, and rotation speed. Different actions will be taken based on 
the following situations: 

(1) If the locations of ores are closing to the surface, the ores need to be judged 
whether the state is changed or not. One state is that the ores stop on the surface of 
mining area. Another state is that the ores keep the original state which is the 
falling state in the air. 
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Fig. 6. The flow chart of all ores’ motion states 

(2) If the ores stop on the mining area surface, and when a new blast is happened on 
the surface, the ores need to be judged whether they are in the new rupture area or 
not. 

(3) If the ores reach the surrounding walls of mining area, the directions of the ores’ 
movements should be changed. 
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Step3: If the ores are in the new rupture area, the state of ores should be changed to 
the falling state in the rupture area. Otherwise they should keep original state. 

If the ores are falling in the rupture area, the locations of the ores should be judged. 
When the ores reach the bottom of rupture area, they should stop falling, and the state 
should be changed to the state of stopping on the bottom surface of rupture area. 

Step4: If the state of ores are stopping on the surface of mining area or rupture area, 
they should keep original locations and states when no new blasting occurs. 

The motions of sparks and smoke are similar to the motion of ores, and they are all 
based on particle system principle. The different points are that the spark has color 
parameter and the parameter always keep changing. What’s more, the motion of smoke 
is upward moving and the smoke disappears at last. 

3.3   Ore Transportation 

In the system, the transporter is used to transport the broken ores that are produced in 
the blasting from mining area to ore area. The whole process includes several parts. 

Firstly, the chosen ores are picked up into transporter. The target ores are chosen by 
the mouse, and they are put into transporter. The realization principle is that the 
location of ores should be changed into the free area of car body. The area of car body 
can be logically divided into many same size cube spaces (they don’t exist in fact). 
These virtual cube spaces are numbered (start from one), when one ore is put into 
transporter, the next number cube space is chosen (for example, if the last time number 
n space is chosen, number n+1 will be chosen in the next time). Then, transporter is 
started. When the transporter is started, the state of transporter is changed from static 
state to moving state. Continued, transporter is moved. The principle of transporter 
moving is that the location of transporter is changed in real time. Specifically, the 
points of transporter are changed after a period time. Then, transporter is turned around. 
The main principle of turning around the transporter is complex, not only the car should 
be changed, but also the ores in the transporter should be kept relatively static to the 
transporter. 

After that, the ores are pulled into ore area. This process can be divided into two 
steps, the first step is that the ores slide down in the transporter, and the second step is 
that the ores leave the transporter and fall into the ore area. The demands of the first step 
are that the ores in the transporter should be pulled up while they should slide down 
along the car body as some degree speed. The implementation principle is following: 
the car body slopes after a period of time. As Fig.7 shows, the sloped angle of car body 
has positive correlation with θ. So when θ is changed, the sloped angle is also changed. 
Supposing that the displacement is named AB as car body changed, the length of AB is 
L, if the coordinate of point A is known as (Xa, Ya, Za), and the coordinate of point B 
can be computed as (Xb, Yb, Zb) with Formula 1. 

 ൝Xb ൌ Xa ൅ L כ cos θ;Yb ൌ Ya ൅ L כ sin θ ;Zb ൌ Za.  
(1)
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The changing situation of every point in the transporter is similar with the point A. 
After changing, all the locations of the ores in the transporter can be computed 
according to Formula 1. 

 

 

Fig. 7. Slope diagram of transporter 

The demands of the second step are also complex. After the ores leave the 
transporter, they would have new speed, new acceleration speed, and new motion 
direction. And then with the influence of gravity acceleration speed, the ores fall into 
the ore area, and they stop on the surface of ore area at last. 

Finally, the transporter leaves the ore area. When the transporter leaves ore area, the 
process need deal with two conditions. One condition is that there are no ores in the 
transporter, and the other condition is that there are some ores in the transporter. In  
the latter condition, when the transporter leaves the ore area, the car pulls down, so do 
the ores in the car. Furthermore, the ores should be kept relatively static with car body. 
The process is opposite to the process which the ores are pulled into the ore area. With 
the use of the Formula 1, supposing the coordinate of point B is known as (Xb, Yb, Zb), 
and then the coordinate of point A can be computed as (Xa, Ya, Za). 

4   Experimental Results 

The results of experiments are as following. Fig.8 shows the function of navigating  the 
mine hill. As Fig.9 shows, when the users click a place to blast, there occurs blast. As 
Fig.10 shows, the broken ores are carried to the transporter. As Fig.11 shows, when the 
transporter is moved to ore area, then the car body of transporter slopes, in order to 
make the ores pull into ore area. 

 

    

Fig. 8. Navigate the mine hill                          Fig. 9. Implosion result 
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   Fig. 10. Carry broken ores               Fig. 11. Transport ores into ore area 

5   Conclusion 

In this paper, we design and implement a prototype to simulate the production process 
of coal mine by drawing lots of scenes such as mine hill, land, sky, mining area, and 
visualizing the blasting and transportation process of ore. In addition, we also consider 
some information affecting the mining process, including mining capacity, the amounts 
of explosives and so on. 

As to the future work, we plan to improve the performance of the prototype system. 
First, some models are required be improved. Then the blasting effect should be 
enhanced to be more realistic. Finally, some other functions should be completed, such 
as integration of virtual actors, and the virtual navigation. 
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Abstract. Camera calibration is crucial in many applications. Our lab uses the 
world wide used camera calibration toolbox for Matlab and finds its two major 
drawbacks, i.e., manual selection of the four extreme corners and inability to 
process images larger than 2MP. In this paper, a new method to eliminate these 
drawbacks is presented. The original chessboard is modified slightly and based 
on the added boundary composed of four narrow rectangles, the four extreme 
corners can be forecast. In addition, because it is implemented by C++, the 2MP 
limitation no longer exists. The experiment shows that even without multithread 
optimization and even for a 50MP photo, the corners can be extracted within 20 
seconds on a 3GHz CPU. 

Keywords: Camera Calibration, Corner Extraction, 3D Scanner. 

1   Introduction 

Camera calibration is an important task in computer vision, motion analysis, three-
dimensional object reconstruction and texture mapping [1]. It is a hot research topic in 
computer vision as well as virtual reality in recent decades [1-11]. The purpose of 
camera calibration is to find the transformation between world coordinates and image 
coordinates. Evidently, a pixel in an image corresponds to a line in the world frame and 
only after calibration, the line can be expressed. This correspondence enables many 
applications. For example, if two pixels in two different images are the image of the 
same voxel in the world frame, then, by this triangulation method, the world coordinates 
of the voxel can be determined. Thus camera calibration is a prerequisite for any 
application where the relation between 2D image coordinates and 3D world coordinates 
is needed [2]. The most commonly used camera calibration model is the pinhole model 
[1], as shown in equation (1), where ax, ay, u0 along with v0 are the intrinsic parameters, 
K the intrinsic parameters matrix and E the extrinsic parameters matrix. 

In practice, it is found that sometimes the transformation between world and image 
deviates from this pinhole model, especially at the four corners of an image. As a 
result, the lens distortion and the skew coefficient are introduced to solve this issue. 
The s in equation (2) is the skew coefficient and a nonzero value means that the u axis 
and v axis of the image is not perpendicular strictly. The lens distortion was first 
introduced by Brown in 1966 [12] and called "Plumb Bob" model (radial polynomial 
+ "thin prism"). The tangential distortion is due to "decentering", or imperfect 
centering of the lens components and other manufacturing defects in a compound 
lens. With this model, the lens distortion can be corrected effectively. 
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Camera calibration is the process of determination of the intrinsic parameters (the 
focal length ax, ay; the principal point u0, v0; the lens distortion and the skew 
coefficient s) as well as the extrinsic parameters (the location T and the orientation R). 

Camera calibration can be classified into two categories: the conventional approach 
[1][5-11] and the self calibration approach [2]. The former requires predefined 
calibration object such as chessboard or its variation while the latter uses only 
information in the image. Self calibration requires solving high degree binary 
equations (Kruppa's Equations), which makes the calibration less stable. In addition, 
the precision also suffers from the less calibration information. Hence, to construct a 
3D scanner for scanning utensil in a museum, we decide to use the conventional 
approach. The 3D scanner developed by our lab is composed of a projector and a 
camera. Obviously, both of them must be calibrated to make the scanner function 
correctly. 

The work is initiated with searching "camera calibration" in Google and the first 
page is a camera calibration toolbox for Matlab [5]. Having tried it for many times, 
we find this toolbox is extremely useful (robust and precise) except for two obvious 
drawbacks which hinder its further use on our 3D scanner. One is the manual 
selection of the four extreme corners, as shown in Fig. 1. According to the 
specification, the selection of the corners must be within 5 pixels; otherwise some of 
the corners might be missed by the detector. Nowadays, the resolution of a camera is 
much higher than that of a display. As a result, the user must magnify the image 
(100% instead of fit screen) and move in four directions to guarantee the selection 
error of each corner not to exceed 5 pixels, which costs about 6 seconds for a 4000 × 
3000 image. The resolution of a camera is growing continuously. For instance, Leaf 
has just announced Leaf Aptus-II 12 boasting a worshiping resolution of 10320 × 
7752. But the time to select the corner is proportional to the image resolution, so how 
long will it takes to do the selection of a high resolution photo in future. The manual 
selection must be automated by a computer. Another drawback is that the Matlab 
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procedure can only process images no larger than 1600 × 1200, or else the program 
will not respond, which prevents us from making full use of the full resolution of a 
camera. The main reason is that it is implemented by Matlab and we decided to port it 
to C++. 

 

Fig. 1. Manual selection of the four extreme corners 

In this paper, first a modified calibration pattern is proposed. Then in section 2.1 
and 2.2, the algorithm to locate the added rectangular bar is presented. Section 2.3 
shows the method to forecast the corners by using the property of cross ratio 
invariance and the forecast results. Finally, the conclusion and next work are 
discussed in chapter 3. 

2   The Modified Calibration Pattern and Algorithm 

2.1   Thresholding and Erosion 

The original calibrate pattern is modified to achieve automatic calibration (see Fig. 2). 
With the help of the four added narrow rectangles, the center of the chessboard can be 
found by intersecting the diagonal and based on the property of cross ratio invariance, 
the corner can be forecast. 
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Fig. 2. The modified calibration pattern 

 

Fig. 3. Before and after erosion 

Since during the calibration process, the camera is disallowed to move. So first a 
reference photo is taken when there is no chessboard. Then the chessboard is placed 
in the scene and several calibration images are photographed. By comparing the 
reference image and the calibration images, the chessboard can be easily located. To 
speed up this procedure, only the pixels whose u and v coordinates are both a factor of 
4 is visited. 

Then, the chessboard region is extracted and converted into gray scale image. The 
k (k=2) means cluster algorithm is employed and the chessboard region is thresholded. 

After that, the image is eroded three times, as illustrated in Fig. 3. After erosion, 
the chessboard is disconnected into small black blocks, which make the location of 
the four added rectangles rather easily, i.e., counting the number of connected pixels 
of each block. 
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2.2   Locating the Four Rectangles 

Let us define a connect region is a region that each of its pixels satisfies the following 
two criteria: 

1) the pixel is black, 
2) at least one of its adjacent pixel is black. 

In this way, all the boundaries of the regions are found, as shown in Fig. 4 left. 
It is obvious that the newly added rectangles should have the maximum number of 

connected pixels and thus by counting the number of connected pixels and selecting 
the regions that have the top four maximum numbers of connected pixels, the four 
rectangular bars can be easily identified. But to make the algorithm more robust, the 
shape factor is also considered. 

 

Fig. 4. The extracted boundaries (left) and the extracted four added rectangles (right) 

The shape factor f is defined as the ratio of the square of a region's circumference 
to its area. In formula form, let a and b be the length of the long and short edge of a 
rectangle respectively. Then, for an arbitrary rectangle, the shape factor is: 
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where 0 < r <= 1. Partial derivative to r gives: 
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When 0 < r < 1, the derivative of f to r is negative, which means f is monotonically 
decreasing. That is to say, when a is equal to b, the shape factor f has the minimum 
value: 16. The objective function is area times shape factor. Since by theory, the four 
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added rectangles should have the maximum area and shape factor, by selecting the 
regions whose values of objective function are top four will safely find the rectangular 
bars, as shown in Fig. 4 right. 

2.3   Corner Forecasting 

In this stage, first, each of the central line piercing the added rectangles in the long 
direction is fitted. In section 2.2, the boundaries of the added rectangles have been 
successfully located. The central line is depicted by the following equation: 

0sincos =++ bayax , (5) 

where the sum of the square of all the pixels' coordinates substituting into the above 
equation is minimum. Or in formula form: let 

( )2
sincos∑ ++=

i
ii bayaxG , (6) 

then by minimizing G the coefficients a and b are solved. When G is minimized, its 
partial derivatives to a and b must be both zero, which result in two equations which 
can be numerically solved. 

Now it is ready to forecast the corners. Cross ratio invariance is a well-known 
property in projective geometry that states the ratio of the distance between four 
collinear points is the same as that between their projections (see Fig. 5 upper left). 

 

Fig. 5. Illustration of the cross ratio invariance (upper left) 

(Locating the other points on the central lines by cross ratio invariance (lower left). 
Locating the center of the chessboard (right)). 

As illustrated in Fig. 5 right, l1, l2, l3 and l4 are the central lines piercing the added 
rectangles computed by minimizing G in equation (6). l1 and l2 intersect at V1 while l3 
and l4 intersect at V2. The other four intersections of l1, l2, l3 and l4 are A1, A2, A3 and 
A4. Evidently, the intersection (denoted as C) of A1A3 and A2A4 is the center of the 
chessboard. Suppose V1C intersect l4 and l3 at M3 and M1, respectively while V2C 
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Fig. 6. The forecast corners 

intersect l1 and l2 at M4 and M2, respectively. The point I, A, J and B are on the world 
coordinate system (WCS) while the point I', A', J' and B' are on the image coordinate 
system (ICS). If the points I, A, J and B refer to A1, M1, A2 and Pi (i=1...9) in lower 
left of Fig. 5 on WCS and I', A', J' and B' refer to A1, M1, A2 and Pi (i=1...9) in lower 
left of Fig. 5 on ICS, then only the location of Pi on ICS is unknown and can be 
calculated. 

In this way, all the points (Pi) on the central lines are solved. Then, connecting the 
corresponding points on the two non-adjacent sides will give the rough positions of all 
the corner points. As shown in Fig. 6, the results are very close to the actual corners. 
The rest corner extraction code is just rewriting the Matlab program in C++. 

3   Conclusions and Future Work 

In this paper, an automatic and robust chessboard corner extraction algorithm is 
presented. The algorithm is rather efficient and precise. On Intel E6850 (3GHz), for a 
8000 × 6000 / 12000 × 9000 image (The two images are interpolated from a 4000 × 
3000 image.), the corner points are extracted within 20 / 45 seconds. 

The future works are two folds. For one thing, the forecast procedure should be 
multithreaded, especially when multi-core CPU becomes common. And indeed, the 
procedure can be multithreaded since there is no dependence during the process of 
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pixels. Or more drastically, the code will be port to CUDA to run on GPU if the speed 
of multithreaded code is not fast enough. For another, more cases should be tested to 
prove the effectiveness and correctness of the algorithm. 
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Abstract. Object tracking is an important technology in video surveillance. The 
main approach is Mean Shift algorithm and its improved version. Studies show 
that the traditional Mean Shift algorithm adopts a fixed searching window in the 
tracking process, which cannot adjust the template adaptively. The improved 
algorithm, CamShift, overcomes this problem with an adaptively changing 
searching window. However, these algorithms are both based on color tracking, 
which requires that the colors of the foreground targets are unique. If the color 
of the target is similar to the color of the background, tracking errors will occur 
or tracking targets will be lost. In this study, we developed an adaptive gradient 
enhanced texture based tracking algorithm for traffic monitoring applications. 
This algorithm combines the characteristics of the color and texture of objects. 
The algorithm builds a joint histogram template of color and texture for 
targeting, which solves the problems of tracking targets losing when the color 
of the object is similar to the color of the background. The experiments show 
that the algorithm can improve the accuracy and robustness of object tracking. 

Keywords: video surveillance; object tracking; Camshift; texture feature. 

1   Introduction 

In recent years, video surveillance system has been widely used in many areas, with 
the development of video analysis and processing techniques. Object tracking is very 
import issue in video surveillance application. Meanwhile, it is also the difficulty of 
computer vision technology. The purpose of object tracking is to check, identify and 
track the interested objects in a series of video frames, and to extract the movement 
parameters of the moving targets further. Nowadays, in the field of traffic monitoring, 
the main difficulties in video-based vehicle tracking are as follows:  

 The features of vehicles being difficult to be extracted when the vehicles are 
far away from the camera. 

 The moving of the cameras.  
 Occlusion among the vehicles.  
 Disturbance caused by the light change to object tracking.  
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In order to solve all these problems, there have been various kinds of tracking 
methods, such as the deterministic methods [1] and statistical methods [2, 3], feature 
based methods and model based methods [4, 5, 6, 7]. All these methods have their 
respective advantages and are suitable for different tracking objects and different 
surroundings. There are some commonly used algorithms such as particle filtering, 
Kalman filtering, Mean-shift and so on. Particle filtering algorithm [8] has a 
phenomenon of degeneration, that is, after several times of iterations, most of the 
particles own a small value of weight, which is a waste of time. Kalman filtering [9] 
needs amounts of computation and is hard to describe the flexible movements of 
objects, so it is not suitable in real time tracking of moving objects. Mean shift [10] is 
a classical algorithm in deterministic algorithms, which is first introduced to the field 
of object tracking by Comaniciu. Mean Shift needs low computation cost and can be 
successfully used in real time monitoring. 

Mean Shift is not adaptive in updating model. When the size of the moving objects 
has some changes, there would be some problems of tracking losing or tracking 
mistake. Nevertheless, mean shift has its own advantages such as low computation, 
non parameters, kernel histogram modeling and so on. For the above reasons, mean 
shift is robust in edge occlusion, object rotation and background changing. There are 
lots of improvements in mean shift algorithm by different scholars. Yang [11] 
introduced a similarity measuring mean shift that has a strong resolving power and 
adopted fast Gaussian transformation to decrease its computation cost. Alper Yilmaz 
[12] proposed an object tracking method based on the asymmetric kernel mean shift, 
in which the scale and orientation of the kernel adaptively change depending on the 
observations at each iteration. Jeehyun Goya Choe [13] proposed a kernel model 
containing both the color and distance information to reduce the computing time. In 
addition, Bradski [14] proposed Camshift algorithm, that is Continuously Adaptive 
Mean Shift, which is a kind of improved Mean Shift Algorithm. Camshift algorithm 
solves the problems that the traditional template of the Mean Shift algorithm cannot 
be updated, and cannot track moving targets adaptively. 

In this paper, an adaptive gradient enhanced texture based tracking algorithm 
(AGETA) is proposed. The algorithm bases on Camshift, Meanwhile, for the problem 
of only color information used in tracking, AGETA is adopted when color based 
tracking failed. The paper was organized as follows. Section 2 describes the design 
ideas and methods of this paper. There is a detailed analysis on the basic principles 
and characteristics of color based tracking algorithms (including Meanshift and 
Camshift) in Section 3. In Section 4, it gives the processes of adaptive tracking 
algorithm based on gradient enhanced texture, which is followed by simulation results 
of algorithms are shown in Section 5. 

2   Methodology 

Object tracking is different from object detection. Object tracking needs to establish a 
matching relation based on position, speed, shape, color and texture feature. 

In object tracking, the continuous movement of the objects can lead to the change 
of distances between camera and objects, which leads to the size changing of objects 
in video frames. So, it will be a big shortcoming if the object model cannot be 
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updated or the kernel window cannot be changed. It is specifically expressed in the 
following two aspects: 

(1) When the size of moving objects decreases continuously, the kernel window 
can be somewhat larger relatively. So, it will contain extra background pixels which 
have a great impact on the comparison between the histogram of searching window 
and model. The final positioning of the moving object can be distracted and the object 
maybe roams between several modes. 

(2) When the size of the moving objects grow fast and outrange the kernel window, 
the relatively smaller kernel window can make the searching result wander in several 
modes. The inaccurate positioning leads to bad tracking or lost of tracking. 

So, one of the focuses in this paper is how to updating tracking models. Meanwhile, 
when modeling the moving objects we can choose another feature space. Therefore, if 
the tracking based on a certain feature space fails, another space feature can replace 
the above one to improve the tracking. Also, a second tracking behavior can be added 
to increase the robustness and accuracy of object tracking. 

Considering the above problems, we propose a scheme of cascade control. The 
architecture and methodology is showed in Figure 1. First, a color based fast tracking 
is introduced, and then we adopt a method to solve the problem of model updating. 
Finally, when tracking based on color information fails, another feature space of 
texture feature space is proposed to replace the color space. 

Video capture

Pre-processing

Object  detection

Object  tracking

Fixed searching window

Updated window

Color based

Texture based

Mean shift tracking 
method

Camshift tracking 
method

AGETT

 

Fig. 1. Architecture and methodology 

3   Tracking Algorithm Based on Color Information 

3.1   Fixed Kernel Window Based Tracking 

As the classical color based tracking, the traditional mean shift tracking is the most 
representative one. The tracking algorithm based on mean shift adopts color 
histogram to represent the interested objects. Color histogram is a simple description 
of the probability density function of the color distribution. Suppose the color 
histogram of the object model is q̂ , the histogram of the candidate region centered at y 

is ˆ ( )p y , the similarity function between the object model and the candidate 
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is ( )ˆ ˆ ˆ( ) ( ),y p y qρ ρ= . The local maximum of the similarity function means the most 

likely candidate in the region of interesting, so the object position is the position of y 
which make ˆ ( )yρ reach its local maximum. The mean shift vector derived by the 

similarity function directs the right direction of original position to the forward 
position. The proof of the convergence of mean shift vector guarantees the existence 
of the local maximum of the similarity function. So, the tracking problem is converted 
to a problem of finding the best matching model. 
The tracking by mean shift can be described by the following three steps: 

(1) The establishment of object model 
Color based mean shift uses the probability of color distribution as the feature 

vector of the moving objects, and the probability density centered at 0x  can be 

represented as 
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Where x0 is the central coordinate of the searching window; the amount of pixels in 
the window is n; xi  stands for the coordinate of the ith pixel in the window; h stands 
for the width of the kernel window, which is also the radius of the searching window. 
C1 is the normalization constant; 2(|| || )k x is a convex and decreasing kernel function 

which allocates lower weight values for the far away pixels and larger weight values 
for the pixels near the center; δ is the Delta function used to count the amount of 
pixels owned u in the statistical histogram. 

(2) The establishment of the candidate region 
Suppose { | 1, 2,..., }i hx i n= is the position of the pixel in the candidate region 

respectively; we take the central coordinate y as reference, and the same kernel 
function k and radius h is adopted. Then, the candidate probability of level u centered 
at y can be described as 
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(3) The measurement of the object model and candidate model 
In order to measure the similarity between the object model and the candidate 

model, we use the distance between them as the similarity criterion. The most likely 
position y of moving object can be reached by minimizing the distance between the 
moving object and the candidate model. The process of minimizing the distance can 
be equal to maximizing the similarity coefficients of the histogram. 

The searching in current frame starts in the position 0ŷ , which is an evaluation of 

the moving object in the previous frame. Suppose the center of the searching widow is 

0y , by the measurement criterion, we will seek the local optimization value of 1y  in 

the neighborhood of 0y . When ρ̂  reaches its greatest value, the mean shift vector is 

as follows: 
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Suppose the color probability of candidate model centered at 0ŷ in the current 

frame is described as 0 1,2,...,ˆ ˆ{ ( )}u u mp y = , by using the Taylor expansion of function 

ˆ ( )up y at 0y , then the Bhattachyya coefficient describing the similarity of histogram 

can be described as follows: 
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In (5), ˆ ( )up y and ˆuq represents the value of level u in the two histograms 

respectively, the similarity of ˆ ( )up y and ˆuq is measured by Bhattachyya 

coefficient ˆ ( )yρ : 
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The distance between object model and candidate model is shown as 

ˆ ˆ( ) 1 ( ( ), )d y p y qρ= − . (6)

When Bhattachayya coefficient ˆ ( )yρ between the color histograms representing 

object model and candidate model reaches maximal, it means the distance between 
object model and candidate model reaches a minimal value. The task of seeking the 
moving object can be converted to the problem of seeking the density function 
ˆ ( )p y which is most like 0ˆ( )q y .The greater of ˆ ( )p y , the more likeliness between 

object model and candidate. 

3.2   Adaptive Tracking 

As for adaptive tracking of color information, Camshift is a classical one. In the 
tracking process of mean shift, the size of kernel window determines the amount of 
samples iterated, and also the size of the tracking window. In the process of object 
tracking, we need to find the peak value of a series of frames. The fixed size of kernel 
window may lead to the problems previously mentioned. 

Camshift [14] is an improvement of mean shift and it solves the problem of fixed 
window. The basic idea of Camshift is to operate mean shift algorithm on each video 
frame, and to use the previous location of the moving object as the original position of 
the current frame. It means that the size and location of the previous searching 
window is the original value of the next mean shift iteration. Meanwhile, in the 
process of iteration, by extracting the zeroth moment of the searching window,  
the size of the kernel window can be adjusted inside the window and outside the 
searching window. The width or radius of the searching window is set as a function of 
the zeroth moment of the kernel window. 
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Suppose ,x y（ ） as the coordinates in the searching window, and ,I x y（ ） is the 

pixel value of ,x y（ ） corresponding to the histogram of moving object. The zeroth 

moment and the first moment of the searching window can be described as follows:  
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The size of the video frame is m n× , which means the amount of the pixels in the 
frame is m n× . According to the solving method of center of gravity, the center of 
gravity in the searching window is as follows: 
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The key point of Camshift algorithm is to adjust the size of the searching window 
according to the zeroth moment M00, and to move the center of the searching window 
to the mass center of the searching window. If the distance of movement is larger than 
the preset threshold, another new adjustment of the window size and location is 
processed. When the movement of the searching window center and the mass center 
is smaller than the preset threshold, or the number of iterations is larger than a 
maximal value, the iteration in the current frame is finished. The next video frame 
will take its value as the start of the iteration itself, and use M00 to update the window 
size. 

Camshift algorithm uses color information to track moving object by establishing 
its color histogram. It can also adjust the width of searching window by the zeroth 
moment of the previous window size, which is adaptive with the size of the moving 
object. 

4   Adaptive Gradient Enhanced Texture Based Tracking 

The tracking algorithm, such as camshaft, uses color information as the basis of 
tracking. It is quite effective when the moving object has a unique color compared 
with the background. However, when the moving object has a very similar color 
compared with the background color, color information will be not enough to describe 
the object model. This shortcoming restricts the wide use of the tracking algorithm. 
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Fig. 2. The flowchart of gradient enhanced texture based algorithm 

To solve the above problem, we can choose another feature besides the color 
information as the object model when the moving object has a similar color with the 
background. In this paper, we choose gradient enhanced texture as the substitute. 
Figure 2 is the flowchart of GETA.  

Generally speaking, different kinds of objects have different kinds of texture 
features. When texture feature is chosen, we consider the local half tone characteristic 
and the grey dependency of the pixels.  

By imitating the color histogram in Camshift, we establish texture feature 
histogram. In this histogram, we can choose the gradient direction of each pixel. By 
quantizing the gradient direction we can establish the texture feature histogram. The 
texture feature histogram counts the probability of all levels of the direction angles in 
the frame just as the color histogram counting the probability of all levels of color 
information. The similarity between the texture feature histogram of the object model 
and the candidate model is also measured by Bhattacharyya coefficient. Since the 
gradient direction angle is not sensitive to the change of the object size and light, the 
AGETT method can somewhat avoid occlusion and lighting.  

5   Experiments Results 

5.1   Vehicle Tracking Based on Camshift 

Figure 3 shows the tracking result of color based Camshift in a relatively simple 
background, when car flow in traffic is not crowded. From the figures, we can see that 
the red ellipse can contain the moving object well. Also, the tracking can satisfy real-
time application. In the operation of the algorithm, we choose the color based model 
of the car excluding the window, plate number or wheels. 
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(a) the 39th frame          (b) the 52nd frame 

Fig. 3. The moving object tracking in simple background 

5.2   Tracking of Non-rigid Objects Based on Camshift 

In this section, Figure 4 shows the tracking result of non-rigid moving object of 
Camshift algorithm. In the video, someone dressed in red is running over a lawn. In 
order to testify the tracking results of Camshift, the moving one changes her speed 
and gesture continuously. The experiment results show a satisfied tracking. 

     
(a) the 506th frame       (b) the 725th frame        (c)the 2222nd frame 

     
(d) the 2552nd frame      (e) the 2633rd frame       (f) the 2789th frame 

Fig. 4. The tracking result of Camshift algorithm 

5.3   Tracking of Moving Objects Based on Different Models 

The characteristic of Camshift algorithm makes it sensitive to the choice of moving 
object model. In the operation, the tracking can be based on different kinds of models. 
Figure 5 shows the tracking results based on plate number and the whole car 
respectively. The experiments show that the geometric center of the red ellipse can be 
located on the center of the moving object approximately. 

When choose the color information of the whole car as object model, shown by 
Figure 5(c), 5(d), we can see that the red ellipse is trying to include the whole car in 
the entire tracking process. And the size of the searching window is obviously larger 
than Figure 5(a), 5(b) which uses plate number as an object model. 
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   (a) the 13rd frame         (b) the 19 th frame        (c) the 12nd frame        (d) the 23rd frame 

Fig. 5. Tracking result. (a) and (b): tracking results of using plate number; (c) and (d): tracking 
results of using the whole car. 

5.4   Tracking Results of Gradient Enhanced Texture Based Algorithm 

Figure6(a), 6(b) are the result of the tracking based on color information by Camshift 
algorithm; Figure 6(c), 6(d) are the result of the tracking based on gradient enhanced 
texture algorithm(GETA).  

    
     (a) the 12nd frame        (b) the 15th frame         (c) the 14th frame        (d) The 18th frame 

Fig. 6. The tracking result.(a) and (b): tracking results of color based Camshift;(c) and (d): 
tracking results of GETA. 

From Figure 6 we can see that the moving object has a very similar color as the 
background. So, the searching window cannot locate the moving object correctly by 
adopting the traditional Camshift based on color information; while somewhat locate 
correctly by taking texture feature. Therefore, we can see that in a situation of mis-
tracking or tracking losing, the gradient enhanced texture based tracking can be used 
and show a relatively satisfied result. 

6   Conclusion 

The algorithm of Camshift updates the size of the searching window in the process of 
tracking to fit the distribution of the object, and then overcomes the shortcomings of 
mean shift algorithm. However, the requirement of the color uniqueness restricts the 
wide use of Camshift algorithm. By establishing texture feature histogram, we can 
somewhat avoid the phenomenon of mis-tracking or tracking losing when moving 
objects have similar color with the background. Since the algorithm uses kernel 
histogram modeling, it is not sensitive to the edge occlusion, object rotation, shape 
change and background change. Our future research will be focused on improving the 
extraction of the texture feature and the real time implementation of object modeling. 
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Abstract. Large scale crowd simulation can be difficult using existing 
techniques due to the high computational cost of the update to large number of 
crowd. We present a novel technique for simulating detailed groups quickly. 
Coarse grid is used to represent the macroscopic crowd distribution and motion 
tendency consistent with fluid dynamics, allowing for a fast implicit update to a 
few agents for local path planning and Congestion Avoidance. This allows our 
simulations to run at a fraction of the cost of existing techniques while still 
providing the fine scale structure and details obtained. Our method scales well 
to very large crowd and is suitable to dynamically changing environment.  

Keywords: crowd, fluid dynamics, large scale, potential force. 

1   Introduction 

Real-time crowd simulation is difficult because large groups of people exhibit 
behavior of enormous complexity and subtlety. Recent researches mostly start from 
some kind of behavior exhibited in large crowds. Bring up the model, establish rules 
and produce the algorithm to solve the problem. A crowd model must not only 
describe people’s distribution and motion tendency globally, but also solve individual 
human behaviors and dynamic interactions with other people and environment. 

Previous work has mostly been agent-based. It is attractive for real crowds clearly 
operate with each individual making independent decision. In addition, different 
simulation parameters may be defined for each crowd member, yielding complex 
heterogeneous motion. But the computation for each agent becomes too expensive 
particularly in real-time contexts with the increase of population size. 

Other major approaches have been field-based such as potential-field based. They 
generally employ attraction and repulsion to resolve local collision avoidance and 
global path planning, considering density and velocity of crowd, terrain slope and 
obstacles. But it inevitably becomes a bottleneck while updating potential forces for 
people out of sight unnecessarily. 

This paper presents a real-time motion synthesis model for large crowds. We view 
crowds as fluids, and adopt fluid dynamic on the system. This formulation yields a set 
of dynamic density and velocity fields that represent the crowd distribution and guide 
a small portion of agents’ motion. Our approach unifies global navigation, congestion 
avoidance, environment interactions and other specific cases into optimal equations of 



68 X. He, L. Chen, and Q. Zhu 

fluid dynamic. Global path planning is pre-computed and constant before 
environment changes or emergency occurs. The status of crowd flow is recorded in 
the coarse grid without computing or updating most of the individuals. Locally, the 
motion of each individual in sight is driven by a simple equation considering 
interactions with his neighbors. Our approach scales well to very large crowd in the 
scene of fine occlusion level and appropriate rasterization size. 

2   Related Work 

Researches of crowd animation start in the 19th century, spreading widely to other 
fields, such as architectonics, psychology and sociology. Reynolds [1] gave a 
complete control model of the group behaviors in 1987. He modeled the autonomous 
group behavior similar to birds, fish or bees, with rules (center attraction, speed to 
follow and repulsive force) to simulate individuals’ interaction with environment and 
others. Bouvier [2] and [3] combined particle system with grids to analog people in 
the virtual city, group motion in which was driven by attraction field (to make people 
moving to goal) and repulsion field (yielded by obstacles). 

Musse [4] proposed a hierarchical model for real-time crowd simulation, based on 
the group, rather than individuals. The programmable group followed the pre-defined 
behaviors, and autonomous groups use the event and the anti-force to generate more 
complex behaviors. Ulicny and Thalmann [5] proposed hierarchical rules of group 
animation. In their system, behavior captured determined its rules of conduct by level, 
and hierarchical finite state machines handled behaviors. Jin [6] realized interactive 
control of crowd navigation by Radial Basis Functions (RBF) based vector fields. 
Treuille [7] handled the changing environment with a globally dynamic potential field 
(other work see Helbing [8]), simultaneously considering the density and velocity of 
crowd, terrain slope and discomfort. They unified global path planning and local 
collision avoidance into a single framework but required the group as a unit. This 
effectively solved the movement of a large number of virtual groups without a precise 
mechanism for collision avoidance. Narain [9] used a dual representation both as 
discrete agents and as a single continuous system for Dense Crowd Simulation. Our 
approach has been partly inspired by the concepts of potential force, grouping, 
discomfort and hierarchical path planning. 

Other work inspired us is related to the field of fluid dynamics. Many authors (such 
as Foster and Metaxas [10]; Stam [11]; Fedkiw et al. [12]) have used grid based 
techniques to produce visually compelling results, the size of the grids that these 
techniques can use is limited by the amount of computational power available. A kind 
of approach is to improve the baseline simulation on the existing grid. This can be 
done by using higher order methods in space, such as BFECC, QUICK, and 
MacCormack methods (see Dupont and Liu [13]; Kim et al. [14]; Selle et al. [15]), or 
in time. Although these methods increase the accuracy and fidelity of the resulting 
simulation, they are more expensive than traditional fluid simulation and are still 
limited by the Nyquist frequency of the grid. To increase the grid resolution while 
keeping the increase in cost to a minimum, adaptive grid techniques were introduced 
such as AMR [16] and octrees [17]. These techniques are effective at reducing the 
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computational cost in cells where there is not much detailed motion while maintaining 
details where needed. 

3   The Governing Equations 

In this section we develop a mathematical model of crowd dynamics. We begin with a 
set of observations about crowd flow. Crowd behaviors are consistent at the macro 
with many of the characteristics of fluid dynamics found, such as flowing from high 
density region to low density region, pressure being interrelated to the density of the 
fluid, convective acceleration caused by a (possibly steady) change in velocity over 
position, acceleration caused by external forces, etc. 

The focus is that crowd flow meets conservation of mass and is non-viscous. In 
fact, momentum is not conserved here. As descriptions in equation (6), the forces 
upon the unit area of crowds generate the acceleration. The viscosity comes from the 
interaction of fluid molecules (like friction). For some fluid of little viscosity and 
small gradient of velocity, such as water and air, their viscosity can be ignored. Our 
crowd flow is also this kind of fluid. Ignoring little friction between people, we view 
crowds as non-viscous fluid. 

External forces on crowd flow are composed of the Optimal Routing force, the 
Discomfort force and other potential forces. The Optimal Routing force is produced 
by our global path planning algorithm, which makes the crowd flow follows the 
intended path. The Discomfort [7] force represents the terrain slope and obstacles. It 
will bring resistance on the grids which should influence the moving direction. 

So we represent the macroscopic motion tendency and status with fluids equations, 
bring about microscopic behaviors with velocity fields. 

3.1   Global Governing Equations 

Navier-Stokes equations for the conservation of mass and momentum, given by  
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Here ρ is the density of the fluid; 
t

v

∂
∂

 is the unsteady acceleration; the 

convective acceleration vv ∇⋅  is an acceleration caused by a (possibly steady) 

change in velocity over position; p∇−  is the pressure gradient; f is the external 

forces upon fluid; μ  is the viscosity of fluids. 

Note that our fluid equations focus on the macroscopic motion of crowd flow. That 
is the velocity we require to solve is the average vector value. The next step in local 
governing equation, we will further discuss the details of flow characteristics of 
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group. The convective acceleration vv ∇⋅  will be simulated by Congestion 

Avoidance. Simultaneously, our crowd flow is non-Viscous ( 0=μ ). So deleting the 

two items, we get a new equation. 

fp
t
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∂
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ρ
1

 . 
(3)

Formula (2) and (3) make up the simplified fluids equations. We solve the pressure 
p  and external forces f as follows. 

Crowd Flow Pressure. People move at the maximum speed possible and always tend 
to the direction of low density. There is more pressure (so called congested) where 
there is high density, and the maximum speed of crowd is lower. So the pressure 
gradient accords with the density gradient in the direction and the acceleration is 
reversed to the pressure gradient in the direction. The gradient of Crowd Flow 
Pressure in the unit space given by 

)(αρ∇=∇p , ( max0 ρρ ≤≤ )  .  (4)

Here α  is the coefficient of p  than ρ . The value of ρ  isn’t greater 

than maxρ , which is the maximum of crowd in the unit space. The Crowd Flow 

Pressure that we get is not the precise value. It depends on α  valued experimentally. 
That will be further discussed in equation (6).  

Route Force. In our model, external forces upon crowd flow consist of 3 parts: the 

Route force Rf , the Discomfort force Df and other forces Of . 

We use an algorithm of hierarchical path finding on grid-based maps similarly to 
HPA*[18]. We abstract a map into linked local clusters. At the local level, the optimal 
distances for crossing the cluster are pre-computed and cached. At the global level, an 
action is to cross a cluster in a single step rather than moving to an adjacent atomic 
location. At the local level, we use uniform grid maps; at the global level, a quadtree 
map is used. 

A* returns a complete path. In contrast, HPA* returns a complete path of sub-
problems. The first sub-problem can be solved, giving a unit the first few moves 
along the path. As needed, subsequent sub-problems can be solved providing 
additional moves. So the hierarchical framework is suitable for static and dynamically 

changing environments. When we find a path, Rf
G

 is given along this path. At any 

point Rf
G

 is consistent with the path in the direction and the value is a Constant. This 

will be the potential force for a population movement to the target site. 

Discomfort Force. There exist a “discomfort field” which represents the gradient of 
the terrain and obstacles. It will bring resistance on the grids which should influence 
the moving direction. The force put on an individual in the environment is opposite to 
the direction of discomfort.  
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dsDfd ∫−= θ
,   fd ≤fmax . (5)

Here df  is the discomfort force and not more than the threshold fmax; dsD∫θ  is 

sum of the discomfort in the θ  direction; D (see paper [7]) is the discomfort in a unit 
which consists of terrain discomfort and obstacle discomfort. Terrain discomfort in 
the θ  direction increase with the gradient, which means there is more resistance on 
the steep ramp than the gentle slope. The obstacle discomfort is generally a max 
value, which means obstacles are constantly impenetrable. 

Other Forces. Other forces Of  are used to explain the emergency or specific 

situations in crowd simulations, such as disasters or alarms to make people away from 
some areas, marshland slowing down the movement, traffic lights stop or make 
people through, and etc. Not all the specific situations are represented through forces. 
Sometimes we directly change the velocity of crowd or individuals in the specific 
areas. This will simplify the problem without losing details of crowd. 

With equation (4) and (5), we may rewrite equation (3) and give our global 
governing equations as 
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Hereα , β , γ andω  are weights for individual terms, and we solve the gradient 
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,  for the two-dimensional characteristics of crowds. We solve 

these equations to get density map and velocity map. With predefined density map we 

first calculate 
t

v

∂
∂

 to get Tv , and with equation (7) we calculate Tρ .  The density 

map Tρ  of crowd at time T shows the population distribution over the domain. The 

velocity map Tv  will be used to simulate the local movement of individuals. 

Every force’s value can not exceed a threshold fmax. maxffR ≡  , β =1, for the 
route to the goal is always the max desire for crowds. Crowd pressure makes people 
to the low density area but can’t exceed fmax, so α  is assigned between 0 and 1; the 
small the value ofα , the more congestion the crowd can endure. Discomfort force 
represents the environmental obstruction, so γ is always no greater than 1. Other 
force explain the emergency, when ω =1, β =0. For the scene of terrain and dense 
crowd, we set these constants as:α =0.15,β =1, γ =0.4 andω =0. 
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3.2   Local Governing Equations 

Globally we get the velocity map of the crowd flow, which means in a unit space 

many individuals move at the average velocity Tv . But it seems ridiculous that a 

group of people move at the same speed and in the same direction. In the actual 
observation, it is obvious that the individual’s movement influences by his neighbors. 
If his neighbors move at roughly the same direction, he always moves at his max 
speed. If his neighbors move on his contrary, he will slow down to avoid collision. 
While the most popular circumstance is that people move in various directions, an 
individual prefer to find a way in the cracks of the crowd to his goal, which is called 
Congestion Avoidance. 

With these hypotheses, the velocity of each individual is given by 

∑
∈

− ×
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Rk ki
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TiT L
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k
vv min)1()1(

ηη , where   kiLL <<< min,10 η  . (8)

Here the velocity iTv  of the individual i  consists of the average velocity Tv  of 

the crowd flow and the average value of his neighbors’ velocity over distance. η  is 

the weight for the neighbor item. )1( −Tkv  is the velocity of the neighbor k at the 

previous moment. kiL  is the distance between the neighbor k and the individual. 

minL  is the minimal distance between two individuals. To calculate the velocity iTv , 

we initialize each individual velocity kv  with the average value Tv . 

The solution of our governing equations is a procedure of recursion. With the 
initial density map ρ  and the zero velocity map v  we calculate the average velocity 

map Tv  and the density map Tρ . It is very important that for only the visible area we 

calculate the individual velocity, which means only the visible crowd near the camera 
to be rendered as 3D objects, the mass of the crowd out of sight represented by 
density map. 

4   Implementation 

To simulate our system, the model described in the previous section must be 
discretized in time and space. The simulator advances through each timestep as 
follows: 

Initial step:  

Give the initial density map ρ  and the zero-

velocity map v ;  

Initialize each individual velocity kv  with the 

average value Tv . 
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For each group at each timestep: 

Calculate each group’s velocity map mTv . 

Calculate each group’s density map mTρ  and 

construct the summation of density maps Tρ . 

Calculate locally each individual velocity iTv . 

Update the people’s locations. 
Enforce the minimum distance between people. 

Our simulating model consists of two parts. As shown in Figure 1, we use a 
quadtree to represent the virtual environment, and a pair of density map and velocity 
map for each group to represent the crowd flow. 

Quadtree Velocity map Density map

wall seat fence ...
Zero-densityZero-velocity 

Virtual Environment Model Crowd Flow Model 

 

Fig. 1. Our simulating model consisted of virtual Environment Model and Crowd Flow Model 

The quadtree conducts the Visibility Segmentation for the virtual scene and limits 
the areas that groups can not enter (such as obstructions) to some nodes. With the 
quadtree, we conclude which region is visible in the scene and use the velocity map to 
control of the detailed behaviors of the group. As for the rest of the invisible region, 
we just record the density of the population without the need for each individual 
simulation. The quadtree has also recorded the unreachable regions in the scene which 
are represented as static obstacles such as walls, seats and fences. So the quadtree 
provides the basis for environmental perception. 

Each node of the quadtree map stores information about its level in the quadtree, 
the position of the area covered by the node, the occupancy type (ground, obstacle, 
seat, etc.), and pointers to neighboring nodes, as well as information for use in path 
planning, such as a distance variable (i.e., how far the node is from a given start 
point). 

Our path planning includes the quadtree map which supports global, long-range 
path planning and the velocity map which supports short-range path planning. The 
velocity map is a coarse grid projection to the scene, each grid cell of which records 
the velocity of the group. Together with the quadtree map, it is employed to compute 
quasi-optimal paths to desired goals for groups (hierarchical path-finding) [18] [19]. 
The deep colored cells in the velocity map record the zero velocity which indicates 
the unreachable regions. If unfortunately, a person is "squeezed" in the region. It must 
immediately get away at the end of this timestep. 
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The density map has the same raster size to the velocity map. It records the crowd 
density at time T. The meaning of zero density is representative of the unreachable 
region. We calculate the density map and velocity map regularly rather than each 
frame. The interval between two calculations depends on the moving speed of the 
view point. 

4.1   Global Crowd Flow 

To compute these fields, we discretize space into two regular grids, with physical 
variables defined in each grid cell. 

oR fDf ,,,ρ

M

S

EW
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v
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  (a)                  (b) 

Fig. 2. All fields are defined at the center of each grid cell. As shown in (a), we store density as 
scalar, route force and other forces as pairs of floating point numbers. Discomfort Force is an 
anisotropic field depending on the direction, so it is stored with four floats per cell 

corresponding to { }DDDD 270,180,90,0=θ , which is the east, north, west, and south faces of 

each cell. Finally, the average velocity is stored as a pair of floating numbers per cell in (b). 

With equations (6), (7) and given density and velocity maps, we can calculate 
density and velocity maps next frame. That is the global motion tendency and status 
of the crowd flow and will not be simulated as visual objects. The part of the crowd to 
be displayed on the screen is just near the simulating camera or within the space 
segment can be seen.  

4.2   Local Individual Behaviors 

With the quadtree, we conclude which region is visible in the scene and use the 
density and velocity map to update a group of visual agents representing detailed 
behaviors.  

A dynamic array is used to store all of the visual agents, while the status of each agent is store 
in a structure variable. 

Struct agent  
{    
     location: float3;  

          iTv :  float2;  

          j  :  integer; //row number of the grid 
          k  :  integer; //column number of the grid 
        // other status 
} 
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For the simulation initialization, a group of visual agents are generated within the 
visible grid cells according to the density map. For each timestep, we use velocity 
map to update each agent’s status, such as their location and velocity. 

We also add other status variables into the agent’s structure for the individual 
diversity, such as max speed, degree of hunger, endurance, etc.  So the individual 
locomotion or behavior not only depends on equation (8). The finite state machine 
should decide what agent status output by specific inputting. 

There are inevitably computational errors between the density of global governing 
equations and which results from local agents’ behaviors. We use a “transition 
region” coordinating global density map and local agents’ distribution, which consists 
of a group of grid cells just around the local visible region. We regularly update the 
visual agents (generate new ones or destroy redundancy) in the “transition region” 
according to the density map. This update rates by moving speed of the camera and 
the space segment. 

5   Results 

We have run a diverse set of crowd simulations with our system and found it can 
produce smooth behavior for thousands of people at interactive rates. Our 
implementation was in a mixture of C++, Microsoft DirectX 10 and NVIDIA CUDA. 
All simulations ran on a 2.6GHz Pentium Dual-Core with a NVIDIA GeForce 
9600GT graphics card. The computations of the density and velocity map were 
distributed to GPU for multi-thread execution. CPU executes a rendering thread and 
another thread for visual agents update. The frame rate of our simulation depended 
mainly on the occlusion of the scene and the crowd scale. In the good obturated 
(indoor or city block) scene, it ran at 24 fps for 130,000 persons. Outdoors or in the 
terrain it ran at 17 fps for 10,000 persons. 

 
 (a)                                  (b) 

Fig. 3. Outdoor crowd simulated with the 32×32 (a) or 64×64 (b) coarse grids, allowing a 
maximum of 20 persons in each grid cell. Global status of crowd flow was updated but a 
fraction of the crowd need to interact with others and be rendered in the scene. Calculation 
mainly costs in the interaction between people. 
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(a)                                    (b) 

Fig. 4. (a) City block crowd was simulated with the 64×64 coarse grids. (b) When we pause the 
simulation and move the spectator around, it will be seen that there is no agent out of the sight. 
Which means our method simulates a few agents of the crowd and reduces the cost of both 
updating agents’ states and computing their interactions.  

(a)                                     (b) 

Fig. 5.  (a) Crowds were tending to form lanes to avoid obstacles and adapt to terrain. When 
environment changed, lanes rebuilt. With external force, we could add emergency event to the 
system. (b) People rushing for the plaza in the earth-quake while some of them dying on the 
way. With extra properties of agents, we could simulate diverse behaviors such as suffering, 
death and etc. 

Our method benefits a lot from the approaches of continuum dynamic (e.g. 
Treuille’s [7]), but is much different from them. In continuum dynamic model, the 
velocity is not directly correlated to the density. In fact Treuille “splatter the crowd 
particles onto a density grid in order to compute the speed field”. They could not 
directly compute the density field with the continuum equations. That means there has 
to be a heavy cost on the update to all people, such as 10,000 persons’ locations. 

In contrast, our equations of crowd flow represent the direct correlation between 
velocity and density as shown in (6) and (7). We compute density map to exhibit the 
crowd distribution instead of updating to thousands of people. Simultaneously a few 
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(a)                                     (b) 

Fig. 6. (a) At the same grids size (32×32), our method updates a fraction of the crowd. The 
number of agents to be updated is experimental data and could be instable for the camera 
moving and agents in sight. (b) There is a rapid decline in frame rate between 2k and 100k 
people due to the increase of agents in sight. For more than 100k, crowd number takes less 
effect on frame rate. 

(e.g. 300) agents were updated to render in the scene due to their visibility. Under the 
same conditions, we could simulate more crowds. For the truth is, we just update a 
fraction of them. 
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Abstract. In order to exhibit panic phenomenon in the crowd simulation, 
special rules or parameters setting is needed for a given scene. In this paper, we 
present a panic model, named PPIB (Panic, Propagation and Influence on 
Behavior), which could evoke panic automatically under dangerous situation 
without manual intervention. PPIB describes panic behavior in three 
perspectives, including human mental factors and their variation caused by local 
situation, panic propagation, and influence of panic over the basic factors of 
pedestrian dynamic. Experiments show that combined with a dynamical crowd 
model, PPIB could evoke a wide variety of panic behaviors and exhibit 
emergent phenomena in crowd simulation. 

1   Introduction 

Mass-panic is one of the most disastrous crowd phenomena. Simulating crowd with 
panic has an important value not only in the entertainment and games, but also in the 
emergency planning for great events or architectures with high-density crowd. 
Although some empirical work in behavioral sciences show that panic is seldom 
happened during emergent evacuation [1-3], it is still very necessary to simulate 
crowd with panic and arrange in advance to avoid tragic situation. This year, the 
crowd disaster occurred in Duisburg during the Love Parade music event and 
stampede occurred on a bridge in Cambodia during the water festival, remind us the 
necessity of simulating the worst situation.  

In crowd simulation, considerable efforts on navigation, path planning and 
locomotion have been made to generate lifelike and collision-free crowd motion. 
However, very little attention has been focus on simulating crowd with panic. Some 
existing crowd models could exhibit part of panic behaviors by adjusting the value of 
parameter [4] or combining with some specific psychological rules [5]. Using these 
models, special setting or combination is needed for a given scene. Therefore, in the 
view of practicability, a full-formed panic model which could perceive dangers, 
automatically evoke panics and naturally generate panic behaviors is valuable.  

In this paper, we designed a novel panic model which could be used in games or 
evacuating simulation to evoke panic behavior automatically without manual 
intervention. We called it as PPIB model, which means panic, propagation and 
influence on behavior. PPIB model describes mass panic in different perspectives, 
from individuals to crowd, and from mentality to behavior. In mental layer, PPIB 
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models the variation of mental factors caused by the dangers in the environment and 
the propagation of panic among crowd. In influence layer, it models the variation of 
basic factors in pedestrian dynamic caused by panic. By evoking and propagating 
panic among individuals, and transforming mental variation into dynamical variation, 
PPIB could automatically and naturally change the behaviors of crowd.  

PPIB describes the influence on crowd dynamics caused by the panic, instead of 
the motion mechanism of crowd. It could be combined with dynamical crowd models, 
such as empirical social forces model [6] or continuum field models [7, 8] in 
simulation, and could evoke them to express a wide variety of panic phenomena 
naturally and automatically.  

2   Related Work 

In this section, we give a brief review of previous work in the crowd simulation which 
has relatively high expressiveness for crowd phenomena, especially for the panic 
phenomena.  

Helbing’s empirical social forces model [6] is one of the most significant 
dynamical models in this area. By applying socio-psychological and physical forces 
among pedestrians and obstacles, it could exhibit a lot of dynamical features observed 
in the real world. Additionally, controlled by a single “nervousness” parameter, it 
could transform the crowd from rational status to panic status [4]. Some work have 
focused on extending empirical social forces model [9, 10], however the 
expressiveness of panic phenomenon are the same. The main problem of these models 
is that the propagation of panic is ignored, which has been certificated in the real life 
[11]. Furthermore, it needs manual intervention when controlling panic behaviors by 
the “nervousness” parameter. 

Continuum field method is another type of dynamical model with high 
expressiveness for crowd phenomena [7]. By projecting discomfort on the potential 
field and increasing speed in front of the danger, continuum field method could 
exhibit several emergent phenomena. It has been extended to generate more conflict-
free motion under high density when using small grids in complex environments [8]. 
However, like social forces model, continuum field methods ignore the propagation of 
panic. Additionally, the control of panic behavior in a higher layer is lacked, thus 
special setting of low layer parameters is needed to achieve a desired result.  

Rule-based models [12] introduced by Reynolds could generate emergent flocking 
behavior by combining several simple local rules. In order to expand the set of 
possible behaviors, different behavior rules are mixed and applied selectively [13-15], 
and cognitive models are combined into the rule-based model [16]. However, they 
can’t simulate high density crowds and can’t generate ‘pushing’ behavior in panic 
situation [5].  

By applying a combination of psychological and geometrical rules with a forces 
model, HiDAC model could exhibit many emergent behaviors, especially in the high 
density [5]. It is further expanded by adding OCEAN personality model to 
demonstrate personality influences on the crowd motion [17]. The disadvantage of 
HiDAC model is that the number of rules increases rapidly when a wide range of 
behaviors need to be exhibited in one scene, as a result organizing and selection for 
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rules might be tough since contradiction between rules will be frequent. For example, 
stopping rule is used to handle ‘shaking’ problem in high-density, however, when 
pushing behavior should be exhibited, stopping rule must be canceled.  

Contrasted with rule-based methods, dynamical crowd models could exhibit 
features in evacuation which match the observation in real world [6] and could 
simulate high density crowd [8]. We try to design a panic model which could be used 
to control dynamical models in the mental layer so as to evoke panics and panic 
behaviors automatically.  

3   PPIB Model  

PPIB aims to, first evoking panics in the mental layer when an individual perceives 
dangers or infected by people around, and then transforming the mental variation into 
the dynamical variation to evoke panic behaviors. 

 

Fig. 1. Architecture overview 

Fig. 1 shows an overview of PPIB model. In the mental layer PPIB describes the 
variation of mental factors caused by the dangers in environments and the propagation 
of panics among individuals. Thus panics could be evoked mentally. In the influence 
layer, PPIB models the variation of basic factors in the pedestrian dynamic caused by 
panics. This layer describes transition from psychology to behavior. It enables PPIB 
have the power to change the motion of crowd and evoke panic behaviors without any 
explicit rules or manual intervention. In the crowd simulation, PPIB need to be 
combined with a dynamical crowd motion model. Continuum fields methods, or 
social forces models combined with a navigation method, are optional selections. 

4   Mental Layer 

4.1   Mental Factors  

Panic is assumed to occur in situations where people compete for scarce or dwindling 
resources like safe space or access to an exit [1]. It is also characterized by selfish or 
irrational behavior which affects large groups through propagation [1, 6]. In the 
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disaster research, conditions evoking panic and basic elements of panic have been 
studied [2, 19-21]. Based on these works, we defined the mental layer of panic.    E ൌ  ൛E୤ୣୟ୰ E୳୰୥ୣ୬ୡ୷ E୦ୣ୪୮୪ୣୱୱ … ൟ                           (1) 

 ௙௘௔௥ : Evading against danger sourceܧ   •
 ௨௥௚௘௡௖௬ : Desire of escape quicklyܧ  •
 ௛௘௟௣௟௘௦௦ : Fluctuations from normal behaviour state because lack of escapeܧ   •

information 
   E୧  denotes the mental factor related with panic and triggered by the environment for 

a given individual. Their values are ranged from 0 to1, and are changed relative to the 
current situation and personalities of the individuals. If these factors accumulated to a 
certain extent will evoke panic in the mental layer. The set E is includes, but is not 
limited to, the aforementioned elements: fear, urgency and helpless. It is extensible. 
Factors like adherence and aggressive could be included if they are needed. Here we 
give the functions for three basic mental factors. 

      E୤ୣୟ୰ ൌ  ∑ σ୧ exp ሼെξ( ԡrԦ െrୢనሬሬሬሬԦԡ, R୧)ሽ                (2) 
where σ୧  is the weighted coefficient representing different influence from danger 
sources i (i ൌ 0,1,2, … ), ԡrԦ െrୢనሬሬሬሬԦԡ represents the distance from a given individual to 
danger source i. R୧  is the influence radius of danger source i. Function  ξ(x, y) is 
defined as: 

          ξ(x, y) ൌ  ቄ x          if x ൏  otherwise                            (3      0ݕ

Different danger sources should have different weights and ranges. Some dangers, 
like fire, would have a large power to keep people far away from the burning position. 
Others, like toxic gas, will have less weight but would spread widely. E୳୰୥ୣ୬ୡ୷ ൌ  ൜ 0                             if time ൑ 0(2 π⁄ )หtanିଵ൫π(t െ t଴)൯ห  else                   (4) 

where  t଴ is the expected escape time.  

        E୦ୣ୪୮୪ୣୱୱ ൌ 1 െ A୪୭ୡୟ୪ A୥୪୭ୠୟ୪⁄                             (5) 

where  A୪୭ୡୟ୪ is the amount of information the given individual holds, and A୥୪୭ୠୟ୪ is 
that of the information on the whole escape path.  

4.2   Panic 

Panic could be evoked in the mental layer when an individual perceives dangers or 
infected by people around. We defined panic as a time variation function, and 
composed by two types of component. For a give individual, at time step t, his/her 
panic value is P(t), which is:  

 P(t) ൌ  µP(t െ 1) ൅ (1 െ µ)൫M(t) ൅ G(t െ 1)൯                 (6) 
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where  P(t െ 1)  is the panic value in the last time step. µ represents the rate of 
psychology delay, 0 ൏ ߤ ൏ 1. M(t) denotes the panic component generated by the 
given individual himself/herself. It is defined as the comprehensive value of mental 
factors E୧ in current time step: 

                M(t) ൌ  ∑ λ୧E୧                                    (7) 

where λ୧  is the weighted coefficient representing different contributions from 
different mental factors. It meets ∑ λ୧ ൌ 1. G(t െ 1) denotes the panic component 
infected by other people. It is related to the panic value of people around at last time 
step. We will define it in next section. 

4.3   Propagation 

For a given individual i, its panic component, G, is infected by other people. It is 
defined as: 

       G ൌ  ∑ న఩෪׎)  · P୨)୔ౠவ୔బ                                (8) 

It means that individual i infected by neighboring individual j, if P୨ (panic value of 

individual j) is higher than a threshold P଴. ׎న఩෪  is a weighted coefficient, it comes from ׎୧୨ after normalized. 

୧୨׎  ൌ  ൝0                 if ฮrనሬሬԦ െ r఩ሬሬԦฮ ൐ 3ܴ  exp ቄെ ฮ୰ഠሬሬሬԦି୰ഡሬሬሬԦฮୖ ቅ ω൫φ୧୨൯     else                         (9) 

where ฮrనሬሬԦ െ r఩ሬሬԦฮ is the distance between i and j, R is the decay length and there is a 

cutoff at 3R. ω൫φ୧୨൯ is the anisotropic function means different weight of impact in 
different direction.  

5   Influence Layer 

In the influence layer of PPIB, panic affects the behaviors of crowd by changing the 
basic dynamic factors of individuals. We will demonstrate the method by a serial of 
panic behaviors it evokes.  
 
Herding behavior. In panic situations, people show a tendency to do what other 
people do [6]. For example, follow the flow, flock to some exits, but ignore others. In 
PPIB, we model herding behavior as: B୧(t) ൌ  ൛B୨(t)ห P୨ ൐ P଴, ୧୨ is the׎ max one  ൟ                (10) 

where ׎୧୨ is a weighted influence coefficient as in formula (9). Here it represents a 
possibility of individual i follow the behavior of individual j. B୧(t) and B୨(t) is a set 
of basic motion factors of i and j at time t respectively, include travel goal and motion 
state.  
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Pushing behavior. We evoke the pushing behavior by enhancing the repulsion 
among individuals according to panic value as following:            U୧ᇱ ൌ U୧ exp (P୧)                       (11) 

In the social force model, since it is under an agent-based framework, U୧ 
represents repulsion force from individual i to another individual. In continuum 
methods, U୧ represents the discomfort field individual i generated. 

Vicious competition. The phenomena of vicious competition in escaping can be fully 
explained by the Prisoner’s Dilemma (PD) game [18]. Applying the PD game into our 
PPIB model, in panic situation, if one runs faster he could soon gain the critical 
resource. Then other individuals would become aggressive and tend to pull him back. 
To evoke vicious competition, we define:                      V୧ᇱ ൌ V୧ exp (P୧)                      (12) 

In continuum methods, V୧ represents the discomfort field individual i generated. In 
social force model, V୧ represents sliding friction force from individual i to another 
individual.   

Small group. PPIB also facilitates the construction of small group upon the social 
force model. It is very common in the every-day life, people standing closer to his/her 
familiars and forming small groups. In panic situation, people relatively tend to gather 
together closer.  

In order to evoke grouping phenomenon, first, we model the clinging force in the 
common situation as following: I୧୨ ൌ  k l (r఩ሬሬԦ െ rనሬሬԦ) ฮrనሬሬԦ െ r఩ሬሬԦฮൗ  sign (l െ γ୧)               (13) I୧୨ is the clinging force exerted on i to follow j. R୧ and R୨ are the radius of i and j 
respectively, l means the blank space between i and j, k is a const parameter. To 
consider the potential collision between i and j, we set a minimum threshold γ to 
represent the personal space radius. sign() is a sign function. If the blank space 
between i and j is smaller than γ୧, the clinging force will take the opposite direction to 
avoid potential collision.  

In the panic situation, the personal space radius γ and the clinging force will be 
changed as following:                γ୧ ൌ ε୧ exp(െP୧)                      (14)                  I୧୨ᇱ ൌ  I୧୨ exp (P୧)                      (15) 
where ε୧  is the minimum value of the personal space radius of i. In such a way, when 
the panic occurs, people are more likely to stay or run together with groups. However, 
PPIB evokes grouping phenomena only upon the social force model, since it is an 
agent-based model. 
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6   Results 

In this section, we demonstrate the simulation results of panic crowds. All 
experiments are run by PPIB with a developed social forces model, which adds an 
orientation constraint on Helbing’s social force model to handle the problem of 
“shake” in the high-density crowd and adds a clinging force as in formula (13) to 
expand the set of possible behaviors. 

Panic and propagation. First, we demonstrate the propagation of panic in crowd. 
Fig. 2 shows one of the results. An individual is in panic (red cylinder in the first sub-
figure), then the panic is propagated to others around, gradually spreading to whole 
crowd. When the panic of an individual increases, his/her color will changes from 
blue to red. In last sub-figure, cylinders with shining star over head represent 
individuals who can influence the individual in yellow. Fig. 3 shows another result in 
which the fear increases and panic spreads as the fire gets nearer and nearer. Fig. 4 
demonstrates another situation in which individuals want to escape from a locked 
room, as time flying over the expected leaving time, the value of E୳୰୥ୣ୬ୡ୷ increases. 

Pushing and vicious competition. Fig. 5 demonstrates the pushing phenomenon 
when two individuals go vis-à-vis. The upper row in Fig. 5 represents situation 
without panic, in which individuals (blue cylinders with white disks as their personal 
spaces) avoid running into each other. The lower figures represent a panic individual 
(red cylinder) pushing away another normal one.  

Fig. 6 shows pushing behavior when two groups go vis-à-vis. In the left, a group of 
panic individuals are rushing to their goal and several normal ones give way to them. 
In the right, several panic individuals are rushing into and dispersing the group of 
normal ones. In addition, we could find that the group in panic tends to stay closer 
than the normal group.  

 

Fig. 2. Panic propagation in crowd. Red denotes individuals with higher panics, blue denotes 
ones in normal statue. 

 

Fig. 3. Panic evoked by fire and propagation in crowd 
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Fig. 4. Panic evoked as time flying over the expected leaving time 

  

Fig. 5. Push behavior in two person scene, 
contrast with normal situation 
 

Fig. 6. Pushing behavior in two groups 
 

Fig. 7 and Fig. 8 show the simulation results of vicious competition when 
individuals compete for the access to an exit or a door. In Fig. 7, individuals are going 
up to a train at a subway station, a panic passenger (red cylinder in right sub-figure) 
rushes in more quickly than the one in normal state (yellow cylinder in left sub-
figure) and others waiting in order. In Fig. 8, when normal individuals walking out to 
a passage in order, a few panic individuals (with red ball over head) rushing through 
the others.  

 

Fig. 7. Vicious competition caused by a panic
individual, contrast to the normal situation 

Fig. 8. Vicious competition and rushing 
through the crowd 

Control transform. In the escape panic, it is difficult to move against the direction of 
the crowd, like swimming against the stream. Control transfer phenomenon may 
happen in such situation, which means the individual’s power of motion control has 
been transferred to the mass no matter on one’s own will. Fig. 9 shows three different 
situations to demonstrate the phenomena of control transform. An individual with 
direction reserved to crowd flow: if the individual is calm (blue ball) and the crowd in 
normal state, he could slowly get out from the crowd (left sub-figure); if the agent is 
panic (red ball) and crowd in normal state, he could quickly get out (middle sub-
figure); if the agent is calm but crowd is panic, he could not get out from the crowd 
and have to move with the flow (right sub-figure).  
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Fig. 9. Control transform in panic, contrast with normal situation 

7   Conclusion 

In this paper, we introduce a panic model named PPIB, which could be used upon a 
dynamical crowd model to evoke panics and panic behaviors automatically under 
dangerous situations without manual intervention.  

We demonstrate a wide range of emergent phenomena evoked by PPIB in our 
simulation, including panic propagation, pushing, vicious competition and control 
transform. We also demonstrate the small group phenomenon in either normal or 
panic situation. The main contribution of PPIB is not only the ability to express panic 
behaviors, but also the ability to evoke panic behaviors naturally and automatically.  
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Abstract. In this paper, a crowd behavior model based on information 
transmission processes is presented. In crowds, human behaviors are easily 
influenced by information. The information is transferred to them by other 
people and surrounding environment. When emergencies occur in crowds, 
people get danger information when they see an emergency occurs or other 
people tell them. People in the crowd are intelligent agents. They get 
information from their surroundings, make decisions according to certain events 
and take some actions according to the decisions. The contribution of this paper 
would be that information transmission processes is used and taken into account 
by the agents. This behavior model can simulate how information about danger 
is transferred in crowd in emergency situations. By combining the information 
transmission processes with people's personalities, it can achieve good crowd 
evacuation simulation.  

Keywords: behavior model, crowd simulation, information transmission, 
intelligent agent. 

1   Introduction 

Crowd simulation now becomes an important research area, which has a wide 
application in education, entertainment, architecture, training, urban engineering and 
virtual heritage. In general, there are two main approaches in this research area that 
should be taken into account: (1) control all the people in crowd as an entity, make it 
moving to an appointed place, (2) make the individual in crowd owning his own 
personality which is different from others’, he decides where to go and what to do by 
himself. The first approach is low-request on hardware when simulating large scale 
crowd, but as a result of ignoring the personality of each individual, the realism of 
simulation is not good. The other one looks much more realistic. But because system 
has to maintain a relatively larger attributes list, when the number of agents in crowd 
is increased, the computational cost is increased too. When an emergency occurs in 
crowd, the responses of people in crowd to certain events are also an important 
research area in crowd simulation. 

Because the backgrounds of research are different, the crowd simulation models 
presented by research groups from all over the world are various. That is, much work 
has been done to make the behaviors of crowd realistic [9] or to achieve real time 
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simulation for very large crowds [10]. However, relatively little effort has been placed 
upon the information transmission in crowd simulation. 

A behavior model based on information transmission processes is described in 
this paper. On the basis of information transmission, the model can simulate the 
information transmission processes when an emergency occurs in crowd. To 
achieve good result in crowd simulation, the model uses method of combining 
individual personality and information transmission processes. In addition, an 
interface which uses our behavior model is provided to users to control motions of 
the crowd. As a result, our model can not only exhibit realistic simulation of crowd 
behaviors, but also can provide convenience to users. 

This paper is organized as follows: in section 2, related works are briefly reviewed. 
Section 3 focuses on the details of our crowd behavior model which is based on 
information transmission. In section 4, the experimental results are described. Our 
conclusions and future work are discussed in section 5. 

2   Related Works 

To get better results in crowd simulation, it is essential to endow people abilities to 
perceive environment where they stay. In literature, we can get some related works. 
Monzani and Thalmann [11] proposed simple methods for sound spread. Each agent’s 
influence area is radial and angular distribution. If agents are far from each other, they 
cannot get information from each other. Funge, Tu and Terzopoulos [12] have worked 
on behavioral simulation for artificial life which is endowed with synthetic vision. In 
Reynolds [1] and Musse’s [13] researches, agent can get their neighbors positions 
directly. Reynolds concerns flocks of birds and schools of fishes, and Musse concerns 
crowds of human. Smell simulation is complex and difficult. Mamlouk [14] presented 
a robust infrastructure to analyze and interpret psychophysical and neurophysiological 
experiments in olfactory. Cony et al. [5] proposed a multi-perceptive model to 
simulate the movement of virtual human in emergency situations. Conde and 
Thalmann [15] presented a multi-sensorial perception model for autonomous agents. 
In these multi-perceptive models, intelligent agents get information from several 
ways: hearing, vision, smell and touch. 

In traditional crowd simulation, all people have the same simple behavior set. 
Their reactions to particular event are same. Helbing et al. [2] solves Newton’s 
equation for each individual and considers repulsive interaction, friction forces, 
dissipation and fluctuations to simulate the interaction between people and 
obstacles. Reynolds [1] first used a distributed behavior model to produce flocking 
behavior. In multi-agent crowd system, each individual has his own action rules. 
Braun et al. [8] presented model to control each agent by individual rules and 
physical laws. Pelechano and Badler [6] animate evacuation in complex building 
and try to make people have different roles such as trained personnel, leaders and 
followers.  Pelechano et al. [7] presented an architecture integrated psychological 
model, roles and communication. 
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3   Our Works 

3.1   Intelligent Agent Control Structure 

The behavior control structure is described in Fig.1. In macroscopic, the structure 
adopts layered architecture of Perceptual-Control-Motion, the control system is 
divided into three subsystems: behavior system, planning system and reflex system. 

Reflex system controls agent behavior in a simple method. The method is that 
agent responds to stimulation directly without thinking and reasoning processes. 
Planning system is in charge of memory analysis and real time percept. It implements 
virtual human’s path planning and collision avoidance. Behavior system is in charge 
of higher level behaviors: behaviors generation and behaviors abstraction. It makes 
virtual human more intelligent. 

 

Fig. 1. The agent control structure adopts layered architecture of Perceptual-Control-Motion. 
This structure can describe human behaviors clearly and exactly. 

 

Fig. 2. The simplified intelligent agent control structure we used in our behavior model. In this 
structure, behavior system and reflex system are neglected. 
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The agent control structure in Fig. 1 can describe human behaviors clearly and 
exactly. But if there are thousands of agents in the scene, it is really a waste of 
computer resources when behavior model focus on so many details. The serial process 
of Perceptual-Control-Motion corresponds with the primary features of human 
behaviors, so a simplified intelligent agent control structure is used in our behavior 
model. In this simplified structure, behavior system and reflex system are neglected. It 
is described in detail in Fig. 2. 

In perceptual system, each agent not only can receive information from other 
agents, but also can receive information from their surrounding environment. For 
example, when fire breaks out in a public place, an agent can get this information 
from two ways: (1) other agents tell him that there is fire; (2) he sees the fire by 
himself. The agent gets information, so he has to take some actions, running away or 
doubting the information is true or not. 

In control system, an agent gets information from perceptual system. He will take 
actions according to the information and surrounding environment. For example, if 
the information is fire alarm and he believes it, the agent who gets this information 
will run to a safe place. At first he needs to choose a path which leads to the 
destination, it is called path planning. On the way to the destination, the agent might 
run into obstacles such as other agents, buildings and some other things. How to 
detect obstacles and how to avoid obstacles are also problems needed to solve. 

In motion system, an agent takes some actions. For example, a person wants to run 
to a safe place, he will decide to adopt which method to go to the destination, running, 
walking or other methods. At the same time he transfers this information to other 
agents. 

3.2   Crowd Motion Characteristics Analysis 

A crowd is composed by many individuals who are regarded as independent 
intelligent agents, every agent has five characteristics: independence, sociality, 
responsiveness, mobility and consciousness. When an agent exists as an independent 
individual, his characteristics of independence and consciousness perform obviously. 
When an agent exists as a member of the crowd, his independence and consciousness 
will decrease. Owning to the differences among all of the agents, the decrement of 
independence and consciousness will be different [16]. 

In general, psychology research shows that the agent behaviors in crowd can be 
divided into seven types: gather, perceive, obstacle avoid, follow, escape, 
communicate and respond [16]. These behaviors are influenced not only by 
surrounding environment, but also by the agent’s attributes such as characters, gender, 
age and etc. Decisions made by agent in particular condition are result of these 
factors. If an agent is in the crowd, he is influenced by others relatively easily, and his 
decisions are mainly determined by surroundings. 

For example, when an emergency occurs in an enclosed place, people get panicky 
mood easily, a woman gets fluster much more easily than a man, because women are 
usually likely to depend on others. So a woman is much easier to accept the 
information which others tell her, and run out the place quickly. People analysis is 
added to our behavior model. It is described in detail below. 
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3.3   Behavior Model Based On Information Transmission 

In general, crowd simulation is divided into two categories: (1) simulate crowd as an 
entity, (2) crowd behaviors are made up by individuals’ behaviors. The second 
method is used to control the crowd behaviors in our behavior model. 

It is supposed that when emergencies occur, the information about danger is not 
spread by the broadcast method. In some places, there is not broadcast equipment or 
the broadcast equipment is down. So the assumption proposed by us is reasonable. 
The information transmission processes in crowd are very crucial when people escape 
dangerous scene. In our behavior model, there are two ways to get the information 
about danger: (1) get information from the danger source, such as fire origin, (2) if the 
distance is little enough, the agent can get information about danger from other agents 
who have already got the information. By parity of reasoning, information is spreaded 
in method of flooding. The agent gets information through either of the two ways, and 
he will make corresponding decision according to his own attributes and other factors. 

The agents’ motion statuses in crowd behavior model are mainly determined by 
two factors: (1) their own attributes, (2) surrounding environment information. For 
example, when a woman who has dependent trend receives information about danger 
from surroundings, she might make a decision to escape the place quickly. And then, 
it is described that how the agents’ attributes and danger information influence their 
decisions in our crowd behavior model. 

Agent Attributes Setting 

Each agent’s behaviors contain three factors: destination, movement detail and speed. 
According to these factors and psychological factors, the agent attributes are defined, 
which is showed in Fig.3. Values are illustrated below. 

personality (-1, 0, 1): there are three types of agents according to characters. The 
agent valued -1 tends to believe what he hears and sees. The agent valued 0 tends to 
analyze what he hears and sees rationally. The agent valued 1 tends to stick to his own 
opinion and does not accept what he hears and sees. 

age (-1, 0, 1): We classify agents into three types according to their ages. Value 1 
represents people whose ages are from 20 to 35 and they tend to stick to their own 
opinion and do not accept what they hear and see. Value 0 represents people whose 
ages are from 35 to 50 and they tend to analyze what they hear and see rationally.  
Value -1 represents people whose ages are from 50 to 70 and they tend to believe 
what they hear and see. 

gender (-1, 1): value -1 represents female and value 1 represents male. Female are 
much easier to be information accepters than male. 

 

Fig. 3. Agent attributes list 
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talker (true, false): if the value is true, the agent is an information source, he will 
pass the information to other agents when they come across. If the value is false, the 
agent has not received the information, so he cannot become an information source. 

Attributes Influence on Human Behaviors 
Human attributes influence human behaviors directly. Agents get information 
passively. Although an agent gets information from other agents who are information 
sources, his behaviors in crowd are also determined by his own attributes such as 
personality, age, gender and etc. Agents’ attributes influence motion details much 
more little. Motion details mainly refer to path planning and collision detection. So 
agent attributes’ influences on destinations and speed will be described below. 

Influence on Speed 
Basic speed is determined by the initial attributes of agent which is loaded into the 
scene. 

         
            (1) 

     

nowSpeed represents current speed. At the beginning of agent loaded into scene, 
current speed is equal to basic speed baseSpeed. initialSpeed represents initial speed, 
which is defined according to demand. realAge represents the agent’s age. gender 
represents people's gender which value is -1 or 1. personality represents agent’s 
character which value is 1, 0 or -1. genFactor and perFactor are defined according to 
demand. genFactor represents the percentage that gender factor influence on speed. 
perFactor represents the percentage that agent attributes factor influence on speed. A 
conclusion is got from Formula 1 that speed is getting lower as the age increasing, at 
the same time gender and characters also have influences on speed. 

When agent receives information about danger and the information is confirmed, 
the speed will raise. It is showed in Formula 2. raiseFactor is defined according to 
demand. 

                nowSpeed nowSpeed raiseFactor .= ×       (2) 

When the crowd density is increased, the speed will decrease. When crowd density 
unitHumNum is bigger than density factor densityFactor, we use Formula 3. 
densityFactor is defined according to demand. 

        ( )nowSpeed nowSpeed unitHumNum densityFactor  .= ÷ ÷       (3) 

Influence on Destination 

There are two ways to generate destination: 

1. When the agent is not an information source, he is in free moving situation. The 
agent has no stationary destination, so destination is generated randomly. 

2. When the agent is an information source, he will run to the exit which is nearest 
to him, so the exit is his destination. 

( )
nowSpeed=baseSpeed=initialSpeed

realAge-gender genFactor-personality perFactor  .

÷
× ×
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Information Source Generation 

Before information source generation processes are described, a word talkerArea must 
be defined. talkerArea is the area of information spread when the information source 
is regarded as the center. When an agent who is not information source enters the area 
of an information source, he can get information about danger. talkerArea is a circle 
with information source as center, and a radius of r. r is determined according to 
demand.  

The method of information source generation and judgment is described in detail 
below. Whether an agent is information source, it depends on the agent’s status. If he 
transforms from free movement to directional movement, the agent becomes a new 
information source. 

In Fig. 4, there are two statuses and two transformation methods. Method A: the 
agent receives information about danger, for example he sees fire, and the agent 
transforms from free movement to directional movement. Method B: when the 
dicideFactor is greater than critical value (criticalValue = 0), the agent transforms 
from free movement to directional movement. 

 

Fig. 4. Two methods of transforming from free movement to directional movement 

The method of calculating dicideFactor in Method B shows in Formula 4. 

( )dicideFactor personality age gender messageTimes .= − + + +       (4) 

messageTimes represents the times of the agent receives information from other 
information sources. The calculating processes of  dicideFactor are described clearly 
through the two examples below. 
Example 1: 
Human1 personality = 1; age = 1 (age between 20 and 35); gender = 1 (male) 
dicideFactor = - (personality + age + gender) + messageTimes = -3 +  messageTimes 

When messageTimes is greater than 3, the agent accepts information about danger, 
and run to the exits. The agent becomes a new information source, and spreads 
information to other agents. 
Example 2: 
Human2 personality = -1; age = -1 (age between 50 and 70); gender = -1 (female) 
dicideFactor = -(personality + age + gender) + messageTimes = 3 + messageTimes 

No matter how many messageTimes is, dicideFactor is greater than 0, so when the 
agent gets information about danger just one time, he will accept the information, and 
run to the exits. The agent becomes a new information source, and spreads 
information to other agents. 
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4   Implementation and Results 

The proposed behavior model based on information transmission is validated through 
a series of experiments. 

4.1   Implementation 

A platform is built to simulate crowd motion. Visual Studio .NET is used as 
development platform, C++ as development language, OGRE (Object-Oriented 
Graphics Rendering Engine) as graphics rendering engine and XML files as storage 
files of crowd data. In order to get better simulate result, LOD (Levels of Detail) and 
GPU (Graphics Processing Unit) accelerate technologies are used to increase 
rendering speed, conjunction and bounding box collision detection method and real 
time path planning method are used to make scene looks much more realistic. 

4.2   Result Analysis 

The platform runs on our PC. The computer configuration is that operating system 
Windows XP, CPU 2.8GHz, memory 2G and display card Geforce 9600 GT.  55 
agents are loaded into scene at the beginning. They are distributed randomly in the 
scene. 

Fig. 5 shows experiment results of crowd behaviors model based on information 
transmission. There are six parts in Fig. 5. A shows the situation at moment 0. Danger 
information generates, the agents around the fire point get information about danger, 
 

 

Fig. 5. Experiment results of crowd behavior model based on information transmission 
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and run to the emergency exit. At this moment, 11 agents choose to run away and 
they are information sources. B shows the situation at moment 1. As the agents 
moving, more and more agents get danger information and run to the exit. At this 
moment, the number of runaway rises to 14. C shows the situation at moment 2. The 
information source group becomes bigger and bigger. Information about danger 
spreads to the left scene by No.23 agent.  The number of runaway is 30. But there are 
some agents still do not accept the information because of their own attributes. They 
are still in free movement. D shows the situation at moment 3. Information about 
danger almost spreads to all of crowd, 41 agents choose to run away, but No.22 agent 
has not get the information yet, he is still in free movement. E shows the situation at 
moment 4. Danger information spreads to all crowd, all agents run to the exit. F 
shows the situation at moment 5. The crowd is gathering toward the exit.  

From the fire breaks out to all people in crowd run out of the exit, it takes about 5 
minutes. The experiment results are in accordance with human behaviors and our 
anticipations. 

5   Conclusions and Future Work 

A crowd behavior model based on information transmission processes is proposed. 
The contributions of our works may be summarized as below. 

1. A simplified intelligent agent control structure is used in our behavior model.  
2. Information transmission processes combined with people’s personalities are 

used in crowd behavior model. It can achieve good results in crowd evacuation 
simulation.  

3. A platform is developed according to the behavior model we presented. It 
provides an interface to users to control crowd behaviors conveniently. 

Our future works mainly include these things: 

1. Find a validate method to verify the realism of the crowd behaviors. 
2. Find method to solve the bottleneck of rendering speed.  
3. Optimize information transmission processes which are used in our behavior 

model. Make crowd behaviors in simulation much more realistic.  

Acknowledgements. A special thanks to Wenjing Zhang, Yunshuai Liu, Wei Zhang 
and members of the Virtual Reality Group in School of Computer Science and 
Technology of Tianjin University for assisting in this work. 
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Abstract. We present a pattern-based approach for simulating the
steering behaviour of pedestrians, which aims to imitate the way that real
pedestrians perceive spatial-temporal information and make steering de-
cisions in daily-life situations. Novel representations of spatial-temporal
patterns are proposed that allow modellers to intuitively and naturally
specify some prototypical patterns for various steering behaviours. Based
on the spatial-temporal patterns, a hierarchical pattern matching pro-
cess has been developed, which simulates how pedestrians process spatial
temporal information and make steering decisions. Experimental results
show that this new approach is quite promising and capable of producing
human-like steering. We hope that the idea presented in this paper can
direct researchers in this area with a fresh perspective.

Keywords: steering behaviour, spatial-temporal patterns, crowd simu-
lation, motion planning.

1 Introduction

Simulation of pedestrian navigational behaviours has a wide range of applications
in crowd simulation, digital entertainment, and safety planning etc. Although
humans are able to move smoothly almost effortlessly even in crowded places,
it is still a challenging task for computer programs to imitate such behaviours
realistically.

From a computational modelling point of view, the complex navigational be-
haviours are typically generated from activities of an agent at two levels: path
planning and locomotion. Path planning can be considered as the higher-level
behaviour that generates a global path directing the agent to the goal. This
typically considers static aspects of the environment, such as walls and door-
ways. Locomotion is considered as the lower-level behaviour that actuates the
agent’s motion in order to avoid dynamic obstacles. This bi-level methodology
is effective in some applications, but is lacking when it comes to the generation
of realistic human motion. Our work describes a level between the traditional
two, which uses higher-level cognitive information to adjust routes dynamically.
These adjustments essentially try to reduce the likelihood of collisions by adopt-
ing strategies. Our work focuses on this middle level by describing and modeling
strategic steering behaviours.

Z. Pan et al. (Eds.): Transactions on Edutainment VI, LNCS 6758, pp. 99–110, 2011.
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Strategic steering behaviours are commonly observed during pedestrians’ nav-
igation in daily life. Pedestrians use the strategies to ensure their movement is
smooth and efficient in avoiding collisions. However, we argue that such phe-
nomenon does not necessarily reflect any smart mechanism to guarantee collision-
free movement. In fact, we believe that pedestrians do not need to make complex
decisions in most situations. Instead, they are adapted to relying on simple steer-
ing strategies corresponding to different situations that they are familiar with.
One characteristic of such strategic steering behaviours, which distinguishes it
from locomotive movement, is that proactive planning is involved. When com-
paring to path planning, the steering strategies generally consider sequences of
actions in relative short term of both space and time.

Most existing agent-based approaches rely on various mechanical or steering
rules to prevent agents from colliding with each other. There are two major
disadvantages of this approach: 1) rules are specific to different situations and
are hard to design, it is difficult to naturally relate these rules with human
behaviours; 2) the realism of the generated behaviours is largely determined by
the experience of the designer in tuning the parameters involved.

We adopt a different approach. Our work is motivated by some basic assump-
tions which are based on our observations and existing literature on pedestrian
behaviours. It seems that pedestrians achieve efficient steering behaviours rely-
ing on certain implicit criteria to assist their decision. Such criteria reflect the
current situation comprehensively while in a sufficiently simple and aggregated
form such that it leads to fast decisions efficiently. We regard such implicit crite-
ria as the formed patterns in our work. We assume that experienced pedestrians
proactively match the perceived spatial-temporal patterns in the situation with
some prototypical cases in their experience to retrieve similar steering strategies
and apply them in an empirical way.

The major advantages of this pattern-based approach include: 1) Intuitive-
ness : it allows modellers to understand and specify patterns intuitively according
to their experience; 2) Efficiency: complex steering behaviours can be achieved
through proper scheduling among several simple steering strategies based on the
pattern-matching results; and 3) Human-like information processing: human are
efficient in processing information through grouping [1]. They are capable of
handling more chunks of information at the same time in a parallel manner. In
our approach, spatial-temporal information is implicitly processed in a parallel
manner and represented in an aggregated form (3D array).

We have proposed a generic framework based on this pattern-based approach
in our previous work [2]. In this paper, we focus on the design of the spatial-
temporal patterns based on the agent’s attention in 2-dimensional space along a
period of time. The pattern-matching process is hierarchical along both spatial
and temporal domains, with differing significance defined by the proposed atten-
tion model, which aims to better imitate pedestrians’ decision-making process.

The rest of the paper is organized as follows: Section 2 describes related work
on steering behaviour modelling. The pattern-based framework will be reviewed
in Section 3. The design on the spatial-temporal patterns is detailed in Section 4.



Pattern Based Motion for Crowd Simulation 101

Section 5 describes the hierarchical matching process and includes a concrete
example of the pattern-matching process. Simulation results that demonstrate
the unique features and capabilities of the approach are shown and discussed in
Section 6. Section 7 concludes the paper and outlines ideas for future work.

2 Related Work

There have been many attempts to simulate people’s steering behaviours ever
since Reynolds’s pioneering work on boids [3]. As one of the essential goals,
collision avoidance plays an important role in these works. As motion control
and motion planning have been broadly studied, most previous work focuses
on generating optimal, collision-free motion for all entities in the simulation
environment. One representative work is the Reciprocal Velocity Obstacle (RVO)
model [4] and its variants [5,6]. It generally provides a single optimal solution
for all cases. However, we argue that humans are non-optimal in their movement
behaviour. For example, collisions do occur in some real world situations.

Another popular approach, rule-based models [7,8,9] achieve collision avoid-
ance based on pre-defined rules. Visually appealing simulation is achievable.
However, rules are likely tightly coupled to specific scenario conditions, thus
such models may not function well in general case. It also poses a challenge for
the modellers to specify a complete set of rules capable of generating realistic
simulation results for many different situations.

Example-based approaches have been proposed and applied in steering be-
haviour simulation recently [10,11]. Real-life examples of the moving trajectories
of people are recorded, extracted and stored as the input to a simulation model.
Agents in the simulation analyze the simulation environment and compare it
with the stored examples. Certain stored moving trajectories in the example
situations are applied. Although this work target to replicate realistic steering
behaviours, the model realism is limited as paths for agents are explicitly syn-
thesized. Only external factors can be extracted from the image based examples,
unique traits of individual persons are difficult to incorporate with this approach.

There is currently a trend to incorporate different human cognitive compo-
nents into behavioural models aiming to achieve higher level of realism. [12,13,14]
focus on psychological factors. In [15], prediction is taken into account and [16]
uses egocentric affordance field for space-time planning in short term. [17] fol-
lows a visual stimuli/motor response control flow by taking captured image from
the real world as input to form the visual stimuli. These models demonstrate
a good perspective in modelling navigational behaviours, that is the realism of
the model.

3 Pattern-Based Decision-Making Framework

In our previous work, we have proposed a pattern-based decision-making frame-
work [2]. In this section, we briefly review the previously described framework
and highlight those parts that have been further developed. It is assumed that
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Fig. 1. Overview of the pattern-based decision-making framework

pedestrians proactively adopt a limited number of steering strategies to minimize
the chances of performing certain reactive or instinctive reactions to resolve im-
minent collisions. The scheduling and execution of these steering strategies result
in various complex navigational behaviours of individual pedestrians. Decisions
on steering strategies in a given situation at a specific time instance are mainly
based on the matching results between the currently perceived and the pro-
totypical patterns in their experience base. They are also influenced by certain
internal factors such as personal traits. Particularly in this work, we consider the
commitment levels to their strategic plan and their preferred speed for agents.
As will be illustrated later, different commitment levels specify different tempo-
ral constraints in the pattern-matching process. The overall cognitive process is
modelled as a continuous process following the “perceive-decide-act” paradigm
as shown in Fig.1. We will demonstrate the pattern-matching process based on
a given steering strategy set for a restricted bi-directional passageway context.
In this context, our model currently includes three steering strategies: follow,
overtake and side-avoid. Due to the page limit, readers are referred to [2] for
more details on the framework design.

In the abstract framework level, our current framework is highly consistent
with the well-known RPD model. Each experience instance consists of a pattern
(cues in RPD terms) and a steering strategy. The steering strategy is charac-
terized by the empirical instructions on how to execute in a specific situation
corresponding to the prototypical pattern. Goals, expectations and actions in
RPD terms are included in the empirical instructions to represent different ex-
perience levels of individual agents. An agent has two states, one in which a
steering strategy is selected and one in which no steering strategy is selected.
When no steering strategy is matched, the patterns (cues) will be used to select
a matching strategy. Once a strategy is selected, matching is no longer necessary.
Instead, the selected steering strategy is executed according to the empirical in-
structions until such time as the expectancies are violated or the goals have been
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achieved. Iterations of sensing, perception, steering strategy selection (when nec-
essary) and execution continue in the simulation. An important new feature of
the current framework compared with the previously designed one is the use of
violation-check during the strategy execution process as shown in Fig.1. Percep-
tion formation and the pattern-matching process only occur when a new steering
strategy needs to be made due to the violation of the current strategy. We argue
this may reflects the naturalistic decision-making process of humans as assumed
in the RPD model.

4 Spatial-Temporal Patterns

In our framework, patterns function as the implicit criteria to assist agents make
fast decisions during steering strategy selection and execution. The designed pat-
tern should be comprehensive in its content and succinct in its representation.
Specifically, significance of information should be considered at different posi-
tions along both the spatial and temporal domains based on their impact on
the decision. Information should be processed in a bulk/parallel manner so as to
imitate humans’ information grouping and parallel processing capabilities. The
patterns also naturally reflect some qualitative criteria that are commonly used
by pedestrians rather than precise computations to make steering choices. Thus,
modellers can design these patterns intuitively based on their experience. This
is one of the major advantages of our pattern-based approach compared with
most existing rule-based models.

To achieve the goal of collision avoidance in the steering behavioural level, in-
formation on the potential obstacles (static objects or dynamic agents) in both
spatial and temporal domains needs to be captured. The spatial information is
predominantly processed through visual sensing and attention filtering; the tem-
poral information is generally formed through predicted changes on the spatial
information. In previous work [2], we proposed a novel array-based represen-
tation for the situation awareness and defined spatial-temporal patterns in the
form of a 2D array (1D spatial + 1D temporal) as shown in Fig. 2(a). The spa-
tial information was represented by a 1D array with values 0, 1(-1) representing
available space, obstacles with same (or opposite) moving directions respectively
within the single attention range on a relative visionary direction. The model
oversimplifies the perceived patterns in 1D space based on the single attention
range value. Such 1D spatial patterns obviously lose some useful information
that may result in different decisions during navigation. To mimic the attention
range more realistically, we have made three assumptions in the use of attention
for human in real life:

1. People tend to pay more attention to the area immediately in front of them
within a relatively short visual range.

2. People tend to consider currently relevant information with higher signifi-
cance as opposed to any future predictions.

3. People may pay more attention to some salient features such as size, colour
of certain objects in the situation.
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Based on the assumptions, comprehensive perception of an agent on the sit-
uation are defined based a multi-level attention range as shown in Fig.2(b). 2D
spatial information are captured in a 2D array with significance difference for
different areas in both spatial and temporal domains. Each row in a 2D array
represents the spatial information for the area within a specific attention range
at a specific point in time. In the demonstrated model, we use 3 levels of atten-
tion range with the distance of the first range R0 set to a proper value such that
one agent can just fully occupy one visionary section at the boundary of R0 as
demonstrated by the red agent in Fig.2(b). R1 and R2 exponentially increase
with regard to R0. The significance of an area is inversely proportional to its rel-
ative distance to the agent, its relative deviation from the agent’s vision center,
and how further ahead it is predicted. For illustration purpose, we demonstrate
different attention weights with different darkness in Fig.2(b). The darker the
colour is, the higher the attention weight on that area. A 3D array is aggregated
from several such 2D arrays using a linear dead reckoning method to measure
the positions of other agents currently within the farthest attention range, along
the prediction time t based on their current relative velocities to “me” agent.

Spatial-temporal patterns are defined as certain subsets in the 3D array that
emphasize the area of interest addressed by the attention in different situations.
Fig.3 demonstrates one example of a prototypical spatial-temporal pattern used
for the selection of the overtake steering strategy. The pattern is highlighted as
the subset within the 3D array; it reflects the agent’s perception on the current
situation that front center is blocked by some target agents with other oncoming
agents from the right in the near future. Thus, if the agent’s preferred speed is
high, it may choose to overtake the agents in front from their left-hand side.
In this example, a prototypical pattern to trigger the overtake steering strategy
can be seen from the first frame of the 3D array in Fig.3. We can describe the
pattern as front center is blocked with available space aside. It naturally follows
the way that people describe the spatial configuration of a situation during their
steering. Note that several prototypical patterns may trigger the same steering
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strategy. The modellers can specify the association of a prototypical pattern
and its corresponding steering strategy to represent different experience base of
different people.

5 Hierarchical Pattern Matching

In the pattern-matching process, an agent needs to check for the presence of the
constituents of certain prototypical patterns in the 3D array representation of
the perceived spatial-temporal information. We adopt a hierarchical approach.
Specifically, the 3D patterns are divided into slices of 2D spatial patterns for
each time instance. The matching result of the perceived information against
the prototypical patterns is aggregated from the matching results of these 2D
patterns with different significance values according to the different attention
weights as discussed. Such a hierarchical matching process naturally reflects the
cognitive process of pedestrians with different significance to different areas.
More specifically, we start to search for the constituents of prototypical patterns
in the first 2D array at current time step t0. If a suitable match is found, the
process continues to the next predicted frame slice t1. This process continues
until such time as the pattern fails or succeeds to match. According to different
steering strategies, the match between the 2D spatial patterns is also determined
by different temporal constraints. Some require certain spatial patterns to exist
for a period of time T and some just require their existence at a specific frame.
Such temporal constraints also relate to the agent’s specific characteristic of
commitment. The commitment parameter defines the number of slices of the
current 2D pattern that must be successfully matched before proceeding to the
next 2D pattern matching. Those agents with high commitment require many
matches; this intends to represent people who will only select strategies when
they are confident of their success.

Consider the pattern-matching process for the overtake steering strategy as
an example shown in Fig.4.
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The execution of the overtake steering strategy can be generally modelled
in three phases as catch up, pass ahead and resume to original courses. The
prototypical pattern needs to represent the situations where overtake is usually
triggered. To trigger the attempt to overtake, the agent’s center front should be
blocked by some target and there should be available space that can accommodate
the comfortable personal space beside the target so that there is space for the
agent to occupy during the catch-up phase. Such condition can be represented
by the prototypical patterns [xxx10xx] or [xx01xxx] in the first row of a 2D
array as shown in Fig.4. The 2D arrays representing prototypical spatial pat-
terns along different temporal frames to characterize how the overtake steering
strategy is empirically executed in phases are shown on the left side of Fig.4;
while the perceived spatial-temporal information from the current situation are
represented in the 3D array on the right side of the figure. In this example, the
“1” in the first row of the first 2D array in the prototypical pattern represents
the group of target that has blocked “me” agent’s way, it should be around the
middle column index in the array. The “0” represents the available space be-
side the target that is larger than “me” agent’s personal space. To match such
prototypical patterns with the current situation, we search for such patterns in
the perceived 3D array. In this example, such patterns exist in the 3D array in
R0 at t0 as highlighted in Fig.4. Note that only the specific area of interest is
considered in the pattern-matching process. This ensures our approach capable
of handling a certain degree of uncertainty in the situation. For example, any
area other than the highlighted area in the 3D array is not important to the
decision of overtake, thus given the value do not care as indicated as x. Along
the temporal domain, such spatial patterns need to exist for certain frames (e.g.,
larger than T ) so that the agent could reach the observed available space within
the number of frames in the catch up phase. In Fig.4, spatial patterns for catch
up last for i + 1 frames (i.e. from t0 to ti), and the agent starts from frame ti+1

to match the prototypical spatial patterns for pass ahead in the second phase of
overtaking as shown in the second 2D array on the left side of the figure. The
“0” in row R0 of this array represents the available space for “me” agent to pass
ahead beside the target agent. Note that, the column index of the “0” changes
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to the middle column index from frame ti+1 onwards. This is because in the
predicted frames, the agent should consider its relative position with the other
agents. Since the patterns matched successfully for phase 1 in overtaking, the
agent is to occupy the space beside the target and its subsequent steering be-
haviours in phase 2 should be based on the new position. In the decision-making
process, these changes need to be taken into account though the agent has not
started to execute the actions in practice.

6 Simulation Results

We have implemented the improved pattern-based decision-making framework
using the MASON multi-agent Toolkit [18]. We also design a number of proto-
typical patterns in the model to mimic the experience of the agents. We test the
model by tracking the steering behaviours of individual agents in typical test
cases and analyzing their steering choices together with their perceived spatial-
temporal patterns. To investigate individuals’ steering choices reflected by their
velocity change in locomotion, we demonstrate their steering trajectories in 2D
in this part for demonstration purpose.

It is still challenging to evaluate the realism of steering behaviours generated
by simulation models. Comparison is one of the most common way to measure
the performance. However, comparing motion of two different models is not a
straight forward task; this is especially true when trying to indicate which model
is more human-like. In this paper we do not propose a measure of how human-
like of the behaviours our model can generate. Our results and comparison are
provided for the reader to compare the output of both models and make their
own assessment. Our analysis is based on our personal observations of human
movement. The comparison does highlight that our model is capable of producing
different behaviours when compared to the more mechanical motion planning
systems. Specifically, we compare the simulation results of our model with the
RVO model (based on the latest RVO2 library [19]) under the same specific set of
test cases. The RVO model is a representative efficient motion control approach
to achieve collision free motion for steering behaviour simulation.

Consider the situation as shown in Fig.5, one agent is attempting to avoid
two oncoming agents. It is a commonly observed scenario in any passageway
situation. The steering trajectories of the agents are shown in the figure by a
thicker line; the thinner line in front of an agent indicates its current velocity.

Results from the RVO model are shown in Fig.5(a) and 5(b). The group
of two agents coming from the right side split (see Fig.5(a)) in order to avoid
collisions and the agent starting from left decreases its speed significantly until
the other two agents have deviated to a collision free path. The results from our
model are shown in Fig. 5(c) and 5(d), where the single agent coming from left
will deviate its route proactively to avoid collision with the oncoming group of
two agents. The group of two agents also change their velocities accordingly to
avoid the collision. Both the individual and the group of two agents perceived
the pattern that triggers the side-avoid steering strategy at 5(c) and start to
execute the strategy at 5(d). In real life, we usually observe that people on their
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Fig. 5. Avoiding oncoming collisions in RVO model and our model

own or in a smaller group are likely to give way to a bigger group. With this test
cases, we want to demonstrate this behaviour with our model, which is lacking
in the current RVO models.

In another test case shown in Fig.6, one agent is trying to overtake the other
two agents in front. Simulation results from the RVO models are shown in
Fig.6(a), 6(b) and 6(c). The agent behind reduces its speed when approach-
ing to the agents in front, and the two agents in front will deviate to the side to
give way to the agent coming from behind (see Fig.6(a)). After the agent moves
in front of them (see Fig.6(b)), the two agents steer back to their original course
and continue moving towards their goals (see Fig.6(c)). The results from our
model are shown in Fig.6(d), 6(e) and 6(f). The agent behind deviates its route
to avoid collision with the other two agents in front. It is shown clearly that
there are three phases(catch up, pass ahead and resume to original course) as
discussed in previous sections in the overtaking process. In this case, the agent
coming from behind perceives the two agents in front as a blockage in the vision
center with available space beside them in the pattern. Thus, overtake steering
strategy is triggered and executed. In real-life situations corresponding to this
test case, the group of two persons in front are less likely to proactively give way
to the one behind due to two reasons: 1) they may not detect the person coming
from behind; 2) they are in a group. On the other hand, the person behind is
also likely to overtake the group of people from side rather than cutting through
them in-between due to the social norms. Such commonly observed overtaking
behaviour is replicated in our model while it is still lacking in the RVO model.

Due to the page limit, we do not illustrate other test cases in the paper. While
both models achieve collision avoidance through different steering choices, we
have the following observations: Though RVO model generally achieves more
smooth steering behaviour at locomotive level, it can hardly reflect how pedes-
trians behave in similar situations in real life. On the contrary, our approach
generates more realistic steering behaviours in these situations. We can describe
such behaviours naturally in terms of several steering strategies. The less smooth
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Fig. 6. Overtaking a group of two agents in RVO model and our model

locomotive movement generated by our model is mainly because we focus on the
steering choices at the strategic level, thus our current model has less control
directly at the locomotive level. This can be improved by specifying more con-
straints on the velocities of agents in locomotion based on the pattern-matching
results in the future work. Though more comprehensive tests and systematic
evaluation are still in progress, the current simulation results demonstrate some
unique features of our approach.

7 Conclusions and Future Work

We present a pattern-based approach that aims to imitate how real pedestrians
perceive and make steering decisions in daily-life situations. With the pattern-
based approach, the complex cognitive processes involved in steering decision
making are essentially transferred to pattern-matching processes between the
perceived spatial-temporal patterns and the prototypical cases in agents’ experi-
ence base. 3D arrays have been used to capture some important spatial-temporal
information. This representation allows modellers to intuitively specify various
spatial-temporal patterns and also facilitate efficient information processing for
making steering decisions. The hierarchal pattern matching mechanism aims to
model how real pedestrians make sense of spatial temporal information and make
steering decisions.

The simulation results are quite promising and demonstrate some unique
features of this new approach. We plan to further refine the model under the
pattern-matching mechanism and we are designing a comprehensive evaluation
method for our model.
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Abstract. We propose a system capable in real time of adding control-
lable and plausible oscillating physical like reaction effects in response
to external forces (perturbations). These oscillating effects may be used
to modify a motion or to customize it in a cartoon like way. The core of
our system is based on several connected 3D pendulums with a propa-
gating reaction. These pendulums always return to a preferred direction
that can be fixed in advance or can be modified during the motion by
external predefined data (such as keyframe). Our pendulums are fully
controllable, concerning reaction time and damping, and the results are
completely deterministic. They are easy to implement, even without any
prior knowledge of physical simulations. Our system is applicable on
articulated body with predefined motion data (manually set or captured)
or procedural animation.

1 Introduction

There is a lot of research into developing convenient methods for adapting
existing articulated body animations to suit other environments and characters.
The joints in a given articulated body can typically have many degrees of
freedom, many constraints of length or angles, and additionally are generally
required not to allow the body to self-penetrate. Thus, the physics that govern
its movement is computationally expensive, numerically imprecise, and often
difficult to predict and to control. A recent survey by Welbergen et al. [15]
gives a good overview of the different methods and paradigms used and most
importantly the trade offs between animation control and motion naturalness. In
this context, there is a crucial demand for real-time methods providing physically
plausible, but controllable effects [3].

We propose an original system, to our knowledge, that adds physical like
reaction effects to any skeleton-based object, in real-time with a full user control
using our 3D pendulums. The effects we seek to obtain are based on damped
oscillatory motions that propagate through an articulated chain. The effect may
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Fig. 1. Some example uses of our system. Red arrows represent external perturbations.
Green arrows represent the system’s response.

be visually plausible like a rope moving in the wind, or a body reacting to
external forces. They may also be made more cartoonish which is shown in the
accompanied video by giving a dancing like effect. In our system each bone of
the articulated body is animated by a 3D pendulum. The pendulum is guided
by a spring-damper that pulls it toward a user-definable target direction. Our
approach has two objectives. Firstly, we ensure body length constraint between
any two joints by only working on the angle between the bodies. Secondly, we
make a predictable real-time system in which we can control the reaction time
to reach a user-defined direction and also the regime (critical or underdamped)
of the oscillations around this direction. Our pendulums have three degrees
of control: reaction time, damping and target direction. This concept of 3D
pendulums may be applicable in a multitude of scenarios with some of them
illustrated in Figure 1. We must emphasize that our system is better suited for
acyclic bodies and that we do not address the balancing problem in the case of
the biped example. Our system is really easy to implement, as we will see in
section 3, with no need for a full physics simulation, nor any kind of complex
calculations (like the inertia matrix). The mesh of the 3D model is animated
with the classical linear blend skinning technique [8].

2 Related Work

Our pendulums oscillate visually like real 3D pendulums by computing their
movements with a mass-spring approach. A mass-spring approach is a very
simple way to simulate physics-based animation [13], as it offers an intuitive
and flexible means of modeling a mechanical system. In Pixar’s movie WALL-E
[10], they used a mass-spring system in a derived fashion to animate large crowds
of humans and robots in a believable way.

Editing the motion of an articulated body (producing or modifying an ex-
isting animation) is an important topic in computer animation. For instance,
some methods aim at warping the time of an existing motion [9], or combin-
ing/blending existing motions (often represented in an animation graph) [14].
Others propose the use of signal processing tools to modify animations [4].

Parallel of these approaches, an important aspect is to add physical reactions
to animations, like blending an existing motion with a physical response [2].
Zordan et al. in [18,17] use a Proportional-Derivative (PD) controller to drive
the dynamic body motion toward a re-entry in motion capture data. Our method
may be related to a PD controller, and also to the MRAC controller that uses
the Adaptive Control proposed by [12] and used in [11]. All of these controllers
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are like our pendulum bringing a bone to a preferred direction but we differ
in several essential ways. Firstly, the other methods always try to return to
a preferred direction (or position), even if there is no external perturbations.
This introduces a delay in the produced animation between the target pose
(keyframe or motion capture data) and the response of the PD controller (as
seen in [19]). On the other hand, our system is a superimposed layer over the
motion data and only reacts when there is an external perturbation. Our system
plays exactly the motion data with no delay, and only adds the reaction effects
when needed. Another difference is the controllability; our system is designed to
be temporally controlled (control over the reaction time). Temporal control in the
case of the PD controller is hard to achieve and demands some hand tuning of the
gain constants. In [1] they show the ability to temporally control PD controllers
(using adaptive calculation of the gain constants), but it involves some heavy
calculations of the inertia matrix of each joint on each keyframe, with specific
calculations in the case of an external perturbation (calculating the re-entry
key frame). Finally, all the mentioned controllers are always critically damped.
On the other hand, our pendulums can be critically damped or underdamped
while maintaining the temporal control. An MRAC controller is designed to be
temporally controlled but it calculates and adapts its gain constants on each
frame using forces and torque calculations. Our pendulums do not need any
adaptive pass once the user sets the reaction time and damping. Additionally,
they can be modified in real time.

We differ from other systems of skeleton-driven deformations like [5] in that we
concentrate only on deforming the skeleton of the articulated body, without any
specific treatment to the mesh. Our mesh is animated by the classical linear blend
skinning [8]. With no intention to compete against realistic fabric simulation seen
in [16], we show a rigid tissue represented by a tree of bones animated by our
approach with a large time-step and controllable computation.

3 3D pendulums

In our system, a bone of an articulated body is animated as a pendulum with
a configurable target direction as illustrated in Figure 2(a). A pendulum is an
anchored bar, with a fixed length L, attracted to its target direction by a spring.
This spring pulls the pendulum toward this direction (described in Section 3.1).
This idea allows the system to easily add plausible oscillations to any animation
with a temporal control (explained in Section 3.2). In Section 3.3 and 3.4 we
present our linear algorithm that deals with a tree of pendulums or a skeleton,
by propagating the motion of a single pendulum to its father and sons.

3.1 3D Pendulum Principle

We design a pendulum −→
V as a rotating bar attracted to its preferred direction

by two springs: one spring on each 2D plane XY and ZY as illustrated in
Figure 2(b). We choose this scheme with two springs instead of one spring
to avoid spiral rotation motion around the target direction. The computation
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Fig. 2. (a) 3D pendulum (b) A 3D pendulum composed of two 2D pendulums with Y
as their preferred direction

of pendulum −→
V motion is done using its projections −−→

VXY ,−−→VZY independently.
During the motion, after calculating the two new spring positions in 2D −−→

VXY

and −−→
VZY , the 3D position −→

V is obtained by combining them and ensuring that
‖−→V ‖ = ‖−−→VXY ‖ = ‖−−→VZY ‖ = L. In the current implementation we omit the twist
component around the axe of the 3D pendulum −→

V which is the third degree of
freedom, we plan to add it in a future work. It is interesting to notice that by
using the target direction −−→−Y , we can give the impression of gravity that always
pulls the bodies toward the ground.

3.2 Time Based Control for Spring Dampers

Let m be a mass connected to a spring with stiffness constant k. This mass
oscillates around a rest position x0 with a viscous damper that has a damp-
ing coefficient c. Based on Newton’s second law of physics the acceleration is
ẍ = −(k(x − x0) + cẋ)/m where x is the current position of the mass, and
ẋ is its velocity. We integrate this motion using the Verlet scheme [13] which
was numerically stable during our experiment described in Section 4. Giving a
random position x to the mass, it oscillates around the rest value x0, seeking to
minimize the error (x−x0) until reaching zero. This oscillation depends directly
on the constants (k, c, m). In order to achieve temporal control on the spring
damper movement, we use the Settling Time Ts principle. It is the time required
for the mass position x to reach its max amplitude inside a given error interval
(See Figure 3(a)) and remains inside it. This interval is symmetrical around x0.

Ts = − ln(tolerancefraction)
ζ ∗ w0

(1)

Where the tolerance fraction is the needed error interval shown in Figure 3(a),
w0 is the natural frequency and ζ is the damping of the ordinary differential
equation governing a damped harmonic oscillator:

mẍ + cẋ + k(x − x0) = 0
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or
ẍ + 2 ∗ ζ ∗ w0 ∗ ẋ + w2

0 ∗ (x − x0) = 0

with

ζ =
c

2mw0
, w0 =

√
k

m
(2)

By fixing the tolerance fraction to 5% in equation (1) and by using the user
provided settling time and damping (critically damped or underdamped), the
spring damper constants k and c are calculated from equation (2), achieving
total control over the curve of the spring damper while maintaining its dynamic
aspect.
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Fig. 3. (a) Spring oscillation under different damping (b) 3D pendulums Tree in Black
with target direction in Grey

Figure 3(a) illustrates springs oscillating under different damping values. They
oscillates around their x0 until full stop, with their respective settling time. The
third spring damper is a critical spring damper which converges toward x0 faster
than the others, and without oscillation.

3.3 Tree of 3D Pendulums

The skeleton of an articulated body is a tree of connected joints (articulations).
By connecting several 3D pendulums and by defining the target direction for
each one of them, the final result is a tree of pendulums that map the articulated
structure, as shown in Figure 3(b). Some of the 3D pendulums act as a father
node for several others. When they move, the anchor points of their children
move. In order to have a visually believable reaction, these 3D pendulums need to
interact with each other. We define two strategies used in conjunction to achieve
this goal: Father Pursuit strategy and Son Pursuit strategy. In the accompanying
video we show the similarities between the motion of a chain of pendulums fully-
physically simulated and our chain of 3D pendulums that incorporate these
strategies. For simplicity, these strategies will be described in a 2D plane.
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3.3.1 Father Pursuit Strategy. The objective of this strategy is to propa-
gate the motion of the father 3D pendulum toward its children, thus they need
to incorporate this movement in their own motion. Figure 4(a) illustrates two
connected pendulums PA,PB , A,B are the positions of each mass, LA,LB are
the lengths of the bars, and θA,θB are the errors that each pendulum seeks to
minimize. In this example the preferred direction of the pendulums are identical
(the dashed -−→Y ).

The update system is a top-down system scheme, starting from the anchor
toward the leaf. First, on time t1 (in black) the error that we try to minimize is
θA1 in PA and θB1 in PB. Now, on time t2 (in red):

1. PA moves, its spring damper tries to minimize the error, and has a new
position A2.

2. PB: the angle εAB between the two vectors −−−→B1A1 and −−−→
B1A2 is added to its

own error, αB = θB1 + εAB.
3. PB: letting the spring damper integrate its equations, we obtain a new angle

value θB2 which contains the new pursuit error.
4. PB: based on LB the new position B2 (in blue) is calculated.
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Fig. 4. (a) Father Pursuit Strategy (b) Son Pursuit strategy

Without this process, the new position of PB would have been B3 (in green),
which is not correct and would have produced a non-logical disconnected motion.
This Father Pursuit process is extended to every pendulum in the chain. A third
pendulum PC follows the motion of its father PB, and so on. By extending this
process in 3D we have a totally plausible physical chain of 3D pendulums (as
seen in the accompanying video). Each one reacting to its father’s movement
while oscillating around its target direction.

3.3.2 Son Pursuit Strategy. The objective of this strategy is to reflect the
perturbation that can occur on the son level, to reflect it on its father. It occurs
when the mass of PB takes a perturbation as seen in Figure 4(b) (in green). The
perturbation is regarded as a change in the position, as if we only take the final
position resulted of an impulse applied to a rigid body.
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1. The perturbation induces its full impact as if the mass PB was not attached
(in red).

2. PB’s mass has two positions: B1 (the old one) and B3 (the new one).
Inverting the previously detailed computation of the father induced error
εAB, we calculate the child error εBA, the angle between −−−→

A1B3 and −−−→
A1B1

and adding it to θB1, we obtain αB = θB1 + εBA.
3. The mass of PA should follow, as it is being pulled by its son now. The new

position A3 is calculated easily by choosing on the line A1B3 the point A3
where ‖A1B1‖ = ‖A3B3‖.

4. This process propagates toward the anchor.
5. The new positions are recalculated based on the fixed anchor position.

With this scheme, all the errors that the spring dampers need to minimize
because of a perturbation are calculated in a bottom-up way starting from the
son that took the perturbation toward the anchor.

3.3.3 Final workflow. In a tree of pendulums, calculation cycles may occur
when two nodes are influencing each others in an endless loop (father influencing
its son, then the son influencing its father, and so on.). To avoid these kinds of
loops, we use an update system inspired by Featherstone’s divide and conquer
algorithm [6,7]. This algorithm eliminate any cyclic calculation problems and
breaks the computation into two main linear passes. The first is a bottom-up
pass through the articulated body tree, and the second is carried out from the
top to the bottom. We adopt this paradigm completely. Only the calculations
differ, as listed below:

1. For each 3D pendulum perturbed in the tree: resolve this perturbation by
applying it on its mass then calculate the errors ε in a bottom-up iteration
toward its ancestors according to the Son Pursuit strategy.

2. For each father 3D pendulum integrate all the children errors (ε1,ε2 etc.) to
its own error θ.

3. Start the standard top-down pass starting from the anchor toward the leaf
according to the Father Pursuit strategy.

In the previous step 2, there are many ways to calculate the integration:

– Summing up all the perturbation errors coming from its children: it is the
method used to produce all of our results. It is the simplest method, and the
one we chose after testing.

– Calculating an average: the father node will be perturbed in the same direc-
tion as the previous method, but with less amplitude. It is useful when the
application decides that the father should be less affected by its children.

– Doing a weighted average based on:
• The Mass: the heavier son has more influence on its father.
• The importance of each branch: assigning predefined priorities on the

children.
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We can imagine many other possibilities based on a specific application’s needs.
Our system is quite easy to implement and the actual calculations in each
strategy require only basic knowledge of 3D vector math. No prior knowledge of
physics systems is required; we do not compute the inertia matrix nor we use
the notion of force. At the same time we can use physics principles to enhance
the end result like in the case of the father pendulum integrating its children’s
errors based on the inertia matrix.

3.4 3D Model Skeleton Vs. 3D Pendulums Tree

In the following section we demonstrate our system with skinned 3D models,
using a predefined skeleton to construct the pendulums tree. Starting from the
bind pose (rest pose) of the skeleton, we create a 3D pendulum for each skeletal
connection (bone) with the same length and with its preferred rest direction
calculated from the bone rest pose orientation. By maintaining the hierarchy of
the base skeleton, we have a pendulums tree that maps this skeleton perfectly.
While playing motion data, we modify the target direction of each corresponding
pendulum, mimicking the base animation exactly. If the 3D pendulums start to
react to an external perturbation, each of the 3D pendulums orientation and
position is applied to its corresponding bone.

4 Applications and Results

In this section, we present several ways to use the 3D pendulums tree: adding
physical effects to lifeless models like an octopus, modifying pre-defined mo-
tion data with physics reactions, and anecdotally a cloth simulation (which is
normally a closed-loop problem). In all cases, the pendulum’s reaction time,
damping, and target direction is totally controllable. The results were computed
on an Intel Core 2 Duo 2GHz, 2 GB RAM, with an ATI X1400, 256 MB. Our
experimentation does not manage collisions, but we can easily imagine a system
that creates an impulse (change in the position) on each 3D pendulum to counter
any penetrations that occur.

4.1 Adding Physical Reaction Effects to Any Skeleton-Based Bodies

In Figure 5, we use our system on a lifeless octopus model. By adding some simple
procedural animation to its tentacles (pulling only the root node of each tentacle
toward the center at random intervals) the rest of the model reacts in a passive
way, modifying the animation and adding plausible physics effects. The octopus
model consists of 150 joints and the computation time of our superimposed
physical effects is only 0.3 ms.

We can also use our system on animated models. In that case on each frame,
the motion data takes control of the skeleton changing the preferred direction of
each pendulums. With no external perturbations, the 3D pendulums rigorously
follow the animation data. When an external perturbation occurs, our system
reacts to this while continuously trying to return to the desired target pose.
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1 2 3 4 5 63 4 6

Fig. 5. From top left: [1] the model with its 3D pendulums, [2] rest pose, [3] we pull all
the tentacles toward the center, [4] reacting, [5] tentacles overshooting (underdamped
regime), [6] return to rest pose

With such a technique, our system adds plausible physical reaction effects to
predefined animation data, as a superimposed animation layer. These reactions
can furthermore be customized by making a section of the body more rigid, more
flexible, changing the reaction time, or tuning the damping. This gives the end
user a powerful tool to modulate the reaction of the body in a very easy and
intuitive way.

Fig. 6. From top Left: [1] Original (on the left) and our simulated articulated body
(on the right), [2] Two perturbations, [3] to [5] Reaction and returning to the original
keyfarme

By playing only the animation data on our test machine, for the previous
model in Figure 6 with 92 joints, the average computation time for each frame
is 0.06 ms. When playing the same animation using our pendulums and two
perturbations, the computation time rises to an average of 0.46 ms, which stays
negligible. This added cost is the result of reading the motion capture data in
order to change the pendulum’s target direction, integrating the perturbation,
and then performing the main integration (as previously described).

4.2 Cloth Simulation

Although cloth is a closed loop problem, we are capable of giving the impression
of an animated cloth by simply creating several vertical 3D pendulums that cover
the cloth, plus attaching several horizontal 3D pendulums to each vertical one
(one vertical is shown in Figure 7(a)). By doing a weighted average between the
positions of all horizontal pendulums activated by their vertical father, weighted
based on the distance between each horizontal pendulum and its vertical father,
we compute the final cloth position. This results in a fully reactive cloth, without
any tearing problems, that maintains its horizontal and vertical dimensions,
while giving total control over the reaction time. We are not aiming to compete
against more general, visually and physically accurate cloth simulators that are
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Fig. 7. (a) A cloth represented as a tree of pendulums (b) Cloth being pulled in the
middle with a visual representation of the 3D pendulums

better suited to simulate actual human cloth, for example. We are just proposing
a less sophisticated, but stable and relatively fast method that can plausibly
simulate the motion of reactive cloth. In Figure 7(b), an external perturbation is
applied to the middle three vertical pendulums. In order to optimize calculation
time, those three vertical pendulums are the only ones actively being simulated
(with the horizontal children of each one of them). The mesh is simulated
using approximately 1500 3D pendulums. The average calculation time of these
pendulums with the post calculations for the final cloth is around 5 ms.

5 Conclusion and Future Work

Our system is linear, straightforward, and based on simple 3D pendulums. It
is capable of adding physical like reaction effects to skeleton-based body very
easily. Additionally it is highly customizable: we can control reaction time, target
direction and damping of the motion. The current system does not enforce
angular constraints. We need to incorporate them into our future work in order
to simulate real-life joint constraints that exists in most skeleton-based bodies. In
addition to this, we are investigating coupling the system with a balance solver.
This work would provide a body with the ability to actively work to maintain
its balance, in opposition to the passive reactions described in this paper. Our
system could also be used to mimic hair, which is an acyclic system and fits
neatly in the domain that the 3D pendulums system can simulate.
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Abstract. We present a new method for identifying a set of movement
types from unlabelled human motion data. One typical approach first
segments input motion into a series of intervals, and then clusters those
into a set of groups. Unfortunately, the dependency between segmen-
tation and clustering causes trouble in alternate tuning of parameters.
Instead, we unify those two tasks in a single optimization framework
that searches for the optimal segmentation maximizing the quality of
clustering. The genetic algorithm is employed to address this combina-
torial problem with our own genetic representation and fitness function.
As the primary benefit, the user is able to obtain a repertoir of ma-
jor movements just by selecting the number of classses to be identified.
We demonstrate the usefulness of our approach by providing visual de-
scriptions of motion data, and an intuitive animation authoring interface
based on movement collections.

Keywords: computer animation, human motion data, movement class-
fication.

1 Introduction

Captured human motion data is widely used today in various applications such
as game development, film production, and sports analysis. Given a large amount
of motion data for practical use, it is often challenging for the user to quickly
recognize what kinds of motions are available, or whether some specific kinds
of motions need to be additionally acquired. For example, let us assume that
we have a motion clip in which hundreds of dance steps are included. Manually
examining the entire sequence not only is cumbersome, but also hardly provides
a complete view of major dance steps, such as ‘box step’, ‘free spin’, and so on.

Many researchers have addressed this problem by presenting automatic meth-
ods of identifying a set of movement types from unlabelled motion data. A typ-
ical approach first partitions input motion data temporally into a collection of
motion segments, and then clusters those into several groups such that similar
segments can be included in the same group. The result of this two-phase ap-
proach strongly depends on the first phase, motion segmentation. As an extreme
case, if we use a uniform segmentation scheme of partitioning input motion at
regular intervals, it is hardly expected for any clustering algorithms to produce
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meaningful categories. In fact, there are a lot of more elaborate segmentation
schemes than uniform partitioning, and suitable combinations of segmentation
and clustering methods can yield much better results. However, there is not yet
a consensus about any specific combinations that guarantee reasonable quality
without respect to the domain of input motion.

We present an alternative approach to automatic motion classification from
unlabelled human motion data. Instead of regarding segmentation and clustering
as two separate procedures, we unify those into a single optimization framework
in which both the segmentation of input motion and the clustering of segmented
intervals can be simultaneously achieved. Given only the number of classes to
be identified, we search for an optimal segmentation that produces the most
concise and precise collection of movement classes. In order to cope with a large
diversity of lengths and arrangements of basic movements, we allow both the
lengths and the number of segments to vary within a pre-defined ranges through
our optimization process. As a result, hundreds of irregular size segments as
well as dozens of regular size segments can be equally treated as candidate
segmentations for the same motion. Such a few constraints give us a huge size
of search space for optimization, which could not be practically handled by
exhaustive search.

Fig. 1. Movement classes from breakdance motion data of about two thoudsands of
frames. (Left top) The centroid motion segment of each class. (Left bottom) Some
example motion segments other than the centroids. (Right) Our interactive animation
authoring interface based on classified movements.

We employ the genetic algorithm to find a good approximate of the global
optimum from such a large combinatorial space. To do so, we devise a genetic
representation of the solution domain so that any feasible segmentations can
be compactly encoded as binary strings (see Section 3). The fitness of a string,
in other words, the goodness of a segmentation, is evaluated according to the
quality of the clusters formed by running the K-medoids algorithm on the seg-
mented intervals. Our measure of clustering quality prefers more compressed,
and less lossy classifications (see Section 4). In optimization, a population of
initial strings are randomly generated, which iteratively evolve into the next
generations through selection, crossover, and mutation (see Section 5). When
the optimization terminates, the string of the highest fitness is regarded as the
best segmentation. The clusters formed by running the K-medoids finally on the
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best segmentation corresponds to our collection of movement classes, each of
which is best represented by the centroid segment of its cluster (see Figure 1
(Left)).

The main benefit of our method is that the user can acquire a precise repertoire
of major movements easily and consistently. The user provides only the number
of motion classes without caring about which segmentation scheme is appropriate
and how finely or coarsely input motion should be partitioned. We demonstrate
the flexibility and usefulness of our approach by summarizing a variety of input
motion data visually with a concise set of still images of classified movements
(see Figure 2). Furthermore, our experimental interface system shows that the
user can intuitively author new animation sequences just by arranging movement
classes at any intended orders (see Figure 1 (Right)).

2 Background

The motion capture technology opened a new way of expressing highly realistic
motion within virtual worlds for computer games and movies. In order to express
a large diversity of motions using a limited amount of motion data, a lot of
methods for processing motion data have been investigated. Currently, we are
able to edit a motion sequence to satisfy geometric constraints [1], blend multiple
sequences into intermediate motions [2], rearrange sub-sequences into arbitrarily
long sequences that satisfy high-level constraints [3,4,5,6].

Data-driven motion synthesis often requires input motion data be pre-
processed into computationally efficient and easily recognizable structures. Iden-
tifying movement types is an important step for compact representation of
original data. Clustering after segmentation has been a popular approach to ad-
dress this problem, using various segmentation schemes. Barbič et al. employed
the principal component analysis (PCA) to find cutting locations where intrinsic
dimensionality is changed [7]. Fod et al. identified zero-crossing frames, where
angular velocities of joints reverse, as segmenting positions [8]. Kwon and Shin
decided cutting positions based on the vertical peaks of the center-of-mass tra-
jectory [9]. These methods regard segmentation and clustering as two separate
tasks, while we simultaneously perform both tasks in a single unified procedure.

Our problem is closely related to another problem of retrieving a set of similar
motions from motion database given a query motion. Typically, this involves the
measure of evaluating the similarity of any two motion sequences, which has
been addressed by several different approaches based on joint angles [3], point
clouds [4], geometric relational characteristics [10]. Efficient methods for motion
retrieval has been explored based on those measures. Kovar et al. presented a
match web structure for searching over a large motion database to identify a set
of similar motions efficiently [11]. Meng et al. pre-computed the best matches
for each frame in a compact structure that supports fast motion retrieval [12].

Recently, there have been efforts for handling segmentation and clustering
in a coupled manner as in ours. Beaudoin et al. presented a method of find-
ing repetitive motion patterns, called motion-motifs [13]. This method is highly
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scalable to the size of input motion, and produces a well-organized view of the
entire motion data. However, its randomized approach does not guarantee clear
distinction among identified motifs, which is the goal of this paper. The most
similar approach to ours is found in the work of Zhou et al. [14], where they also
formulate the segmentation problem as an optimization of clustering. The key
difference from ours is that the number of segments is constant, and regarded
as the input parameter in Zhou et al. On the other hand, an arbitrary number
of segments are allowed in our segmentation, which leaves only the number of
classes as the input parameter, and gives much higher flexibility.

3 Genetic Representation

Let us denote the number of classes and the maximum number of segments as
K and N , respectively. Then, the number of segments n is allowed to have an
arbitrary value within the range of [K, N ] in our method. The lower boundary
condition n ≥ K guarantees that every cluster includes at least a single segment.
On the other hand, the upper boundary condition is to limit the size of search
space, which grows exponentially according to N .

We further reduce the search space by pre-allocating N − 1 possible cut lo-
cations within the range of (1, T ) where T is the number of motion frames. For
example, let the maximum number of segments N be two. Then, just a single lo-
cation, e.g. T/2, is pre-allocated, where a cut can be inserted or not. If inserted,
we obtain two disjoint segments [1, T/2) and [T/2, T ]. Otherwise, only a single
segment is obtained, corresponding to the entire interval [1, T ].

This simplification allows us to rephrase our problem as determining whether
to accept or not each element from the ordered set of every possible cut location
T = {T1, T2, · · · , TN−1}. Denoting acceptance by 1 and rejection by 0 allows us
to encode any segmentations in the solution domain compactly as binary strings
b = b1b2b3 · · · bN−1, where bm ∈ {0, 1}. Note that at least K − 1 values of b
should be 1 to satisfy the lower boundary condition n ≥ K as mentioned above.

In our experiments, we built the set of possible cut locations T simply by
sampling the entire interval regularly (e.g. every half or one second). Any other
more elaborate schemes, such as sampling where the contact states of feet are
changed, might also be employed in deciding T to obtain more meaningful and
smaller search spaces. However, manually selecting and tuning a specific scheme
for each kind of input motion is tedious and error-prone, which reduces the main
benefit of our approach, that is, removing the need of such a special attention
in segmetnation. Our experimental results show that the brute-force regular
sampling yields satisfying quality for a diversity of input motions.

4 Fitness Evaluation

In order to evaluate the fitness of a string b, we first decode it into a series of
cutting locations t = {t1, t2, · · · , tn−1} ⊂ T by including only the m-th elements
of T whenever bm = 1. Those cutting locations are easily interpreted as a series
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of segment intervals, which are then clustered into K groups according to their
similarity. Finally, the quality of clustering is measured as the score of b based on
our fitness function. This section explains three orthogonal components involved
in this process in detail: motion similarity measure, clustering algorithm, and
clustering quality measure.

4.1 Motion Distance

Let the input motion data of our method be a sequence of motion frames {xt|1 ≤
t ≤ T } where xt denotes a skeletal pose at an instance. Each pose is described
as a root position pt and a set of joint orientations {qt,j|1 ≤ j ≤ J}. Given
any two frames xt and xt′ , we evaluate the dissimilarity d(xt,xt′) between the
corresponding poses by using the measure of Lee et al. [3].

This pose-to-pose distance measure can be easily extended to evaluate the
distance between any two motion intervals [ts, te] and [t′s, t′e]. Because any two
target intervals can have different lengths, temporal alignment of those inter-
vals is a prerequisite for pose-to-pose comparison. The dynamic time warping
is a well-known approach to this problem ensuring optimal alignment, but its
computational cost is relatively expensive for our purpose.

Instead, we use a simple uniform time warping such that the m-th frame
of the longer interval corresponds to the 	ml′/l
-th frame of the shorter one,
where l and l′ are the lengths of the longer and shorter intervals, respectively.
If the matched pairs of frames after alignment are {(tm, t′m)|1 ≤ m ≤ L =
max(l, l′), ts ≤ tm ≤ te, t

′
s ≤ t′m ≤ t′e}, then our motion distance is evaluated as

follows.

D([ts, te], [t′s, t
′
e]) =

1
L

L∑
m=1

d(xtm ,xt′m) (1)

This calculation is one of the most frequently used operations in our opti-
mization process, so reducing its computational cost can significantly increase
the overall performance. For this purpose, we pre-compute d(xt,xt′) for every
pair of (t, t′) and just look up the resulting distance table at the optimization
phase.

4.2 Motion Clustering

The cutting locations t = {t1, t2, · · · , tn−1} are interpreted as n segment intervals
{s1 = [1, t1), s2 = [t1, t2), · · · , sn = [tn−1, T ]}. We use the K-medoids algorithm
to parition those segment intervals into a set of clusters C = {Ck|k = 1, · · · , K}.
We define each cluster Ck as a collection of segments {si

k|1 ≤ i ≤ Nk} where Nk

is the number of segments included in the cluster.
The overall process of the K-medoids algorithm is almost equivalent to the

K-means algorithm except that the K-medoids algorithm allows more general
distance measures other than the Euclidean distance. The objective function of
the K-medoids is defined as follows.
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E(C) =
K∑

k=1

Nk∑
i=1

D(si
k, sc

k) (2)

where sc
k and si

k represent the central segment (i.e. centroid) and the i-th
segment beloning to the k-th cluster, respectively, and D(s, s′) corresponds to
D([ts, te], [t′s, t

′
e]) in Equation 1 when s = [ts, te] and s′ = [t′s, t

′
e].

In order to minimize this objective function, we first initialize the centroids
of K clusters as the first K segments s1, s2, · · · , sK , and then iteratively update
clusters and their centroids until convergence. When updating clusters, we asso-
ciate every segment with its closest cluster based on the distances to centroids.
For each new cluster, its centroid is updated to a new one that has the minimal
sum of distances to every other segment within the same cluster. We terminate
this iteration when no change of segment-to-cluster association is found.

4.3 Cluster Evaluation

We evaluate the result of clustering C via two contradictory features, compres-
sion ratio and reconstruction error, to achieve a reasonable trade-off between
the conciseness and the preciseness of the action classes. The compression ratio
measures how short segments are required to summarize the input motion data
in comparison with the entire length as follows, denoting the length of a segment
s as L(s).

R(C) =
1
T

K∑
k=1

L(sc
k) (3)

On the other hand, the reconstruction error measures how much distortion
is produced when we summarize the original motion only with the identified
actions. This roughly corresponds to the data loss after replacing every segment
si
k with the centroid segment sc

k for every cluster in the input motion data. We
evaluate this error by slightly modifying the function E(C) as follows in order
to limit its range to [0, 1] without respect to the length of input motion and the
diversity of poses, where dmax is the maximum among the distance of every pair
of two poses d(xt,xt′).

E′(C) =
1

dmax

K∑
k=1

Nk∑
i=1

L(si
k)

T
D(si

k, sc
k) (4)

Choosing only one of these two features might cause undesirable effects in our
optimization. Simply igonoring the reconstruction error, low compression ratio
means just a large number of short segments that are grouped into arbitrary
action classes without regard to thier similiarities. On the other side, low recon-
struction error corresponds to a small number of long segments. At its extreme,
the lowest error can be easily achieved by segmenting the input motion into K
intervals, and assigning a single segment for each cluster.
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We take the inverse of the weighted sum of both features as our fitness function
as follows in order to generate higher score for lower sum of compression ratio
and reconstruction error, where the weight ω controls the relative contributions
of the two features to the final fitness (0 ≤ ω ≤ 1).

F(C) =
1

ωR(C) + (1 − ω)E′(C)
(5)

5 Optimizing Classifications

We are now ready to perform the genetic algorithm with our genetic representa-
tion of the solution domain and the fitness function for any given solutions. A set
of initial solutions, called a population, is randomly generated first. Then, the
population is iteratively reproduced into a new population in the next genera-
tion based on three basic rules: selection, crossover, and mutation. This iteration
terminates when the population converges to a local optimum, or the number
of generations reaches to a pre-defined threshold. Finally, the best string in the
last generation is selected as our classfication.

The initial population {bp|p = 1, · · · , P} is randomly generated by selecting
each value of the string bp from {0, 1} with an equal probability. Then, we need
to check if the number of 1’s in bp is greater than or equal to K − 1 for every
string, as discussed in Section 3. If not, we locally update some 0’s to 1’s to obtain
a valid string. This validation process applies not only to the initialization phase,
but also to every reproduction step.

We adopt elitism and roulette-wheel selection schemes when producing the
next generation. The score for every string {bp} is evaluated by our fitness
function as discussed in Section 4. A small portion of the entire population that
obtains the topmost score is regarded as the elite, which is transferred to the next
generation in its original form. For the rest of the population, we associate each
string with its reproduction probability as the ratio of its own score to the total
score. Then, each new string in the next generation, e.g. a child, is produced by
probabilistically selecting a pair of existing strings, e.g. parents, and performing
crossover and mutation operations.

Among many crossover techniques, we use the one-point crossover that cuts
two existing strings b = b1 · · · bN−1 and d = d1 · · · dN−1 at a common location
p, and exhanges the resulting substrings with one another to reassemble two
new strings b′ = b1 · · · bp−1bpdp+1 · · ·dN−1 and d′ = d1 · · ·dp−1dpbp+1 · · · bN−1.
Both new strings are accepted into the population of the next generation in
our implementation. When deciding cut locations, we prefer the locations where
both values bp and dp are 1 to preserve existing segment intervals. If there are
no such locations, we randomly select one among the locations where either bp

or dp is 1.
We probabilistically mutate each new string with the probability being de-

creased through iterations. In other words, a large portion of the population
mutates at the early phase of our optimization for extensively exploring the
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Fig. 2. Movement classes from boxing (Left) and basketball (Right) motion data of
about three and five thousands frames, respectively
search space, while little portion is mutated at the late phase for finely tun-
ing the existing solutions. In our implementation, the mutation probability is
determined as e−5g/G where g and G is the current and the total number of
generations, respectively. Once a string is determined to be mutated according
to the probability, we randomly choose a single location in the string, and negate
its value.

6 Experimental Results

We experimented with a variety of input motions including boxing, breakdance,
and basketball. The number of classes for each motion data was determined by
running optimizations with various numbers between 5 and 20, and selecting the
best one yielding the highest score. In optimization, we used the same parame-
ters for every test data. We represented a segmentation as a string by arranging
possible cut locations at every one second. The population consisted of one hun-
dred strings, which reproduced for 500 generations. For each generation, the
topmost 10 strings were selected as elites, and transferred to the next generation
without crossover. The usefulness of our approach is qualitatively demonstrated
by visually summarizing each movement class in Figure 2. We rendered a small
number of poses belonging to each segment in a cartoon style, and layered the
rendered poses in sequence of time. Additionally, we utilized the same visual-
ization techniques in creating an interface system for animation authoring (see
Figure 1 (Right)). Regarding the movement classes as animation building blocks,
the user can intuitively design new animation sequences by arranging movement
classes in the time domain.

In order to demonstrate the effectiveness and robustness of our approach, we
plot the maximum scores obtained from a short basketball motion clip of 500
frames with respect to the number of generations g on the left and the number
of classes K on the right. For the left graph, we fixed K to 13, sampled possible
cut locations at every 10 frame, and produced 200 generations. The resulting
graph shows that the maximum score sharply increases at irregular intervales
due to our policy of elitism, and eventually converges to a local optimum around
the 100th generation. For the right graph, we varied K from 1 to 50, and run
our optimization process 5 times for each K to cope with the randomness of
the genetic algorithm. When K is 1, every segment belongs to the same cluster,
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leading to the lowest compression ratio and the highest reconstruction error. On
the other hand, when K equals to the number of maximum segments (50), every
cluster includes a single segment, thus yielding the highest compression ratio (1),
e.g. no compression, and the lowest reconstruction error (0), e.g. no error. The
score is equal to 4.0 because the weight ω is 0.25 in this experiment. Between
1 and 50, the scores roughly draw an arc, whose maximum occurs at the ideal
number of classes (13 in this case) with respect to our fitness measure.
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Fig. 3. The best scores obtained from our genetic algorithm with respect to the in-
creasing numbers of classes

7 Discussion

We have presented a new method for identifying a user-given number of motion
classes from an unlabelled human motion data. The key characteristic of our
method is in its unified process of obtaining the optimal segmentation that pro-
duces a high quality classification. Our experimental results demonstrate that
our method based on the genetic algorithm is highly flexible to a large diversity
of human motions without exhaustive tuning of parameters.

The primary advantage of our method is that the user can easily obtain a
simplified view of his/her motion data that summarizes the entire motion into a
small set of representative movements. Furthermore, such movement collections
can be utilized for interactively authoring new animation sequences. We plan
to improve our authoing system introduced in this paper to incorporate path
editing, pose editing, and multi-character synchronization.

Our solution domain allowing an arbitrary number of segments causes a chal-
lenging problem of combinatorial explosion, which makes it hard for our method
to scale well with the size of input motion data. As an idea of dealing with this
problem, we are interested in a hierarchical extension that first processes a set
of short motion sequences into a large number of classes, and then merge those
classes into a small number of more comprehensive classes.
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Abstract. In 3D virtual environments and social scenes, virtual characters are 
not always visible from a front view. Nonverbal expressions of emotions should 
be designed so as to be properly perceived when viewed from multiple angles. 
Our platform enables the design of facial expressions including 3D expressive 
wrinkles and 3D postures. It was used to generate stimuli for studying the 
impact of front versus side views on the perception of blends of facial and 
postural expressions of emotions. Results observed in previous studies for front 
views of incongruent images are confirmed for side views. Furthermore, 
subjects were less confident in their ratings for side views images than for front 
view images.  

Keywords: facial expressions, posture, emotions, evaluation study, 3D 
rendering. 

1   Introduction 

Users do not always interact with a single virtual character that is displayed in a front 
view. Instead, they often have to interact with virtual characters that are embedded in 
complex 3D environments and social scenes featuring other virtual characters. The 
face and the posture of the virtual character are thus no longer visible by the user from 
a single front view but rather from a side view when the character is pointing at 
virtual objects or is displaying non-verbal cues of social interactions towards other 
characters. This requires a virtual character platform that enables the virtual character 
to properly display 3D expressions of emotions while being viewed from the front, 
from the side, and possibly from a distance. User’s perception of these expressions of 
emotions from various angles and distances needs to be assessed.  

Emotion theories need to be considered in order to understand how these 
nonverbal expressions of emotions are perceived. Discrete emotion theories claim a 
limited number of basic or fundamental emotions. Six basic emotions are often 
considered: fear, happy, anger, sadness, surprise and disgust [1]. Dimensional 
theorists define dimensional spaces that account for the similarities and differences in 
emotional experience. Three dimensions are often used [2]. Pleasure is a continuum 
ranging from extreme pain or unhappiness at one end to extreme happiness or ecstasy 
at the other end. Arousal ranges from sleep to frenzied excitement. Dominance ranges 
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from feelings of total lack of control or influence on events and surroundings to the 
opposite extreme of feeling influential and in control.  

In everyday life, it is frequent to express blends of several emotions [1, 3]. 
Producing congruent expressions in different modalities requires important skills 
given the difficulty of monitoring and controlling different cues at the same time [4]. 

Several studies explore how emotions are expressed by the face or by the body. 
Ekman suggests that a single emotion is expressed using a family of facial 
expressions. He lists distinctive clues to six basic emotions [1]. Baron-Cohen 
proposes a more detailed list of 416 so-called mental states (e.g. Relaxation). The 
MindReading database includes six audiovisual performances for each of these 
mental states [5].   

Whereas Ekman suggests that posture might provide information regarding the 
intensity of emotion [6], Wallbott observes discriminative features of emotion 
categories in posture and movement quality [7]. Basic gestural form features might 
also be related somehow to emotions (e.g. the left hand was observed to be used more 
frequently when in a relaxed and positive mood) [8].  

Viewing angle is becoming a relevant issue for studying how emotions are 
expressed or perceived. Coulson studies the attribution of emotion to static body 
postures without facial expressions from three points of view [9]. Correlations across 
the three viewpoints for each emotion category shows that, for anger, happiness and 
surprise, the attributions are more likely for front views; for fear, the attributions are 
more likely when perceived from behind and from side; for sadness, the attributions 
are more likely when perceived from front and from side. The AffectMe database 
contains motion capture postural expressions of some basic emotions [10]. The 
GEMEP corpus contains front views and side views of facial and postural expressions 
of acted emotions [11]. The system designed by Pantic and Patras aims at the 
automatic recognition of facial action units and their temporal models from profile-
view face image sequences [12]. Other systems process full 3D scans of facial 
expressions [13].  

3D techniques are also used for animating and rendering facial expressions. 
Bump-mapping 2D texture-based rendering of expressive wrinkles are observed to 
improve various aspects of the recognition and subjective perception of facial 
expressions of emotions when displayed with a front view [14, 15]. Yet, when viewed 
from the side, such 2D techniques might be not enough for rendering realistic 
wrinkles, as the skin surface remains flat. Instead, 3D rendering of such facial details 
might improve the perception of facial expressions of emotions [16]. 3D Wrinkles can 
be computed from physical biomechanical models [17] or displayed using parametric 
models [18]. Parametric 3D wrinkles can be included directly in facial blend shapes, 
or mapped from displacement textures, deforming the mesh. The final image is rather 
similar, the quality of the wrinkles depending on the complexity of the mesh rather 
than on the rendering technique. The only way to improve wrinkle rendering would 
be on-the-fly local mesh refinement. Wrinkles can be extracted from 3D video 
captures [18] of manually edited using image edition tools (bump maps) or 3D edition 
software (3d mesh).Video captured wrinkles require costly 3D capture equipments, 
but can be more accurate and natural. 
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The perception of facial and postural expressions of emotions also depends on the 
framing. In a tight framing of the virtual character, the rendering details of the face 
are more visible. 

Models of blends of face-only expressions of emotions use either interpolations 
between predefined basic emotions’ expressions for the whole face, spatial facial 
region decomposition, dimensional models of emotions or sequenced expression 
models [19]. But face and body appear together in daily experience. Several studies 
observe that congruent combinations of facial and postural expressions of emotions 
improve emotion recognition [20, 21, 22]. De Gelder observes that, when a face is 
accompanied by a body expressing the same emotion, the judgment accuracy and 
speed increase [23]. In a study using virtual character stimuli, a similar effect is 
observed for congruent combinations [24]. But, in incongruent combinations of face 
and posture expressions (e.g. anger facial expression combined with a posture 
expressing sadness), subjects report the emotion category that is displayed in the face, 
whereas they report the level of activation of the emotion displayed via the body.  

In summary, previous research suggests that face and posture might convey 
different aspects of emotion when occurring in incongruent combinations and 
displayed in frontal view. Yet, little is known about how such facial and postural 
expressions are perceived when viewed from the side or from a distance. Most studies 
are limited to the frontal display, some to the upper body, and with limited 3D 
rendering (e.g. no expressive wrinkles in 3D). The present aim is to study the impact 
of the viewing angle and distance on the perception of combinations of 3D facial and 
postural expressions of emotions. 

2   System 

 

Fig. 1. MARC’s architecture 
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In order to investigate the perception of 3D facial and postural expressions of emotion 
from front and side views, we used the MARC system, extended with 3D wrinkles 
[25].  MARC is a set of tools and models for the design and the animation of virtual 
characters. It features three main applications: the facial expression editor, the body 
posture editor, and the real-time rendering application (see Figure 1).  

The system uses GPU computing through OpenGL and GLSL to render and 
animate virtual characters and their environments. The face of the virtual characters is 
bound to a list of about 100 MPEG-4 standard keypoints [26].  

In order to create realistic 3D wrinkles, we extended the system with a second set 
of keypoints dedicated to wrinkles. Areas of influence of keypoints are edited 
manually. Figure 2 shows the area of influence for a wrinkle keypoint, and the 
resulting geometric deformation. 

 

Fig. 2. Influence of a wrinkle keypoint (left): red means negative influence, green means 
positive influence; the resulting effect (right) 

The location of the wrinkle keypoints were defined based on Ekman’s descriptions 
of expressive facial wrinkles [27]. Three keypoints are defined on the forehead (left, 
center, right). Two keypoints are defined for the nose (frown and nose wrinkles). Two 
keypoints are defined for crow’s feet wrinkles (left and right). Two keypoints are 
defined for managing nasolabial furrows (left and right). Finally, two keypoints are 
defined to render the folding lines under the eyes (left and right). 

These 3D geometric wrinkles enable a more realistic rendering. They are more 
visible from a side view than from a front view. Figure 3 shows a side view of 
geometric wrinkles using the 3D technique, versus wrinkles rendered using the usual 
2D bump mapping technique.  

The 3D geometric deformation is possible thanks to the high-resolution meshes 
that we use: 20.000 polygons for the face only. Using only low-resolution polygons 
would not allow rendering fine geometric wrinkles without expensive on-the-fly local 
mesh refinement techniques. Moreover, this 3D wrinkle rendering method does not 
cost much computational time for the GPU. We use keypoints for both facial 
deformations and wrinkling effects. Thus, the animation GPU programs (shaders) do 
not make any distinction between MPEG4 keypoints and wrinkle keypoints. This 
approach uses on-the-fly computation of the deformed mesh normal vectors to create 
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proper shadow effects. Unlike 2D bump mapping techniques, the 3D wrinkles 
rendering method enables the rendering of geometric wrinkles from various points of 
view without the complexity of a muscle model [28]. MARC is designed for real-time 
interactive animation. Using a muscle based model is not possible in our applications 
since we aim at real-time interaction. Thus, we implemented a parametric 3D 
wrinkles model. 

 

Fig. 3. Forehead wrinkles: 2D bump mapping wrinkles (left) vs. 3D geometric wrinkles (right) 

Similarly to facial expressions, body postures were edited manually. The body 
animation system is based on standard skeleton rigging. The body posture editor of 
MARC enables to specify sequences of postures on a timeline, defining a whole 
animation.  

The facial and postural expressions presented in the following sections were 
designed using this system. They were rendered using the Real-time Rendering 
Application from which we extracted static pictures of the combined display of facial 
expression and body postures. 

3   Experiment 

Our experiment aims at evaluating the impact of the point of view and the expressive 
modalities on perception of emotional perception. 

Regarding the observer point of view, we consider two factors: the view angle 
(front versus side) and the distance (close-up versus more distant).  

Regarding the expressive modalities, we consider 1) mono-modal expression 
(posture only and face only) versus 2) congruent combinations (face and posture 
expressing a single emotion) versus 3) incongruent combinations (face and body 
expressing different emotions). 

We have the following hypotheses:  
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• H1: The congruent combinations should be better recognized than face-
only and posture-only images. 

• H2: The close-up of the face should be better recognized than the more 
distant view. 

• H3: The point of view should have an impact on emotion recognition. 
• H4: In incongruent combinations, subjects should perceive the category 

of emotion expressed in the face but the level of arousal expressed in the body. 
• H5: Subjects’ confidence should be lower for side views than for front 

views; lower for incongruent than for congruent combinations. 

We selected 4 emotions for the study: Joy, Anger, Sadness, and Relaxation. These 
emotions were selected because they are balanced in terms of valence and arousal [2]. 
Joy is a positive emotion with high arousal. Relaxation is a positive emotion with low 
arousal. Anger is a negative emotion with high arousal. Sadness is a negative emotion 
with low arousal. Furthermore, incongruent combinations of Joy, Anger and Sadness 
were already used in a similar study using front views [24]. Selecting these three basic 
emotions enables us to compare the results with this previous study.  

The specification of a facial expression for each of the three basic emotions (Joy, 
Anger and Sadness) was inspired by the visual and textual descriptions of Ekman [1]. 
The specification of the facial expression of Relaxation was inspired by the 
MindReading database [5]. The specification of postural expressions was inspired by 
the AffectMe database [10] for Joy, Sadness and Anger. The postural expression for 
Relax was inspired by a study on basic gestural form features and emotions [8]. 

To investigate the perception of combined facial and postural expressions of 
emotions from various angles and distances, four modalities were considered: close 
face, far face, posture, face+posture.  
We used 56 pictures rendered by the MARC system described in the previous section 
(Figure 4, 5):  

• 16 face-only images (the body is hidden):  
8 front views + 8 side views; 8 close-up + 8 more distant shots 

• 8 body-only images (the head is hidden):  
4 front views + 4 side views 

• 8 congruent face and body images: 
4 front views + 4 side views 

• 24 incongruent face and body images: 
12 front views + 12 side views 

36 subjects participated in the experiment (12 females, 24 males, average age 27). 
The order of presentation of the 56 images was randomized. Each image was 
displayed with a 560x650 pixels size. Aside to the image, a questionnaire was 
displayed with a set of eight sliders. For each image, users had to rate the levels of 
valence, arousal and dominance they perceived. They also had to rate how much they 
perceived each of the four emotions and to report their confidence in their ratings 
Each question was answered using a five points Likert scales. In order to detect 
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Fig. 4. Sadness face-only pictures. Front close-up (left), side close-up (center) and front from a 
distance (right) 

 

Fig. 5. Congruent expressions of Sadness (a) and Joy (b), Incongruent expressions of Joy (face) 
and Anger (body) from front (c) and side (d) 

blends of emotions, we used Likert scale instead of a forced choice as used by 
Coulson et al. [9]. Thus, subjects were able to moderate their answers and to report 
blends of emotions.  

4   Results 

We computed repeated measures ANOVA in order to estimate the degree of 
emotional and dimensional recognition in each modality.  
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Categorical recognition 

Anger was the most perceived emotion in our images of Anger whatever the point of 
view for the four modalities (close face, far face, posture, congruent face+posture). 

Sadness was the most perceived emotion in our images of Sadness for the face-
only images or for the face+posture images whatever the point of view. However the 
front-view posture-only image designed for Sadness was equivalently perceived as 
being an expression of Relax.  

Joy was the most perceived emotion in the face-only and face+posture images 
designed for Joy. Nevertheless the posture-only side view image designed for Joy was 
equivalently perceived as an expression of Relax.  

Relax was the most perceived emotion only in the front view posture-only image 
designed for Relax. The face-only and face+posture images designed for Relax were 
equivalently perceived as Joy or Relax whatever the point of view. The side view of 
the posture-only image of Relax was perceived as a blend of the four emotions.  
These results validate the categorical recognition of 25 images out of 32. The images 
designed to express Relax were frequently misperceived as Joy, which is also a 
positive emotion. 

Table 1. Average values for dimensions (-1/+1) 

Emotion Valence Activation Dominance 
Anger -0,86 0,5 0,52 

Sadness -0,62 -0,78 -0,8 

Joy 0,6 0,62 0,14 

Relax 0,1 0,06 -0,16 

Dimensional recognition 

We analyzed the attribution of P.A.D. dimensions to each congruent image (face + 
posture). We used ANOVA and Post Hoc Analysis HSD of Tukey. The average 
values for each emotion (Table 1) are in the correct quadrant of the PAD space [2], 
except for Relax activation, which is slightly positive.  

H1. Regarding congruent emotions (mono-modal and congruent combinations), we 
observed that the categorical recognition rates are equivalent in congruent 
combination and face-only images. Posture-only images recognition rates were lower 
than congruent combination and face-only images. Yet posture-only images were 
correctly recognized. These results partly confirm H1. Face-only was indeed 
recognized as well as congruent combination. 

H2. Close-up images of face were not better recognized than distant views. Thus, 
we can hypothesize that using prototypical expressions of emotions enable to display 
virtual characters from distance without reducing emotional perception. 

However, if we consider side view versus front view, we observed that close-up 
front view image of Joy was better recognized than the more distant view. We also 
observed a tendency effect for the negative emotions (Sadness and Anger). The 
perception of side view images conveying these emotions tended to be better 
recognized in close-up than in the more distant view.  
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H3. We observed that the point of view influences the recognition of emotions: 1) 
the perception of the face-only and posture-only images of Anger was equivalent 
whatever the point of view. But the front view face+posture image of Anger was 
better perceived than in side view. 2) The face-only image and the face+posture 
image of Joy were better perceived in side view than in front view. 3) The front view 
of Relax was better recognized than the side view, whatever the modality. Finally, 4) 
the face-only and face+posture images of Sadness were better recognized in front 
view than in side view. Yet, the posture-only image of Sadness was better recognized 
in side view than in front view. Thus, the point of view does influence the recognition 
of emotions. H3 is confirmed. 

H4. We only considered incongruent images of two emotions with either constant 
activation (e.g. Anger / Joy), or constant valence (e.g. Joy/Relax). We obtained 8 
images in which we can assess the impact of valence and activation independently. 
The results show that for 6 images out of these 8 images, subjects attribute the 
emotion category conveyed by the facial expression. For the remaining 2 images, 
subjects perceived a blend of emotions conveyed by facial and postural expressions. 
The image combining the facial expression of Relax with the postural expression of 
Joy, was equivalently perceived as Joy and Relax whatever the point of view. 

The rating of Activation depends on the emotion conveyed by postural expression 
whatever the point of view. For example, subjects judged that the image combining 
the facial expression of Anger with the postural expression of Sadness was less active 
than the image combining the facial expression of Sadness with the postural 
expression of Anger. On the contrary, the rating of Valence depends on the facial 
expression and not on the postural expression. For example, subjects judged that the 
image combining the facial expression of Joy with the postural expression of Anger 
was more positive than the image combining the facial expression of Anger with the 
postural expression of Joy. These results confirm our hypothesis H4. 

H5. Confidence was rated lower on incongruent images than congruent images. 
Confidence was also rated lower on side view images than front view images. This 
confirms hypothesis H5. 

We also considered the interaction between congruence and viewing angle. The 
level of confidence reported for the incongruent images was lower in side view than 
in front view. The level of confidence was lower for the incongruent images in side 
view than for the congruent images in side view. The level of confidence was lower 
for the incongruent images in side view than for the congruent images in front view.  
To summarize, incongruent profile images show a low confidence rate, but congruent 
combinations and/or front view images shows an equivalent high confidence report. 

5   Conclusion 

In conclusion, we observed high recognition rates for congruent images of emotion 
whatever the point of view and the distance. Yet, these factors have an impact on the 
reported confidence.  

In this experiment we only used two angles (front and side). Using intermediate 
angles might provide interesting results about the limit upon which the viewing angle 
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becomes problematic for perception and leads to a decrease in the reported 
confidence. 

Regarding facial expressions, similar studies need to be conducted using photos of 
real humans’ expressions, using physical biomechanical facial simulations, and using 
different face models. It would enable to assess the impact of simplified parametric 
wrinkles models on the perception of facial expressions of emotions,. However, using 
human faces would introduce a new challenge: how to control precisely all facial 
parameters. 

Regarding expressive modalities, our results confirm previous findings [24]. In 
incongruent combinations of face and posture, subjects report the emotion category 
that is displayed in the face, whereas they report the level of activation of the emotion 
which is displayed via the posture. 

Several studies pointed the impact of dynamic versus static stimuli on the 
perception of expressions of emotions [11]. We intend to extend the present study to 
more emotions, and to animations of the virtual character. MARC’s animation system 
features an event-based system to precisely synchronize facial expressions with 
postural animations. The dynamics of these expressions should not be limited to 
interpolation of prototypical expressions. In this study, we used only one expression 
for each emotion. Our system features an appraisal module that produces more 
complex facial animations [4, 28], the dynamics of which requires to be properly 
integrated with body movements. Our system is also capable of importing motion 
capture files, enabling to render more realistic postural animations. Following similar 
studies by de Gelder [23], we intend to explore the combinations of face with other 
contextual modalities such as the speech and the surrounding scene. 

Our platform was recently integrated in a virtual reality setup enabling the user to 
interact with multiple virtual characters in life-sized audiovisual spatial social scenes. 
In such applications, the virtual characters might be visible only from some angles, as 
users’ displacements are limited. It is thus important to have experimental results on 
how their expressions of emotions will be perceived from different angles.  
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Abstract. Motion capture is a common method to create expressive
motions for animated characters. In order to add flexibility when reusing
motion data, many ways to modify its style have been developed. How-
ever, thorough evaluation of the resulting motions is often omitted. In
this paper we present a questionnaire based method for evaluating vis-
ible emotions and styles in animated motion, and a set of algorithmic
modifications to add emotional content to captured motion. Modifica-
tions were done by adjusting posture, motion path lengths and timings.
The evaluation method was then applied to a set of acted and modified
motions. The results show that a simple questionnaire is a useful tool
to compare motions, and that expressivity of some emotions can be con-
trolled by the proposed algorithms. However, we also found that motions
should be evaluated using several describing dimensions simultaneously,
as a single modification may have complex visible effects on the motion.

Keywords: computer animation, motion capture, emotional motion,
evaluation of motion style, motion editing.

1 Introduction

We can see emotions in facial expressions, poses and motions of animated charac-
ters. Motion capture is a convenient way to record the visible emotions. However,
doing new motion capture for each different case requires time and money and is
not practical in all situations [1]. New ways to reuse motion data can lower the
costs. Reusing and modifying motions are especially beneficial in games, because
game characters need to move and react in many different ways in real time.

Much research has been done to change the style of captured motions, but
there has been less effort in validating the effects of the modifications. Many pub-
lished modifications create changes in motions, but how significant the changes
are to people viewing the motions has not been investigated [2,3,4,5]. In a case
where motion style of modified motions was evaluated with many viewers, it was
found out that the modification was not always noticed by the viewers [6].
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We present a questionnaire based method for evaluating the emotional and
stylistic content of motions with a large audience. This evaluation is used to com-
pare the effects of three algorithmic modifications to motion data. These modifi-
cations change the posture, motion path length, and timing of the motions. The
results show that a questionnaire is an effective method for measuring emotional
content of motions and to compare the modification methods. The questionnaire
can also reveal if a modification produces unwanted side effects to the style of
the motions.

2 Related Works

2.1 Evaluating Motions

We found an earlier evaluation of modified motions that used valence, arousal
and dominance as the dimensions in their questionnaire [6]. However, some stylis-
tic properties like masculinity and femininity are not easily mapped to the three
dimensions. In another study, dynamic and geometrical features of dancing mo-
tions were assessed using Laban motion analysis [7]. This approach requires
expert knowledge from the evaluators. Enabling untrained people to evaluate
everyday actions requires a simpler approach.

Evaluating emotions seen in facial expressions is a common practice [8]. Fa-
cial expressions are a simpler case than bodily motions, because the face is
mainly used for communication and much less for other actions, whereas in bod-
ily motion both appear. Questionnaires used to evaluate facial expressions often
force labeling one face image with one emotion. This is a justified approach as
prototypical faces are associated with basic emotions in commonly used models.
Defining similar prototypical bodily motions is hard and, since motions can have
many stylistic properties in addition to visible emotions, the task is even harder.

Based on these observations we decided to limit our study to assessing emo-
tional content of bodily motions only. We animated motions with a simplified
human model without face and fingers. In the questionnaire we asked evaluation
of multiple simultaneous dimensions instead of a single choice.

2.2 Modifying Motions

Neff and Kim state that important components affecting motions are posture,
transitions between poses, simplification and exaggeration [9]. We wanted to use
modifications that would directly affect these components. Some of these aspects
of motion can be changed in motions that are defined with a low number of
keyframes per second (around 1 Hz) [10]. For example transitions between poses
in keyframes can be easily edited without changing the keyframes themselves.
Same methods cannot be used straight away with motion defined with a high
number keyframes per second (over 10 Hz), such that motion capture produces,
as transitions between the keyframes are too fast.

Many modification methods of motion styles are based on the difference be-
tween two recorded motion signals [2,3,4]. The way these methods treat the
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motion data differ greatly, but the results are all dependent on the styles of the
input motions. In our study, we used a method based on differences between still
poses for changing postures of characters. For other changes, however, we used
procedurally generated modifications.

Bruderlin and Williams presented multiresolution filtering that we used for
exaggerating and diminishing the length of motion paths [5]. The transitions
between poses can be changed by the speed transform described by Amaya et.
al. [2]. However, the speed transform is not a direct method as it requires two
motions for defining the changes made to a third motion. To make the method
more direct, we developed a new heuristic approach that defines the changes in
timings based on the velocity of the input motion.

3 Implementation

3.1 Capturing Motions

To create suitable motions, we asked one female and one male actor to perform
a short walk and a knocking motion with ten different styles that were used
earlier by Pollick et. al.: afraid, angry, excited, happy, neutral, relaxed, sad, strong,
tired and weak [11]. Both of the actors had acted in theater performances, but
they did not have previous experience with motion capture. We also captured
several standing poses. For recording the motions, we used Optitrack Full Body
Motion Capture system, consisting of twelve cameras capturing motions with 100
frames per second. The system gives coordinates and orientation of the hips, and
rotations for 18 joints.

3.2 Modifying Motion Paths

To change the length of the motion paths, multiresolution filtering described
by Bruderlin and Williams was used [5]. The basic idea is to divide an original
motion signal into frequency bands that are modulated separately in a way
that adds no phase shift. Then we can return to the original signal format by
summing up the modified frequency bands. We observed that multiplying the
middle bands (between 1.0 and 12.5 Hz) makes the motion paths exaggerated
or reduced.

With this method we can make a short and slow walk longer and faster or
vice versa. During the process, the modification exaggerates or diminishes the
poses as seen in Figure 1. Our hypothesis was that this modification would
make motions look more excited, tired and weak. The hypothesis was based on
the findings that high movement activity has been connected with elated joy, hot
anger and terror, while low movement activity has been connected to boredom
and contempt [12].

Multiresolution filtering suffers from stretching bones if applied to joint posi-
tions as input signals. Using joint rotations can also be problematic as unnatural
rotations may happen when the angles are near a gimbal lock. To avoid these
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problems, we represented the joint rotations with two orthogonal vectors point-
ing the direction of the bones. This way the bone lengths are not affected by the
modification and gimbal lock is not an issue.

Multiplying frequency bands can make the feet of the character slide. This
was fixed in post-processing by recalculating the coordinates of the hips. The fix
was done by measuring the original supporting periods of the feet and forcing
the feet to stay still during these periods in the new motions.

Fig. 1. Changes in pose when a
walking motion (b) is modified by
making motion paths shorter (a)
and longer (c)

Fig. 2. Still poses used in chang-
ing posture of animated charac-
ters. Pose (a) is the neutral pose
of the actor.

3.3 Modifying Posture

For creating motions with varying posture we need a motion with neutral pos-
ture, a neutral still pose and varying expressive poses (Fig. 2). Next we calculate
the differences between joint rotations in the neutral pose and the other poses.
Then we can add the desired difference to each frame of the motion to change
the posture of the animated character. If we need to reduce or exaggerate the
change of the posture, we can multiply all the changes with a constant. We
made a hypothesis that modification to posture could make motions look more
sad or more confident, as earlier studies show that those emotion types have
stereotypical positions of upper body, shoulders and head [12].

With a motion like a regular walk the change of posture works quite well as it
is. If the motion has parts where pose of the character is very different compared
to the neutral pose, the technique can have unwanted side effects. For example,
if the character is reaching forward with a straight arm, the arm can become
twisted by the change of the posture. This can be fixed by fading the changes
gradually out when the end of a limb goes too far from its position in the neutral
pose. The fade-out must be done to all the joints that affect the position of the
limb.

3.4 Modifying Timings

Amaya et al. adjusted the speed of motions by time warping the motions ac-
cording to differences between two reference motions [2]. Their approach depends
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on the quality of the original motions and requires motion segmenting to find
links between the reference motions. To bypass these requirements, we developed
two heuristics that define the time warps without any reference motions. The
heuristics aim to produce motions with either constant speed or added acceler-
ation while keeping the total duration of the motion unchanged (Fig. 3). Our
hypothesis was that these changes would make motions look more relaxed and
angry, respectively. The hypothesis was based on findings that high movement
dynamics are connected with hot anger [12].

Fig. 3. Trajectories of the right hand
during a knocking motion. Original
motion (b) is modified to nearly con-
stant speed (a) or with exaggerated ac-
celeration (c).
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Fig. 4. Timewarping motion: evenly
timed original frames (top) are repo-
sitioned in time to form constant speed
(middle) or added acceleration (bot-
tom)

Transforming a motion to constant speed can be done by taking evenly timed
motion samples, spreading out frames with fast movement and compressing
frames with slow movement, as depicted in figure 4. New motion is then formed
by resampling between these as keyframes. The frames where the position does
not change at all, would be compressed completely together to get constant
speed, but this would cause all pauses of the motion to be skipped. More natu-
ral motion results if the pauses are preserved by enforcing a minimum duration
between frames (as seen in the last four frames in the middle plot of figure 4).

In practice time warping is done separately for each limb of the character.
When constant speed for each frame is desired, we can use the velocity values of
the limb limited by a minimum value as the durations between frames and then
scale all frames to preserve original total duration of the motion. When adding
acceleration to a motion, we use original durations of the frames and increase
the durations next to frames that are local minima of velocity and then scale as
in the previous case. This makes the pauses of the motion last longer and other
parts faster as seen in the lowest plot of figure 4.

3.5 Combining Modifications

To use the modifications interactively, the path lengths of an original motion
are modified to produce a motion with short motion paths and another with
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long motion paths. Next, the sliding feet are fixed. Then, the timings of the
three motions are modified to produce versions with constant speed and added
acceleration. Once these steps are done we can create new motions by interpo-
lating between the produced motions. Modification of posture is done last to the
interpolated motion.

Modifying path lengths, fixing the sliding feet and modifying timings requires
off-line processing. When they are done an animator controlling the system has
real-time feedback as the interpolation of motions and changing the posture are
both very fast operations.

4 Questionnaire

Evaluation of emotional and stylistic content of motions is necessary for com-
paring the motions and for testing methods that create modifications. We were
also concerned with the validity of a questionnaire based evaluation. This led to
three research questions: 1. Can acted styles and emotions be distinguished by
viewing motions animated with a stick figure? 2. Do the three implemented mod-
ifications change emotions seen in the motions? 3. What are suitable dimensions
to be rated when evaluating motions?

The captured acted motions were used as material for the first question. For
the second question, we created pairs from the neutral motions to each of the
acted motion styles. The pairs were created according to our hypotheses of the
effects of the modifications and intended to have the same emotional and stylis-
tic content as the acted motions. We also created motions with intended styles
masculine and feminine that attempted to change the gender of the characters.
Motion energetic sadness was created by combining modifications that we had
hypothesized to increase sadness and excitement. The emotion happy was omit-
ted because it was not known which modifications could affect happiness. The
final combinations of the modifications are in figure 7.

40 videos were created from the acted and modified motions. The videos were
shown in randomized order. The participants were able to play the videos many
times, but it was instructed that viewing the videos once should be usually
enough.

We included in the questionnaire all the emotional descriptions given to the
actors. However, neutral was not included as it was assumed to fall in the middle
of a scale. Confident was not part of the original set of emotions recorded with
actors, but it was necessary to have a pair for afraid. To make the questionnaire
simpler to answer, we combined opposite motion styles, making scales between
pairs sad-happy, tired-excited, angry-relaxed, weak-strong, afraid-confident and
masculine-feminine.

For each video, the participants were asked to evaluate how these adjectives
describe the character in the video in a scale with five steps. The middle choice
was the default and it was instructed to be used if neither of the alternatives
feels good or if the participant is unsure which one is better.
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The questionnaire was made with a server side PHP script and the videos
were embedded in the web page as Flash objects. 28 non-paid participants were
recruited through social media. 8 of them were female and 20 were male.

An answer to our first research question can be found by examining a confusion
matrix between the intended styles and the perceived styles as shown in figure 5.
Each acted style has the ratings of videos by both actors except the neutral male
and neutral female columns, which show how the ratings for neutral motions
differ between the actors.

Fig. 5. Confusion matrix between
acted and perceived styles, showing on
average how much each style was seen
in each video on a scale from 0 to 2.
Underlined scores tell how well an in-
tended style was recognized. Strongest
perceptions are on dark background.

Fig. 6. Difference of scores between
original and modified motions. Max-
imum possible change is 2. Positive
changes higher than 0.25 are on white
background and negative under -0.25
are on black background. Values for the
intended styles are underlined.

The second research question calls for a comparison between ratings of the
original neutral motions and the motions made by modifying them. The results
are shown as differences of their scores in figure 6.

The third research question was about finding suitable characterizing dimen-
sions to be rated when evaluating motions. We analysed how well the dimen-
sions were chosen by estimating their common factors (using Matlab function
factoran). Results in figure 8 show that the dimensions are not independent and
some of them are effectively the same.
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Fig. 7. Intended styles and the modifi-
cations done to achieve them.
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Fig. 8. Maximum likelihood estimate
for common factors in the question-
naire. Loadings of the original di-
mensions are plotted into a two-
dimensional model.

5 Discussion

The ratings of the acted videos in figure 5 tell that it is possible to see many
styles from a motion that does not have hands or facial expressions. The styles
are not seen one at a time, but rather a motion seems to fit a range of styles. This
can be partly explained by close relations between the styles that are seen in
figure 8, but it is also possible that motion alone does not separate all different
styles and emotions as well as facial expressions do. Based on these findings,
evaluation of motions requires multiple dimensions to be accurate and selecting
more than one description should be allowed.

Figure 6 shows that the three modifications can change emotions and styles
seen in motions. The effects of the modifications are not constrained to a single
emotion or style. When we compare the intended effects and the perceived styles
in figure 6, we can see that the strong and sad modifications worked well. A
contributing factor could be that both modifications had postures that are easily
identifiable. Modifications weak, tired, afraid and excited, created mainly with
changes to motion paths, did add at least a little of the intended style, but the
modifications relaxed and angry did not work as intended. Anger and relaxedness
were hypothesized to be created with changes to the timings of the motions. It
is possible that walking and knocking motions are not suitable material for the
modification, but based on this data, the modification of timings has to be
considered quite useless. A similar ineffectiveness of retiming motions has been
noticed earlier when trying to change the emotional content of captured motions
[12].

The modification energetic sadness in figure 6 created both sadness and an-
griness. The modification that was intended to create sadness did not create
angriness and the only difference between the sad and the energetic sad mod-
ifications was in the length of motion paths. This suggests that the modifica-
tions do not have only one-to-one relations with emotions, but combinations of
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modifications can be used to create emotions that the modifications cannot pro-
duce separately. This also suggests that the effects of the modifications depend
greatly on the styles and emotions of the input motion.

The evaluation shows that modifications to posture and motion paths are
good tools for artists, but it does not reveal if the modifications can be used
without a human checking the results. A systematic evaluation of different kinds
of motions with all combinations of the modifications would be necessary for
assessing the reliability of the modifications.

The dimensions in the questionnaire are not perfect as pairing two descriptions
to one axis prevents those from being selected at the same time. A common
factor analysis of the styles shown in figure 8 tells that there is redundancy in
the descriptions we used. In this data set the pairs tired-sad, weak-afraid, excited-
happy were closely related. We could simplify the questionnaire by removing one
description from each pair without losing much information.

During the analysis two weaknesses were found from the questionnaire. One
is related to calculating statistically meaningful variances, which is limited be-
cause we had only five steps in each dimension. The second weakness is that all
descriptions cannot be used at the same time as one dimension joins two descrip-
tions. A better solution could be to have dimensions that have continuous range
instead of steps and descriptions that are in form ’happy - not happy’. However,
this would increase the number of decisions a test participant has to do.

6 Conclusions and Future Work

We captured acted motions with different styles and emotions and then tried to
produce similar stylistic effects with three algorithmic modifications applied to
neutral motions. The motions were evaluated with a questionnaire to determine
what styles and emotions are visible in them. This kind of evaluation was not
done in any of the papers related to modifications to motion that we have found.

We found evaluating motions with a questionnaire to be a good tool for com-
paring motions. It was observed that many styles can be seen from one mo-
tion and that a single modification can affect many styles. This confirmed that
comparison of motions is more meaningful, when examining several describing
dimensions simultaneously, instead of only concentrating to one dimension. In
this sense evaluating motions is different from evaluating facial expressions as
forced choice of one description is not enough for motions. What are the best
dimensions for evaluating emotions and styles in motions remains a question yet
to be answered.

The results show that modifying posture allowed creating the strong and sad
motions. Changing the length of the motion paths helped in creating weakness,
tiredness, fear and excitement. Changing timings of the motions was not found
to affect the content of the motions significantly. Adjusting timings might be
helpful if different types of motions were studied.

When combining modifications, the effects on the style of the motion were
not always the same as the sum of effects of the modifications separately. This
suggests that modifying already emotional motions could reveal more about the
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modifications than modifying only neutral motions. Similar phenomena could
also be present when interpolating emotional motions. Also, creating totally
neutral motions by motion capture is hard as the physical appearance of actors
always affects captured motions. In the end, bodily motions alone cannot express
all emotions. Therefore, other methods such as facial expressions must also be
used when making complete animations.
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Aalto University and by Academy of Finland, project Enactive Media (128132).
Also, thanks to Timo Idnheimo for his help during the work.
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Abstract. Modeling emotion for virtual agents is an interesting topic in virtual 
reality; autonomous virtual agents with emotion can enhance the authenticity of 
a virtual environment. Motivation and personality are psychological parameters 
for a virtual agent, motivation is the direct cause to promote an agent’s emotion 
and behaviors, and an emotion model for virtual agents should include 
motivations. A computational emotion model for virtual agents with evolvable 
motivation is presented. First, a virtual agent’s architecture that integrates 
emotion and motivation is proposed. Second, a fuzzy inference based emotion 
model with the consideration of personality and motivation is set up, a 
motivation priority evolves by genetic algorithms. Finally, an experiment is 
realized to verify effectiveness of the model. 

Keywords: Virtual agent, emotion model, motivation, cognitive. 

1   Introduction 

Modeling autonomous virtual agents is a challenging research field, early virtual 
agents had no autonomy, and designers used scripts or linear models to control the 
behaviors of virtual agents. In recent years, artificial intelligence is playing a very 
important role in the field [1]-[5]; a virtual agent has a built-in mental architecture 
with perception, emotion, personality and motivation. There are some famous works 
on emotion model for autonomous agents. Many emotion models are based on OCC 
model [6], Bartneck suggested that the OCC model can be simplified for applications, 
it also can be extended with a history function, an emotion interaction function and 
personality [7]. Sevin et al. presented a computational motivation model for behavior 
selection of virtual characters [8], the model did not include personality and emotion. 
Egges et al. used a matrix to model the personality for a virtual agent [9]. FLAME is a 
fuzzy inference system [10], which mapped the evaluation from events to emotional 
intensities, this model did not include personality parameters. Eisman presented an 
emotion model with personality for a virtual agent [11]. Gratch et al. presented the 
EMA emotion model by cognitive appraisal theories [12][13], the model includes 
domain-independent algorithms of cognitive appraisal, Mei Yii Lim et al. proposed 
the FAtiMA-PSI architecture to model autonomous agents, the model balances the 
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physiological cognitive dimensions for creation of life-like autonomous agents [14]. 
Christian Becker-Asano presented the WASABI architecture to combine bodily 
emotion dynamics to simulate infant-like primary emotions as well as cognitively 
elaborated (more adults) secondary emotions [15].  

 In order to simulate the humanlike behaviors of virtual agents by the previous 
works, we try to design non-linear mechanism for emotions. We present a new 
architecture for virtual agents, the motivation priority of a virtual agent can evolve in 
the architecture (In Fig.1). In this paper, perception is mainly reflected in two aspects, 
the one aspect is that a virtual agent abstracts the impact of environmental stimuli to 
his own properties after interaction, the other is that the virtual agent uses memory 
module to extract the past evaluation of environmental stimuli. The memory module 
includes short-term memory (STM) (Global Database) and long-term memory 
(LTM). In reactive condition (such as dangerous condition), perception information is 
directly sent to emotion module. The appraisal module infers emotion intensities by 
fuzzy logic. Behavior module reflects feedback appraisal results, if a motivation need 
is stimulated, a behavior for the motivation need will be created. Action module is 
also called action library, and executes behavior codes. For example, walking in the 
environment, expressing emotion on the face, interacting with outer stimuli. The 
learning module uses genetic algorithms to evolve the priority sequence of a virtual 
agent’s motivation. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The architecture of a virtual agent 

2   Evolvable Motivation Priority 

In this paper, motivation variables are divided into five categories by Maslow's theory 
[16]: thirsty need, hunger need, safety need, love need and curiosity need. There are 
some underlying motivations can be triggered simultaneously, one of the most 
important functions of selection system is the best suitable motivation. We decide to 
use genetic algorithms to determine the priority of a virtual agent’s motivations by 
experience.  

A potential motivation is mi, mi∈ M (m1, m2... mi ... mn), there are 0...mg 
precedence relation for each motivation, the smaller the number is, the more urgent 
the priority is. Our goal is to determine the precedence relation of motivation 
elements in the motivation set dynamically. We propose our algorithm as followed: 

Perception Motivation 

Memory 

Emotion PersonalityAppraisal 

Behavior Action 

Environment 

Learning 
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(1) Coding: MP is a motivation’s priority level set which represents the Genotype 
for the genetic algorithms, a motivation’s priority level mp∈MP = {mp1, mp2... mpi ... 
mpn}. 

(2) Generating initial population: We know that a Genotype is MP, so we can 
generate a certain number of individuals to form a population; the size of population 
means the number of individuals of the population. 

(3) Calculation of fitness: The fitness represents the degree of adaptation of an 
individual to the environment; in our work it means the adaptation of the precedence 
relation for the motivation set of an individual. We get this value by behaviors 
feedback that means if the result of the behaviors fits the initial target, the motivation 
set’s current precedence relation gets a positive feedback; otherwise it gets a negative 

one. Let function ( )ig v to be the way to get the final feedback, when there are 

0...m feedbacks in the environment, then the function of total fitness ( )f s  is 

calculated as followed: 

0 . .

( ) ( )
m g

i
i

f s g v= ∑  (1)

(4) Selection: Pick the individual’s Genotype with the lowest fitness mpmin from the 
population; we reset every bit of it using the corresponding elements from randomly 
picked the individual’s Genotype among the others. So we can make sure the worst 
individual is eliminated which means the whole population is evolved. 

(5) Crossover: For every individual of the population, we reset every bit of its 
Genotype using the corresponding elements from randomly picked individual among 
the others. So we can search the best answer among the solution set. 

(6) Mutation: For every individual of the population, we reset every bit of its 
Genotype according to the probability. If we can get better Genotype from this 
process, it must be existed during the evolving process; otherwise it will be definitely 
eliminated over time. 

Consequently, if the environment is stable, virtual agents will learn how to 
arrange their precedence relation for the motivation, and select the best appropriate 
from a long process of evolving in this way. In the long-tern memory database, there 
is a priority attribute in inclusion relation to store current various motivation 
priorities. 

3   Emotion Model of Virtual Agents 

Emotion derives from objects, agents and events. Precisely, emotion comes from the 
appraisal of these three components, and motivation variables are important 
parameters in the process. For example, when a virtual agent has hunger need, he will 
trigger a corresponding motivation to eat. Then we can judge whether the motivation 
intensity is big enough based on past experience first, if the motivation is generally 
satisfied, it will drive hope emotion, otherwise drive fear emotion or do not drive any 
emotion. After that if the agent may see an object, he can judge whether the object to 
satisfy the MVi hunger need based on past experience. If hunger need is completely 
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satisfied, the agent will express love emotion, otherwise the agent will express hate 
emotion or do not produce any emotion. And finally, using of the object will yield a 
corresponding appraisal of hungry motivation. Being beneficial to ease hunger will 
result in a positive appraisal and produce joy emotion, or get a negative one and 
distress one.  

Motivation variables represent inner needs, MVi is the motivation variable, i∈[1, 
n], n is the number of motivation variable. IMVi is the intensity of MVi, IMVi ∈[0, 1]. 
If IMVi=0, the current motivation need is completely satisfied. 

In addition, agents in the previous content will be divided into ones with 
introverted or extroverted personality, and we use pv to represent personality 
parameters, pv∈v [0, 1], if pv=0, the agent is completely introverted. 

Through the processing of physiological states and personality parameters, a 
cognitive appraisal includes subjective appraisal (an agent’ appraisal) and objective 
appraisal (we can design a standard and different default values for virtual agents). 
Let _sub ap is subjective appraisal, and _obj ap is objective appraisal. When 

agents or objects in the range of agent’s perception, we can get the following formula: 

1 2 3_ _ ( )isub ap obj ap w pv w IM V w= × × + × +  (2)

In the formula, we need to set three weights add up to 1 to control parameters for 
objective evaluation influence, because respectively considered personality and 
motivation parameters on the objective appraisal, the resulting of influence is 
subjective appraisal. When w1 is 1, subjective appraisal is completely determined by 
personality. When w2 is 1, subjective appraisal is entirely determined by motivation 
parameters. When w3 is 1, subjective appraisal is completely determined by objective 
appraisal. 

We regard the calculation above results as input of fuzzy inference system and the 
input values can be divided into three types fuzzy sets after fuzzification: low 
appraisal, medium appraisal and high apprasial.  

We use fuzzy rulers to calculate emotion intensities, a set of fuzzy productive 
rulers are shown as follows: 

IF Appraisal of AnticipateGood(eventi) is A1 Then HopeEmotion is B1 
IF Appraisal of AnticipateBad(eventi) is A2 Then FearEmotion is B2 
IF Appraisal of HappenGood(eventi) is A3 Then JoyEmotion is B3 
IF Appraisal of HappenBad(eventi) is A4 Then DistressEmotion is B4 
IF Appraisal of MeetGood(objecti) is A5 Then LoveEmotion is B5 
IF Appraisal of MeetBad(objecti) is A6 Then HateEmotion is B6 

A1 - A6 are aimed at fuzzy sets of subjective assessment of different situations, B1 -  
B6 are fuzzy sets of intensity of different emotions. And eventi represents a  
event, AnticipateGood (eventi) represents a expected evaluation before a good  
event happens, AnticipateBad (eventi) expresses a expected evaluation before a bad event 
happens, HappenGood (eventi) expresses a earning evaluation after a good  
event happens, HappenBad (eventi) means a profit and loss evaluation after a bad event 
happens, objecti represents other virtual agents or objects, MeetGood (objecti) is an 
appraisal that one has seen the benefit of other agent or object, MeetBad (objecti) a 
appraisal that one has seen the adverse effect of other agent or object. “HopeEmotion is 
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B1” means that the membership function of hope emotion is affiliated to the B1 fuzzy 
sets, the rest of meanings of emotional membership representation are similar. 

B1 - B6 fuzzy sets are also divided into three fuzzy subsets: low, medium and 
high. We suppose membership functions of three fuzzy subsets are the same as ones 
of subjective evaluation value respectively. 

To get crisp data from the output fuzzy sets and regard as the corresponding 
emotion values, one of the most commonly methods we used is looking for the focus 
area to be occupied by fuzzy sets and its value of horizontal coordinate axis as an 
accurate output value. We assume the result obtained is ' ( )Bu y , and the gravity 

defuzzification method is listed in the form below: 

'

'

( )

( )
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y
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y

u y ydy
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u y dy

⋅
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∫

 

(3)

Formula (3) is the result of final value of emotional intensity corresponding to the 
input evaluation value, but the calculation is complex. This model we designed will 
be applied to the relatively high real-time environment, and therefore we can use it in 
the experiment of calculating the orthocenter of the output number of sampling points 
(that is the number of discrete values). In the case of not spending too much time, we 
adjust with sampling interval to provide required accuracy. This is the best 
compromise and the formula becomes as below: 
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(4)

Emotion will not disappear immediately, they have a decay process. The emotion 
decay function is shown below: 

1t te e e σ−
−= ⋅  (5)

Where te  is the emotion intensity at t, 1te −  is the emotion intensity at t-1 and σ is 

decay factor.  

4   Experiments and Result Analysis 

We use Microsoft Directx9.0 SDK to program the demo system, in a 3D virtual 
museum, we design three different virtual agents, a man named Leon, a woman 
named Tina and a child named Tomi. Their personality parameters are 0, 0.5 and 1 
respectively, the man is introverted and he can control his emotion, the child is 
extroverted. 

If switching to tracking camera at this time, we can see motivation and emotion 
expression of a virtual agent in current time. The top-left corner shows priority, 
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corresponding name and intensity of motivation, in which the square symbol 
represents the current state of motivation, red expresses it does not meet a trigger 
condition, yellow means to trigger a potential motivation and green means a 
motivation is triggered. In the demo system, a virtual agent can have six emotions, 
Bar charts of six current emotional states and mixed display of faces are as shown in 
Fig.2. 

 

Fig. 2. Motivation and emotion state of a virtual agent 

After running the program for a period of time, we record positive and negative 
emotion intensities once in a while in order to observe introverted and extroverted 
virtual agents, we want to test whether an extroverted agent is more emotional. We 
get curves as shown in Fig.3. We sample emotion intensities of the three agents 
respectively after a certain time of simulation, for the introverted agent such as Leon, 
emotion intensity change is not large; while the one of extroverted agent such as 
Tomi’s values is obvious large, Tina’s is between Leon’s and Tomi’s when they face 
the same scene. This result proves that the system is effective of combining 
personality in emotion model.  

Since an agent’s emotion comes from the appraisal of outside world which can be 
based on the event happened or the object seen. But this evaluation should not just 
happen, but get from interaction with the object in the past. In our system, the past 
interaction information for environmental objects are recorded in the long-term 
memory, when the long-term memory is loaded if necessary, a virtual agent still can 
behave emotion and make behaviors according to this memory. For example, when 
Tomi is thirsty, thirsty motivation is triggered and it can drive the behavior of looking 
for tea. When he finds a cup of tea on the table, there is no information of the tea in 
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Fig. 3. The Different agents' emotion curves 

memory, and there is no emotion for the tea at once. If he drinks the tea, and thirsty 
need is completely satisfied, he expresses love emotion for the tea, and the appraisal 
information for tea can be recorded in the long-term memory. 

A motivation priority is not to unique. Take current scene for example, the agent 
originally wants to appreciate exhibits suddenly feels hungry and there will be two 
potential motivations: appreciating or looking for food. At this time, there will cause 
problems that most agents certainly choose to look for food but we cannot exclude 
some agents that like exhibits very much and forget hunger. To achieve such effect, 
we realize the codes of prior relation between motivations. We use genetic algorithm 
in this paper, using the past emotional feedback as evolutionary basis, and make 
positive emotion motivations to be triggered first, the virtual agent will act 
appropriate behaviors to current environment. 

In order to illustrate the problem with the demo, we set initial gene sequences, 
which composed of 0-4 integer sequences as in Table 1. 

Table 1. Initial genotype of priority sequence of motivation 

Name Hunger  Thirsty Safety Love Curiosity 
Tomi 0 0 4 3 4 
Tina 3 2 2 2 0 
Leon 2 3 0 2 4 

Table 2. Evolution of priority sequence of motivation 

Name Hunger  Thirsty Safety Love Curiosity 
Tomi 0 3 0 3 4 
Tina 3 2 1 2 4 
Leon 2 3 0 2 5 
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Then, fires events are triggered in the scene and at this time only Leon triggers 
motivation meets safety demand, Tomi and Tina don’t immediately trigger because their 
curiosity need priority is still greater than safety need. Therefore, they don’t escape, but 
stay in site or are panic, they may run everywhere (when the physiology safety attribute 
of a virtual agent is below a certain value, except safety motivation, stunned or panic 
behaviors replace other behaviors). However, we use genetic algorithm for the fitness 
calculation. After a virtual agent successfully implements safety motivation, he will run 
out of the room, other virtual agents will gradually realize that safety motivation is prior 
to the other according to the evolution of whole population by genetic algorithm. In this 
experiment, because Leon’s safety motivation is triggered, he will escape from the 
fireplace and express positive emotion. Leon’S sequence genotype of motivation of will 
be the optimal genotype, this can make the whole population genetic type evolve. The 
last population genotype is shown in Table 2. Finally, the safety demand of Tina and 
Tomi are successfully triggered, and they can run out of the fire scene. The specific 
experiment is shown in Fig.4. 

 

Fig. 4. Virtual agents successfully escape 

5   Conclusion 

Motivation variables are important parameters for a virtual agent, emotion models should 
include motivation variables. The current state of research on emotion models of virtual 
agents is reviewed, in previous researches, a virtual agent’s motivation priority are usually 
viewed as static parameters. An evolvable method of motivation priorities for a virtual 
agent is set up, the priority sequences of an agent ’s motivations are determined by genetic 
algorithm, the demo system shows that virtual agents can adapt to the environment better. 
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An emotion model for virtual agents is set up in this paper, the architecture 
integrates perception, emotion, motivation and personality together. The memory 
module can record the interaction information to an environment, and the memory 
information can also guide perception. A subjective appraisal method for other agents, 
objects and events is proposed with a formula, motivation variables and personality 
parameters are the part of the formula. Fuzzy productive rulers are constructed to 
inference emotion states, and the formula of emotion intensities is presented. A 3D 
demo system of virtual agents is realized, we use skeleton animation and facial 
animation (3D morphing method) to control an agent’s actions, the result showed that 
the model is effective. 

Our study also has some shortcomings. In the emotion model, we need to get 
appraisal value from the environment, how to determine the appropriate appraisal 
value is still a problem, we hope use machine learning method to solve the problem in 
the next work.  

Acknowledgments. The work described in this paper was co-supported in part by the 
National Natural Science Foundation of China (Grant no: 60973099), the Natural 
Science Foundation of Zhejiang Province (grant no: Y1091158), the Natural Science 
Foundation of NingBo City (grant no: 2009A610088). 

References 

1. Badler, N.I., Reich, B.D., Weber, B.L.: Towards personalities for animated agents with 
reactive and planning behaviors. In: Petta, P., Trappl, R. (eds.) Creating Personalities for 
Synthetic Actors. LNCS, vol. 1195, pp. 43–57. Springer, Heidelberg (1997) 

2. Funge, J., Tu, X., Terzopoulos, D.: Cognitive Modeling: Knowledge, Reasoning and 
Planning for Intelligent Pedestrians. In: Proceedings of SIGGRAPH 1999, pp. 29–38 
(1999) 

3. Blumberg, B., Downie, M., Ivanov, Y., Berlin, M., Johnson, M., Tomlinson, B.: Integrated 
learning for interactive synthetic characters. In: Proceedings of SIGGRAPH 2002, pp. 
417–426 (2002) 

4. Pelachaud, C., Poggi, I.: Subtleties of facial expressions in embodied agents. Journal of 
Visualization and Computer Animation 13, 287–300 (2002) 

5. Yungil, A., Picard, R.W.: Affective-cognitive learning and decision-making: a 
motivational reward framework for affective agents. In: Proceedings of the 1st 
International Conference on Affective Computing and Intelligent Interaction, pp. 22–24. 
Springer, Heidelberg (2005) 

6. Ortony, A.: On making believable emotional agents believable. in R.P. Trapple(Eds) 
Emotions in humans and artifacts. pp.189-211, MIT Press, Cambridge (2003).  

7. Bartneck, C.: Integrating the model of emotions in embodied characters. In: Proceedings of 
the workshop on Virtual Conversational Characters: Application, Methods, and Research 
Challenges (2002) 

8. Sevin, E. de., Thalmann D.: A motivational Model of Action Selection for Virtual 
Humans. In Computer Graphics International (CGI), pp.540-543, IEEE Computer Society 
Press, New York (2004).  



 An Emotion Model for Virtual Agents with Evolvable Motivation 163 

9. Egges, A., Kshirsagar, S., Magnenat-Thalmann, M.: Generic personality and emotion 
simulation for conversational agents. Computer Animation and Virtual Worlds 15(1), 1–13 
(2004) 

10. El-Nasr, M.S., Yen, J., Ioerger, T.R.: FLAME—Fuzzy Logic Adaptive Model of 
Emotions. Autonomous Agents and Multi-Agent Systems 3(3), 219–257 (2000) 

11. Eisman, E.M., Lópeza, V., Castroa, J.L.: Controlling the emotional state of an embodied 
conversational agent with a dynamic probabilistic fuzzy rules based system. Expert 
Systems with Applications 36, 9698–9708 (2009) 

12. Gratch, J., Marsella, S.: A Domain-independent framework for modeling emotion. Journal 
of Cognitive Systems Research 5(4), 269–306 (2004) 

13. Stacy, C., Marsella, S., Gratch, J.: EMA: A process model of appraisal dynamics. 
Cognitive Systems Research 10, 70–90 (2009) 

14. Yii, L.M., Aylett, R.: An Emergent Emotion Model for An Affective Mobile Guide with 
Attitude. Applied Artificial Intelligence Journal 23, 835–854 (2009) 

15. Becker-Asano, C., Wachsmuth, I.: Affective computing with primary and secondary 
emotions in a virtual human. Auton Agent Multi-Agent System 20, 32–49 (2010) 

16. Maslow, A.: Motivation and Personality. Harper, New York (1954) 



Z. Pan et al. (Eds.): Transactions on Edutainment VI, LNCS 6758, pp. 164–181, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Sketch-Based Skeleton-Driven 2D Animation and Motion 
Capture 

Junjun Pan and Jian J Zhang 

National Centre for Computer Animation, Media School,  
Bournemouth University, UK 

{pjunjun,jzhang}@bournemouth.ac.uk 

Abstract. We present a novel sketch-based 2D animation technique, which 
allows the user to produce 2D character animations efficiently. It consists of 
two parts, sketch-based skeleton-driven 2D animation production and 2D 
motion capture. The user inputs one image of the character and sketches the 
skeleton for each subsequent frame. The system deforms the character and 
creates animations automatically. To perform 2D shape deformation, a variable-
length needle model is introduced to divide the deformation into two stages: 
skeleton driven deformation and nonlinear deformation in joint areas. It 
preserves the local geometric features and global area. Compared with existing 
approaches, it reduces the computation complexity and produces plausible 
results. Because our technique is skeleton-driven, the motion of character can 
be captured by tracking joints position and retargeted to a new character. This 
facilitates the reuse of motion characteristics contained in existing moving 
images, making the cartoon generation easy for artists and novices alike.  

Keywords: sketch, skeleton, cartoon, 2D shape deformation, motion capture. 

1   Introduction 

Sketch-based animation has gained increasing popularity in the field of computer 
graphics due to its intuitiveness and importance as a useful tool for character 
modeling and animation. Many papers [1,2,3] have been published and several 
techniques have been developed into commercial software, e.g. [4]. With the help of 
sketch-based techniques, animators can translate their 2D drawings directly into 3D 
models. Instead of handling the detail step by step, the modeler/animator can visualize 
and evaluate the fast-prototyped models at an early stage, which can be further refined 
with other 3D tools to meet the practical needs. However, compared with the progress 
in 3D animation, 2D animation has not benefited as much from these advantages. 
Most professional cartoon studios still produce huge amounts of animation (key-
frames and in-betweens) manually [5], which is a laborious and time-consuming 
process. The generation of key-frames and in-between frames are the two most 
important and labor intensive steps in 2D animation production. To best use the 
animators time, the key-frames are drawn by skillful key-framers, while the in-
betweens by those who are less experienced and skillful, known as the in-betweeners. 
Although some software tools, e.g. Animo, Toon Boom [6], have been helpful in 
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generating in-between frames, they often lack of ‘personality’ in comparison with 
those created by a human in-betweener. The software-generated in-betweens have to 
be tweaked by the animator to give back the ‘personality’ to the animation. In 
practice, many in-betweens remain created manually.  

Motivated by the skeleton-driven 3D animation techniques and some recent 
progress in 2D deformations, e.g. [7], in this paper we present a new technique aiming 
to improving the degree of automation for the production of 2D animation without 
sacrificing the quality. Our method consists of two parts, Part 1: 2D animation 
sequence generation and Part 2: motion capture and retargeting. Part 1 can be used 
independently to create an animation sequence. If it is combined with Part 2, one can 
easily reuse the ‘motion’ of an existing animation sequence and apply it to a different 
character. The primary application of our technique is 2D animation production. But 
it is also applicable to interactive graphical systems where the user can deform a 2D 
shape directly by moving its skeleton. Since it is very simple to use, we anticipate that 
this method is not only of interest to professional cartoon production houses, but also 
to novices for creating 2D moving graphics. 

The most important issue concerning Part 1 is to handle the complex shape 
deformation of characters both realistically and efficiently. For a character at a given 
orientation (for example, side view, front view or back view), we first generate its 
skeleton by analyzing the geometry of the boundary curve. Similar to a 3D character, 
the skeleton acts as the driving structure and controls the deformation of the character. 
To deform a character, we introduce the so called variable-length needle model and 
propose an algorithm called skeleton driven + nonlinear least squares optimization. 
The idea is to divide the 2D shape deformation into two components. The first is 
skeleton driven deformation, which is controlled purely by the corresponding segment 
of the character skeleton; and the other is nonlinear least squares optimization, which 
is to compute the deformation in the joint areas which are associated with the skeletal 
joints. Our observation suggests during animation most complex deformation occurs 
around the joint areas of a character. For the interest of computational efficiency, the 
skeleton driven deformation is treated simply as a linear transformation. Only the 
deformation in the joint areas is solved by nonlinear least squares optimization. To 
ensure realistic deformation, properties such as boundary features and local area 
preservation are maximized during animation. The property of global area 
preservation is also easily achieved by the variable-length needle model. Therefore 
once the first frame is given, the animator can easily create an animation sequence by 
drawing the skeleton for each subsequent key-frame. The system will produce the 
deformed character shape automatically, saving the animator from drawing the whole 
frame. 

Although large amounts of video, cartoon and traditional 2D moving images exist, 
few effective approaches are available to make use of these abundant resources due to 
the special characteristics and principles of 2D animation [8,9]. The main objective of 
Part 2 is to patch this obvious gap. Because our cartoon production technique is 
skeleton-based, we can naturally borrow the idea of motion capture from 3D 
animation to capture the ‘motion’ of a 2D animation sequence. In 3D animation, the 
skeleton length of a 3D character is usually constant during animation. However, in a 
2D case, changing feature lengths in the form of squash and stretch is one of the most 
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powerful and expressive principles of animation [8]. In this paper we will demonstrate 
that with our method we can use the 2D skeleton to represent these important and 
expressive transformations.  

Retargeting the captured motion to a different character has been extensively 
studied in 3D animation, e.g. [10]. We present a feature region based tracking 
method, commonly used in computer vision, to extract the motion of 2D objects in 
video or an image sequence. We apply a mixed optimization strategy coupled with 
template matching and Kalman prediction. Once the user has located all the joint 
regions of a character in the first frame, the system will track the motion of the joints 
automatically in the subsequent frames. The captured motion information is then 
retargeted to the predefined skeleton of a new 2D character to generate the 
deformation (animation). What to be noted is tracking is well studied in computer 
vision and our purpose here is not to develop a new tracking method. The novelty is 
to use this technique to capture 2D motion, which up to now remains an unsolved 
issue. To our knowledge, no effective 2D motion capture methods exist, which are 
good enough for 2D animation production.  

There are three key contributions in this paper: 

1. We present a sketch-based skeleton-driven 2D animation technique for cartoon 
characters. To produce a new key-frame, the user only needs to sketch the 
skeleton. 

2. To handle 2D shape deformation, we have developed a variable-length needle 
model and introduced the skeleton driven + nonlinear least squares optimization 
algorithm. Compared with other approaches, it is more efficient and able to 
produce plausible deformation with squash-and-stretch effects. 

3. We introduce a straightforward skeleton-based 2D motion capture method which 
can extract the motion from cartoon, video and rendered moving image 
sequences by tracking the motion of joints. Using both geometric and visual 
features, it prevents self-occlusion and feature disappearance in moving images. 

The remainder of this paper is organized as follows: the related work is discussed in 
Section 2. Our sketch-based skeleton-driven 2D animation technique is described in 
Section 3, while in Section 4 we describe the motion capture method. Section 5 gives 
the experimental results and comparison with previous approaches. The limitations 
and possible improvements in future will be discussed in Section 6. 

2   Related Work 

There is a significant body of previous work concerning 2D character animation 
[7,11,12,13]. Here we only discuss the most relevant developments including 2D 
shape deformation and motion capture. 

2D shape deformation: Most recent 2D deformation techniques are control point 
based. Although skeletons are incorporated into some commercial packages, the 
purpose is primarily to help pose a character, not to deform or animate a character [6].  
Igarashi et al. [7] designed an “as-rigid-as-possible” animation system which allows 
the user to deform the shape of a 2D character by manipulating some control points. 
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To reduce the cost, the authors presented a two step deformation algorithm, which 
simplifies it into two linear least-squares minimization problems. As it only 
approximates the original problem, it can produce implausible results due to its linear 
feature. Weng et al. [13] presented a 2D shape deformation algorithm based on 
nonlinear least squares optimization. The authors used a non-quadratic energy 
function to represent this problem, which achieves more plausible deformation 
results. However, the iterative solution is computationally more costly. Schaefer et al. 
[14] proposed a 2D shape deformation algorithm based on linear moving least 
squares. It avoids input image triangulation and performs smooth deformation 
globally. They also extended this point-based deformation method to line segments. 
However, as the authors admitted, this method deforms the entire image with no 
regard to the topology of the object. This weakness limits its use in 2D character 
animation. Wang et al. [15] presented another 2D deformation technique based on the 
idea of rigid square matching. Instead of using triangular meshes, they use uniform 
quadrangular meshes as the control meshes. As the obtained deformation is quite 
rigid, it is not a perfect fit for soft objects and the global area is not preserved. 

All above methods employ global optimization. One disadvantage of such global 
optimization is that the shape of all triangles needs re-computing even if a small pose 
change happens. This is computationally expensive and is not necessary in many 
cases. In our implementation, we divide the shape deformation into two components: 
skeleton driven deformation and nonlinear deformation of the joint areas. The former 
can be treated as a linear transformation and the latter is solved by nonlinear least 
squares optimization, but only for local regions. This local optimization scheme 
reduces the computation costs and can still achieve plausible deformation results. 

Motion capture and retargeting: Most research on motion capture and retargeting 
focuses on 3D animation [10,16]. Many effective algorithms have been developed and 
benefited numerous applications including computer games and film special effects. 
In contrast, little has been done for 2D animation. Bregler et al. [17] presented a 
method to capture and retarget the non-rigid shape changes of a cartoon character 
using a combination of affine transformation and key-shape interpolation. It is 
effective in representing the qualitative characteristics (i.e. motion in this case). But it 
is difficult to be precise. Therefore, although it can be useful for cartoon retargeting, it 
is not easy for the animator to control the movement and deformation accurately. In 
contrast, a skeleton-driven approach gives the animator better control of the 
deformation during animation. Hornung et al. [18] presented a method to animate 
photos of 2D characters using 3D motion capture data. Given a single image of a 
character, they retarget the motion of a 3D skeleton to the character’s 2D shape in 
image space. To generate realistic movement, they use “as-rigid-as-possible” 
deformation [7] and take projective shape distortion into account. In comparison, our 
method directly transfers the 2D motion data from an existing image sequence. We 
don’t require 3D motion data. Also it does not need the user to manually specify the 
correspondence between 2D and 3D poses of a character. Sykora et al. [19] proposed 
an image registration method by combining locally optimal block matching with as-
rigid-as-possible shape regularization. It can be used to motion capture a 2D object. 
However, the limitation is it cannot handle occlusion or large deformation. 
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2D animation can be regarded as a consistent image sequence. Our approach, 
which is influenced by several video based approaches [20,21,22], tracks the motion 
of the character’s joints. However, since our system needs dealing with a variety of 
characters with different shape and topology, the model-based tracking methods are 
ineffective. We choose more general features: texture (colour) and geometry 
information (position, velocity) of the joints to extract the motion of a character. 
Comparing with the KLT tracker [20], not relying on good feature selection, our 
algorithm directly tracks the interested feature regions (joints) for each frame. 

3   Sketch-Based Skeleton-Driven 2D Animation 

Our technique consists of five steps. We use a popular cartoon figure, mm (Fig. 1a), 
to illustrate the technique. 
 

    
(a)                       (b)                            (c)                            (d)                         (e) 

Fig. 1. Initial preprocessing before deformation. (a) Original template model, (b) Silhouette 
detection and discrete sampling, (c) Triangle mesh and curve skeleton, (d) Skeleton and 
decomposition, (e) The variable-length needle model. 

3.1   Silhouette Detection and Triangulation 

The user first imports a 2D character serving as the original template model, which 
can be represented by a BMP/JPEG image or vector graphics. The requirement is that 
the boundary of the object should be represented by a closed polygon. For BMP/JPEG 
images, we currently remove the background manually. Its silhouette is detected with 
the marching squares algorithm [23], forming a closed polygon. Distributing discrete 
points allows the polygon to be triangulated. Many triangulation algorithms exist. 
Here we adopt the Constrained Delaunay triangulation algorithm. The sampling 
density is adjustable at the user’s will to form sparser or denser meshes depending on 
the requirements. To make sure a character shape is properly triangulated, we require 
the template model should be expanded or the limb occlusion is solved beforehand. 
This can be performed with image completion [24]. 

3.2   Skeletonization and Decomposition 

The process of constructing a skeleton is called the skeletonization. The system first 
generates a curve skeleton of the character with the 2D thinning algorithm [25]. To 
produce an animation skeleton, the user locates the joints either on the curve skeleton 
or the mesh vertices. The curve skeleton of the example character is shown in Fig. 3c. 
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Some end points of the curve skeleton branches (red points in Fig. 3c) can be used as 
skeletal joints directly. After skeletonization, the system attaches every vertex to its 
nearest skeleton segment. This is called the decomposition, which classifies the 
vertices into different regions. Here we use a region growing algorithm described in 
[26]. The decomposition result for the example cartoon character is shown in Fig. 3d. 
In this figure, there are 16 skeleton segments, which have been colour-coded to 
represent the associated vertex regions.  

Based on the classification of all the vertices, we now classify the triangles into 
two types, interior triangles and joint triangles. If the three vertices of a triangle are 
of the same color, i.e. they are all associated with one skeleton segment, the triangle is 
an interior triangle, otherwise the triangle is a joint triangle. Both types of triangles 
are shown in Fig. 1. We also sort the vertices into three categories, silhouette vertices, 
interior vertices and joint vertices illustrated in Fig. 2. Silhouette vertices form the 
contour of an object. Except for silhouette vertices, if all the neighbor triangles of a 
vertex are interior triangles, this vertex is an interior vertex; otherwise it is a joint 
vertex. 

 

                           

Fig. 2. Illustration of our definition of different types of vertices and triangles 

3.3   Shape Deformation 

Shape deformation is crucial to the quality of animation and is an essential step of our 
technique. The main objective for our algorithm design is both to minimize the 
boundary change, interior shape distortion and computational overheads. We deform 
a 2D character in two stages: skeleton driven deformation for each vertex region 
(Stage 1) and nonlinear deformation for the joint areas (Stage 2). For Stage 1, since 
the computation involves simple transformations, it incurs only a small overhead. 
Stage 2 minimizes implausible deformations. Although the computation is more 
complex, it involves only a small portion of the vertices. 

3.3.1   Variable-Length Needle Model 
Our Variable-Length needle model represents the geometry of the deformable object 
using a collection of variable-length needles. Each needle links a vertex to its attached 
 

interior triangle 

joint triangle joint vertex 

silhouette vertex 

interior vertex 
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skeleton segment. Each needle originates from the skeleton and extends outward in a 
fixed angle. The vertex is at the end point of a needle. The length of a needle is the 
Euclidean distance between the vertex and the corresponding skeleton segment. Fig. 
1e illustrates the variable-length needles model. 

3.3.2   Stage One: Skeleton Driven Deformation 
In skeleton driven deformation, the geometry of all vertices is determined only by the 
position of the corresponding skeleton segment. Because the points are close to the 
skeletal segment, it is reasonable to regard the needles as being subject to the affine 
transformations of the skeleton segment during animation. Rotation and scaling are 
legitimate transformations here. During transformation, the length and direction of the 
needles relative to the skeleton segment are unchanged, leading to fast computation of 
the new coordinates of the mesh vertices.  

Cartoon characters often exhibit significant squash-and-stretch deformations.  
An advantage of using our needle model is that the area enclosed by the boundary can 
be maintained by ensuring the change of the length of a needle to be reciprocal of  
the change of the linked skeletal segment length. Because the needles cover the 
character’s surface, this simple method effectively preserves the global area of the 
character and express the squash-and-stretch effects. Fig. 3 demonstrates the effect of 
global area preservation. One skeletal segment is used to deform the bottle. 

 

Fig. 3. Deformation with (middle) and without (right) global area preservation. The original 
object and variable-length needle model are shown on the left. 

Fig. 4 illustrates the deformation process of a cartoon character. As can be seen in 
Fig. 4c, d, the deformation is realistic. However, the texture and contour curve in 
some joint areas are not sufficiently smooth, and some joint triangles even overlap. 
This suggests that to minimize shape distortion, we need to concentrate on the joint 
areas and ensure the deformation conforms to the original model. This forms the main 
part of Stage two. 

3.3.3   Stage Two: Nonlinear Deformation in Joint Areas 
We employ two geometric entities as constraints to prevent shape distortion: rotation 
and scale invariant (RSI) Laplacian coordinates [27] and edge lengths of the 
triangular mesh. The former preserves the local shape feature of the contour curve and 
the latter for local area preservation.  
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Let (V , E ) be the 2D graph of a character’s mesh model, where V  and E are the sets 

of vertices and edges respectively. V can be divided into three subsets:
s

V which 

contains k  silhouette vertices, 
p

V which contains m  joint vertices, and
q

V which 

contains n m k− −  interior vertices.  

a. RSI Laplacian coordinates 
As the ordinary Laplacian coordinates do not account for rotation and scaling of the 
curve, here we use rotation and scale invariant (RSI) Laplacian coordinates [27] to 
handle the deformation of the silhouettes. Given that we are mainly interested in the 
joint areas where visible distortions occur, we only need to constrain the silhouette 

vertices in the joint areas, denoted by 'sV . To preserve the local features of the contour 

curve, we need to minimize the following objective function:    
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where ( )iT v stands for the RSI Laplacian coordinates of  iv  before deformation; ( )
i

T v%  

stands for the RSI Laplacian coordinates of  iv  after deformation. 

b. Edge lengths 
We use the following energy function to penalize edge length deviation for joint 
triangles:  
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v v−  is the edge length of i j
v v before deformation, and | |i jv v−% % is the edge 

length of 
i jv v after deformation. 

Combining (2) and (3), our overall objective function can be rewritten in the 
following matrix form:  

2 2

1 2|| || ||||w w′ ′− +s s p pTV TV HV - HV% %
   

(3) 

Assume the number of vertices in 
's

V  is 'k . ′s
V represents the coordinates of these 

vertices. H is a | |pE m× matrix, which is used to compute the edge vectors of joint 

triangles. The sum of weights: 1w and 2w are normalized to 1 and in our experiments 

we used equal weightings for both terms. However, the user can adjust the weighting 
to emphasize certain geometric properties.  
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(a)                      (b)                          (c)                          (d)                            (e) 

Fig. 4. Deformation process. (a) Sketched skeleton, (b) Deformed character displayed as a 
variable-length needle model. The blue lines represent the skeleton of the original template 
model before deformation, (c) Mesh and skeleton after the deformation of Stage one, (d) 
Character after the deformation of Stage one, (e) Character after the deformation of Stage two. 

This is a non-linear function and to solve the optimization problem efficiently, we 
adopt the iterative Gauss-Newton method. The result is shown in Fig. 4e where both 
the silhouette and texture inside the object are smoothly deformed compared with the 
result of Stage one. For this particular example, the computation converges with 36 
iterations. The number of iterations varies with many factors including the shape of 
model, the number of vertices and the magnitude of the deformation. In our 
experiment, the average number of iterations across all the examples is 35. 

3.4   Depth Adjustment and Fine Tuning 

Collision detection is a practical problem for the deformation of cartoon characters. 
When different parts of a character overlap, if the depths are not assigned properly, 
the overlapping parts may interpenetrate. Moreover, assigning static depth values for 
vertices [7] does not work in all possible situations. In our system, we allow dynamic 
depth adjustment through interaction. Upon the generation of a new deformed model, 
we monitor the mesh for self-intersection and set an appropriate depth order to the 
overlapping parts. When the user clicks any vertex in an overlapping part, all the 
vertices in this decomposed region will have the same depth value as the clicked one. 
Fig. 5a gives an example of depth adjustment.  

Our system also allows the user to fine tune the local geometric details of the 
model in two ways: sketch curves and point dragging. The sketch curves are used to 
fine tune the silhouette of an object. Similar to the nearest neighbor method, we 
search the start and end points of the silhouette segment along the object contour (the 
shortest Euclidean distances from the start and end points respectively to the sketch 
curve). For each vertex on the silhouette segment of the variable-length needle model, 
we fix the angle between the needle and the skeleton segment, and change the length 
of the needle to move its end point to the new position on the sketch curve. An 
example is given in Fig. 5b where the profile of the right arm is altered with a sketch 
curve. Point dragging is more straightforward. The user picks and drags any vertex to 
reshape the character. It can be very useful to edit or generate detailed shape changes 
after the skeleton-driven deformation is complete, such as facial expressions. Fig. 5c 
shows two examples. The left one changes the face expression and the right one 
creates a hedgehog hair. 
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                    (a)                                          (b)                                                (c)   

Fig. 5. Depth adjustment and fine tuning local geometric detail. (a) Deformed result before and 
after depth adjustment, (b) Sketch curve fine tuning, (c) Deformation through point dragging. 

3.5   In-Betweening 

In-between frames are generated by interpolating the deformation produced from the 
two stages discussed above, skeleton-driven deformation (stage 1) and non-linear 
deformation in the joint areas (stage 2). Many interpolation techniques can be used. In 
this Section, we explain how to generate the in-betweens given two key-frames. 
Suppose fstart, fskeleton-driven and fend represent the shape of the initial frame before 
deformation, the shape generated with the skeleton-driven deformation only and the 
shape of the end frame, respectively. The computation of each in-between frame f(t) 
consists of two elements. The first describes the skeleton-driven deformation which is 
solved by spherical linear interpolation (slerp). The second element represents the 
non-linear deformation which can be computed by the linear interpolation of the 
geometry displacement between fskeleton-driven and fend . The formula can be described as 
follows:      

[0,1]
( ) slerp[ (1 ) ] ( )start skeleton driven end skeleton driven

t
f t f t f t f f t− −
∈

= × − + × + − ×                     (4)  

4   Motion Capture and Retargeting 

Based on the method proposed above, we have also developed an effective algorithm 
to capture the motion of a 2D character. The basic idea is to track the joints using the 
well developed computer vision techniques. Once the first frame is identified from a 
moving image sequence, the curve skeleton is automatically extracted in the same 
way as was described earlier. Based on this curve skeleton, the animator marks the 
joints on the image. To capture the motion from the subsequent frames/images, the 
key step is to track the positions of the joints. Because we are concerned with 2D 
images/frames, it is reasonable to assume the texture of the joints unchanged between 
any two adjacent frames. Our design therefore is to track the joint positions using 
texture as the visual cue. It captures the motion of an original character and retargets 
it to the target character. To ensure it works correctly, the image sequences and the 
target character should satisfy the following preconditions: 

1. The image sequence is consistent, i.e. the change between two adjacent frames is 
relatively small. 

2. The target character has the same topology and a similar pose to that of the original 
character in the first frame. 
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3. The pose of the original character in the first frame is roughly expanded. There is 
no occlusion for all the joints. 

What needs pointing out is that our motion capture method is not limited to cartoon 
sequences only. It can capture a cartoon sequence, a video and a rendered 3D 
animation image sequence (Fig. 12). 

4.1   Tracking 

For a given image sequence or video as input, the system first subtracts the 
background for each frame [28]. The user then locates all the joints by marking small 
rectangles on the original character to indicate the joint positions, using the 
automatically generated curve skeleton as a guide. Fig. 6a shows an original 
character to be tracked. The red rectangles represent the located joint regions. 
Tracking and connecting all the joint positions in these frames lead to the generation 
of the skeleton in the subsequent frames. To map the captured motion to a target 
character (Fig. 6b), we require the target character to have a similar topology and pose 
to those of the original character. Moving images of static objects can be relatively 
easy to track with color information alone. But it is not sufficient for articulated 
characters. This is because parts of a character may overlap from time to time where 
color information disappears. In order to solve this problem, in addition to the color 
feature as discussed, we also use the geometric feature. The geometric feature allows 
the joint positions to be predicted in the next frame by estimating the velocity of the 
joints. 

  
(a)                                                                  (b) 

Fig. 6. Initial setup for motion capture. (a) Original character in the first frame and located 
joints, (b) Target character and its decomposition results. 

Assume n joints to be tracked in each frame, the positions of the rectangle centres 
at frame t form a geometric feature vector

1 2[ , , . . . , , . . . ] T
t t t m t n t=G g g g g  

1 1 2 2[( , ) ,( , ) ,...,( , ) ,...( , ) ]T
t t m m t n n tx y x y x y x y= . For the visual feature, we use an n 

dimensional feature vector
1 2

[ , , . . . , , . . . ] T

t t t m t n t
=C c c c c , where 

mt
c is the 

texture matrix of the m-th rectangle region. We track a joint (the centre of the  
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corresponding rectangle) between adjacent frames by searching the closest match in 
the previous frame. Using the Bayes’ rule with a uniform a priori distribution case, 

this process is equivalent to finding the maximum of ( | )tP F Θ , where 
t

F denotes 

a feature vector of the character at frame t. Θ denotes the feature parameters 
corresponding to the tracked result at frame t-1. Here the whole feature space is 
divided into two sub-spaces: geometric and visual spaces as follows: 

( | ) ( | ) ( | )c c g gt t tP P P=F Θ C Θ G Θ                                (5)  

where ( | )
c ctP C Θ and ( | )g gtP G Θ are PDFs (probability density functions) corresponding 

to the visual and geometric features respectively. Maximizing ( | )tP F Θ  can be 

described as the following optimization problem, which is to minimize the sum of the 
Mahalanobis distances in the sub-spaces, i.e.  

1

min
n

mt
m

D
=
∑                                                             (6) 

s. t.  
, ,mt c mt g mtD w D w Dα β= + ,  2 2

, ( ) ( )mtg mt mt mtmtD x y yx= − + −     

        
, ( ) ( ) ( )c mt r mt g mt b mtD w RedDiff w GreenDiff w BlueDiff= + +c c c      

where wα and wβ  are the weights used to normalize the corresponding distances. In 

our work, wα is 2
1 /(255) and wβ is 2(1/ )r . r is the radius of the search range. ,c mtD  

represents the measuring distance in RGB space. ,g mtD represents the distance between 

the centre of moving rectangle and the position of the predicted joint region centre.  
The Kalman filter is widely used for tracking as a subject of computer vision. 

Since the interval between adjacent frames is small in our work, we treat it as a 
uniformly accelerated motion in a time interval and use the following prediction 

model to compute the centres of the joint regions ( , )
m mt x yG    

   1

2
, 1 , -1( , ) ( , ) / 2

m mt t m m m t m tx y x y T T− −= + +G G V A                                (7) 

                  1 2, 1 [ ( , ) ( , )] /t tm t m m m mx y x y T− −− = −V G G                                                   

                  1 2, 1 [ ( , ) ( , )] /t tm t m m m mx y x y T− −− = −A V V  

where 1 ( , )t m mx y−G , , 1 , 1,m t m t− −V A are the tracked centre position, velocity and 

acceleration of the m-th joint at frame t-1. T is the interval between adjacent frames.  
Fig. 7a illustrates the joint tracking result of the character in Fig. 6a. We select 

four tracked frames in an 18 frame image sequence. As can be seen from frames 6, 
12, 18, the problem of self-occlusion is effectively solved with our position 
prediction algorithm.  
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frame1                         frame6                frame12                        frame18 

                                                                   (a) 

 
                                                                     (b) 

Fig. 7. Tracking and retargeting. (a) Joint tracking for the original character, (b) Deformed 
target character. 

This tracking method is not without limitations. Since the frame-by-frame tracking 
is inherently subject to error accumulation, the accuracy is limited to a small number 
of frames (around 30 in our experiments). One effective way to solve this problem is 
to divide a large image sequence into a number of segments which consist of fewer 
frames, and correct the tracking error for the first frame in each segment. Our system 
allows the user interactively adjust the tracking result at any frame when necessary. 

4.2   Retargeting 

To retarget a captured motion to the new character, we first produce a skeleton as 
described before. There is a lot of existing work on 3D animation, such as [10], which 
is directly applicable to our case. In this paper however, we only implemented a 
simple method to demonstrate the retargeting process. For a moving 2D character, a 
skeleton can have both linear (length) and angular (orientation) displacements, i.e. a 
skeleton segment can stretch / squash and rotate. The basic idea of our simple motion 
retargeting is to map the captured increments of both length and orientation angle of a 
skeletal segment, which can be computed by: 

, , , 1 , , , 1/ ,m t m t m t m t m t m tl l l α α α− −Δ = Δ = −                                   (7) 

where ,m tl , ,m tα represent the length and orientation angle of the m-th skeleton 

segment at frame t. For the target model, the length ,m tl′  and orientation angle ,m tα′  of 

the m-th skeleton segment at frame t can be trivially computed by: 

, , 1 , , , 1 ,,m t m t m t m t m t m tl l l α α α− −′ ′ ′ ′= Δ = + Δ                                       (8) 

Fig. 7b illustrates the retargeting result for the target character in Fig. 6b. 



 Sketch-Based Skeleton-Driven 2D Animation and Motion Capture 177 

5   Experiments and Evaluation 

We design two experiments to comparatively study the computational complexity and 
visual performance of our deformation algorithm. The first is deforming a 2D flower 
model with our algorithm into four similar postures to those in [13]. The results are 
shown in Fig. 8. We test our algorithm on a 3.2GHz Pentium 4 workstation with 1GB 
memory. Table 1 gives the comparison results. Since our deformation algorithm does 
not perform nonlinear shape deformation for all triangles, it takes about a quarter of 
the time. This is especially significant when performing larger and more complex 
animations. 

     (a)  

(b) 

Fig. 8. Flower model deformed by our algorithm and [13]. (a) Deformation results with [13], 
(b) Deformation results with our algorithm (from left to right, original template, decomposition 
result and deformed figures). 

Table 1. Comparison of data statistics and timing 

Cartoon model: Flower  Method in [13]   Our deformation algorithm 

Boundary vertices 114 123 
Interior vertices 256 27 (Joint vertices) 

Precomputing time 22ms 9ms 

Iteration time 0.589ms 0.143ms 

The second experiment is to deform an elastic object both appeared in [7] and [15]. 
Two skeletal segments are used in our algorithm. Fig. 9 gives the results. As our 
method preserves the global area, comparing with the result in [7] and [15], it can 
express the squash-and-stretch effect of this elastic object naturally during 
deformation. 

                    
                             (a)                        (b)                         (c)                           (d) 

Fig. 9. Comparing our algorithm with the approaches in [7] and [15]. (a) Original object and 
decomposition result with skeleton, (b) Deformation result with our algorithm, (c) Deformation 
result in [7], (d) Deformation result in [15]. 
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We also invited three animators to test our technique with two groups of 
experiments. The first was used to evaluate the visual quality and performance of 
animation production. The original characters were acquired from the Internet. Fig. 10 
and the video give the results. The second group is to test our motion capture and 
retargeting method. There are two experiments. The first (Fig. 11) is to track the joints 
of a jumping cartoon man and retarget the motion to a new character. We treat the hat 
and the man as two objects, and track them separately. The second one (Fig. 12) is to 
track the joints of a 3D running horse (rendered as a 2D image sequence using Maya) 
and retarget it into a cartoon gazelle.  

 

                           (a)                                                                         (b)                                 
 

   
                          (c)                                                                            (d) 

 
                                                                      (e) 

Fig. 10. Five groups of cartoon characters deformed by our algorithm. From left to right, 
original template model, decomposition results with skeleton, deformed figures. (a) mm, (b) 
Black cat sergeant, (c) Monkey king, (d) Spiderman, (e) Running horse. 

The consensus from the animators showed that our method is more efficient than 
the current practice adopted in many commercial cartoon production houses, as 
sketching a skeleton is much faster than drawing a whole frame. In fact it is 
encouraging to see that our design is consistent with their animation practice. To 
create a key-frame, often the animator would first sketch a stick figure (i.e. the 
skeleton) and then overlay the body shape on top guided by the stick figure. This 
process is called the deep structure. Sketching the skeleton alone relieves them from 
some of the time-consuming tasks, i.e. to draw the whole character body. They also 
believe that our motion capture technique will make an animator’s life much easier 
and have a positive impact on the cartoon production industry once a 2D motion 
database is established. 
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                                                                              (a) 

   
                       (b) 

Fig. 11. Motion of a jumping cartoon man retargeted to a new character. (a) Original cartoon 
character, (b) Retargeted new character. 

 
                                                                      (a) 

 
                        (b) 

Fig. 12. Joint tracking of a running horse (a) and retargeting to a cartoon gazelle (b) 

6   Discussion and Limitations 

In this paper, we have presented a sketch-based skeleton-driven 2D animation 
technique using sketches as the primary inputting means both for the creation and the 
control of the animation artifacts. It consists of two main parts. The first is concerned 
with the fast production of 2D character animation by sketching only the skeletons. 
Comparing with the traditional cartoon production pipeline, drawing a skeleton is 
much faster than drawing a whole frame. This allows denser key-frames to be drawn 
by experienced animators. By reducing the interval between key-frames, in many 
cases the in-between frames can be produced mainly by software without 
compromising the realism, unlike the current practice where human in-betweeners are 
the main workforce, which is often expensive.  

Given an original image of a character and the sketched skeleton sequence, our 
technique will generate a deformed character with different poses automatically. It is 
faster and less labour-intensive than the existing production practice. Our theoretical 
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contribution in this aspect includes a variable-length needle model, which 
successfully preserves the global area of a character during animation, which is an 
essential property for squash-and-stretch effect in cartoon animation; and the skeleton 
driven + nonlinear least squares optimization algorithm, which is computationally 
economic. 
   The second part of our work is concerned with the development of a skeleton-based 
2D motion capture technique. Once a skeleton is established in the first frame of a 
moving image sequence, we track all the joint positions from each subsequent image 
considering both geometric and visual features of the images. This 2D motion capture 
technique can be applied to various types of moving images, including 2D cartoon 
animation, videos and image sequences of rendered 3D animations.  
   Our research also reveals some limitations of the developed method. The first 
relates to the texture information of the template image. Because there is no 3D 
information of a 2D character, large pose change can result in loss of correct texture 
for subsequent frames. Although some research in matting, image completion and 
texture synthesis [18,24,29,30] has attempted to resolve this issue, it is still an open 
problem for all 2D deformation techniques. We plan to use image merging techniques 
to tackle it in the future. The second limitation is the error accumulation in tracking. 
Currently we correct the tracking error at the first frame of each sequence segment. 
We plan to use a more robust tracking approach in the future. The third place to 
improve is retargeting. Our current simple approach is only to demonstrate our motion 
capture method. It would be desirable to incorporate a 3D animation technique (e.g. 
[10]) to treat retargeting as a space-time optimization problem. The motion editing 
techniques developed for 3D motions are also relevant. 
 
Acknowledgments. This research is in part supported by EPSRC grant 
EP/F030355/1. 
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Abstract. Face aging simulation is a very complex and challenging task
and interests many researchers in the fields of psychology, computer
graphics and computer vision due to its widely applications. In this pa-
per, we propose a multi-layer coarse-to-fine face representation and ag-
ing simulation and animation algorithm. In the coarse layer, we build a
global statistical appearance model for representation and faces are aged
based on the learned age trajectory in the appearance space. In the mid
layer, we learned a set of age specific coupled dictionaries and the faces
are represented and aged via the sparse representation on the learned
dictionary. At the fine layer, we sample a lot of patches of facial compo-
nents and skin zones from images of each age group and use them as the
dictionaries to simulate the aging effects of the facial components and
wrinkles. We collect a database of 10, 050 Chinese passport-type images
with different ages for the learning and aging simulation. Experimental
results demonstrate the effectiveness of the proposed method.

Keywords: Aging simulation, Statistical appearance model, Age spe-
cific coupled dictionaries, Sparse representation.

1 Introduction

Aging is an inevitable process of human and it often causes the significant defor-
mations in the appearance of a subject shown in a facial image. The capability to
predict or synthesize an ”aged” face image is an interesting task which may find
many applications in our real life. Such applications include the development
of age-invariant face recognition systems, prediction of the current appearance
of missing persons, updating of passport/visa photographs, digital entertain-
ment cosmetic surgery planning, age-adaptive human computer interaction, etc.
Traditionally age progressed images are produced by forensic artists [5]. Re-
cently, computer-based age-progression has attracted growing research interest
from psychology [21], computer graphics [28,8,11,26], and lately computer vision
[15,14,29,25,27,18,17,6,23,30,31].

Different from the appearance variations due to expression, pose, and illu-
mination, it’s very hard to build a geometric or statistical model to deal with
the aging related facial variations due to its unique characteristics. First is that
aging variations are un-controllable. It cannot be eliminated by the cooperation

Z. Pan et al. (Eds.): Transactions on Edutainment VI, LNCS 6758, pp. 182–192, 2011.
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of subject and it is also often mixed with other variations (i.e. illumination, ex-
pression, etc.) during the process of imaging. In fact, collecting all facial images
of different persons over a long time period is very difficult or even impossible.
Second is that aging changes are complex. It occurs slowly over long period with
both complex shape and texture variations. In different stages, the variations
are manifested in different forms. From infancy to teen years, changes due to the
aging effect are manifested in the form of nonlinear shape variations involving
the changes in the underlying skeletal features toward the formation of the adult
skull and face. While during the adulthood, the age-related changes involve the
minor skeletal variations and large textural variations such as muscle relaxation,
wrinkles growing and other skin artifacts emerging [27,5,14]. Third, the age pro-
gression is diverse and is specific to a given individual. It is effected by both
innate factors and environmental factors such as heredity, gender, health, and
lifestyle, and so on, which make the changes are seriously uncertain. These unique
characteristics make the task of modeling age-related variations very challenging.

1.1 Previous Work

In the past several decades, there are many works aiming to simulate the aging
effects on human faces. Here we only give a brief review on these techniques and
see [27,6,14] and the reference therein for more details.

Early attempts mainly concerned on using coordinate transformations to
model craniofacial growth [24,33]. Hutton et al. [12] constructed a shape model
based on 3D facial meshes and defined age trajectories in the shape model space,
which are used to simulate the aged images. Wang et al. [34] trained a set of
support vector machines (SVMs) to predict the shape in the future. In a more
recent approach, Ramanathan et al. [25] proposed a craniofacial growth model,
in which psychophysical and anthropometric evidences on facial growth are con-
sidered. These methods mentioned above only consider the shape changes, and
thus lack the validness of modeling texture variations. In order to capture the
shape and texture changes at the same time, O’Toole et al. [22,21] proposed a
caricature algorithm and applied it into 3D face model. Burt et al. [3] created
facial prototypes for different age groups in both shape and texture and defined
the differences between prototypes as aging transformations. Wang et al. [34]
and Liang et al. [17] applied this prototype approach in shape subspace and
texture subspace instead of the original image space, and Park et al. [23] further
applied it to 3D face aging. The prototype-based methods often lack the capture
of details such as wrinkles. Tidderman et al. [32] extended the prototype method
by using the wavelet-based method to improve the texture of the facial proto-
types. Attempts were also made for capturing typical aging details by anatomy
skin model [35], wrinkle prototypes [2],details transferring [16] and merging [7].

Lanitis et al. [15] first attempted to build rigorous statistical approaches to
age progression. They generated an active appearance model (AAM) [4] for para-
metric representation of faces and investigated aging functions which determine
the relationship between the age and the model parameters. Scandrett et al. [9]
defined both a person-specific and a global aging axis in the shape and texture
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subspace. In [14], the idea of reinforcing both person specific and global aging
trends are further extended and the aging simulation is formulated as an sim-
ilarity optimization problem. The methods based on parametric representation
and age function are further applied to 3D face aging [28]. All these methods use
parametric representation of the faces which discard high-frequency information
and thus are only appropriate for modeling distinct age-related facial variations
and major texture variations. In order to capture more texture variations, Jiang
et al. [13] proposed a framework to simulate the aging process by means of
super-resolution in tensor space. But their simulation results are not realistic
enough. Suo et al. [31] presented a novel machine learning-based compositional
and dynamic model for face aging, in which facial aging was modeled by means
of a dynamic Markov process on the And-Or graph representation of faces.

1.2 Overview of Our Algorithm

In this paper, we adopt the coarse-to-fine strategy and propose a three-level
model for facial representation and aging. A face image at age t can be written
as:

It = (Il,t, Im,t, Ih,t), (1)

where the first layer Il,t is the low-resolution image in age group t, Im,t is the
high-resolution one resulting from face hallucination [19] based on sparse rep-
resentation [36] and Ih,t is the facial components (eyebrows, eyes, mouths etc.)
and wrinkles in different zones of the face. Based on this representation, we build
a multi-layer aging model. For the first layer, the aging process is modeled by
the learned age trajectories gs(t) and gt(t) in shape and texture space, respec-
tively. For the second layer aging, we learned a set of coupled over-completed
dictionaries of different age using K-SVD [1] and the aged face in this layer can
be reconstructed by the sparse representation on the high-resolution dictionary
of the corresponding age. In the last layer, we create a dictionary of different
face components and wrinkles across different ages. The atoms of components
and wrinkles dictionary are selected by shape and texture matching and then
merged into the face image to simulate the aged one.

Our mainly contributions include: 1) A novel coarse-to-fine face representa-
tion, 2) a multi-layer aging model, especially the sparse representation based face
hallucination aging model, and 3) a collection of 10, 050 Chinese passport-type
images with different ages on which the learning and simulating experiments are
performed.

2 The Algorithm Details

In this section, we formulate the details of our algorithms about the coarse-to-fine
representation and aging.

2.1 Layer 1: Global Appearance Representation and Aging

In the first layer, the global appearance is represented by two elementary com-
ponents, namely shape and texture, as illustrated in Fig.1. The shape vector
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s is represented by the coordinates of facial landmarks and then is aligned to
the mean face shape through an iterative Procrustes Analysis [4]. The shape-
independent texture vectors t can be captured by warping the face images to
the mean shape using linear warping over the landmarks Delaunay triangulation.
The s and t are further encoded in PCA which provides a highly effective means
for modeling and transforming. Another merit of PCA encoding is that there
are less parameters making the estimation of the global aging trajectory more
feasible. An arbitrary face 〈s, t〉 is thus represented as:

s = s + Vsθs, t = t + Vtθt, (2)

where 〈s, t〉 be the mean vectors, 〈Vs,Vt〉 be two sets of q eigenvectors for shape
and texture and 〈θs, θt〉 be the corresponding compact representation parame-
ters.

Fig. 1. The shape and shapeless-texture representation

Given a set of n examples, 〈si, ti〉, (i = 1, · · · , n), with their known age labels
agei, we can obtain their parameter representation 〈θsi, θti〉 and then construct
the age trajectory in shape and texture space as the aging model. Since there is
a difference in the timing and types of facial growth between men and women
[15,12,9,17], we treat them respectively. Hence, in each model space, two age
trajectories are defined, one for each gender. The path of the average age trajec-
tory in the shape and texture space is estimated by using the kernel smoothing
method:

gs(t) =
∑n

i=1 w(agei, t)θsi∑n
i=1 w(agei, t)

,

gt(t) =
∑n

i=1 w(agei, t)θti∑n
i=1 w(agei, t)

,

(3)

where t is the target age, w(agei, t) is the weighted function which stands for
the contributions to target age from each age group. Here we choose Gaussian
Kernel function

w(x, t) = exp{−‖x− t‖2

2σ2
}, (4)
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(a) 30-40 (b) 40-50

(c) 50-60 (d) 60-70

Fig. 2. Some atoms of the age specific coupled dictionary

where σ is the width parameter of kernel which controls the radial scope of the
function. In our experiments, the parameter σ is the standard deviation of the
input data.

Once the age trajectories have been established, for an arbitrary image 〈s, t〉
with age t, the aged shape and texture vectors at age t

′
can be generated by:

s
′
= s + Vs(θs + γs(gs(t

′
) − gs(t))),

t
′
= t + Vt(θt + γt(gt(t

′
) − gt(t))),

(5)

where γs, γt are the parameters to control the variations.

2.2 Layer 2: Sparse Representation and Face Hallucination Aging

As mentioned before, the above parametric representation and aging discards
high-frequency information thus fails to capture the detailed variations due to
aging. In the mid level of our model, we extend the sparse representation and
face hallucination technique [36] to capture this variations as possible.
Sparse Representation. Considering an over-completed dictionary D ∈ Rd×K

that contains K(K > d) atoms and suppose a signal x ∈ Rd can be represented
as a sparse linear combination of these atoms. Then the signal x can be written
as x ≈ Dα, where α ∈ RK is a vector with very few nonzero entries, which is
regarded as the sparse coefficients of signal x. Finding the sparest representation
leads to the following optimization problem

min ‖α‖0, s.t. ‖x− Dα‖2 < ε, (6)

where ‖ · ‖0 is the l0 quasi-norm which counts the nonzero entries of a vector.
It’s a combinational optimization problem and thus it is a complicated NP-hard
problem in general. Many numerical algorithms such as orthogonal matching
pursuit (OMP) have been proposed to deal with this problem.
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Sparse Representation-Based Face Hallucination. We assume that the
low-resolution image is viewed as downsampled version of a high-resolution im-
age. Given N low-resolution image patch vectors {Il}i and the corresponding
high-resolution ones {Ih}i, we obtain a new training set X = [x1, · · · ,xN ]
where xi are obtained by concatenating the low-resolution and high-resolution
vectors, namely xi = [Ili; Ihi]. We train a coupled over-completed dictionary
D = [Dl;Dh] on X by solve the following optimization problem

min
D,αi

N∑
i=1

‖xi − Dαi‖2
2 + λ‖αi‖0, (7)

which can be solved by the K-SVD method [1], where λ is the regularization co-
efficient. Given a new low-resolution patch Il, we can find a sparse representation
with respect to Dl by using OMP such that

Il ≈ Dlα0, (8)

and then the corresponding high-resolution patch can be reconstructed by

Ih ≈ Dhα0. (9)

Face Hallucination Aging. For each age group, we train a coupled dictionary
to encode the detailed information of this age. Given a set of training images
within each age range, we down-sample the images with factor 2 to obtain the
low-resolution training set. Randomly sampling the original images and corre-
sponding down-sampled images, we get more than 500, 00 patches respectively
for each age range which are used to train the coupled dictionary. These age
specific coupled dictionaries are deemed as the aging model. Some elements of
the age specific coupled dictionaries are illustrated in Fig.2. Given an arbitrary
image or the aged result from layer 1, we first downsample it and then find its
sparse representation over the low-resolution dictionary of the target age us-
ing Eq. (8). Finally the corresponding aged image can be reconstructed by Eq.
(9) using the same sparse representation coefficients on the corresponding high-
resolution dictionary. The rational behind this is that the downsampling keep
the identity while the hallucination with the age specific dictionary adding rich
age-related (especially texture) information.

2.3 Layer 3: Facial Component and Wrinkles Aging

Although the proposed face hallucination aging can really capture some age-
related details, we empirically observed that there are still some important in-
formation being ignored. Therefore we add the component and wrinkles aging
layer to produce photorealistic aged faces. We divide the face skin into 6 zones
(pouch L, pouch R, laugh L, laugh R, forehead, glabella) according to facial
components (eyes, eyebrows, nose, mouth) [31]. Then for each age group, we
also create a dictionary consisting of facial components and zone patches sam-
pled from the training age specific images, as shown in Fig.3. The aging in this
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(a) 0-20 (b) 20-30 (c) 30-40

(d) 40-50 (e) 50-60 (f) 60-70

Fig. 3. Parts of the age specific components and zones dictionary

layer can be performed by merging or blending the appropriate element of the
dictionary with the current component or zone.

As the aging variations of components include both geometry and photometry
in general, we take advantage of both shape and texture information to find
the most appropriate element. Local binary pattern (LBP) feature [20] and Hu
moment invariants [10] are adopted to characterize the photometry and geometry
information. We adopt the nearest neighbor search with the combination of
histogram intersection distance and Euclidean distance of seven Hu moment
invariants to find the most appropriate component element. For zone aging we
only use the LBP feature for searching the most appropriate elements in the
dictionary for blending.

2.4 Aging Animation

It’s straightforward to scale our face aging method up to animation by interpo-
lating and warping. Given a young face, we synthesize aged faces of different ages
based on the proposed aging model. These aged faces are deemed as key frames,
based on which we can generate a series of intermediate shapes and textures by
both linear or nonlinear interpolating. The non-key frames are then obtained by
warping the intermediate textures to the corresponding shapes.

3 Experiments: Aging Simulation and Evaluation

We collect a face database including 10, 050 Chinese passport-type photos with
different age range from 0 to 70 for our experiments. As the difference between
actual age and appearance age is often about 3-5 years and there are less young
people take part in the data collection, we divide the age range into six age
groups: [0,20), [20,30), [30,40), [40,50), [50,60) and [60,70]. The shape informa-
tion are represented by 61 landmarks which are annotated by hand or by AAM
fitting [4]. We learned representation and aging models at each layer and per-
formed face aging simulation using a number of young faces in the [0,20) age
range. Some simulation results are shown in Fig.4.

The basic criterion to evaluate the aging synthesis lies in two aspects: identity
invariant and the aging details. From Fig.4 one can see that our methods do
produce realistic aged details. In order to evaluate the identity preservation,
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Original 20–30 30–40 40–50 50–60 60–70

Fig. 4. The final aging simulation results

we conduct a face recognition experiment using the LBP feature and nearest
neighbor classifier. The gallery set contains 25 young faces in [0, 20) and the
probe set consists of 125 aged faces. Each faces is divided into 12×12 patches and
a 256-bins histogram is extracted from each patch. A face is finally represented
by a 36, 864-bins histogram and matched by the nearest neighbor classifier using
histogram intersection distance. The recognition results are listed in Table.1.
For the first three age ranges, all the aged images can be corrected matched
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Table 1. The recognition results

Age Groups Recognition Rate (%)

20–30 100.00
30–40 100.00
40–50 100.00
50–60 92.00
60–70 92.00

to the corresponding young faces while for the latter two age ranges, two faces
are mismatched to their young faces. This is reasonable since with increasing of
the age, age progression method will make the appearance deformations more
significant and thus increase dissimilarity. In a word, our proposed method can
not only produce realistic aged details but also retain the identity of the subject
well.

4 Conclusions and Future Work

We have presented a coarse-to-fine multi-layer face representation and aging
model for age progression. The face images are first represented and aged in the
statistical appearance space via age trajectory. The age-related subtle artifacts
are further captured by the sparse representation-based face hallucination aging
and components and wrinkles aging. Thus our method can capture both low-
frequency shape and texture variations and high-frequency texture variations
due to the aging. The experimental results demonstrate the effectiveness of the
proposed method. In our ongoing research, we are working on the automatic
person specific age estimation and trying to add richer features into the aging
model such as the variant of hair, the person specific factors, etc.

Acknowledgements. This research is partially supported by National Natural
Science Funds of China (No.60803024, No.60970098 and 60903136), Specialized
Research Fund for the Doctoral Program of Higher Education (No.200805331107
and No.20090162110055), Fundamental Research Funds for the Central Uni-
versities (No.201021200062), Open Project Program of the State Key Lab of
CAD&CG, Zhejiang University (No.A0911 and No.A1011).

References

1. Aharon, M., Elad, M., Bruckstein, A.: K-SVD: An algorithm for designing over-
complete dictionaries for sparse representation. IEEE Transactions on Signal Pro-
cessing 54(11), 4311–4322

2. Boissieux, L., Kiss, G., Thalmann, N.M., Kalra, P.: Simulation of skin aging and
wrinkles with cosmetics insight. In: proceedings of the EUROGRAPHICS Work-
shop, pp. 15–27 (2000)

3. Burt, D.M., Perrett, D.I.: Perception of age in adult caucasian male faces: Com-
puter graphic manipulation of shape and color information. Proceedings of the
Royal Society of London B 259, 137–143 (1995)



A Multi-layer Model for Face Aging Simulation 191

4. Cootes, T., Taylor, C.: Statistical models of appearance for computer vision. Tech-
nical Report, The University of Manchester School of Medicine (2004)

5. Dayan, N.: Skin aging handbook: An integrated approach to biochemistry and
product development. Andrew William Press (2008)

6. Fu, Y., Guo, G., Huang, T.: Age synthesis and estimation via faces: A survey.
IEEE Transactions on Pattern Analysis and Machine Intelligence 32(11), 1955–
1976 (2010)

7. Fu, Y., Zheng, N.: M-face: An appearance-based photorealistic model for multiple
facial attributes rendering. IEEE Transactions on Circuits and Systems for Video
Technology 16(7), 830–842 (2006)

8. Golovinskiy, A., Matusik, W., Pfister, H., Rusinkiewicz, S., Funkhouser, T.: A
statistical model for synthesis of detailed facial geometry. In: ACM SIGGRAPH,
pp. 1025–1034 (2006)

9. Scandrett née Hill, C., Solomon, C., Gibson, S.: A person-specific, rigorous aging
model of the human face. Pattern Recognition Letters 27(15), 1776–1787 (2006)

10. Hu, M.K.: Visual pattern recognition by moment invariants. IRE Transactions on
Information Theory 8(2), 179–187 (2002)

11. Hubball, D., Chen, M., Grant, P.W.: Image-based aging using evolutionary com-
puting. In: EUROGRAPHICS, Computer Graphics Forum, vol. 27, pp. 607–616
(2008)

12. Hutton, T.J., Buxton, B.F., Hammond, P., Potts, H.W.W.: Estimating average
growth trajectories in shape-space using kernel smoothing. IEEE Transactions on
Medical Imaging 22(6), 747–753 (2003)

13. Jiang, F.Y., Wang, Y.H.: Facial aging simulation based on super-resolution in ten-
son space. In: International Conference on Image Processing, pp. 1648–1651 (2008)

14. Lanitis, A.: Comparative evaluation of automatic age-progression methodologies.
EURASIP Journal on Advances in Signal Processing 2008, 1–10 (2008)

15. Lanitis, A., Taylor, C.J., Cootes, T.F.: Toward automatic simulation of aging effects
on face images. IEEE Transactions on Pattern Analysis and Machine Intelligence
24(4), 422–455

16. Lee, W.S., Wu, Y., Thalmann, N.M.: Cloneing and aging in a vr family. In: IEEE
Conference on Virtual Reality, pp. 61–68 (1999)

17. Liang, Y.X., Li, C.R., Yue, H.Q., Luo, Y.Y.: Age simulation in young face images.
In: International Conference on Bioinformatics and Biomedical Engineering, pp.
494–497 (2007)

18. Ling, H., Soatto, S., Ramanathan, N., Jacobs, D.W.: Study of face recognition as
people age. In: IEEE 11th International Conference on Computer Vision, pp. 1–8
(2007)

19. Liu, C., Shum, H., Freeman, W.: Face hallucination: Theory and practice. Inter-
national Journal of Computer Vision 75(1), 115–134 (2007)

20. Ojala, T., pietikainen, M., Maenpaa, T.: Multiresolution gray-scale and rotation
invariant texture classification with local binary patterns. IEEE Transactions on
Pattern Analysis and Machine Intelligence 24(7), 971–987 (2002)

21. O’Toole, Price, T., Vetter, T., Barlett, J.C., Blanz, V.: 3D shape and 2D surface
textures of human faces: The role of averages in attractiveness and age. Image and
Vision Computing 18(1), 9–19 (1999)

22. O’Toole, Vetter, T., Volz, H., Salter, E.: Three-dimensional caricatures of human
heads: Distinctiveness and the perception of facial age. Perception 26, 719–732
(1997)

23. Park, U., Tong, Y., Jain, A.: Age-invariant face recognition. IEEE Transactions on
Pattern Analysis and Machine Intelligence 32(5), 947–954 (2010)



192 Y. Liang et al.

24. Pittenger, J.B., Shaw, R.E., Mark, L.S.: Perceptual information for the age level of
faces as a higher order invariant of growth. Journal of Experimental Psychology:
Human Perception and Performance 5(3), 478–493 (1979)

25. Ramanathan, N., Chellappa, R., Biswas, S.: Modeling age progression in young
faces. In: IEEE Conference on Computer Vision and Pattern Recognition, pp.
387–394 (2006)

26. Ramanathan, N., Chellappa, R., Biswas, S.: Modeling shape and textural variations
in aging faces. In: 8th IEEE International Conference on Automatric Face and
Gesture Recognition, pp. 1–8 (2008)

27. Ramanathan, N., Chellappa, R., Biswas, S.: Age progression in human faces: A
survey. Journal of Visual Languages and Computing 15, 3349–3361 (2009)

28. Scherbaum, K., Sunkel, M., Seidel, H.P., Blanz, V.: Prediction of individual non-
linear aging trajectories of faces. In: EUROGRAPHICS, Computer Graphics Fo-
rum, vol. 26 (2007)

29. Singh, R., Vatsa, M., Noore, A., Singh, S.K.: Age transformation for improving
face recognition. In: Proceedings of the 2nd international conference on Pattern
recognition and machine intelligence, pp. 576–583 (2007)

30. Suo, J.L., Min, F., Zhu, S.C., Shan, S.G., Chen, X.L.: A multi-resolution dynamic
model for face aging simulation. In: IEEE Conference on Computer Vision and
Pattern Recognition, pp. 1–8 (2007)

31. Suo, J.L., Zhu, S.C., Chen, X.L.: A compositional and dynamic model for face
aging. IEEE Transactions on Pattern Analysis and Machine Intelligence 32, 358–
401 (2010)

32. Tiddeman, B., Burt, D.M., Perrett, D.I.: Prototyping and transforming facial tex-
tures for perception research. IEEE Computer Graphics and Applications 21(5),
42–50 (2001)

33. Todd, J.T., Mark, L.S., Shaw, R.E., Pittenger, J.B.: The perception of human
growth. Scientific American 242(2), 132–144 (1980)

34. Wang, J.N., Ling, C.J.: Artificial aging of faces by support vector machines. In:
Advances in Artifical Intelligence, pp. 499–503 (2006)

35. Wu, Y., Kalra, P., Moccozet, L., Thalmann, N.: Simulating wrinkles and skin aging.
The Visual Computer 15(4), 183–198 (1999)

36. Yang, J., Tang, H., Ma, Y., Huang, T.: Face hallucination via sparse coding. In:
15th IEEE International Conference on Image Processing, pp. 1264–1267. IEEE,
New York (2008)



Z. Pan et al. (Eds.): Transactions on Edutainment VI, LNCS 6758, pp. 193–205, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Particle-Based Fracture Simulation on the GPU 

Jiangfan Ning, Huaxun Xu, Liang Zeng, and Sikun Li 

School of Computer Science, National University of Defense Technology, 
410073 Changsha, Hunan, China 
jiangfanning@gmail.com 

xxhhxx@163.com 
{liangzeng,lisikun}@263.net.cn 

Abstract. In this paper, a particle-based framework is presented to simulate the 
fracture phenomenon in computer graphics field. First, the object is represented 
as discrete particles, and then we introduce the Extend Discrete Element 
Method (EDEM) simulation to describe the interactions between neighbouring 
particles based on the material mechanics analysis. To process the fracture, a 
reverse idea to traditional method is used to cooperate with auxiliary cone 
algorithm, which called anti-fracture mechanism. The physical computation is 
executed on the GPU with CUDA and a uniform grid data structure is used in 
order to search the neighbouring element effectively. Experiment results 
demonstrate the feasibility and effectiveness of our method. 

Keywords: EDEM, fracture, anti-fracture mechanism, CUDA. 

1   Introduction 

With the rapid development of graphics hardware, people for virtual simulation, 3D 
games and movies in the visual effects made increasing demands. Fracture and 
explosion simulation results are directly affecting people's perception of the realism. 
To get complete and accurate simulation results, we must construct dynamic 
simulation model for object under impact according to different shapes and material 
properties, so as to simulate the complex physical process and get a good sense of 
reality. However, this method necessarily involves sophisticated and complex mesh 
model and needs to solve Partial Differential Equations. The large computational 
overhead, even using the current hardware, is still difficult to achieve real-time 
requirements for military simulation and 3D game. 

In this paper, we present a real-time approach to simulate fracture caused by the 
collision between objects. Our approach is based on the particles. Firstly, we 
discretize the object into a series of particles, and then we use the Extend Discrete 
Element Method to simulate the interaction between the particles. To be different 
from the traditional fracture method, we presented a novel reverse thinking, named 
anti-fracture mechanism. It's based on the auxiliary cone algorithm which can easily 
determine the fracture area. Our algorithm has been implemented on the GPU using 
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CUDA, the results show that our approach can simulate fracture phenomena much 
faster than the traditional mesh-based method or former meshless method on CPU [1]. 

To summarize, the major contributions of this paper are: 

- Introduce the EDEM into fracture simulation for interaction between particle 
elements to describe the material properties. 

- Present the auxiliary cone algorithm to determine the affected area by 
fracture. 

- Present an anti-fracture mechanism to form debris after fracture. 
- Use the uniform grid data structure for searching the neighbouring particles 

during the EDEM simulation. 
- Prove the feasibility and effectiveness of implementing the particle-based 

fracture simulation algorithm on the GPU. 

2   Related Work 

There is a large number of excellent research works about fracture phenomenon in 
graphics. Basically, they can be divided into two categories: mesh-based simulation 
and meshless simulation. The former studies the real physical process of fracture, and 
then establishes the equations of motion to animate the process of fracture based on 
the mesh of the object. Taking account of avoiding the complex operation of 
topological changes for mesh, the latter uses meshless or particle-based methods to 
animate fracture phenomenon. 

Mesh-based methods are discussed as follows. Terzopoulos [2] has done 
pioneering work to non-elastic deformation and fracture phenomenon in the field of 
computer graphics. He achieved a relatively simple fracture effect by introducing a 
simple fracturing mechanism of measuring the instantaneous deformation. Norton [3] 
used the spring-mass model to model the object that could be broken for the first time, 
and a fairly complete consideration of the collision detection between fragments was 
implemented to realize the ceramic teapot fracturing animation. O'Brien etc. [4] took 
the finite element model to analyze the stress and strain, and then took this as the 
fracture criterion. The simulation result is quite realistic while the complex finite 
element analysis has tremendous computational overhead, so his method couldn't be 
applied to the areas of real-time requirements. Parker etc. [5] inherited the research 
results of O'Brien and developed a new physical engine named DMM using 
simplified finite element analysis (FEA) calculation model, and this work has 
successfully been integrated into some popular game platforms. Bao etc. [6] also used 
FEA method, and his method is to discretize object into rigid form, and then solved 
the problem of rigid material fracture. However, this method also faces the problem of 
tremendous computational cost. Su etc. [7] expanded Bao's work by introducing the 
energy and momentum conservation with joining the collision center-based pre-
process mechanism, reduced the computational cost of simulation greatly. 

The main meshless simulation studies are listed as below: Desbrun and Cani [8] 
introduced meshless method into the graphics field first of all. They used a particle 
system coated with a smooth iso-surface for simulating soft inelastic material. Muller 
etc. [9] presented a method for modeling and simulating elastic, plastic, and melting 
volumetric objects based on the computation of the discrete displacement field using 



 Particle-Based Fracture Simulation on the GPU 195 

the Moving Least Squares procedure. And then they [10] presented a geometrically 
method to simulate deformable point-based objects. Pauly etc. [11] presented a 
meshless animation framework for elastic and plastic materials that fracture, using 
highly dynamic surface and volume sampling method. Guo and Qin [12] combined 
meshless method with modal analysis framework and provided real-time deformation 
of volumetric objects. Bell etc. [13] presented an effective method for granular 
material simulation based on particles using distinct element method (DEM). 

There are also some noticeable researches working about physically-based 
simulation on GPU. Green [14] implemented a particle system on GPU with CUDA. 
Hirada [15] presented a rigid body simulation method using GPU. Georgii [16] 
explained how to implemente a spring-mass system with GPU. Weiguo Liu [17] used 
GPU to accelerate molecular dynamics simulations. 

3   Modeling 

In our system, the object is represented as particles, and then we model the interaction 
between particles using EDEM simulation. We are motivated in this choice by 
convenient implementation on the GPU and natural of ideal material structure. 

3.1   Shape Representation 

In our method, we model the object as a set of particles that are spheres of identical 
size, not polygons. Indeed, the polygons represent the shape more precisely than the 
particles, but the collision detections between polygons are very complex and heavy 
burden. And for complex shapes particles just have small number of data, compared 
to polygons which have large number of data even for simple shapes. Thus, it is much 
efficient to represent complicated shapes by particles. The particles can also represent 
object precisely if the number of particles is big enough in theory. In computer 
graphics, we are committed to the pursuit of visual effects, so we do not need to 
maintain a large number of particles as in material physical analysis. 

Firstly, we discretize the space around the object by defining a 3D grid that 
encloses it, and then assign one particle for each voxel inside the object. By this way, 
we can represent the object shape as particles. 

3.2   Extended Discrete Element Method 

Distinct element method (DEM) is a discrete numerical method proposed by 
American scholar Cundall in 1971, and also known as discrete element method. In 
order to unify, we call it discrete element method in the following. In the discrete 
element method, because the object has been assumed to be a collection of discrete 
blocks, adjacent elements can either be contact or be separated. There are no 
deformation compatibility constraints between elements, so the elements only need to 
satisfy the equilibrium equation and constitutive equation. Meguro and Hakuno [18] 
presented Extended Discrete Element Method based on the DEM model to simulation 
the destruction and collapse of reinforced concrete. Their method could not only deal 
with the continuous conditions and constitutive relation before fracture, but also the 
fracture discontinuities problems after fracture of materials. 
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The general process of Discrete element method for solving problems is given as 
below: First, discretize the problem space for the discrete element cell array, and then 
connect the two neighbouring elements using reasonable connection based on the 
actual problems; as a basic variable, relative displacement between the elements is 
made up of the normal component and the tangential component, and they can be 
obtained from the relations of the force and relative displacement between the two 
neighbour elements; compute the resultant force on the element, according to 
Newton's second law of motion the acceleration of element can be obtained; and then 
we can get the velocity and displacement through its time integral. So far we could 
obtain the velocity, acceleration, angular velocity, linear displacement, rotation and 
any other physical quantities of all the elements. 

3.3   EDEM Simulation 

Generally, the simulated objects in DEM are discretized as polygonal blocks. The 
collision detection system for polygonal blocks is too complicated, so we use the 
EDEM method, which uses the spherical blocks instead of polygonal blocks. When 
the number of spherical blocks is big enough, we can get better approximate to the 
behaviour of simulated objects. And in our system, the object shape is represented by 
a series of particles, can be directly simulated by EDEM. 

In our EDEM system, the motion of each element is decided by the resultant force 
and moment acted on them, expressed as translation and rotation around the centre 
block. Consider an element subject to changes of force F  resulting in motion, 
Newton's second law of motion can be expressed as: 
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where, m  is the mass of the element. 
Using the central difference scheme to the left side of the above equation, we can 
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Substituting the (1) and (2), we can get 
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The velocity in half time step can be expressed as the displacement in the above 
equation: 

( ) ( ) ( )/ 2u t t u t u t t t+ Δ = + + Δ Δ&  . (4)

The force is in dependence on displacement, so the calculation of force and 
displacement must be in the same time step simultaneously. 
For element effected by multiple forces, the velocity equation is: 



 Particle-Based Fracture Simulation on the GPU 197 
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where I  is the moment of inertia of element, M  is the torque, θ&  is angular velocity 
to the centroid. 
Similarly, we can get the displacement and rotation equation: 

( ) ( ) ( )/ 2u t t u t u t t t+ Δ = + + Δ Δ&  . (7)

( ) ( ) ( )/ 2t t t t t tθ θ θ+ Δ = + + Δ Δ&  . (8)

The new location that every iteration produced will lead to new contact force. 
Resultant force and resultant moment produce line and angular acceleration, velocity 
and displacement may be obtained by integration throughout the time step increment, 
the loop will continue until the balance state or destruction state. 

In the above equation of motion, F  is the resultant force of element in the system. 
The key to solve above kinematic equation is to establish force-displacement 
relationship of the element. 

Considering two adjacent particle element, they are connected by the axial spring. 
In order to response to the impact of structural damping, we set a viscous damper in 
parallel with the spring. Fig.1 is the diagram to demonstrate the relation for the 
neighbouring elements. 

M N

spring

damp  

Fig. 1. The interaction force between neighbouring elements in EDEM 

For each particle element, 

spring dampF F F mg= + +∑ ∑  . (9)

springF can be obtained by Hooke's law 

spring sping springF k x= − Δ  . (10)
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In which, spingk  is the spring constant, springxΔ  is the change of relative position 

with respect to the initial state. 

dampF  is made up of the normal component and the tangential component, and the 

normal damp force is 

n n n n n
damp dampF k x vη= − Δ −  . (11)

While the tangential damp force is 

t t t
dampF vη= −  . (12)

Where, η  is damp constant, nv  and tv  are the normal and the tangential relative 

velocity of the two neighbouring particle elements respectively. 
Elastic coefficient and damping coefficient are related to the material that 

composes the object, which can be set according to the actual. 
Iteration time step also need to be set, if tΔ  is not properly selected, we cannot get 

a stable solution. According to reference, we set 

2 /t C m kΔ ≤  . (13)

Where, C  is constant and generally value of 0.1. 

4   Anti-fracture Mechanism 

The basic idea of fracture for traditional method is to build the grid model of the 
object first, and then create a logical connection between the grids, when the system is 
subject to external shocks; compute the connected relationship changes between the 
elements, and re-assess the connected relationship between elements. Set a threshold 
value to limit the connection between the elements according to the material 
constitutive. If the connection is destructed under the impact of the external force, it is 
deemed that there occurs a fracture phenomenon. In essence, this is a research method 
from the macro world to the micro world. Advantage of this method is that it is very 
intuitive and in line with people’s perception of the law of natural phenomena. But 
this method requires well understanding of object’s material properties and 
establishing accurate material physical model for the object. To get accurate 
simulation results it needs costly computing resources. 

With contrast to this method, we propose a reverse fracture mechanism which from 
the micro to the macro. Our method is based on the idea of fuzzy clustering, which 
discretize objects into tiny particles in the area affected by impact firstly, then 
calculate the force, acceleration, velocity and position of each element. Estimate  
the connection between particles, re-compound some certain particles, and form the 
debris in macroscopic world. Finally, integrate the particle properties belonging to the 
same debris on the problem domain, and the motion law of the debris can be derived. 
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4.1   Auxiliary Cone Algorithm 

A key of the fracturing algorithm is to determine the areas of cracks and fractures. 
Accurate simulation results require time-consuming physical computation, and this 
will lead to real-time demands are not met. Therefore, we present a new auxiliary 
cone algorithm: 

For simplicity, we take a board hit by a ball for example to illustrate our idea. 
Taking a ball with certain mass into account, the faster the ball impacts the board, the 
more slowly the fragments and the debris fly faster, and the effected range should be 
smaller. Determine a distance as the tallness according to the velocity of the ball, and 
then take the initial position of the ball as the vertex of the cone. The greater impact 
velocity will result in greater distance and smaller cone vertex angle. So we can 
obtain the vertex angle and the highness of the cone. 

Once the cone is generated, the bottom of the cone will form a circular area on the 
surface of the board. All particles in this area will obtain early speed and be separated. 
With the physical properties of the board and velocity of the ball, we can determine 
the radius of the crack area and fracture area. 

According to the theory of fracture mechanics, cracks in samples under load can be 
divided into three types in accordance with its expansion in different forms: open-type 
crack, tear-type crack, and slide-type crack. These three kinds of cracks are also called 
the I, II, III type fracture type. I type crack is the most common type in everyday life, 
so the fracture criteria of this paper is mainly concerned with I type crack. 

For I type crack, the stress intensity factor is 

( )
00

lim 2I y
r

K r
θ

π σ
=→

⎡ ⎤= ⎣ ⎦  . (14)

After computing the limit, IK aσ π= , which, σ  is the average tensile stress, 

that related to physical properties of the material and the impact velocity of the ball; 
a  is equal to the half of the crack length. 

The stress intensity factor reflects the stress field intensity near the crack tip. When 
the stress field intensity increases to a certain value, even if no more stress, cracks 
will expand rapidly which leads to the brittle fracture of material or structural 
damage. The limiting value K  is called the fracture toughness of the material, i.e. 

IcK . The fracture criterion of target object is 

I IcK K≥  . (15)

Where, IcK  is the intrinsic properties of the material itself, so that I IcK K= , 

obtained the largest allowed crack length is 
2

2
Ic

c

K
a

πσ
= . 

Suppose the ideal material for the rigid body, namely the complete isotropic brittle 
material, the maximum permissible crack length should be the radius of the fracturing 
area, then 

range cfracture a=  . (16)

That is the radius of the cone bottom. 
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Let mv  be the muzzle velocity of the ball, tΔ  is the time step, then the tallness of 

the cone can be calculated: 

cone mh v t= Δ  . (17)

Have the radius of the cone bottom and the tallness, the auxiliary cone is 
determined. 

  

Fig. 2. Auxiliary cone algorithm 

Fig.2 shows our idea. 

4.2   Particle Elements Clustering 

By now, we can obtain the object element and its corresponding particle velocity, 
position and other physical attributes during the simulation process. The following 
step is to cluster some certain particle elements in the domain space and reconstruct 
the debris that produced during the impact process. 

Firstly, we define the two states between neighbouring elements: 

- State1: Normal state. The equilibrium length of spring that connect the 
neighbouring elements is set to be 0r , according to the physical properties of 

the material itself, the maximum length that spring can be stretched or 
compressed is set to be rΔ , so when the length of the spring (that is, the 
relative displacement between the particle elements) is ranged  between 

0r r± Δ , the connecting spring between the particle elements can work 

normally, we consider the connection between neighbouring particles as in 
normal state. 

- State2: Discrete state. When the relative displacement between neighbouring 
particles is greater than 0r r+ Δ , the spring no longer works, and with the 

relative distance increases, the force between particles gradually reduced to 0. 
Here we consider that the neighbouring elements as in discrete state. 

In the simulation, the space is subdivided into uniform grid and the grid size is equal 
to the diameter of element. For each element, only search the adjoining 26 elements to 
perform the EDEM simulation. So the springs only exist between every element and 
its 26 adjoining elements. During each time step, estimate the state for every element. 
The elements in normal state are combined to form new big debris. With the elements 
in discrete state will be separated and form small debris or dust. 
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4.3   Debris and Motion 

Based on above clustering method, the new forming elements will become the debris 
generated during simulation. After the collision detection and collision handling, they 
will be rendered in the rendering stage. 

5   Data Structure and Algorithm Implementation on GPU 

We implement our particle-based EDEM simulation system in CUDA using a 
uniform grid data structure presented by Simon Green [14]. We define a uniform grid 
to cover the computational domain. There are two benefits for uniform grid used in 
our EDEM simulations: 

- The construction cost is very low. 
- It is easy to access the memory for the voxel to a particle belongs. 

The disadvantage is that the size of memory that is used for the grid may be large. But 
the latest GPU often has enough video memory, so the use of uniform grid is possible. 

5.1   Data Structure 

The key insight is to find the neighbouring particles of a given particle. A uniform 
grid could be the simplest spatial subdivision method. We subdivide the simulation 
space into a grid of uniformly size cells, and the cell size is the same to the size of the 
elements. Each particle is assigned to a certain grid cell according to its centre and 
then we store the particle index in the cell. The uniform grid data structure is 
generated in every time step. This method is so simple that it is possible to perform 
incremental updates on the GPU. 

5.2   Implementation 

We calculate the interaction between particles on GPU using the uniform grid above. 
Our GPU implementation algorithm is shown below: 

EDEM GPU Program 
1. Initialize the particle's status; set simulation 

parameters; 
2. Load data into GPU device memory and launch the 

kernel; 
3.   For all iteration steps do 
4.    Apply spring force, damp force and gravity force 

to each particle; 
5.     Update velocity for each particle; 
6.     Update displacement for each particle; 
7.     Update each particle's position; 
8.     Do collision detection and collision response; 
9.      Compute new position for each particle; 
10.    End for 
11. Put statistics of each time step into the device 

memory; 
12. Output and render 
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In practice, we use the atomic operation to construct the grid. Profiting from the 
awesome performance of modern GPU, multiple threads to update the same value in 
global memory simultaneously without conflicts is possible by atomic operation. We 
define two arrays in global memory: gridNumbers and gridCells. The gridNumbers 
stores the number of particles in each cell thus far and the initialized value is zero. 
The gridCells stores the particle indices for each cell, and has room for a certain 
maximum number of particles per cell. 

Then we use the “updateGrid” kernel function to update the grid structure by 
which runs with one thread per particle. Perform calculation on each particle to decide 
which grid cell it is in. The atomicAdd function is used to atomically increment the 
cell counter with this location. By scattered global write, it then writes its index into 
the grid array at the correct position. 

5.3   Rendering 

As mentioned in section 3.1, our model is represented as a set of particles that are 
spheres of identical size. After the simulation, we render a triangle for each element in 
the EDEM. 

The specific process is as follow: 

1. Calculate the center of mass for each triangle of 
the object model. 
2. Store the offset of the vertex of triangle to the 

center of mass. 
3. Put one particle at the center of mass. 
4. After EDEM simulation, calculate the new vertex 

position based on the new position of center of mass and 
the offset. 
5. Render triangles using the calculated new vertex 

position. 

6   Experiments and Results 

We implement our algorithm on a GPU with nVidia GeForce 9800 graphics card 
(512MB) and a Intel(R) Core(TM)2 CPU with 1.87 GHz (2048MB RAM). The 
development environment is Visual C++.net 2008 and Microsoft Windows XP SP2. 

6.1   Bunny 

Fig.3 shows a bunny rabbit modeled with 16301 particles. Fig.3(a) illustrates how a 
bunny rabbit is represented by particles. Fig.3(b) demonstrates the fracture process of 
bunny by discrete particles. Fig.3(c) shows the rendering results. For the simulation in 
Fig.3(b), the performance is more than 60 and the rendering performance in Fig.3(c) 
is up to 40 fps. Fig.3(d) demonstrates the stresses created by forces acting on the 
interior cause the bunny to fracture and explode. 
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                (a)                              (b)                           (c)                               (d) 

Fig. 3. Fracture of bunny 

6.2   Concrete Wall 

In order to validate our algorithm and compare with the previous method, we simulate 
the fracture process of a concrete wall hit by a steel ball. Fig.4 is the simulation 
results comparisons chart, Fig.4(a)-Fig.4(b) is the result of literature [6], Fig.4(c)-
Fig.4(d) is the result of literature [1] and Fig.4(e)-Fig.4(f) is our result. The literature 
[6] is based on finite element method and the efficiency is about 40 seconds/frame. 
The literature [1] used a particle-based method which is similar to us and the 
performance is up to 8.8 fps. Our concrete wall in Fig.4(e)-Fig.4(f) consists of about 
3000 particles during simulation and the rendering performance of our system is more 
than 200 fps, while the effect of our realization is consistent with realistic. In Fig.4(a)-
Fig.4(f), there is only one concrete wall, and in order to verify system performance we 
put four concrete walls side by side in Fig.4(g)-Fig.4(h). In this scene, we use about 
12000 particles during simulation. Even so, the frame rate in Fig.4(g)-Fig.4(h) is still 
more than 30 fps. The experimental results show that our simulation framework is 
stable and efficient. 

 
              (a)                                 (b)                              (c)                               (d) 

 
              (e)                                  (f)                            (g)                                  (h) 

Fig. 4. Concrete wall fracture result comparison 
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7   Conclusion and Discussion 

We implemented our particle-based fracture simulation algorithm on GPU based upon 
EDEM. The experiment results show that our approach is very feasible and effective. 
Because of the relative accurate physical model, the accuracy of our simulation is 
satisfactory and the result has a strong sense of reality. Profiting from the powerful 
computational capability of GPU, the simulation can meet the real-time requirement. 

During our GPU implementation, we use the uniform grid data structure. However, 
for large computational problems, a uniform grid is obviously not the best choice. 
Generally, object does not distribute uniformly in the simulation domain. So there are 
many voxels containing no particles, this will lead to a waste of video memory. To 
solve this problem, we need to construct a more effective data structure. A 
hierarchical grid data structure may be a substituted choice. 
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Abstract. 3D phenomenon involved in mining subsidence was Classified, 
summarized and aggregated, established the hierarchical structure that 
describing the geologic phenomena and engineering phenomena of stratum 
structure. Proposed a 3D stratigraphic model that mixed Multi-DEM with 
Tetrahedral Network. The model uses Multi-DEM to build layered surface of 
the earth's surface and geology, and uses TEN to makeup inter layer geological 
mass. This is in favor of exactly expressing the surface information, and it is 
benefit to engineers and technicians to check the geological condition in the 
stratum, also it provides detailed geological mining conditions for the mining 
subsidence prediction research and accurately establishes prediction model. 
Engineering sample shows that the predicted results of the system is more close 
to the measured values.  

Keywords: mining subsidence prediction; 3D stratigraphic model; DEMs-TEN 
model; 3D visualization. 

1   Introduction 

Coal which is the main energy in China plays an important role in the development of 
the national economy. However, coal mining resources causes a lot of problems such 
as leading to the movement and deformation of surface, destroying the buildings and 
other facilities on the surface, and bringing about the collapse and damage of land. 
The paper aims to build the 3D stratigraphic model and the visualization algorithm 
model which take into consideration the relevant geological mining conditions such as 
overburden strata structure and mining methods, and explore the approaches of 
combination of the 3D geological modeling and the subsidence prediction theory 
according to the 3D stratigraphic modeling and the visualization technology. So it 
provides analysis technology for the subtle study of movement and deformation of 
surface.Although many scholars in geography, mapping, compute science and other 
areas carried out a lot of studies on the theory and method of 3D GMS and made a lot 
of creative achievements,such as Simon W. Houlding [1],Dennis J. Burford [2], Cyril 
Galera [3],Hengxing Lan [4],Alex Smirnoff [5],Andrew Crooks [6],and so on. but this 
work is still in the theoretical research stage as a whole. So far, a whole 3D GMS 
hasn't been developed in the world. It makes the value of 3D original data in mining 
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geology, petroleum geology, meteorology, ocean and many other fields not used fully 
and restricts severely the effective expression and visualization process of 3D space 
information. In addition, there are similar problems in the mining subsidence field. 
Therefore, it is very necessary to further study on the subject that GMS and the 3D 
visualization technology are used in mining subsidence prediction. 

2   Mining Subsidence Prediction Model 

The Random Medium Theory is brought in mining subsidence calculation by Polish 
scholar Lee’s Wanny in the 1950s, and then developed into Probability Integral 
Method by Chinese academician Baochen Liu, Guohua Liao and so on, and be widely 
used in China’s coal mining subsidence prediction area. This method takes the 
moving process of rock strata and surface caused by mining as a random process, and 
takes the rock strata as the particle body of random medium, the probability 
distribution model of the upper particle body movement caused by the particle body 
in the bottom fell out . 

In Fig.1, shows prediction model of the arbitrary point’s movement and 
deformation on the surface. The paper will take the model as the foundation to 
establish a 3D stratigraphic model that suitable for mining subsidence prediction. 
Suppose the calculation mining width of the mining alignment as l1, the calculation 
mining width of the mining inclination as l2, the sinking value WA of point A will be 
the maximum subsidence value multiplied by volume that surrounded by the standard 
normal function curved surface of point A and the mining area.  

 

 

Fig. 1. Movement prediction of arbitrary point 

Now take the lower left of the mining area as the coordinate origin, according to 
the sinking prediction formula on the limited mining main profile, the following kinds 
of formula founded: 

(1) Sinking: 

( ) ( ) ( )1 2
max max
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(2) Inclination along the direction φ: 
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, 1
, , cos sin
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(3) Curvature along the direction φ:  
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(4) Horizontal movement along the direction φ: 
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(5) Horizontal deformation along the direction φ: 
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(5)

The above model takes random medium theory as a foundation, and deduced a 
prediction model which takes the standard normal distribution as the sinking 
probability density function. The model calculates easily, and has definite geometrical 
and physical significance of this model’s parameters; also it can do field 
measurement, and establish corresponding engineering calculation model for the 
development of 3D visualization system of mining subsidence prediction. 

3   3D Stratigraphic Model 

3.1   Modeling Process of 3D Stratum  

Currently there are many technical methods for stratigraphic information detection, 
but the most direct and the most widely used method to obtain stratigraphic 
information is drilling method. According to the arrangement position of rock strata 
demarcation point in stratum borehole data, can determine the sequence of the 
stratum. And can treat the Multi-DEM by litho logy in cross-classification processing, 
thus can form 3D stratigraphic framework, which divided by elements of litho logy in 
3D space. Also can introduce special body object (such as TEN objects and so on) to 
rich stratum content, last form complete meaning of 3D stratigraphic model. 

The 3D stratigraphic model based on Multi-DEM is according to drill hole 
sampling points of subsidence prediction area, and establish DEM of the stratum 
boundary surface or the boundary surface of ore body and surrounding rock strata’s 
from the earth’s surface to underground in proper order, then form 3D stratigraphic 
model after separately suturing the DEM that adjacent and belong to the same stratum 
or ore body. In order to modeling, according to the stratum sequence, number the 
stratum that revealed by drill hole information within the research area, and the top 
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layer is rock strata І, the following is rock strata ІІ, rock strata ІІІ…, the modeling 
process is as follows:  

(1) Borehole data pretreatment. Select some points in the research area to carry 
drilling sampling, due to the stratum existing wedge out phenomenon, so the rock 
strata’s number in drill hole sampling is very different. As shown in Fig.2, according 
to the standard rock strata sequence, for the missing rock strata in some drill holes, we 
insert virtual layers which thickness is 0 in the drill hole, and after the pre-treatment 
making every drill hole have the same rock strata sequence and the same number of 
layers. 

 

 

Fig. 2. Diagram of borehole data pre-processing 

(2) Insert virtual drill hole in the four angular points of drill hole bounding box in 
the research area. Drill hole is mainly distributed inside in the research area, if the 
stratum modeling is carried by the original drill hole, will obtain an irregular 3D 
digital stratum, and this will be inconvenient to the following study of the stratum, 
therefore it needs outward expansion to form the bounding box. For this moment, 
need to insert virtual drill hole in the four angular points of the irregular 3D digital 
stratum bounding box.  

(3) Build standard triangulation network of rock strata surface. According to the 
plane coordinate (x, y) of drill hole point for every rock strata surface, use plane 
Delaunay Triangulation Algorithm to build standard triangulation network of every 
rock strata surface, and use different colors or textures to express rock strata surface. 

(4) Generate 3D stratigraphic framework model. Because of every drill hole has the 
same rock strata sequence, so start form the discrete points in the standard triangulation 
network of rock strata surface, and use the 3D constraint tetrahedron algorithm to build 
TEN from top to bottom. So this can establish the whole 3D digital stratum. 

(5) The visualization of TEN. Use different colors or textures to express different 
attribute of rock strata. 

3.2   The Mixed Data Model Based on Multi-DEM and TEN  

The mixed data model based on Multi-DEM and TEN (the following called as DEMs-
TEN model), DEMs consists of some adjacent triangles, so its basic geometrical 
element is triangle. TEN includes basic geometrical elements as follows: vertex, line 
segment (such as tetrahedron edge, triangle edge), triangle, tetrahedron and so on. Use 
object-oriented ideas, and abstract the stratum entity to the following four basic 
elements: vertex, line segment, triangle, tetrahedron and so on. In Fig.3, shows the 
DEMs-TEN model based on UML. 
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Fig. 3. DEMs-TEN hybrid model based on UML 

From the stratum attribute perspective, drill hole is the line object that comprised 
by many line segments; adjacent triangles in the same layer face comprise a stratum 
surface object; under the restriction of the two neighbouring layers’ surface, the 
TEN’s Vexel that connected with each other comprises a whole geological object; the 
node can be used to describe a punctual object, that is the intersection between drill 
hole and rock strata surface; different space objects in certain space range can 
comprise a complex geological object. Fig.3 shows the corresponding relation 
between geometrical element and entity object. 

3.3   Mixed Modeling Process and Related Algorithm of DEMs-TEN 

In section 3.2, abstracted the borehole data to scattered point source information and 
designed the data structure of the scattered point source information, and on the base 
of this, provide reconstruction for the DEM of every stratum surface, then form the 
basic framework of 3D stratum. Using 3D constraint Delaunay TEN to create network 
on the adjacent stratum surface, and to reach the purpose of stitching the adjacent 
stratum surface, and then get the 3D model of the whole stratum. 

Suppose the data set of one stratum surface’s scattered points is S1={Vi︱Vi∈R3, 
i=1,2,3,…}, its adjacent stratum surface’s scattered points data set is S2={Vj︱Vj∈R3, 
j=1,2,3,…}. Carry Delaunay triangulations on S1 to form a triangle set, and use adjlink 
pointer P to indicate the triangle set, and use the algorithm provided in literature[7,8] 
to achieve the Delaunay triangulation. 

The following, will use recursion partition method to generate TEN of constraint 
surface. In order to describe conveniently, the paper designs data fields dissection 
algorithm Partition_Subdivision() and tetrahedral set generation algorithms Create 
TEN(). The algorithms are as follows: 

Algorithm 1: TEN generation algorithms of constraint stratum surface Partition_ 
Subdivision. 

Algorithm ideas: Make use of the splitting plane Ω which perpendicular to X axis 
to divide the given data fields space into two approximately equal half-space Φ1 and 
Φ2, and divide the stratum surface triangle set P into three parts: the triangle adjlink 



 Mining Subsidence Prediction Based on 3D Stratigraphic Model and Visualization 211 

Px which intersect Ω, the triangle adjlink Pl which in the left of Ω, the triangle adjlink 
Pr which in the right of Ω; for the triangle in the Px ,can call the tetrahedral set 
constructed function CreateTEN() separately in half-space; if Pl and Pr is not null, 
recursive call Partition_ Subdivision() separately in the two half-space Φ1 and Φ2. 
The algorithm steps are as follows: 

STEP 1: set the triangle storage adjlink pointer Px,Pl,Pr null; 
STEP 2: use plane Ω to divide the point set into three point sets, separately is: S2-

0∈Ω, S2-1∈Φ1, S2-2∈Φ2; 
STEP 3: make the initial boundary triangles and the generated triangles in the 

process of new tetrahedron generation according to the different position that intersect 
Ω, in the left of Ω, in the right of Ω, and make P divide into three triangle adjlink sets, 
and separately assign to Px, Pl, Pr; 

STEP 4: call the tetrahedral set constructed function CreateTEN () for every 
triangle t in Px; add the other triangles except the triangle t of new generated 
tetrahedron to Px, and update the value of the splitting planeΩ; 

STEP 5: if Pl is not null, then recursive call the Partition _ Subdivision(Φ1,Pl); 
STEP 6: if Pr is not null, then recursive call the Partition _ Subdivision(Φ2,Pr); 
Algorithm 2: the generation algorithms of tetrahedral set CreateTEN () 
In order to describe conveniently, appoint the data structure that the algorithm 

referred to as follows: 

(1) the three vertexes’ index VertexID of triangle that comprised TEN have counter 
clockwise arrangement; 

(2) the four vertexes ABCP of TEN are arranged as follows: △ABC is one of 
TEN’s faces, the △ABC has the counter clockwise arrangement from vertex P, P is 
the vertex that the thumb pointed according to the right hand rule, then called P  
is over the face where the △ABC is, or, called P is under the face where the △ABC is, 
shown in Fig.4. 

 

 

Fig. 4. Tetrahedron schematic diagram 

Supposing P(x, y, z) is a spatial arbitrary point, given the space coordinate of  
△ABC are respectively: A(x1, y1, z1), B(x2, y2, z2), C(x3, y3, z3), the space position 
relationship of point P and △ABC is obtained by the formula (6) below: 

1zyx

1zyx

1zyx

1zyx

V

333

222

111=
 

(6)



212 R. Jia, Y. Peng, and H. Sun 

(1) If V = 0, said P (x, y, z) is included in the face where the △ABC is. 
(2) If V = 0, said P (x, y, z) is above the face where the △ABC is. 
(3) If V = 0, said P (x, y, z) is below the plane where the △ABC is. 

In order to construct a Delaunay tetrahedron on the basis of the given △ABC, and the 
Delaunay tetrahedron has on overlap or cross with the current tetrahedral set and 
constraint surface triangle, the essence is to seek another vertex suited to △ABC. If 
written T (△ABC, P) for the generated Delaunay tetrahedron, the vertex P should 
meet the following conditions: 

(1) P is above the face of the △ABC; 
(2) The generated T(△ABC,P) is Delaunay tetrahedron, that is the external ball of 

T(△ABC,P) does not contain any other vertex; the algorithm to judge whether the 
other vertex V in the external ball of T(△ABC,P) can refer to literature[9]. 

(3) While generating T(△ABC,P), recording the other vertex(set O point) which in 
the same external spherical with this tetrahedron, record it in the linked list 
Vertex_link, after T(△ABC,P) successfully built, continue to look for the appropriate 
points in linked list Vertex_link for the new triangle to generate Delaunay tetrahedron, 
the generation process shown in Fig.5.  

 

Fig. 5. New TEN generation process 

4   Sample Analysis 

Based on the ideas, 3D Subsidence is developed which is used to predict mining 
subsidence and visualization. In order to analyze and validate the 3D Subsidence 
system, the following method will be used to calculate mining Subsidence. That is: 
using the current probability integral method and 3D Subsidence to calculate the 
mining subsidence respectively, then compare with the measured sinking value. A 
coal mine 3252 surface observation station is located up of the coal mine 3252 
working face, the geologic structure of this place is complicated, the coal bed is mono 
clinal structure, the mean obliquity of the coal rake is 24 degrees, the coal bed is 
sandy shale and grey-white medium-grained sandstone, and the hardness is from 6 to 
7.5 degrees, overlying rock strata is fine sandstone 11.8m, medium-grained sandstone 
5m, sandstone 9.4m, sandy shale 27.2m, alluvium 15-20m; The parameter of the 3252 
earth's surface observation station is in table 1, 3D Subsidence system  also uses the 
predicted parameter values in table 1. 
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Table 1. Parameter table of probability integration method 

parameter value unit 
Mining coal rake mean obliquity α 24 (0) 
Mining effects spread degree θ 70 (0) 
Mining depth of the working face uphill H1 103 (m) 
Mining depth of  the working face downhill H2 42 (m) 
Level projection length of the working face l 230 (m) 
Level projection length of tilt direction of the working face L 123 (m) 
Shifting distance of the inflexion besides open-off cut S1 -3.4 (m) 
Shifting distance of inflexion besides stopping mining line S2 1.9 (m) 
… … … 

 
Establish a rectangular coordinate system to take coordinate transformation for the 

point that has not compute. Take the crossover point O′ of left border and lower 
boundary of working face level projection as base point, x′-axis and y′-axis are 
parallel to uphill downhill of the coal rake. The coordinate of arbitrary point A(x′,y′) 
can be obtained from the rectangular coordinate computing, the coordinate of the 
points that have not computed that need in the earth surface moving should be A(x,y) 
after inflexion translation, then : 
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Fig. 6. Establishment and transformation of coordinate system 

Compare the earth surface sinking value computed by probability integral and 3D 
Subsidence system with measured value obtained by observation station, and the 
comparison condition shows in Fig.7. WC-measured observed value; WJ- the sinking 
value computed by probability integral; WM- the sinking value computed by the 
system. 
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Fig. 7. Results comparison chart 

It can be seen from Fig.7 that the prediction of the system owns more degree of 
accuracy and is more close to measured value. Because it considered the coal rake and 
overburden structure, what could be better to choose expected parameters, and it 
considered the distribution form of the coal rake in the 3D stratigraphic modeling, and 
fitting better with measured value. 

The screen shot of the 3252 working face subsidence stratum modeling and 3D 
visualization simulation results by 3D Subsidence system is shown in Fig.8, (a),(c) are 
3D stratum effect drawing in different viewing angle,(b),(d) are the 3D stratum effect 
drawing with remote sensing corresponding (a),(c). 

 
(a)                                    (b) 

 
(c)                                   (d) 

Fig. 8. Three-dimensional visualization of mining subsidence effect picture 

5   Conclusions 

(1) It takes 3D stratum model and mining subsidence prediction model together for 
the first time, then technical staff can obtain the mining subsidence prediction model 
that meet the actual engineering directly from 3D stratum modeling, and improve  
the accuracy of mining subsidence prediction by the reasonable expected parameter 
that chosen from the interactive modeling process. (2) We make a classification, 
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summarize, accumulation to the 3D geology phenomena by the object-oriented 
method, put forward Multi-DEMs and mixed tetrahedron grid 3D stratum model, the 
model uses multi-DEMs to structure the stratum's surface and layer geology surfaces, 
and uses TEN to structure inter layer geologic mass with the accurate express of face 
object. (3) It carry out the mining subsidence prediction 3D visualization system 3D 
Subsidence. The system supports to the true 3D display of mining subsidence, 
meanwhile, it integrates 2D and 3D information together, further enriched and 
developed the methods and means of mining subsidence field. 
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Abstract. Free surface flows represent a special case in the fluids simulation 
application. A highly effective method of modeling and rendering based on 
Lattice Boltzmann Model (LBM) to simulate the fluid with free surface is 
presented. Firstly, the LBM model with adaptive coarsening grids for free 
surface flows is adopted to model the fluid volume. And then a new method 
combined with the Marching Cubes and free surface algorithm is proposed to 
extract the fluid surface. Adaptive surface tension combining wave particles 
equation is used to show the details of fluid surface. After that, an external stack 
mechanism of moving obstacles is used to realize interacting calculation of 
fluid with environment. Finally, the hardware accelerating technology is 
successfully adopted to achieve realistic rendering of complex fluid scenes with 
different free surface, including flush flood, droplet, etc. 

Keywords: Lattice Boltzmann Method; Fluid rendering; Free surface; Details. 

1   Introduction 

Recently physically based fluid simulation is a difficult research topic in computer 
graphics, which brings about many important applications in special effects, animation 
and games, virtual reality, etc. Free surface fluids represent a special case separated by 
gas and liquid, such as water droplet, flush flood, debris flow, etc. Such fluids with free 
surface are more difficult to simulate than these single flows with full space for their 
much more surface details and physical mechanism. 

The Navier-Stokes (NS) equations have traditionally been used in fluid simulations. 
Instead of directly computing solutions for the discretized Navier-Stokes equations, the 
LBM method is a form of cellular automaton. It relaxes the incompressible criterion and 
thus does not require an additional step with an iterative method such as a multi-grid 
solver [1]. However, recent physically based fluid simulation works mostly focus on 
these fluids with small size and area. These can not show enough details of fluid 
surface, especially for these complex fluid interactions. Here, the key point is how to 
balance the contravention between more calculation amount and higher request of 
rendering quality. Although the GPU programming technology has been used for 
acceleration, it is not capable enough to render the complex free surface flows in 
interactive rates. 
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This paper focuses on real-time rendering of complex free surface flows. We not 
only want to model the fluid extraction of free surface flows and their interactions, but 
also strive to show more details of flow surface.  

The remainder of this paper is organized as follows: Section 2 briefly summarizes 
the work related to ours. Section 3 describes our free surface fluid based on Lattice 
Boltzmann with multi-scale grids, while Section 4 presents the extracting of fluid 
surface with details. Section 5 discusses the interaction between fluid and the 
environment. We present some results illustrating the use of our technique in Section 
6, and conclude in Section 7. 

2   Related Work 

There are many research works in finding solutions to classical Navier-Stokes 
equations. However, considering that N-S equation is based on the hypothesis that the 
subject is of continuum and discrete solver and free surface fluid simulation are rather 
unsalable. In 1988, the first paper of lattice Boltzmann theory [2] discretizes the 
physical space into a lattice and the particles movement is measured using real 
number. In 2002, Wei et al [3] introduced lattice Boltzmann model into fluid 
simulation, including fire flame, and the smoke and gas in the air [4]. Further, it is 
used to simulate jellyfish in water [5], melting phenomena, heat mirage [6], and large-
scale water surface [7]. Adopting LBM method, a solver can easily handle complex 
fluid boundaries and the obstacles [8], and LBM can also be used to simulate 
multiphase flow [9]. Considering the parallel characteristics of LBM method, GPU 
and cluster technologies can be used for the acceleration of the fluid simulation [10]. 
Conversional LBM model is based on regular cubic lattices while non-Cartesian 
lattices were also used for a better sampling [11] [12].  However, the above methods 
of LBM mostly simulate the space filled with fluid, and there are few performances 
for fluid with the gas-liquid separation features. 

For the free surface fluid simulation, Tubbs [13] proposed shallow water equation, 
stacking up multiple 2D grids to get the final height of grid. In 2009, Liu et al [14] 
achieved shallow water equations on multiple grids. Irving et al. [15] also presented 
two and three dimensional coupling techniques to simulate large bodies of water. 

The surface extraction of fluid is the key to the simulation of these free surface 
fluids. Enright et al. [16] further proposed Particle Level Set method to add more 
details for the free surface of water. Thurey et al. [17] used LBM free surface 
combined with level set method to calculate the curved water surface and simulate the 
thin body of water. Thurey et al. [18] further used the controlling particles to control 
the animation of water while preserving local details. In addition, SPH method based 
on particle systems and Lagrange method became popular recently [19] [20], which is 
easy to achieve with good performance of the details, while it is difficult to construct 
the surface and select smoothing kernel function. 

Recently, the detail of fluid is heeded when simulating fluid. Yuksel et al. [21] 
introduced the concept of wave particles to track wave motion, which can simulate 
the fluid surface waves and their interactions with floating objects. Thurey et al. [22] 
efficiently simulated complex phenomena such as crown splash through triangle 
meshes based multi-scale surface tension. Brochu et al. [23] introduced an Eulerian 
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liquid simulation framework based on the Voronoi diagram, which accurately 
captured the geometry and topology of the liquid surface. Zhu et al. [24] presented a 
new method to create and preserve the turbulent details in SPH fluid. However, it is 
still a challenging task to simulate different free surface fluids with more realistic 
surface details and high rendering speed at the same time. 

3   Fluid Modeling on LBM with Multi-scale Grid 

3.1   Free Surface Fluid on LBM Lattice 

The main idea of LBM method is using simple rules of measuring micro particles 
movement to reflect macro fluid changes. The Bhatnagar-Gross-Krook (BGK) model 
with single-relaxation can be expressed: 
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Where ( , )eq
qif ρ u  is particle velocity and equilibrium distribution function, τ  is 

relaxation time. In each discrete spatial grid points, density ρ  and speed u  can be 

expressed by a distribution function of a number of micro particles as follows: 
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This distribution function if  accounts for the number of particles along the 

direction, each discrete particle has b directions of movement, just as shown in Fig 
1.a. According to the conservation of energy, different initial conditions and boundary 
conditions of the recursive evolution for the distribution function can be derived. 

    
a)                              b) 

Fig. 1. a) A D3Q19 LBM Model lattice, b) Free surface grid tag (where G, F, I represent the 
grid full of gas, liquid-filled, and grid interface) 

For free surface fluid, as the space discretized into grids, there exist fluid region and 
non-fluid region. Corresponding to the LBM model grid, it is divided into the gas and 
fluid grid, while the interspace of these two types of grids contains both liquid and gas. 
This intermediate grid state is the critical part in tracking fluid movement and we called 
it the grid interface. As is shown in Fig 1.b, G, F, I represent three types of grids, 
respectively. These states of the grid will be changed along with the fluid movement. 
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3.2   Grids Transfer and Updating 

The movement of the fluid can be achieved by calculating the difference of the mass 
at each grid. Changes of the mass can be directly obtained by accumulating the 
inpouring distribution function from the adjacent lattice. Mass exchanged between 
liquid lattice and other lattice can be expressed as: 

                         
( ( , ) ( , ))

( , ) ( ( , ) ( , ))
2

i
i i i i

x e t x t
m x t t f x e t f x t

ε ε+ +
Δ +Δ = + −                      (3) 

Where ( , )i if x e t+  is the fluid mass entering into grid from direction i  in the current 

time, ( , )if x t is the fluid mass leaving grid on this direction, ε  is the volume fraction 

( mε ρ= , ρ  is density of the fluid lattice). During the process of changing, we must 

ensure that the total mass is unchanged. 
After the mass of all grids are updated, we need to update the lattice type if an 

interface grid is full or empty and thus it will be seen as liquid-filled or gas grid at 
next time step. The grid is full when the ε exceeds or equals to one, and empty when 
mass downs to zero. When the interface becomes full or empty during updating, the 
change of quality must be assigned to the adjacent grids. 

If the mass of an empty interface grid becomes negative, it should be made up to 
zero by obtaining the mass of surrounding interface grids. While excessive mass of a 
full interface grid should be distributed to the surrounding interface grids. 

3.3   Multi-scale Grids Construction 

The local grids refinement scheme is firstly described in [25]. Adaptive coarsening 
algorithm locating fine grids at the area close to interface [26] can perform 
transferring between fine cells and coarse ones more accurately. However, when 
extracting the free surface, mass exchanging should be applied on the interface cells 
and those surrounding ones (shown in Fig 2.b). Since some interface cells are far 
away from viewer position with less visible details. So we develop the multi-scale 
grid algorithm only according to viewport information (Fig 2.c). That is to say, fine 
grids are near view point, and coarse girds are far away. 

 
                 a)                                     b)                                         c)                                  d) 

Fig. 2. Adaptive grids. a) Uniform grid. b) Fine grids surround interface cells as [26] described. 
c) Our adaptive coarsen algorithm, fine grid is the focus area that may be near the view point. 
d) It shows the marks of different grids. 

To ensure the velocity and density consistency and continuity in different grids, the 
non-equilibrium parts of the distribution functions have to be rescaled. The stream, 
collision and cell updating on the fine grids performs twice as the coarse ones does 
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once every step. The rescaling of distribution functions performed directly on 
overlapped different grids. When a neighbor cell of fine grid is absent due to that it is 
next to coarse grid, a fine grid (the neighbor) should be made up by spatial 
interpolating distribution functions of coarse grid.  

Here, the external forces, such as the drop gravity, can change the velocity for 

uniform grids like: *u u G= + τ
GG G

, where u
G

 is the former velocity, and *u  is the 

amended velocity, τ  is relaxation time, and G
G

 is the gravity. However, for multi-
scale grids, the affection is different for different positions, just as:  

                                 *
f f f fu u x G= + τ Δ

GG G
, *

c c c cu u x G= + τ Δ
GG G

                                 (4) 

Where fu
G
、 cu

G
、 fτ 、 cτ 、 fxΔ 、 cxΔ  is velocity, relaxation time and grid 

internal, respectively. Subscript f means fine grids, and c  for coarse grids. 

4   Detail-Preserving Fluid Surface Extracting 

4.1   Extracting Fluid Surface 

The surface can be extracted by the Marching Cubes (MC) algorithm. However, the 
grid resolution of LBM is low, the rendered isosurfaces become angular due to too 
few MC voxels. Here we enrich the MC voxels near surface to show more details 
around fluid surface without increasing the number of girds. 

We enrich one voxel into eight by adding point O, and calculate the volume 
fraction of it based on bilinear interpolation, and then perform the Marching Cubes 
method. Left of Fig.3 shows a possible ambiguity before enriching, where the 
isosurface may be different from two triangles (red triangles or green triangles) by the 
8 original vertexes. However, after enriching, these vertexes will be compared among 
smaller rectangles, which make the isosurface become finer, just as shown in Fig 3. 

 

Fig. 3. Adaptive enriched voxels based on MC method 

To get a continual surface between fine and coarse grids, the fluid volume fraction 
is interpolated at the boundary between coarse and fine grids to produce transitive 
grids. Then the MC algorithm can be applied on the interpolated and original volume 
fraction. 

4.2   Detail-Preserving Based on Surface Tension 

Detail-preserving is always necessary when the water interacts with environment, 
such as the splashing of droplets. Here, we address it with self-adaptive surface 
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tension. In the LBM free surface model, when dealing the stream step between an “G” 
lattice and an “I” lattice, the formula is: 

                                     (0) (0)( , ) ( ( , ) ( , )) ( , )i ii i
f x t t f u f u f x tρ ρ σ+Δ = + ⋅ −� �
G G G G

                              (5) 

Where σ  is influenced by the curvature of the surface. It is 1.0, when the surface 
tension is neglected. And 1σ δκ= + , where δ  is the coefficient of surface tension, 
and κ is the mean curvature. 

However, the number of surface mesh of vertexes is inconstant, which makes it 
hard to trace, and it is not fit for our lattice model. Here, we use the following method 
combining height map on LBM grids and oscillation equation to get more details. 

Firstly, we establish a new height map on the surface. Just as shown in the box in 
Fig 4, mark the height of each vertex in initial surface F as ( , )FH tx  by the positions 

and the volume fractions of the “I” lattices, and get new height map ( , )SH tx  with the 

same dimension as ( , )FH tx  by smoothing with mean filter. Subtract the values of these 

two height maps and we can get  

                                            ( , ) ( , ) ( , )F SH t H t H tΔ = −x x x .                                           (6) 

According to the moving rules for these small wave particles, we have the solution 
of the oscillation equation:  

                                   0( , ) ( , ) cos( ( , ) ( , )) / 2h t H t t t tω ϕ= Δ +x x x x                          (7) 

where, 0ϕ  in each vertex is set the same value, and ω  is controlled by using the 

curvature and the horizontal velocity there. Thus we can get:  

                                    * ( , ) ( , ) / 2 ( , )H t H t h x tΔ = Δ +x x                                            (8) 

Finally, add 
*HΔ  with SH  and generate ultimate surface height, which is: 

                                    * *( , ) ( , )+ ( , )F SH t H t H t= Δx x x                                           (9) 

 

Fig. 4. The calculating process for surface tension with wave equation, top left is original gird F 
and S after smoothing. Bottom right is the oscillation equation according to grid, the bottom left 
one is ultimately generated grid. 

5   Interaction of Fluid with Environment 

Free surface flows often interact with the environments, such as the ripple, rain on the 
shallow water, dropped stone, ship on the river and so on. The interaction between 
fluid and environment must be considered when rendering free surface scenes. The 
interaction can be performed by marking these obstacles on lattices model. 
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Fig. 5. Simulation of fluid surface detail. (left is the original smooth surface, and right shows 
more details as irregular waves by our method). 

   

Fig. 6. A single drop falls into a pool of fluid 

   

Fig. 7. A boat sails above a lake surface 

   

Fig. 8. A stream of fluid fills up a Z-shaped domain 

We need to mark the lattice of moving obstacles first. In general, the obstacles are 
surrounded by closed polygons, and the shape is never changed. Here, we introduced 
a new “MS” lattice for the fixed obstacle. When the simulation starts, the “MS” 
lattices are updated according to the geometric position of the moving obstacle. Then 
the corresponding sample points are taken, and the lattices contain these sample 
points can be marked as “MS”. 
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When the stream step is taken between an “F” or ”I” lattice and an “MS” lattice, 
the bounce-back of density distribution function should be influenced by the velocity 
of the moving obstacle. For example, when the velocity of obstacle is pointing at the 
“F” or ”I” lattice, the density distribution going back ( , )if x t t ′+ Δ  should be larger 

than the original ( , )if x t� , so that the lattice can gain a velocity, which is closed to that 

of the moving obstacle by change the density distribution.  
When updating the “MS” lattices, an “F” or ”I” lattice is changed into an “MS” 

lattice, the mass just disappears; new mass appears as the density distributions 
become larger in the situation referred above. To ensure mass conservation, we need a 
process to remedy it. Before that we can make a judge whether there is a fluid lattice 
next to it, if there is, then make it an “I” lattice with suitable mass to ensure the 
conservation. 

6   Implementation and Results 

Using the principles above, we further calculate the evolution of free surface fluid and 
draw it using graphic hardware. GLSL shading language is used here to complete 
hardware calculation acceleration. The information of grids including distribute 
function, density, velocity, volume of fraction and grid type are dynamically updated 
by several fragment shaders and the water appearance shown by ray-casting 
algorithm. 

Static obstacles in the scene intersect with the grids, and we mark intersection part 
as the solid part, which does not participate in the fluid evolution. While dynamic 
objects can interact with the water as section 5 described. To get a denser grid of 
water surface, the method described in 3.3 is used to generate the optimized grid.  

Finally, with the Intel (R) Pentium (R) CPU 3.40GHz, memory 3GB, graphics card 
NVIDIA GeForce GTX 260 in the PC platform, we use OpenGL2.0 program produce 
the fluid rendering. 

Fig 5 is our simulation results with more detail of surface. Fig 6 is a single drop 
falling into a pool of fluid and some drops feedback upwards. These splashes are 
realistic with grids of 80*80*80 and about 20 fps. Fig 7 is a boat sailing above a lake 
surface, the grids is 200*50*200, and our rendering speed achieves 0.8 fps. Fig 8 
shows a stream of fluid fills up a Z-shaped domain, with grids of 100*100*100. From 
these results, we can see that our method is effective. 

Table 1 lists the comparison of rendering capability for these models with different 
resolution and different shapes to render free surface scenes. Note every 2 row show 
the performance of different implement with an equal size of simulation field. Table 2 
is the comparison among our method and the newly two fluids rendering methods. 
The grids remain 128*128*128. Bao et al. [9] described a method to simulate multi-
phase fluid, but not consider the accelerate efficiency. Yan et al. [20] used SPH 
method to simulate fluids, but the processing of adjacent particles affects its rendering 
efficiency. Our method is based on LBM model and considers the surface detail, the 
local parallel arithmetic and data structures can be performed to achieve higher 
rendering efficiency. 
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Table 1. The comparison of capability of different LBM model for free surface rending 

Model Type Grids Size CPU/GPU Render Speed 
D2Q9 Model 129*129 CPU 59  fps 
D2Q9 Model 33*65 coarse grid +65*129 fine grid CPU 39  fps 
D3Q19 Model 66*66*66 CPU 6   fps 
D3Q19 Model 33*33*33 coarse +33*33*33 fine grid CPU 20  fps 
D3Q19 Model 64*64*64 CPU 6.3  fps 
D3Q19 Model 64*64*64 GPU 20  fps 

Table 2. The comparison of capabilities between other methods and our method 

Method Model Parallel Average speed 
Bao2010[9] Volume fraction medium - 
Yan2009[20] SPH low 5fps 
Our method LBM high 15fps 

7   Conclusion and Future Works 

A new effective method based on LBM to simulate the fluid with free surface is 
presented here. The detail of fluid surface and rendering efficiency are both fully 
considered. Multi-resolution grids and adaptive enriched voxels algorithms are use to 
accelerate the modeling of free surface flow. Moving obstacle processing and detail-
preserving based on surface tension are adopted to show more surface details and 
interaction between fluid and environment. Finally, we implement the real-time 
realistic rendering of large-scale fluid scenes with different free surface, including 
flush flood, droplet, etc. 

Future works include: model fluid based on asymmetric adaptive lattice to achieve 
higher rendering performance, simulate more complex fluid with different Reynolds 
number and complex boundaries, and render the light effects among fluid for large-
scale fluids scenes. 
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Abstract. This paper proposes a new method of semi-supervised human action 
recognition. In our approach, the motion energy image(MEI) and motion 
history image(MHI) are firstly used as the feature representation of the human 
action. Then, the constrained semi-supervised kmeans clustering algorithm is 
utilized to predict the class label of unlabeled training example. Meanwhile the 
average motion energy and history images are calculated as the recognition 
model for each category action. The category of the observed action is 
determined according to the correlation coefficients between its feature images 
and the pre-established average templates. The experiments on Weizmann 
dataset demonstrate that our method is effective and the average recognition 
accuracy can reach above 90% even when only using very small number of 
labeled action sequences.  

Keywords: human action recognition; semi-supervised learning; kmeans 
clustering. 

1   Introduction 

Recognition of human actions from video streams has many applications in visual 
surveillance, entertainment, user interfaces, sports and video annotation domains. As 
a challenging issue, in recently, there has been considerable work on this topic [1-3]. 
In [4], Yamato proposed a human action recognition method based on Hidden 
Markov Model (HMM). In his work, the human images are divided into equal meshes 
and the number of pixels in each mesh is used as the feature vector for action 
recognition. Though, HMM is appropriate for human action modeling, it needs a lot 
of training samples and the self-adaptive determination of its structure and parameters 
are still very difficult. In [5], Bobick and Davis put forward a human action 
recognition algorithm with two temporal templates, named motion energy 
image(MEI) and motion history image(MHI). Similar to ref. [5], Wang gave an action 
recognition algorithm with average motion energy and mean motion shape templates 
in [6]. In [7], Weinlan presented an action recognition approach using exemplar-based 
embedding. In this method, the motion sequences are represented with respect to a set 
of discriminative static key-pose exemplars and without modeling any temporal 
ordering. Though the effectiveness of these methods had been verified through many 
different experiments, they all need a lot of labeled examples to learn the recognition 
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model. As we know, manually labeling much amount of human action sequences will 
be a time and labor consuming work. Moreover, the category of the action will 
change commonly with the variation of application environment and user 
requirements. So, the algorithms, which can achieve accurate classification with only 
a few labeled samples, are more favorable in practice. Since semi-supervised learning 
can combine the labeled and unlabeled data during in training to improve 
performance greatly. In this paper, we investigate the problems of semi-supervised 
learning application in human action recognition based on ref [5]. 

The rest of this paper is organized as follows. The details about the proposed 
method, such as human action representation based on motion energy image and 
motion history image, similarity measure between actions, unlabeled examples’ 
category prediction based on constrained semi-supervised kmeans clustering and 
nearest neighbor based classification, is presented in section 2. In section 3, we 
evaluate our approach with well known Weizmann dataset before concluding in 
section 4. 

2   Human Action Recognition Based on Semi-supervised Kmeans 
Clustering 

The process flow of semi-supervised human action recognition method is shown in 
Fig.1. Its main steps include feature extraction, unlabeled data category prediction 
based on constrained semi-supervised kmeans clustering and action classification 
using nearest neighbor method. 

 

Fig. 1. Processing flow of action recognition based on semi-supervised kmean clustering 

2.1   Human Action Representation 

Many different methods have been proposed to represent human actions. These 
methods mainly can be classified into two categories: model-based and appearance-
based. The appearance-based methods represent human action through lower level 
image features (such as silhouette, color) and motion information (such as speed, 
optical flow and trajectory). In model analysis, model parameters are obtained from the 
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image sequences through reconstruction. Though the model-based representation can 
provide much more useful information, the reconstruction procedure is neither robust 
nor reliable for real images since there may be too many noisy in these images. So, 
appearance-based features are commonly used in action recognition since they can be 
easily and robustly extracted from video.  

Here, we use the motion energy image(MEI) and motion history image(MHI) 
proposed in [5] as the representation of human action. MEI is the accumulation of 
binary image in each frame. Let ( , , )I x y t  be an image sequence and ( , , )D x y t  be 
a binary image sequence indicating regions of motion. The MEI ( , , )E x y tτ  is 
defined as: 

1

0

( , , ) ( , , )
i

E x y t D x y t i
τ

τ

−

=

= −U  (1)

Here, τ  is the action duration time. The MEI of different actions of daria in 
Weizamman dataset [8] is shown in Fig.2 (a).  

The MHI ( , , )H x y tτ is defines as: 

                                        if   ( , , ) 1
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The MHI of different actions of daria in Weizamman dataset is shown in Fig. 2 (b).  

 
(a) MEI 

 
(b) MHI 

Fig. 2. MEI and MHI of daria in Weizmann dataset 

Obviously, MEI shows the region and intensity of the actions in the image plane, 
while MHI reveals their temporal motion variation.  

2.2   Similarity Measure between Human Actions 

To measure the similarity between actions, we use correlation coefficient as follow: 

( , )
x y

Ce x y
x y

⋅=  (3)
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For the actions in Weizmann dataset, the pair wise similarity matrix of MEI and 
MHI is shown in Fig.3. In this figure, the color represents the similarity between 
different actions. And the brighter the color, the more similar between the actions. 
Here, these actions have been reordered according to their categories.  

    
                        (a)MEI                                         (b) MHI 

Fig. 3. Correlation coefficient matrix between actions in Weizmann dataset 

Obviously, our method can well distinguish out the actions since the coefficient 
between actions with same class label is much larger than others and the number of 
squares in the diagram is exactly equal to the number of action categories. Fig. 3 also 
indicates that MHI is more robust than MEI for human action recognition since it 
contains temporal information of actions. 

2.3   Unlabeled Data Category Prediction Based on Constrained Semi-
supervised Kmeans Clustering 

In order to exploit the unlabeled data for action recognition, here the constrained semi-
supervised kmeans clustering algorithm proposed in [9] is applied to predict their 
categories. In this algorithm, the labeled data is used as the seed to initialize the 
kmeans algorithm. And the cluster memberships of labeled data are kept unchanged 
during clustering. The category of unlabeled data is set identical to the labeled data in 
the same cluster.  

The detailed steps of constrained semi-supervised kmeans algorithm are as follows 
[9]: 

Input: Data set 1 2{ , ,..., }nX x x x= , number of clusters K , labeled data set 

1

K

ll
S S

=
=U  

Output: Disjoint K  partitioning 1{ }K
l lX =  of X  such that the kmeans objective 

function is optimized. 
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2.4   Action Recognition Based on Nearest Neighbor  

With the predicted categories of unlabeled training examples, the average MEI and 
MHI for each category action is calculated as follows: 

1
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Here, ( , , )jE x y tτ and ( , , )jH x y tτ are the average MEI and MHI of the jth 

category action respectively. And jX  is the number of actions in training set with 

class label j . 

For the observed action x , MEI and MHI,denoted as xEτ and xHτ , are firstly 

extracted using formula (1) and (2). Then the correlation coefficients to the average 
templates are calculated as follows: 
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The final category of the action x , determined by MEI and MHI, is respectively as 
follows according the nearest neighbor criteria: 

 

* ( ) arg max j
E x

j

h x Ce=  * ( ) arg max j
H x

j

h x Ch=  (8)

3   Experiments and Analysis 

3.1   Dataset 

In order to evaluate the proposed algorithm, we use a publicly available dataset 
Weizmann[8], which is recently widely used in human action recognition algorithm 
evaluation. The dataset includes 10 natural actions: bending (bend), jumping jack 
(jack), jumping forward on two legs (jump), jumping in place on two legs (pjump), 
running (run), galloping-sideways (side), skipping (skip), walking (walk), waving one 
hand (wave1) and waving two hands (wave2), performed by 9 actors. The dataset in 
our experiments contains 10 actions and 93 videos. Among them, the actor named 
lena, has two run, skip and walk action videos. Silhouettes extracted from 
backgrounds and original image sequences are also provided in the dataset. In our 
experiments, all recognition rates were computed with the leave-one out cross 
validation. Details are as follows: 8 out of the 9 actors in the database are used as the 
training samples and the 9th is used for evaluation. This procedure is repeated for all 
9 actors and the rates are averaged. 

3.2   Processing 

We directly use the silhouettes provided in the dataset for subsequent processing. The 
MEI and MHI were firstly calculated for each action, and the parameterτ is set as the 
frame number of the sequence. For each training set, randomly select some actions 
and set their class label as unknown. Then, the constrained semi-supervised kmeans 
algorithm is used to predict the category of unlabeled data. After this procedure, the 
average templates for each action are calculated. Fig. 4 shows the average MEI and 
MHI examples during processing. 

 

 
(a) MEI 

 
(b) MHI 

Fig. 4. Average MEI and MHI of different category actions 
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3.3   Analysis 

The average recognition rates of our method for MEI and MHI are 95.70% and 93.55 
when all the training examples are labeled. In comparison, the recognition rate of 
exemplar-based embedding method reported in [7] is 97.7% for 50 exemplars. The 
work of Ali et al. in [10] used a motion representation based on chaotic invariants and 
reported 92.6%, while Wang and Suter reported recognition rate of 97.78% with an 
approach that uses kernel-PCA for dimensional reduction and factorial conditional 
random fields to model motion dynamics in [11]. Table 1 summarizes action 
classification accuracies using different schemes on Weizmann dataset. So, the 
accuracy of our method is very close to those of state-of-art approaches. Comparing 
to the existed approaches, our method is much easier to be implemented and has less 
parameters to be adjusted.  

Table 1. Action classification using different schemes 

Schemes Accuracy (%) 
Exemplar-based embedding in [7] 97.70 
Chaotic invariants based motion representation in[10]  92.60 
Kernel principal component analysis based feature extraction and 
factorial conditional random field based motion modeling in[11] 

97.78 

Hierarchical model in[12] 72.80 
Space-Time shape models in[13] 97.50 
Boosting EigenActions algorithm in [14] 98.30 
MEI with correlation coefficients in our work 95.70 
MHI with correlation coefficients in our work 93.55 

For each category action, we randomly select some sequence from training set and 
set their class labels as unknown. The average recognition rate vs. percent of labeled 
examples is shown in Fig.5. Here, the recognition rate is the average of 50 
independent experiments. Obviously, the recognition rates rise gradually with the 
increase of percent of labeled examples. This result demonstrates that our approach is 
an effective semi-supervised human action recognition method. Its accuracy can reach 
above 80% even when the number of labeled data is very small (<=10%), and the 
accuracy of our algorithm can reach above 90% when half of the training examples 
are labeled.  

To examine and analyze which action sequences are incorrectly classified, we 
specifically show the confusion matrixes in Fig. 6, where the percent of labeled data 
is 50%. From these two confuse matrixes, we can find the major classification error 
are caused by the three actions of “skip”, “jump” and “run”. This is because these 
three actions have both temporal and spatial similarities. Obviously, the misclassified 
actions, marked with gray in figure, are consistent to their indistinguishability as 
shown in Fig 3. 

From Fig.6, we know the average recognition rate of MEI is slightly larger than 
MHI. This seems be some contradictory to Fig.3. This is because in Weizmann 
dataset, the MHI of  “run” and “skip” are almost identical as shown in Fig.7. This 
can also be easily found through comparing Fig. 6 (a) and Fig. 6 (b). In Fig. 6, the 
average number of correct classified examples of action “skip” is 9.06 by MEI, while 
MHI is only 5.74. 
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Fig. 5. Average recognition rates vs. percent of labeled data 

  
(a) MEI                       (b) MHI 

Fig. 6. Confusion matrix with our method when the labeled training examples percent is 50% 

    

Fig. 7. MEI and MHI of action run and skip 

3.4   Discussion 

The main contribution of this paper is that the proposed method can correct classify 
human actions by only using very small number of labeled actions for training. And 
the feature extraction and action recognition methods are also very simple and have 
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less parameter to be adjusted. However, much work still remains open: 1) although 
the results on Weizmann dataset are encouraging, evaluations on a larger and realistic 
database need to be investigated in order to be more conclusive; 2) the variation of 
camera orientation and zoom must be considered in practice. For Weizmann dataset, 
since the actions are captured from the side of the actors, MEI and MHI are effective 
feature representations for recognition. We think when the camera zooms changes, the 
actions, which can be distinguished by MEI and MHI are still distinguishable. Our 
method may still be effective. However, when the camera orientation changes, the 
actions, which originally can be distinguished by MEI and MHI, may become similar. 
In this condition, we need either choose other feature representations or use more than 
one camera. For example, using two cameras placed such that they have orthogonal 
views of subject. 3) Consideration of action semantics. In our method, we classify the 
human actions only by their visual information, without considering their semantics. 
So, our method may failure for some complex actions, such as grasping motions to 
high, medium and low positions. This action may lead to full MHI and MEI for the 
grasping arm. Hence, any motion of this arm could be viewed as a grasping motion 
even if it is not. For these complex actions recognition, the visual information may be 
inadequate; we also need context and background information for action 
understanding. And the simple pattern recognition may be not fully competent, that 
means we also need use some advanced artificial intelligence methods, such as rule-
base reasoning, to understand such actions.  

4   Conclusion 

In this paper, a human action recognition algorithm based on constrained semi-
superverised kmeans clustering is proposed. Compared to the exist methods, the main 
contribution of our approach is: it can achieve high accuracy recognition under the 
situation that only using very small number of labeled training data examples. 
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Abstract. A novel region growing algorithm is proposed for triangular mesh 
recovery from scattered 3D points. In our method, the new principle is used to 
determine the seed triangle considering both maximum angle and minimum 
length; the open influence region is defined for the active edge under 
processing; positional element is added into the criterion to choose the most 
suitable active point; geometric integrity is maintained by analyzing different 
situations of the selected active point and their corresponding treatments. Our 
approach has been tested with various unorganized point clouds, and the 
experimental results proved its efficiency in both accuracy and speed. 
Compared with the existing similar techniques, our algorithm has the ability to 
recover triangular meshes while preserving better topological coherence with 
the original 3D points. 

Keywords: surface recovery, triangular mesh, region growing, point cloud. 

1   Introduction 

Currently there are three typical approaches for surface reconstruction from scattered 
3D points, and they are sculpting-based approach [1-3], implicit surface approach  
[4-6] and region growing approach [7-12]. The drawbacks of sculpting-based 
approach are its expensive computation and complex extraction. The limitation of 
implicit surface approach is that it only approximates rather than interpolates the 
scattered points, correspondingly it cannot guarantee the obtained surface passing 
through the original sample points. Different from the foregoing two approaches, 
region growing approach starts with a seed unit and then continues until all the points 
have been considered. Comparatively, the efficiency of this approach is very 
computationally high, thus has received more attentions. 

The key technique of region growing approach lies in the selection of a point to 
form the new triangle with an active edge. In BPA algorithm [7], a sphere with user 
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specified radius pivots around an active edge until it contacts another point, and the 
contacted point is chosen to construct the new triangle. Petitjean presented their 
method based on regular interpolation [8], and the different properties are compared 
between the regular and irregular point sets. Huang [9] projected the K nearest points 
of each endpoint of an active edge onto the plane defined by the triangle adjacent to 
the active edge, and then a point is selected among the K points based on the minimal 
length criterion to form a new triangle. From a seed triangle, the algorithm of Lin 
grows a partially recovered triangular mesh by selecting a new point based on the 
intrinsic property of the point cloud, i.e. degree of sampling uniformity [10]. 

However, there are still four problems not well dealt with in region growing 
approach. (1) Determination of the seed triangle: the existing methods use specific 
principles to choose its three points, and a more comprehensive strategy needs to be 
defined to guarantee the quality of seed triangle and avoid possible awful effects on 
the subsequently generated triangles. (2) Determination of the influence region: 
closed region is often used to reduce the computing cost, but may cause poor 
performance on data with sharp and long edges. (3) Determination of the best active 
point: different with the seed triangle, the positional information in influence region 
should be considered in the evaluation criterion to select the most suitable active 
point. (4) Determination of the geometric integrity: geometric integrity has to be 
maintained in construction of new triangle, thus it is very important to analyze 
different situations of the selected active point in details and then treat with them 
respectively. 

To solve the aforementioned problems, a novel region growing algorithm is 
proposed in this paper. Contributions of our method include: (1) points of seed 
triangle are determined with the principle considering both maximum angle and 
minimum length; (2) one open influence region instead of the closed region is defined 
for the active edge; (3) the criterion for active point selection also takes the positional 
element into account; (4) different situations of the active point and their 
corresponding treatments are analyzed in order to maintain the geometric integrity. 
The rest of our paper is organized as follows: related definitions and point cloud pre-
processing are described in Section 2, the proposed new algorithm is presented in 
Section 3, experimental results are illustrated, compared and analyzed in Section 4, 
and then the conclusion is given in Section 5. 

2   Definitions and Data Preprocess 

2.1   Related Definitions 

Following terms are defined for the proposed reconstruction algorithm: 

(1) Active edge: each newly reconstructed edge prior to processing; 
(2) Influence region: the region of searching for a new point to form a new triangle 
with an active edge, which may or may not contain a new point; 
(3) Inner edge: the edge with 2 adjacent faces; 
(4) Fixed point: a point from the point cloud whose incident edges are all inner edges; 
(5) Bounded edge: an edge whose influence region contains only fixed points, i.e. the 
edge has only one face adjacent to it; 
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(6) Fixed edge: the edge whose adjacent triangles have been determined completely, 
thus both inner edge and bounded edge are fixed edges; 
(7) Active point: the point with no edges or an active edge incident to it. 

2.2   Preprocessing of Point Cloud 

In region growing based surface recovery, searching for the best active point is very time 
consuming. For the unorganized n  scattered 3D points, the time complexity of global 

search on the entire point cloud is )( 2nO . The best active point can only lie in the 

neighbor region of the related active edge, i.e. the local regions of its two vertexes. 
Therefore, to avoid the global search, the preprocessing techniques are applied to 
determine the local region of each scattered point, i.e. its K nearest neighbors [13]. Based 
on our experiments, parameter K is assigned with a value which varies from 20 to 50. 

3   Our Algorithm 

3.1   Determination of the Seed Triangle 

For region growing approach, quality of the reconstructed triangular mesh can be 
improved with a better seed triangle, and it is determined in our approach as follows: 

Step 1. Search for the point P  whose z-value is the maximum in the point cloud; 
Step 2. Search for the point Q  that is the nearest to P  and forms a line between 

them; 
Step 3. Search for the third point R ; 

For point ∗R  from K
PN  (K nearest neighbors of P ) or K

QN
 
(K nearest 

neighbors of Q ), its energy value can be evaluated by the following functions: 

s ( ) ( ) ( )L AE R R R∗ ∗ ∗= Ε •Ε  (1)

222)( ∗∗ ++=Ε ∗
QRPRPQL dddR  (2)

QPRctgRA
∗∗ ∠=Ε )(  (3)

where PQd , ∗PR
d  and ∗QR

d  are the lengths of segment PQ , ∗PR  and ∗QR  

respectively, while QPR∗∠  is the angle between ∗PR  and ∗QR . Therefore, 

considering the principle of both “minimum length” [14] and “maximum angle” [15], 
point R  is determined by 

))((min
)(

∗

∪∈∗
= RER s

NNR K
Q

K
P

                          (4) 

Step 4. Take PQRΔ  as the seed triangle. 
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Thereafter, normal vector of the seed triangle is adjusted to be outward as the base 
for the other triangles to be produced. If the inner product of the normal vector of the 
seed triangle and the constant vector (0, 0, 1) is positive, it points outward; otherwise 
the direction of the normal vector is reversed. Once outward normal vector of the seed 
triangle is determined, normal vectors of the subsequently generated triangles can be 
adjusted to be outward in the same way. 

3.2   Influence Region for Active Edge 

To maintain the topological consistency, a suitable active point for the active edge 
should be in front of the existing triangle, i.e. not all the active points satisfy with the 
necessary geometric constraints. As illustrated in Fig. 1, a new defined open influence 
region instead of the usually used close region is determined in our method to help 
filter the active points. 

 

Fig. 1. The open influence region 

The open influence region is determined with three faces, 1F , 2F  and 3F , and 

angle iθ , jθ  are used to control the influence region. Suppose ijN  is the normal 

vector of triangle kji PPPΔ , each face of the region can be represented by one point 

in the face and the normal vector of the face as 

))(,( 11 jiiji PPNnormNPF ×=                       (5) 

2 2 1 i( , (( ( )) )i j i ijF P N norm N tg norm P P Nθ= + • ×                 (6) 

)))(((,( 133 jijijj PPnormtgNNnormNPF •+×= θ                 (7) 

To maintain the geometrical integrity of the reconstructed triangular mesh, the 
intersection between the triangle to be generated and the existing triangles should be 

null or the existing active edges. Thus, among the edges incident to point iP ( jP ), if 

there are some edges lying in the same side of face 2F ( 3F ) with the edge ji PP , face 

2F ( 3F ) should be renewed. As shown in Fig. 1, face 2F  is changed in this case to be 
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))(,( 2
'

2 ijhii NPPnormNPF ×=                        (8) 

3.3   Select the Most Suitable Active Point 

There are some active points in the influence region of the active edge, one of them 
should be selected and used to construct a new triangle with the active edge in each 
step of the region growing method. Often used criteria to select the most suitable 
active point are minimum length or maximum angle. Besides them, the positional 
information is also considered in our algorithm to obtain better triangles. 

Similar with selection of the third vertex of the seed triangle, the best active point 

is selected from K neighbors of two vertexes ( K
Pi

N  and 
K
Pj

N ) of the active edge, and 

the difference is that the candidates are further filtered by the influence region. 

Suppose the set of active points in the influence region of active edge ji PP  is 

)( ji PPInf , the most suitable active point only needs to be chosen from the point set 

of )()( ji
K
P

K
P PPInfNN

ji
∩∪ . 

It is possible to avoid more sharp triangles if the selected active point is not too 
close to any of the three faces of the open influence region, so positional element of 
the candidate point is also taken into account. Suppose O  is the geometric centre of 

)()( ji
K
P

K
P PPInfNN

ji
∩∪ , the active point *g

P  can be evaluated by the following 

functions: 

)()()()( ∗∗∗∗ Ε+Ε•Ε=
gInfgAgLg

PPPPξ                     (9) 

222 ||||||||||||)( ∗∗∗ −+−+−=Ε
gjgijigL PPPPPPP                 (10) 

jgigA PPPctgP ∗∗ ∠=Ε )(                                 (11) 

||||)( OPP
ggInf −=Ε ∗∗ η                               (12) 

where η  is the adjusting parameter. Its value usually varies with different 3D 

scattered point cloud. Thus the best active point gP  is determined by 

))((min
)(I)(

∗

∗ ∩∪∈
=

gPPnfNNP
g PP

ji
K

jP
K
iPg

ξ                    (13) 

3.4   Constraints of Geometric Integrity 

After the best active point is selected, it can be used to construct a new triangle with 
the active edge. However, generation of the new triangle may bring a sequence of 
effects, e.g. producing the other triangles, changing the status of some related edges or 
points. Therefore, this step is very important for the region growing approach. In our 
method, different situations of the active point are considered, and they are divided 
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into ten situations as shown in Fig. 2 ( gP is the selected active point, iP , jP ,
 mP , 

nP , 1mP , 2mP , 3mP , 1nP , 2nP , 3nP  are the points connected to gP ). 

For the above ten situations, the corresponding treatments are different but their 
principle is similar. First, add the newly generated triangles (one, two or three) to the 
list of triangles, label the active edge just processed as fixed edge and then remove it 
from the active edge list. Second, check each newly generated edge: if the edge is 
active, add it into the active edge list and label it as active edge, otherwise label it as 
fixed edge. Third, check the states of the directly connected edges and points; change 
the state label if it has been converted from active to fixed while the edges should be 
removed from the active edge list if their states were converted from active to fixed. 

 

 

 

Fig. 2. Different situations of the active point 

3.5   Description of the Algorithm 

The pseudo-code for our recovery algorithm is described as follows: 
Our recovery algorithm [in-file, out-file] 
Input: in-file is the point cloud file. 
Output: out-file is the triangle list file. 
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(/*APList: Active point list*/) 
(/*AEList: Active edge list*/) 
(/*TList: triangle list*/) 

1. read in the point cloud from in-file and store them in 
APList. 

2. Search K neighbors for each point. 
3. determine the seed triangle, add the triangle in TList and 

add 3 edges in AEList 
4. while (AElist is not empty) do 
5.    determine influence region for one edge from AEList.  
6.    if no active point in the influence region 

 set the edge as boundary edge, update AEList, and then 
return 4. 

7.    end if 
8.    select the best point from active points in the influence 

region considering Eq. 13. add the newly generated 
triangles in TList. 

9.    check and update APlist and AEList according to the 
contrain of geometric integrity. 

10.  end while 
11.  write out TList into out-file. 
12. return. 

4   Experimental Results 

Our algorithm has been tested by experiments on a PC with Intel(R) Core(TM) i3 
CPU, 2.27GHz, 1.92GB RAM. As shown in Fig. 3, seven sets of scanned 3D point 
cloud (1st row) including Bonze, Eight, Fandisk, Hand, Manequin, Rockeram and 
ThreePeaks are used as the experimental data, and the numbers of points in them are 
32570, 776, 11984, 39231, 11703, 10043 and 1907 respectively. The recovered 
triangular meshes of the 7 models (2nd row) show that the proposed algorithm can 
generate surfaces with good quality from scattered 3D points. 

 

 

Fig. 3. Triangular mesh recovery from 7 point clouds 
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To illustrate the performance of our method for more complicated point clouds, 
three data, i.e. Buster with sharp edges, Dino with long tails, Frog with bottom holes 
are tested, as shown in Fig. 4. It can be found that fine details are preserved in the 
recovered surface. 

Ref. [10] is also a region growing based approach for triangular mesh recovery, so 
it is implemented and compared with our algorithm in both speed and accuracy. 
Computational cost of 7 point clouds in Fig. 3 are listed in Table 1, where K is the 
number of nearest neighbors, KNN is the time spent on searching for K neighbors, 
Ref1 and Ref2 are spent time from Ref. [10] for surface recovery without and with 
KNN, Our1 and Our2 are spent time from our algorithm without and with KNN. It 
can be found that our approach has better performance in time complexity. 

 

 

 

Fig. 4. Reconstructed results with enlarged details 

Two sets of 3D scattered point clouds are selected to compare the quality of 
reconstructed surface, as shown in Fig. 5. The original point clouds are presented in the 
first row; the reconstructed surfaces from Ref. [10] are displayed in the second row, 
while the reconstructed triangular meshes from our algorithm are displayed in the third 
row. For point cloud on the left, result from Ref. [10] ignores many details on the 
border, but result from our method recovers the boundary shape much better. For point 
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cloud on the right, result from Ref. [10] can only generate a rough approximation of 
the hole in the 3D point cloud, but result from our method has reconstructed the hole 
with much higher precision. It can be proved that our proposed approach has the ability 
to produce the triangular meshes with good quality from scattered 3D points while 
preserving the topological coherence from the original point cloud. 

Table 1. Comparison of computational expense (Unit: second) 

Name Vertices K KNN Ref1 Our1 Ref2 Our2 
Bonze 32570 25 1.25 2.921 1.468 4.171 2.718 
Eight 776 28 0.093 0.094 0.047 0.187 0.14 
Fandisk 11984 30 0.5 1.297 0.64 1.797 1.14 
Hand 39231 30 1.562 3.703 2.062 5.265 4.624 
Manequin 11703 35 0.578 1.453 0.672 2.031 1.25 
Rockeram 10043 35 0.546 1.203 0.563 1.749 1.109 
ThreePeaks 1907 25 0.125 0.156 0.078 0.281 0.203 

 

Fig. 5. Comparison of surface quality 

5   Conclusion 

A novel region growing based algorithm is presented in this paper for triangular 
surface reconstruction from unorganized 3D points. For the four key problems, i.e. 
determinations of seed triangle, influence region, the best active point, and the 
geometric integrity, related new techniques are proposed to deal with them. 

Our method can recover a triangular mesh from the scattered 3D point cloud with 
good quality. Compared with the existing similar techniques, our algorithm can 
perform better in both accuracy and speed. Currently, the method is tested with more 
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point clouds, and will be compared with the other approaches for triangular mesh 
reconstruction except for the ones of region growing type. 
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Abstract. An efficient method to detect the moving target in traffic video based 
on the dynamic background model is proposed in this paper, after analyzing 
existing methods for target detection. The model of target detection is given 
firstly, then a rough set weighted classification method for video image is 
presented. Based on the video classifications, the background model is 
established on the historical data. The background judgment and moving object 
detection for video are done with this model and then the background model is 
updated with the current video. The experimental results show that this method 
can adapt the diversification of background and has high adaptability and 
precision. The processing speed can meet the requirement of real time 
detection. 

Keywords: image processing;rough set weighted classification;transportation 
monitoring;dynamic background mode. 

1   Introduction 

With the development of modern transportation, the research and application of 
Intelligent Transportation System (ITS) draw more and more attention. How to 
separate the moving object from complex backgrounds is a crucial step. A wrong 
moving object detection will cause transportation monitoring to be invalid. Generally 
Moving target detection methods are classified to being background subtraction, 
adjacent frame difference method, background model and optical flow based method. 
The background subtraction method is the method of detecting the target with the 
difference between the current frame picture and the known background image [1]. 
The adjacent frame difference method is the method of detecting the target with 
differential of the current frame image and the adjacent frame image [2]. For the 
background model method, establish a specific model to simulate background image, 
determine whether object pixel or background pixel by comparing the pixel value of 
current frame image with background model, thus the target is detected [3]. It can be 
regarded as a kind of background subtraction. The optical flow based method is a 
method for detecting moving targets by the change of optical flow fields in image 
sequences [4]. Targets can be detected ideally with all the above theories. However, 
in the practice, the moving target detection becomes complex because of various 
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external conditions. The complexity is shown in the illumination change, the 
interference, block, hole problem, shadow problem, the missing of target and so on.  

Dynamic background model belongs to the background model method. Firstly 
original video images are preprocessed, including image de-noising, image 
enhancement, image restoration and so on and are classified according to rough set 
classification method. Then on the basis of video image preprocessing, deal with 
original video images with machine learning, establishing pixel distribution model of 
each kind of video images. Lastly, after machine learning, deal with real-time video 
images. Thus self-learning function is realized. The process is shown as Fig.1.   

Historical Video 
Data

Preprocessing

Rough Set Image 
Classification

Establish the Historical 
Background Model of this 

Video Point

Video

Preprocessing Image

Rough Set Image 
Classification

Establish the Adaptive 
Background Model of this Video 

Point

Detecting Moving 
Targets

Modify the 
Historical 

Background Model 
Dynamically

 

Fig. 1. Detecting moving targets from traffic video based on the dynamic background model 

In the detection model shown as Fig.1, video images are classified according to 
rough set classification method and dynamic background model is established. These 
are the key of detecting moving objects successfully. The background varies with 
time, if it isn’t classified, when gradual change accumulates to a certain degree, it will 
lead to qualitative change. If there is no obvious discrepancy between day and night, 
but because the illumination is different, day and night should belong to different 
background classifications respectively. Rough set is a good tool for classifying the 
uncertainty. 

2   Video Image Classification Based on Rough Set 

2.1   Probabilistic Rough Set Models 

A knowledge representation system is expressed by a 4-tuple S=<U，A，V，f> [6], 
where U = {x1，x2，…，xn} is a non-empty finite set called the universe; A=C∪D 
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is the union of condition attribute set and decision attribute set; a
a A

V V
∈

= ∪ , aV  is 

the domain of attribute α ; :f U A V× →  is information function, the value of 

every object xi in the designated U, namely , , ( , ) aa A x U f x a V∀ ∈ ∈ ∈ . The 

equivalence relation R formed by attributes or attribute sets partitions the universe 
into equivalence classes. In rough set theory, equivalence class is also called basic 
concept or knowledge granule and is basic cell of knowledge. Let [x]R denote the 
equivalence class of R, containing x. For object subset X⊆U and relation R, if R 
consists of the union of equivalence classes generated by R, X is definable for R, 
otherwise X is not-definable. The not-definable set is also called rough set. In Pawlak 
rough set model, rough set is defined by a pair of accurate sets called the R-lower and 
the R-upper approximation, respectively, and defined as follows: 

R(X) = {Y U/R|Y  X}∈ ⊆∪  

R  (X) = {Y U/R|Y X  }∈ ≠ ∅∪ ∩  
(1) 

The lower approximation is the greatest definable set included in X, and the upper 
approximation is the least definable set containing. 

The above formula is based on completion of available information, ignoring 
incompletion and distortion of available information, so this is powerless in extracting 
rules of the inconsistent decision table. Probabilistic rough set is used to describe 
uncertain information system [7]. The triplet AP＝（U，R， P） is called a 
probabilistic approximation space, where U is the universe, and P（X|Y） denote the 
conditional probability of an object X being in state Y given. Let 0≤β＜α≤1, for any 
X⊆U, the probabilistic lower and upper approximations of X about the probabilistic 
approximation space AP＝（U，R，P）  with parameter α and β are defined 
respectively as follows. 

(X) = {x U|P(X|[x] }Rα α∈ ≥  

(X) = {x U|P(X|[x]> }Rβ β∈  
(2)

If α＝1, β=0, this model is the standard rough set model.  
The difference set of lower and upper approximation sets is defined as the 

boundary of the set X and it can not be exactly described  according to the existing 
knowledge. Rough set theory can quantify these uncertain information. The 
probabilistic rough set allows some equivalence classes to be partitioned into the 
positive region or the negative region when the conditional probability is between 0 
and 1 in standard rough set, so the boundary in probabilistic rough set is less than it in 
standard rough set. It is shown that the application of probabilistic rough set is more 
widespread than it of standard rough set.  

Let F={X1，X2，…，Xn} be a class of U, and the class is independent of knowledge 
R. It maybe the decision given by realm experts. The subset X=(i=1, 2, …, n) is the class  
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of classification F, then the lower approximation and upper approximation of F are 
defined by : 

1 2 nF= { X , X ,  X }R R R R…，  

1 2 nF= { X , X ,  X }R R R R…，  
(3)

where the definitions of R Xi of R Xi are given in the formula (1). The lower and 
upper approximations of the classification in probabilistic rough set can be defined by: 

1 2 nF= { X , X ,  X }R R R Rα α α α…，  

1 2 nF= { X , X ,  X }R R R Rβ β β β…，  
(4)

where the definitions of R
αXi and R βXi are given in the formula (2). 

2.2   Image Classification Based on Probabilistic Rough Set 

In the probabilistic rough set model, the importance of each attribute to the decision 
attribute is described by information entropy and the classified decision information is 
introduced to attribute importance weights. The sample set is partitioned into 
equivalence class of U={X1，X2，……，Xn} according to the class number. R is the 
equivalence relation formed in the light of different features. Based on precision 
rough set model, the lower and upper approximation sets about the parameter α and 
βin probabilistic approximation space AP＝（U, R, P）are defined by: 

1 2 nU= { , X ,  X }R R X R Rα α α α…，  

1 2 nU= { X , X ,  X }R R R Rβ β β β…，  
(5)

iR Xα  and iR Xβ  denote the lower and upper approximation sets of a set Xk about 

parameter α and β in probabilistic approximation space AP, respectively. R Uα  and 

R Uβ  describe the sets that the equivalence classes of equivalence relation R 

partitioning U affirmatively or possibly included in the equivalence classes of 
decision attribute partitioning U, respectively. The uncertain degree partitioned by 
this relation is measured with information entropy, defined by: 

1

( ) ( ) log ( )
n

i i
i

H R P X P X
=

= −∑  (6)

If S is another equivalence relation, let S＝{Y1, Y2,…, Yn}, the conditional entropy 
of S when the knowledge R is known is defined by: 
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The mutual information of the knowledge S and R is defined by: 

( : ) ( ) ( | )I R S H S H S R= −  (8)

The information entropy measures the probability that the equivalence class of relation 
R partitioning the universe is exactly classified into the equivalence class decision 
attribute partitioning. Or it measures the information consistency that the relation formed 
by relation R and decision attribute partitions the universe. Intuitively, the high 
consistency, the larger the contribution of the attribute to classification will be and the 
more important the feature is. It can be seen that the mutual information I（R：S）
measured the consistency of the attribute forming relation R with classification.  

According to the decision attribute feature set S of the traffic video expert, the 
classified decision attribute is introduced to feature weights. The consistency of the 
feature partition with decision partition is computed by this kind of classification 
formula. This reflects the importance of the feature to classification. Video images 
can be classified according to the importance.   

The nature of classifying video images is a kind of coarse classification. The coarse 
classification is simple and fast, so the image with color distribution features is a good 
method for coarse classification. The distinguishable chromatic aberration in the 
traditional RGB color model is nonlinear, so HSV color model is adopted here. This 
conversion needs consuming some computing resources, but the whole processing 
time is within the allowable range. So the distribution of historical video according to 
HSV image is taken as classified feature. The algorithm is as follows in more detail.  

Step1: domain experts classify historical video into n classifications and give the 
typical video of each classification. Compute the HSV means of each frame of 
historical video, and give the initial value of parameter α and β. 

Step 2: computer the lower and upper approximation sets under certain parameters 
α and β according to formula (5). Thus each historical video image can be classified 
into the n classifications given by domain experts. 

Step 3: according to the formula (8), analyze the classified historical video and 
experts give that the entropy between each kind of typical video images reaches the 
consistency or not. If it doesn’t reach, the values of parameter α and β need to be 
revised and go to step 2. 

Step 4: classify the immediate video images with the revised parameters α and β 
according to the formula (5). 

The rough set method for video classification proposed in this paper is analyzed in the 
following example and the superiority of the new method is verified. 

1 1

( | ) ( )
n m

i
i j

H S R P X K
= =

= −∑ ∑  

( | ) log ( | )j i j iK P Y X P Y X=  

(7) 
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3   Background Automatic Model 

Based on the rough set classification, the background model of each monitoring point 
is established. The immediate video images recognize moving objects according to 
each background model. 

3.1   Establishment of Model  

The background is gradually changed and the difference of the same classification is 
little within a certain time, so each pixel can be considered to satisfy the normal 

distribution 2( , )N μ σ  and each pixel is independent, that is  

Use historical images to establish models, give the maximum likelihood estimates. 

Each pixel satisfies the normal distribution 2( , )N μ σ , and the historical pixel values 

X1, X2, ……,Xn are samples. The likelihood function is designed as follows. 

2
2

1
( )

2

1

1

2

i
n x

i

L e
μ

σ

πσ
− −

=

=∏
2

2
1

1
( )

22
2

1
( )
2

n

i
i

n x

e
μ

σ

πσ
=

− −∑
=

 

(10)

2 2
2

1

1
ln ln(2 ) ln ( )

2 2 2

n

i
i

n n
L xπ σ μ

σ =
=− − − −∑

 
(11)

The likelihood equation is  

2
1

ln 1
( ) 0

n

i
i

L
x μ

μ σ =

∂ = − =
∂ ∑  

2
2 4 2

1

ln 1
( ) 0

2 2

n

i
i

L n
x μ

σ σ σ=

∂ = − − =
∂ ∑  

(12)

The estimators of μ and 
2σ  gotten by formula (14) are: 

1

1 n

i
i

X
n

μ
∧

=

= ∑  

2 2

1

1
( )

n

i
i

X
n

σ μ
∧

=

= −∑  

(13)

For the original data of monitoring points, HSV background models of each pixel are 
established according to formula (13). 

2 2( ) / 21
( )

2
x

ijp x e μ σ

πσ
− −=  (9) 
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3.2   Jugement and Update of Background 

After establishing background model according to the historical data, the new frame 
can be fitted. First judge the background. For the pixels of the new frame, if their 

HSV values are all among [ ],μ σ μ σ− + , they are considered to be the 

background, otherwise they are judged to be moving objects.  
After detecting the background, update the background model for the pixels judged 

to be the background. If μ and 2σ  are recalculated, the workload is large. We think 
that the weights of the current frame in the moving background should be relatively 

large, so suppose the update rate β  to compute: 

(1 ) Xμ β μ β′= − +  

2 2 2 2( ) min( ,(1 ) ( ) )Xσ σ ασ β μ′ = − + −  

(14)

μ′ and 2( )σ ′  are the mean and variance respectively after updating. μ and 2σ  

are the mean and variance before updating. X is the pixel value of the new frame. 
It can be seen that the updating of a background model has correlation with the 

current frame (including the historical image data) and is related to the current frame. 
So the background model can maintain stability in this classification. 

4   Experimental Result and Analysis 

We dealt with an image in Intel C2D E4600 PC. The resolution of the image is 
460*345. Classify the historical image coarsely, and establish the background model 
according to formula (13), then process the real-time video image. Judge the 
background and update it according to formula (14). The historical video in the 
experiment is a detecting point on the data between October, 2006 and September, 
2007. the real-time video is the detecting point on the data at October 16, 2007. The 
probabilistic parameter α  is 0.75, β  is 0.35 and the background updating rate γ  

is 0.3. The results are shown as Fig.2 and Fig. 3. Fig.2 is the original image and Fig.3 
and the result.  

From the original image, it can be found that the illumination of Fig.2(2) and 
Fig.2(b)is different from that of Fig.2(c) and Fig.2(d). Fig.2(2) and Fig.2(b) are 
brighter than Fig.2(c) and Fig.2(d), and there is a mountain shadow at the right road in 
Fig.2(2) and Fig.2(b). These are all the gradual change of the background. They can 
be recognized correctly with the method. The moving objects including falling leaves 
and flying birds can be detected. In the subsequent  pattern recognition, the influence 
of small moving objects can be removed and only recognize the car.  

The classification and modeling of historical video images are time-consuming. 
Processing one year video of a monitoring point needs 20 hours, however after 
modeling, processing one second real-time video needs about 0.3*10-2 seconds and 
the accuracy of recognizing moving objects is about 94.4%. The real-time, accurate 
and effective processing can be realized. 
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Fig. 2. The original video images 
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Fig. 3. The processed video image 
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5   Conclusions 

The accurate and effective detecting can be realized with the method for detecting 
moving targets from traffic video based on the dynamic background model. The 
further research of ITS can be based on this. The following work is the feature 
extraction and tracking of moving targets. This can be applied to traffic management 
and replace the monitoring ways based on hardware such as vehicles’ monitor. 
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Abstract. This paper presents a GPU-based implementation for con-
structing edge-preserving multiscale image decompositions. An input im-
age is decomposed into a piecewise smooth base layer and multiple detail
layers. The base layer captures large scale variations in the image, while
the detail layers contain the small scale details. The detail layers are
progressively obtained with the edge-preserving weighted least squares
optimizations. The improvement of performance is achieved by introduc-
ing a Jacobi-like GPU solver, which converges to the right solution much
faster than the standard Jacobi iterator. Note that the whole pipeline
design is highly parallel, enabling a real-time implementation. Several
experimental examples on edge-preserving tonal adjustment and image
abstraction are shown to demonstrate the feasibility of the proposed
method.

Keywords: Edge-preserving smoothing, detail enhancement, image ab-
straction, Jacobi, GPU.

1 Introduction

Edge-preserving image smoothing techniques play an important role in computer
graphics community and image processing field. In computational photography,
images are often decomposed into a piecewise smooth base layer and one more
detail layers [3]. The base layer contains the larger scale variations in intensity
obtained by an edge-preserving smoothing operator to the original image, while
the detail layer is the difference between the original image and the base layer.
As a result, the base image preserves the low-frequency structural information
in the original image and the detail layer captures the high-frequency features.

The bilateral filter proposed by Tomasi and Manduchi [12] is one of the most
commonly used edge-preserving smoothing techniques. The filter takes into con-
sideration not only the spatial distance between pixels but also their range differ-
ence in intensity. Higher intensity difference leads to lower filtering weight, which
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Fig. 1. User interface of our interactive tonal adjustment

prevents the excessive smoothing of edge information effectively. However, in or-
der to support stronger capability of smoothing, it is not enough to increase the
spatial weight only and we must increase the range weight as well. Therefore, the
edge information may be overly blurred when increasing the smoothing power.

In order to address the defect of the bilateral filtering, Farbman et al. [3]
introduce a new image smoothing approach based on the weighted least squares
optimization framework. The new operator is particularly well suited for pro-
gressive coarsening of images and for extraction of detail at various spatial scales.
The solution to the weighted least squares is a linear system, requiring roughly
3.5 seconds per megapixel on a 2.2 GHz Intel Core 2 Duo CPU. Consequently, the
optimization-based filter only process static images, which limits its application.

In this paper, we presents a new GPU-based implementation for constructing
edge-preserving multiscale image decompositions (see Fig. 1). In particular, the
improvement of performance is achieved by adopting a Jacobi-like GPU solver,
which converges to the right solution much faster than the standard Jacobi
iterator. Our method enables a real-time processing of online images and videos
benefiting from the highly parallel pipeline design.

The rest of the paper is organized as follows. Section 2 briefly reviews some
of previous work. Section 3 describe our approach in detail, while experimental
results and applications are presented in Section 4. Finally, we conclude the
paper in the last section.

2 Related Work

Several edge-preserving smoothing operators have been developed over the
last decade. Anisotropic diffusion is a boundary finding intra-region smooth-
ing method and is a gradual, time-dependent evolution of an image towards a
piecewise-constant approximation. Tumblin and Turk [13] introduce a low curva-
ture image simplifier (LCIS) inspired by anisotropic diffusion [10] and pioneered
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their use in tone mapping. However, the original diffusion scheme tends to over-
sharpen edges.

Despite the recent improvements to anisotropic diffusion in the image pro-
cessing context, most of applications employ the bilateral filter [12] as their
non-linear smoothing filter. The filtered result in each pixel is a weighted mean
of its neighbors, where the weights decrease both with spatial distance and with
difference in range. In recent years, many approximate algorithms have been
proposed in order to accelerate the filtering time. Chen et al. [2] introduce a
new GPU-based bilateral grid to parallelize and linearize the computation in
real time. The bilateral grid is a three-dimensional array combining the two-
dimensional spatial domain with a one-dimensional range dimension. However,
the bilateral filter trade off its smoothing capability with its edge-preserving ca-
pability. As the scale of the extracted detail features increases, the bilateral filter
would blur over more edges.

Recently, Farbman et al. [3] introduce an alternative edge-preserving smoothing
approach based on the weighted least squares optimization framework. The new
operator is particularly well suited for constructing multiscale edge-preserving de-
compositions that progressively capture detail layers at a variety of scales. They
use the multiresolution preconditioned conjugate gradient solver [11] to imple-
ment the optimization on the CPU. Unfortunately, the efficiency of 3.5 seconds per
megapixel is reported in their paper. Therefore, their approach cannot achieve real-
time performance and the user parameters must be prepared beforehand. Once the
filtering result is not satisfactory, it must be restarted from scratch.

Several GPU-based systems have been proposed to allow the processing of
online images or videos. For instance, Zhao et al. [16] extract the coherent lines
using hardware-supported Direct3D shaders and achieve real-time flow-based
video abstraction. NVIDIA’s compute unified device architecture (CUDA) [9]
enables more flexible control on the GPU and exposes many new hardware fea-
tures for data-parallel computation. Our new algorithm is based on Farbman
et al.’s weighted least squares optimization while real-time visual feedback is
achieved.

3 Algorithm

Our goal is to develop a real-time edge-preserving image decomposition algo-
rithm. In this section, we begin with the introduction of the weighted least
squares and then present the acceleration scheme in detail.

3.1 Weighted Least Squares

For a given image I, the goal of edge-preserving smoothing is to produce a new
image F , which, on the one hand, is as smooth as possible everywhere except
the pixels with significant gradients in I, and at the same time, is as close as
possible to I. The two possibly contradictory goals may be compromised as the
minimization of an energy function [3]:
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E(F ) =
∑

p

{
(Fp − Ip)2 + λ

(
axp(I)(

∂F

∂x
)2p + ayp(I)(

∂F

∂y
)2p

)}
(1)

where p is the two-dimensional location of a pixel in the image. The first term
minimizes the range distance between I and F , whereas the second term tries to
minimize the partial derivatives of I. λ is the coefficient for balancing between
the two terms, while the spatial smoothness weights ax and ay are dependent
on I.

The energy function E(F ) in Equation (1) can be rewritten using the matrix
notation as the following:

E(F ) = (F − I)T (F − I) + λ(FT DT
x AxDxF + FT DT

y AyDyF ) (2)

where Dx and Dy are matrices of discrete partial differentiation operators in x
and y directions respectively, and, Ax and Ay are diagonal matrices with each
element containing the spatial smoothness weights ax and ay at p.

The smoothness weights are defined as the same manner in [6]:

axp(I) = (|Lx(I)|α + ε)−1 (3)
ayp(I) = (|Ly(I)|α + ε)−1 (4)

Here L(I) is the log-luminance of the input image I, and therefore, Lx and
Ly are partial derivatives of the log-luminance. The exponent α is a parameter
controlling the sensitivity to the gradient of I, while ε ≤ 0.0001 denotes a small
constant for preventing division by zero.

Using the standard finite differences for the spatial derivatives, the minimiza-
tion problem min{E(F )} is obtained by solving the linear system:

MF = I (5)

Here the matrix M is defined as:

Mij =

⎧⎨
⎩

−λ(|Li(I) − Lj(I)|α + ε)−1 j ∈ N4(i);
1 − ∑

k∈N4(i) Mik j = i;
0 otherwise.

(6)

For a color image, we first convert RGB color space to lαβ color space [15] and
apply the weighted least squares optimization on the luminance channel only,
and then convert lαβ color space back to RGB color space for final output.

3.2 Jacobi-Like Iterative Solver

From Equation (6), we can see that M is a symmetric positive definite sparse
matrix. Thus Equation (5) can be solved iteratively using some efficient linear
system solver.
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Farbman et al. employ the preconditioned conjugate gradients (PCG) to solve
Equation (5). In addition, their solver utilizes a multigrid-like approach [5,7] to
speed the solution. A series of matrices M0,M1, ...,Mn are computed by progres-
sively coarsening the image I. The resultant solution is obtained by progressively
solving the PCG iterations at coarser level and then upsampling the intermediate
solution to the finer level. Although such CPU-based implementation is highly
optimized, it requires roughly 3.5 seconds per megapixel on a 2.2 GHz Intel
Core 2 Duo CPU. Buatois et al. [1] describe a GPU implementation of a general
PCG solver and report speedups by a factor of 3.2. However, the interactivity is
also limited to low image resolutions with this GPU-based solver. Moreover, the
convergence of PCG strongly depends on the choice of preconditioner.

Perhaps the simplest way to solve the linear equation is to use Jacobi itera-
tions. However, this basic approach converges quite slowly and takes more than
20,000 iterations for a modest 512 × 512 pixel image. In this paper, we employ
a fast Jacobi-like GPU solver, which is first introduced by Jeschke et al. [8].
Jeschke et al. present the new Jacobi-like Laplacian solver for real-time diffusion
curve rendering and seamless image cloning but do not address the performance
issue in edge-preserving image decomposition described in this paper. Now, let
us describe why the Jacobi-like solver converges to the right solution much faster
than the traditional Jacobi solvers.

For simplicity, assume I and F are one-dimensional images, and M is a Lapla-
cian operator in the linear system Equation (5). Clearly, the converged solution is
always linear. In the standard Jacobi solver, N is the 1-pixel neighborhood. The
interesting point is that M remains irreducibly diagonally dominant no matter
where the off-diagonal elements are placed. Therefore, we can generalize N to
be the h-pixel neighborhood. If F is the solution of the standard system and we
run a single Jacobi iteration on the new system, any non boundary pixel Fi will
be (Fi−h + Fi+h)/2 during the iteration. Since all three pixels lie on the same
line by construction, the new solution is equal to Fi. As the result, the modified
linear system has the same solution as the standard solver.

The direct two-dimensional extension is to use circular neighborhood. How-
ever, it is too slow for practice. So Jeschke et al. suggest reducing the number of
neighbor pixels to only four in axis-aligned directions. To reduce artifacts similar
to mach banding, we should successively shrink h during the iteration. In our
implementation, we enable users to specify the appropriate neighborhood size
h and then shrink it linearly in each step. As demonstrated in the paper [8], a
few iterations (e.g., 8) are enough to approximate the right solution. Since each
Jacobi-like step is highly parallel, the linear system solver can be implemented
efficiently on the GPU. Jeschke et al. employ Microsoft HLSL to implement
the solver, whereas we adopt NVIDIA CUDA instead. The main reason is that
CUDA is an easy-to-code C-like programming language and avoids the rasteri-
zation for the image. In addition, we use Microsoft Direct3D 10 environment for
rendering the resultant image.
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4 Applications and Results

We have tested our GPU algorithm on a PC with an NVIDIA GeForce GTX 280
GPU with 1GB of graphics memory. Our system achieves 42 frames per second
and 19 frames per second for smoothing a 1024×1024 pixel image with 20 and 50
Jacobi-like iterations, respectively. The reported timings include the color space
conversion, the linear system construction and solution, and the result rendering.
Contrarily, the solution to the weighted least squares requires roughly 3.5 seconds
per megapixel on a 2.2 GHz Intel Core 2 Duo CPU. Obviously, our GPU-based
algorithm is several times faster than Farbman et al’s CPU-based approach. Such
speedup enables use a real-time online image and video processing. Although
Buatois et al. have implemented a GPU-based general PCG solver and reported
3-5 times faster than the CPU-based algorithm, the Jacobi-like linear solver
employs larger step to achieve much faster convergence.

(a) Input image (b) Base Layer (c) Coarser detail layer

(d) Finer detail layer (e) Contrast reduced (f) Contrast enhanced

(g) Detail enhanced (h) Exposure decreased (i) Exposure increased

Fig. 2. Our tool interactively adjust the tonal values in the input image

We have designed an interactive multiscale tonal adjustment tool. We employ
the proposed edge-preserving smoothing algorithm to progressively construct a
three-level decomposition: a coarse base layer b and two detail layers d1, d2. The
result of the tonal adjustment at each pixel p is:

I ′ = m + S(e · b − m, t0) + S(d1, t1) + S(d2, t2) (7)
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where m denotes the mean of the intensity range (0.5 for the normalized image),
e is the exposure of the base layer, t0, t1, and t2 control the contrast of the three
layers respectively, and S is a simple linear function. Therefore, t1 and t2 can
be used to smooth the image or to exaggerate the details at different scales. We
show a variety of results in Fig. 2.

We have also implemented a real-time video abstraction system using our
GPU-based edge-preserving smoothing filter. We use Zhao et al.’s coherent line
extraction algorithm [16] to emphasize the high-contrast area and the edge-
preserving smoothing filter to smooth the low-contrast pixels in images. In ad-
dition, Winnemöller et al.’s [14] luminance quantization algorithm is applied to
improve the frame-to-frame coherence in videos. An example of the abstraction
effect is shown in Fig. 3.

(a) Smoothed Tulip (b) Abstracted result (c) More coherent lines

Fig. 3. Abstraction effect for Tulip image in Fig. 1

5 Conclusions

In this paper, we have presented a novel real-time edge-preserving multiscale
decomposition algorithm using a Jacobi-like linear system solver. The Jacobi-like
GPU solver converges to the right solution much faster than the standard Jacobi
iterator, which gains significant speedup of performance. Experimental results
have shown that our proposed approach runs much faster than the state-of-
the-art algorithm. Additionally, the applications on multiscale tonal adjustment
and video abstraction demonstrate the feasibility of the proposed algorithm. In
the future, we would like to extend the algorithm to various image processing
techniques related to edge-preserving smoothing.
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