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Preface

The 4th International Conference on Network Security & Applications (CNSA
2011) was held in Chennai, India, during July 15–17, 2011.The conference focuses
on all technical and practical aspects of security and its applications for wired
and wireless networks. The goal of this conference is to bring together researchers
and practitioners from both academia and industry to focus on understanding
the present-day security threats and to propose and discuss counter-measures to
defend against such attacks. In the past few years, the enthusiastic participation
of a large number of delegates in different AIRCC–organized conferences, like
the International Conference on Network Security and Applications (CNSA),
International Conference on Networks and Communications (NECOM), Inter-
national Conference on Web and Semantic Technology (WEST), International
Conference on Wireless and Mobile Networks (WIMON), the First International
Conference on Advances in Computing and Information Technology (ACITY),
reflect the fact that the parent body of the Academy and Industry Research
Collaboration Center (AIRCC) is successful in providing a platform toward pro-
moting academic collaboration. We believe that this spirit of co-working was
further strengthened during CNSA 2011.

The CNSA 2011, NECOM 2011, WEST 2011, WIMoN 2011 and AICTY
2011 committees invited original submissions from researchers, scientists, engi-
neers, and students that illustrate research results, projects, survey works, and
industrial experiences describing significant advances in the areas related to the
relevant themes and tracks of the conferences.

Thanks to the authors whose effort as reflected in the form of a large number
of submissions for CNSA 2011 on different aspects of network security including
Web security, cryptography, performance evaluations of protocols and security
application, etc. All the submissions underwent a scrupulous peer-review process
by a panel of expert reviewers. Besides the members of the Technical Committee,
external reviewers were invited on the basis of their specialization and expertise.
The papers were reviewed based on their technical content, originality, and clar-
ity. The entire process, which includes the submission, review, and acceptance
processes, was done electronically. This hard work resulted in the selection of
high-quality papers that expand the knowledge in the latest developments in
networks security and applications.

There were a total of 1,285 submissions to the conference, and the Technical
Program Committee selected 195 papers for presentation at the conference and
subsequent publication in the proceedings. The book is organized as a collection
of papers from the 4th International Conference on Network Security and Ap-
plications (CNSA 2011), the Third International Conference on Networks and
Communications (NeCoM 2011), the Third International Conference on Web
and Semantic Technology (WeST 2011), the Third International Conference on
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Wireless and Mobile Networks (WiMoN 2011), and the First International Con-
ference on Advances in Computing and Information Technology (ACITY 2011).
This small introduction incomplete would be without expressing our gratitude,
and thanks to the General and Program Chairs, members of the Technical Pro-
gram Committees, and external reviewers for their excellent and diligent work.
Thanks to Springer for the strong support. Finally, we thank all the authors
who contributed to the success of the conference. We also sincerely wish that
all attendees benefited academically from the conference and wish them every
success in their research.

David C. Wyld Michal Wozniak
Nabendu Chaki

Natarajan Meghanathan
Dhinaharan Nagamalai
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Abstract. This paper investigates the problem of output regulation of the unified
chaotic system (Lu, Chen, Cheng and Celikovsky, 2002). Explicitly, state feed-
back control laws to regulate the output of the unified chaotic system have been
derived so as to track the constant reference signals. The control laws are derived
using the regulator equations of C.I. Byrnes and A. Isidori (1990), who solved
the problem of output regulation of nonlinear systems involving neutrally stable
exosystem dynamics. Numerical simulations are shown to illustrate the results.

Keywords: Unified chaotic system, output regulation, nonlinear control systems,
feedback stabilization.

1 Introduction

Output regulation of control systems is one of the very important problems in control
systems theory. Basically, the output regulation problem is to control a fixed linear or
nonlinear plant in order to have its output tracking reference signals produced by some
external generator (the exosystem). For linear control systems, the output regulation
problem has been solved by Francis and Wonham (1975, [1]). For nonlinear control sys-
tems, the output regulation problem has been solved by Byrnes and Isidori (1990, [2])
generalizing the internal model principle obtained by Francis and Wonham [1]. Byrnes
and Isidori [2] have made an important assumption in their work which demands that
the exosystem dynamics generating reference and/or disturbance signals is a neutrally
stable system (Lyapunov stable in both forward and backward time). The class of ex-
osystem signals includes the important particular cases of constant reference signals
as well as sinusoidal reference signals. Using Centre Manifold Theory [3], Byrnes and
Isidori have derived regulator equations, which completely characterize the solution of
the output regulation problem of nonlinear control systems.

The output regulation problem for linear and nonlinear control systems has been the
focus of many studies in recent years ([4]-[14]). In [4], Mahmoud and Khalil obtained
results on the asymptotic regulation of minimum phase nonlinear systems using output
feedback. In [5], Fridman solved the output regulation problem for nonlinear control
systems with delay, using Centre Manifold Theory [3]. In [6]-[7], Chen and Huang
obtained results on the robust output regulation for output feedback systems with non-
linear exosystems. In [8], Liu and Huang obtained results on the global robust output
regulation problem for lower triangular nonlinear systems with unknown control direc-
tion. In [9], Immonen obtained results on the practical output regulation for bounded
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linear infinite-dimensional state space systems. In [10], Pavlov, Van de Wouw and Ni-
jmeijer obtained results on the global nonlinear output regulation using convergence-
based controller design. In [11], Xi and Ding obtained results on the global adaptive
output regulation of a class of nonlinear systems with nonlinear exosystems. In [12]-
[14], Serrani, Marconi and Isidori obtained results on the semi-global and global output
regulation problem for minimum-phase nonlinear systems.

In this paper, the output regulation problem for the chaotic system [15] has been
solved using the regulator equations [2] to derive the state feedback control laws for
regulating the output of the Coullet chaotic system for the important case constant ref-
erence signals (set-point signals). The unified chaotic system is an important chaotic
system proposed by J. Lu, G. Chen, D.Z. Cheng and S. Celikovsky ([15], 2002) and
this chaotic system bridges the gap between Lorenz system ([16], 1963) and Chen sys-
tem ([17]. The unified chaotic system includes Lorenz system, Chen system and Lü
system ([18], 2002) as special cases.

This paper is organized as follows. In Section 2, a review of the solution of the out-
put regulation for nonlinear control systems and regulator equations has been presented.
In Section 3, the main results of this paper, namely, the feedback control laws solving
the output regulation problem for the unified chaotic system for the important case of
constant reference signals has been detailed. In Section 4, the numerical results illus-
trating the main results of the paper have been described. Section 5 summarizes the
main results obtained in this paper.

2 Review of the Output Regulation for Nonlinear Control Systems

In this section, we consider a multi-variable nonlinear control system modelled by equa-
tions of the form

ẋ = f(x) + g(x)u + p(x)ω (1)

ω̇ = s(ω) (2)

e = h(x) − q(ω) (3)

Here, the differential equation (1) describes the plant dynamics with state x defined in
a neighbourhood X of the origin of IRn and the input u takes values in IRm subject
to the effect of a disturbance represented by the vector field p(x)ω. The differential
equation (2) describes an autonomous system, known as the exosystem, defined in a
neighbourhood W of the origin of IRk, which models the class of disturbance and ref-
erence signals taken into consideration. The equation (3) defines the error between the
actual plant output h(x) ∈ IRp and a reference signal q(ω), which models the class of
disturbance and reference signals taken into consideration.

We also assume that all the constituent mappings of the system (1)-(2) and the error
equation (3), namely, f, g, p, s, h and q are C1 mappings vanishing at the origin, i.e.

f(0) = 0, g(0) = 0, p(0) = 0, h(0) = 0 and q(0) = 0.

Thus, for u = 0, the composite system (1)-(2) has an equilibrium (x, ω) = (0, 0) with
zero error (3).
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A state feedback controller for the composite system (1)-(2) has the form

u = α(x, ω) (4)

where α is a C1 mapping defined on X × W such that α(0, 0) = 0. Upon substitution
of the feedback law (4) in the composite system (1)-(2), we get the closed-loop system
given by

ẋ = f(x) + g(x)α(x, ω) + p(x)ω
ω̇ = s(ω) (5)

State Feedback Regulator Problem [2]:
Find, if possible, a state feedback control law u = α(x, ω) such that

(1) [Internal Stability] The equilibrium x = 0 of the dynamics

ẋ = f(x) + g(x)α(x, 0)

is locally exponentially stable.
(2) [Output Regulation] There exists a neighbourhood U ⊂ X × W of (x, ω) = (0, 0)

such that for each initial condition (x(0), ω(0)) ∈ U , the solution (x(t), ω(t)) of
the closed-loop system (5) satisfies

lim
t→∞ [h(x(t)) − q(ω(t))] = 0.

Byrnes and Isidori [2] have solved this problem under the following assumptions.

(H1). The exosystem dynamics ω̇ = s(ω) is neutrally stable at ω = 0, i.e. the system
is Lyapunov stable in both forward and backward time at ω = 0.

(H2). The pair (f(x), g(x)) has a stabilizable linear approximation at x = 0, i.e. if

A =
[
∂f

∂x

]
x=0

and B =
[

∂g

∂x

]
x=0

,

then (A, B) is stabilizable, which means that we can find a gain matrix K so
that A + BK is Hurwitz.

Next, we recall the solution of the output regulation problem derived by Byrnes and
Isidori [2].

Theorem 1. [2] Under the hypotheses (H1) and (H2), the state feedback regulator
problem is solvable if, and only if, there exist C1 mappings x = π(ω) with π(0) = 0
and u = φ(ω) with φ(0) = 0, both defined in a neighbourhod of W 0 ⊂ W of ω = 0
such that the following equations (called the regulator equations) are satisfied:

(1) ∂π
∂ω s(ω) = f(π(ω)) + g(π(ω))φ(ω) + p(π(ω))ω

(2) h(π(ω)) − q(ω) = 0

When the regulator equations (1) and (2) are satisfied, a control law solving the state
feedback regulator problem is given by

u = φ(ω) + K[x − π(ω)] (6)

where K is any gain matrix such that A + BK is Hurwitz.
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3 Output Regulation of the Unified Chaotic System

The unified chaotic system ([15], 2002) is one of the paradigms of the three-dimensional
chaotic models described by the dynamics

ẋ1 = (25α + 10)(x2 − x1)
ẋ2 = (28 − 35α)x1 + (29α − 1)x2 − x1x3 + u

ẋ3 = x1x2 − 1
3 (8 + α)x3

(7)

where x1, x2, x3 are the state variables, u is the control and α ∈ [0, 1].
In ([15], 2002), Lu, Chen, Cheng and Celikovsky showed that the system (7) bridges

the gap between the Lorenz system ([16], 1963) and the Chen system ([17], 1999).
Obviously, the system (7) becomes the original Lorenz system for α = 0, while the
system (7) becomes the original Chen system for α = 1. When α = 0.8, the system (7)
becomes the critical system or the Lü system ([18], 2002). Moreover, the system (7) is
always chaotic in the whole interval α ∈ [0, 1].

In this paper, we solve the problem of output regulation for the unified chaotic system
(7) for tracking of the constant reference signals (set-point signals).

The constant reference signals are generated by the scalar exosystem dynamics

ω̇ = 0 (8)

It is important to note that the exosystem given by (8) is neutrally stable, because the
exosystem (8) admits only constant solutions. Thus, the assumption (H1) of Theorem 1
holds trivially.

Linearizing the dynamics of the unified chaotic system (7) at x = 0, we get

A =

⎡
⎢⎣
−(25α + 10) 25α + 10 0

28 − 35α 29α − 1 0
0 0 − 1

3 (α + 8)

⎤
⎥⎦ and B =

⎡
⎣0

1
0

⎤
⎦ .

The system pair (A, B) can be expressed as

A =
[

A1 0
0 λ�

]
and B =

[
B1

0

]

where the pair

A1 =
[−(25α + 10) 25α + 10

28 − 35α 29α − 1

]
and B1 =

[
0
1

]

is completely controllable and the uncontrollable mode of A is

λ� = −1
3

(α + 8) < 0

for all α ∈ [0, 1].
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Thus, the system pair (A, B) is stabilizable and we can find a gain matrix

K = [ K1 0 ] = [ k1 k2 0 ]

so that the eigenvalues of A1 + B1K1 can be arbitrarily assigned in the stable region of
the complex plane. (The uncontrollable mode λ� will always stay as a stable eigenvalue
of A + BK .) Thus, the assumption (H2) of Theorem 1 also holds.

Hence, we can apply Theorem 1 to completely solve the output regulation problem
for the unified chaotic system (7) for the tracking of constant reference signals generated
by the exosystem dynamics (8).

Case (A): Constant Tracking Problem for x1

Here, we consider the tracking problem for the unified chaotic system (7) with the
exosystem dynamics (8) and the tracking error equation

e = x1 − ω (9)

Solving the regulator equations for this tracking problem, we obtain the unique so-
lution

π1(ω) = ω, π2(ω) = ω, π3(ω) = 3ω2

8+α

φ(ω) = 3ω
8+α

[
ω2 + (2α − 9)(8 + α)

] (10)

Using Theorem 1 and the solution (10) of the regulator equations, we obtain the
following result.

Theorem 2. A state feedback control law solving the constant tracking problem for x1

for the unified chaotic system (7) is given by

u = φ(ω) + K[x − π(ω)],

where φ and π = [ π1 π2 π3 ] are as given in Eq. (10) and the gain matrix K is
given by K = [ K1 0 ] with K1 chosen so that A1 + B1K1 is Hurwitz.

Case (B): Constant Tracking Problem for x2

Here, we consider the tracking problem for the unified chaotic system (7) with the
exosystem dynamics (8) and the tracking error equation

e = x2 − ω (11)

Solving the regulator equations for this tracking problem, we obtain the unique so-
lution

π1(ω) = ω, π2(ω) = ω, π3(ω) = 3ω2

8+α

φ(ω) = 3ω
8+α

[
ω2 + (2α − 9)(8 + α)

] (12)

Using Theorem 1 and the solution (12) of the regulator equations, we obtain the
following result.

Theorem 3. A state feedback control law solving the constant tracking problem for x2

for the unified chaotic system (7) is given by

u = φ(ω) + K[x − π(ω)],

where φ and π = [ π1 π2 π3 ] are as given in Eq. (12) and the gain matrix K is
given by K = [ K1 0 ] with K1 chosen so that A1 + B1K1 is Hurwitz.
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Case (C): Constant Tracking Problem for x3

Here, we consider the tracking problem for the unified chaotic system (7) with the
exosystem dynamics (8) and the tracking error equation

e = x3 − ω (13)

Solving the regulator equations for this tracking problem, we obtain the unique so-
lution

π1(ω) =
√

ω(8+α)
3 , π2(ω) =

√
ω(8+α)

3 , π3(ω) = ω

φ(ω) = (6α − 27 + ω)
√

ω(8+α)
3

(14)

Using Theorem 1 and the solution (14) of the regulator equations, we obtain the
following result.

Theorem 4. A state feedback control law solving the constant tracking problem for x3

for the unified chaotic system (7) is given by

u = φ(ω) + K[x − π(ω)],

where φ and π = [ π1 π2 π3 ] are as given in Eq. (14) and the gain matrix K is
given by K = [ K1 0 ] with K1 chosen so that A1 + B1K1 is Hurwitz.

4 Numerical Simulations

We consider the constant reference signal as ω ≡ 2.
For numerical simulations, we choose the gain matrix K = [ K1 0 ] where

K1 = [ k1 k2 0 ]

is determined using Ackermann’s formula [19] so that A1 + B1K1 has stable eigenval-
ues {−2,−2}.

Case (A): Constant Tracking Problem for x1

Here, we take α = 0 so that the unified system (7) becomes the Lorenz system [16].
A simple calculation gives K = [ K1 0 ] = [−34.4 7.0 0 ] . Let x(0) = (8, 9, 4).

The simulation graph is depicted in Figure 1 from which we see that the state x1(t)
tracks the signal ω ≡ 2 in 6 sec.
Case (B): Constant Tracking Problem for x2

Here, we take α = 0.8 so that the unified system (7) becomes the Lü system [18]. A
simple calculation gives K = [ K1 0 ] = [−26.1333 3.8 0 ] . Let x(0) = (6, 5, 8).

The simulation graph is depicted in Figure 2 from which we see that the state x2(t)
tracks the signal ω ≡ 2 in about 14 sec.
Case (C): Constant Tracking Problem for x3

Here, we take α = 1 so that the unified system (7) becomes the Chen system [17]. A
simple calculation gives K = [ K1 0 ] = [−24.1143 3.0 0 ] . Let x(0) = (7, 1, 4).

The simulation graph is depicted in Figure 3 from which we see that the state x3(t)
tracks the signal ω ≡ 2 in about 35 sec.



Output Regulation of the Unified Chaotic System 7

0 1 2 3 4 5 6 7 8 9 10
−4

−2

0

2

4

6

8

10

Time (sec)

x
1
(t) 

ω = 2 

Fig. 1. Constant Tracking Problem for x1

0 2 4 6 8 10 12 14 16 18 20
−5

−4

−3

−2

−1

0

1

2

3

4

5

Time (sec)

x
2
(t) 

ω = 2 

Fig. 2. Constant Tracking Problem for x2



8 V. Sundarapandian

0 5 10 15 20 25 30 35 40 45 50
0

2

4

6

8

10

12

14

Time (sec)

x
3
(t) 

ω = 2 

Fig. 3. Constant Tracking Problem for x3

5 Conclusions

In this paper, the output regulation problem for the unified chaotic system (2002) has
been studied in detail and a complete solution for the output regulation problem for
the unified chaotic system has been presented as well. Explicitly, using the regulator
equations (Byrnes and Isidori, 1990), state feedback control laws for regulating the
output of the unified chaotic system have been derived. Simulation results have been
also discussed in detail for various special cases of unified chaotic system, viz. Lorenz
system, Lü system and Chen system.
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Abstract. This paper investigates the global chaos synchronization of hyper-
chaotic systems, viz. synchronization of identical hyperchaotic Bao systems (Bao
and Liu, 2008), and synchronization of non-identical hyperchaotic Bao and Xu
systems. Active nonlinear feedback control is the method used to achieve the
synchronization of the chaotic systems addressed in this paper. Our theorems on
global chaos synchronization for hyperchaotic Bao and Xu systems are estab-
lished using Lyapunov stability theory. Since the Lyapunov exponents are not
required for these calculations, the active control method is effective and conve-
nient to synchronize identical and different hyperchaotic Bao and Xu systems.
Numerical simulations are also given to illustrate and validate the various syn-
chronization results derived in this paper.

Keywords: Chaos synchronization, nonlinear control, hyperchaotic Bao system,
hyperchaotic Xu system, hyperchaos, active control.

1 Introduction

Chaotic systems are dynamical systems that are highly sensitive to initial conditions.
This sensitivity is popularly referred to as the butterfly effect [1]. Chaos synchronization
problem was first described by Fujisaka and Yemada [2] in 1983. This problem did
not receive great attention until Pecora and Carroll ([3]-[4]) published their results on
chaos synchronization in early 1990s. From then on, chaos synchronization has been
extensively and intensively studied in the last three decades ([3]-[25]). Chaos theory
has been explored in a variety of fields including physical [5], chemical [6], ecological
[7] systems, secure communications ([8]-[10]) etc.

Synchronization of chaotic systems is a phenomenon that may occur when two or
more chaotic oscillators are coupled or when a chaotic oscillator drives another chaotic
oscillator. Because of the butterfly effect which causes the exponential divergence of
the trajectories of two identical chaotic systems started with nearly the same initial con-
ditions, synchronizing two chaotic systems is seemingly a very challenging problem.

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of the
synchronization is to use the output of the master system to control the slave system so
that the output of the slave system tracks the output of the master system asymptotically.

D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 10–17, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Since the seminal work by Pecora and Carroll ([3]-[4]), a variety of impressive ap-
proaches have been proposed for the synchronization for the chaotic systems such as
PC method ([3]-[4]), t he sampled-data feedback synchronization method ([10]-[11]),
OGY method [12], time-delay feedback approach [13], backstepping design method
[14], adaptive design method ([15]-[18]), sliding mode control method [19], active con-
trol method ([20], [21]), etc.

Hyperchaotic system is usually defined as a chaotic system with at least two posi-
tive Lyapunov exponents, implying that its dynamics are expanded in several different
directions simultaneously. Thus, the hyperchaotic systems have more complex dynam-
ical behaviour which can be used to improve the security of a chaotic communication
system. Hence, the theoretical design and circuit realization of various hyperchaotic
signals have become important research topics ([22]-[24]).

This paper has been organized as follows. In Section 2, we give the problem state-
ment and our methodology. In Section 3, we derive results for the chaos synchroniza-
tion of two identical hyperchaotic Bao systems ([25], 2008). In Section 4, we discuss
the synchronization of hyperchaotic Xu ([26], 2009) and hyperchaotic Bao systems.
Section 5 contains the conclusions of this paper.

2 Problem Statement and Our Methodology

Consider the chaotic system described by the dynamics

ẋ = Ax + f(x) (1)

where x ∈ IRn is the state of the system, A is the n×n matrix of the system parameters
and f is the nonlinear part of the system. We consider the system (1) as the master or
drive system.

As the slave or response system, we consider the following chaotic system described
by the dynamics

ẏ = By + g(y) + u (2)

where y ∈ IRn is the state of the slave system, B is the n × n matrix of the system
parameters, g is the nonlinear part of the system u is the controller of the slave system.

If A = B and f = g, then x and y are the states of two identical chaotic systems. If
A �= B and f �= g, then x and y are the states of two different chaotic systems. In the
active nonlinear control approach, we design a feedback controller which synchronizes
the states of the master system (1) and the slave system (2) for all initial conditions
x(0), z(0) ∈ IRn.

If we define the synchronization error as

e = y − x, (3)

then the synchronization error dynamics is obtained as

ė = By − Ax + g(y) − f(x) + u (4)
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Thus, the global synchronization problem is essentially to find a feedback controller
so as to stabilize the error dynamics (4) for all initial conditions, i.e.

lim
t→∞ ‖e(t)‖ = 0 (5)

for all initial conditions e(0) ∈ IRn.
We use the Lyapunov stability theory as our methodology. We take as a candidate

Lyapunov function
V (e) = eT Pe,

where P is a positive definite matrix. Note that V is a positive definite function by
construction. We assume that the parameters of the master and slave systems are known
and that the states of both systems (1) and (2) are measurable.

If we find a feedback controller u so that

V̇ (e) = −eT Qe

where Q is a positive definite matrix, then V is a negative definite function on IRn.
Thus, by Lyapunov stability theory [27], the error dynamics (4) is globally exponen-
tially stable and hence the states of the master system (1) and slave system (2) are
globally exponentially synchronized.

3 Synchronization of Identical Hyperchaotic Bao Systems

In this section, we apply the active nonlinear control method for the synchronization
of two identical hyperchaotic Bao systems ([25], 2008). Thus, the master system is
described by the hyperchaotic Bao dynamics

ẋ1 = a(x2 − x1) + x4

ẋ2 = cx2 − x1x3

ẋ3 = x1x2 − bx3

ẋ4 = kx1 + dx2x3

(6)

where x1, x2, x3, x4 are the state variables and a, b, c, d, k are positive real constants.
The slave system is also described by the hyperchaotic Bao dynamics

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = cy2 − y1y3 + u2

ẏ3 = y1y2 − by3 + u3

ẏ4 = ky1 + dy2y3 + u4

(7)

where y1, y2, y3, y4 are the state variables and u1, u2, u3, u4 are the nonlinear con-
trollers to be designed.

The four-dimensional Bao system (6) is hyperchaotic when

a = 36, b = 3, c = 20, d = 0.1 and k = 21. (8)
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The synchronization error is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (9)

A simple calculation yields the error dynamics as

ė1 = a(e2 − e1) + e4 + u1

ė2 = ce2 − y1y3 + x1x3 + u2

ė3 = −be3 + y1y2 − x1x2 + u3

ė4 = ke1 + d(y2y3 − x2x3) + u4

(10)

We choose the nonlinear controller as

u1 = −ae2 − (k + 1)e4

u2 = −(c + 1)e2 + y1y3 − x1x3

u3 = −y1y2 + x1x2

u4 = −e4 − d(y2y3 − x2x3)

(11)

Substituting the controller u defined by (11) into (10), we get

ė1 = −ae1 − ke4, ė2 = −e2, ė3 = −be3, ė4 = −e4 + ke1 (12)

We consider the candidate Lyapunov function

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3 + e2

4

)
(13)

which is a positive definite function on IR4.
Differentiating V along the trajectories of (12), we find that

V̇ (e) = −ae2
1 − e2

2 − be2
3 − e2

4 (14)

which is a negative definite function on IR4 since a and b are positive constants.
Thus, by Lyapunov stability theory [27], the error dynamics (12) is globally expo-

nentially stable. Hence, we have proved the following result.

Theorem 1. The identical hyperchaotic Bao systems (6) and (7) are exponentially and
globally synchronized for any initial conditions with the nonlinear controller u defined
by (11).

Numerical Results
For the numerical simulations, the fourth order Runge-Kutta method with time-step
10−6 is used to solve the two systems of differential equations (6) and (7) with the
parameter values as given in (8) and the active nonlinear controller u defined by (11).

The initial values of the master system (6) are taken as

x1(0) = 10, x2(0) = 5, x3(0) = 20, x4(0) = 15

and the initial values of the slave system (7) are taken as

y1(0) = 2, y2(0) = 25, y3(0) = 5, y4(0) = 30

Figure 1 shows that synchronization between the states of the master system (6) and
the slave system (7) occur in about 4 seconds.
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Fig. 1. Synchronization of the Identical Hyperchaotic Bao Systems

4 Synchronization of Hyperchaotic Bao and Xu Systems

In this section, the nonlinear control method is applied for the synchronization of two
different hyperchaotic systems described by the hyperchaotic Xu system ([26], 2009)
as the master system and the hyperchaotic Bao system ([25], 2008) as the slave system.

The dynamics of the hyperchaotic Xu system, taken as the master system, is de-
scribed by

ẋ1 = α(x2 − x1) + x4

ẋ2 = βx1 + rx1x3

ẋ3 = −γx3 − lx1x2

ẋ4 = x1x3 − mx2

(15)

where x1, x2, x3, x4 are the state variables and α, β, γ, r, l, m are positive real con-
stants.

The dynamics of the hyperchaotic Bao system, taken as the slave system, is described
by

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = cy2 − y1y3 + u2

ẏ3 = y1y2 − by3 + u3

ẏ4 = ky1 + dy2y3 + u4

(16)

where y1, y2, y3, y4 are the state variables and u1, u2, u3, u4 are the nonlinear con-
trollers to be designed.

The four-dimensional Xu system (15) is hyperchaotic when

α = 10, β = 40, γ = 2.5, r = 16, l = 1 and m = 2. (17)
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The synchronization error is defined by

ei = yi − xi, (i = 1, 2, 3, 4) (18)

A simple calculation yields the error dynamics as

ė1 = a(e2 − e1) + e4 + (a − α)(x2 − x1) + u1

ė2 = ce2 + cx2 − βx1 − y1y3 − rx1x3 + u2

ė3 = −be3 + (γ − b)x3 + y1y2 + lx1x2 + u3

ė4 = ke1 + kx1 + mx2 + dy2y3 − x1x3 + u4

(19)

We choose the nonlinear controller as

u1 = −ae2 − (k + 1)e4 + (α − a)(x2 − x1)
u2 = −(c + 1)e2 − cx2 + βx1 + y1y3 + rx1x3

u3 = (b − γ)x3 − y1y2 − lx1x2

u4 = −e4 − kx1 − mx2 − dy2y3 + x1x3

(20)

Substituting the controller u defined by (20) into (19), we get

ė1 = −ae1 − ke4, ė2 = −e2, ė3 = −be3, ė4 = −e4 + ke1 (21)

We consider the candidate Lyapunov function

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3 + e2

4

)
(22)

which is a positive definite function on IR4.
Differentiating V along the trajectories of (21), we find that

V̇ (e) = −ae2
1 − e2

2 − be2
3 − e2

4 (23)

which is a negative definition on IR4 since a and b are positive constants.
Thus, by Lyapunov stability theory [27], the error dynamics (21) is globally expo-

nentially stable. Hence, we have proved the following result.

Theorem 2. The non-identical hyperchaotic Xu system (15) and hyperchaotic Bao sys-
tem (16) are exponentially and globally synchronized for any initial conditions with the
nonlinear controller u defined by (20).

Numerical Results
For the numerical simulations, the fourth order Runge-Kutta method with time-step
10−6 is used to solve the two systems of differential equations (15) and (16) with the
parameter values as given in (17) and the active nonlinear controller u defined by (20).

The initial values of the master system (15) are taken as

x1(0) = 20, x2(0) = 10, x3(0) = 8, x4(0) = 12

and the initial values of the slave system (16) are taken as

y1(0) = 12, y2(0) = 26, y3(0) = 15, y4(0) = 20

Figure 2 shows that synchronization between the states of the master system (15)
and the slave system (16) occur in about 3 seconds.
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Fig. 2. Synchronization of the Hyperchaotic Xu and Bao Systems

5 Conclusions

In this paper, we have used nonlinear control method based on Lyapunov stability the-
ory to achieve global chaos synchronization for the identical hyperchaotic Bao systems
(2008), and non-identical hyperchaotic Bao system (2008) and hyperchaotic Xu system
(2009). Numerical simulations are also given to validate all the synchronization results
derived in this paper. Since the Lyapunov exponents are not required for these calcula-
tions, the nonlinear control method is very effective and convenient to achieve global
chaos synchronization for the global chaos synchronization of hyperchaotic Bao and
Xu systems.
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Abstract. This paper investigates the stabilization of large scale discrete-time
linear control systems by observer-based reduced order controllers. Sufficient
conditions are derived for the design of observer-based reduced order controllers
for the large scale discrete-time linear control systems by obtaining a reduced
order model of the original linear plant using the dominant state of the system. A
separation principle has been established in this paper which shows that the ob-
server poles and controller poles can be separated and hence the pole placement
problem and observer design problem are independent of each other.

Keywords: Model reduction; reduced-order controllers; stabilization; dominant
state; observers; discrete-time linear systems.

1 Introduction

Reduced-order model and reduced-order controller design for linear control systems
has been widely studied in the control systems literature ([1]-[9]). Especially in recent
decades, the control problem of large scale linear systems has been an active area of
research. This is due to practical and technical issues like information transfer networks,
data acquisition, sensing, computing facilities and the associated cost involved which
stem from using full order controller design. Thus, there is a great demand for the
control of large scale linear control systems with the use of reduced-order controllers
rather than the full-order controllers ([1]-[3]).

A recent approach for obtaining reduced-order controllers is via obtaining the
reduced-order model of a linear plant preserving the dynamic as well as static properties
of the system and then working out controllers for the reduced-ordermodel thus obtained
([4]-[8]). This approach has practical and technical benefits for the reduced-order con-
troller design for large scale linear systems with high dimension and complexity.

The motivation for the observer-based reduced order controllers stems from the fact
that the dominant state of the linear plant may not be available for measurement and
hence for implementing the pole placement law, only the reduced order exponential
observer can be used in lieu of the dominant state of the given discrete-time linear
system.
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In this paper, we derive a reduced-order model for any linear discrete-time control
system and our approach is based on the approach of using the dominant state of the
given linear discrete-time control system, i.e. we derive the reduced-order model for a
given discrete-time linear control system keeping only the dominant state of the given
discrete-time linear control system. Using the reduced-order model obtained, we char-
acterize the existence of a reduced-order exponential observer that tracks the state of the
reduced-order model, i.e. the dominant state of the original linear plant. We note that
the model reduction and the reduced-order observer design detailed in this paper are
discrete-time analogues of the results of Aldeen and Trinh [8] for the observer design
of the dominant state of continuous-time linear control systems.

Using the reduced-order model of the original linear plant, we also characterize the
existence of a stabilizing feedback control law that uses only the dominant state of the
original plant. Also, when the plant is stabilizable by a state feedback control law, the
full information of the dominant state is not always available. For this reason, we estab-
lish a separation principle so that the state of the exponential observer may be used in
lieu of the dominant state of the original linear plant, which facilitates the implemen-
tation of the stabilizing feedback control law derived. The design of observer-based
reduced order controllers for large scale discrete-time linear systems derived in this
paper has important applications in practice.

This paper is organized as follows. In Section 2, we derive the reduced-order plant of
a given linear discrete-time control systems. In Section 3, we derive necessary and suffi-
cient conditions for the exponential observer design for the reduced order linear control
plant. In Section 4, we derive necessary and sufficient conditions for the reduced-order
plant to be stabilizable by a linear feedback control law and we also present a separa-
tion principle for the observed-based reduced order controller design. In Section 5, we
present a numerical example. Conclusions are contained in the final section.

2 Reduced Order Model for the Linear System

Consider a discrete-time linear control system S1 given by

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) (1)

where x ∈ IRn is the state, u ∈ IRm is the control input and y ∈ IRp is the output of
the linear system. We assume that A, B and C are constant matrices with real entries of
dimensions n × n, n × m and p × n respectively.

First, we suppose that we have performed an identification of the dominant (slow)
and non-dominant (fast) states of the given linear system (1) using the modal approach
as described in [9].

Without loss of generality, we may assume that

x =
[

xs

xf

]
,

where xs ∈ IRr represents the dominant state and xf ∈ IRn−r represents the non-
dominant state of the system.
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Then the system (1) takes the form[
xs(k + 1)
xf (k + 1)

]
=

[
Ass Asf

Afs Aff

] [
xs(k)
xf (k)

]
+

[
Bs

Bf

]
u(k)

y(k) = [ Cs Cf ]
[

xs(k)
xf (k)

] (2)

From (2), we have

xs(k + 1) = Ass xs(k) + Asf xf (k) + Bs u(k)
xf (k + 1) = Afs xs(k) + Aff xf (k) + Bf u(k)

y(k) = Csxs(k) + Cfxf (k)
(3)

For the sake of simplicity, we will assume that the matrix A has distinct eigenval-
ues. We note that this condition is usually satisfied in most practical situations. Then it
follows that A is diagonalizable.

Thus, we can find a nonsingular matrix (modal matrix) P consisting of the n linearly
independent eigenvectors of A such that

P−1AP = Λ,

where Λ is a diagonal matrix consisting of the n eigenvalues of A.
We introduce a new set of coordinates on the state space given by

ξ = P−1 x (4)

Then the plant (1) becomes

ξ(k + 1) = Λ ξ(k) + P−1 B u(k)
y(k) = CPξ(k)

Thus, we have[
ξs(k + 1)
ξf (k + 1)

]
=

[
Λs 0
0 Λf

] [
ξs(k)
ξf (k)

]
+ P−1B u(k)

y(k) = CP

[
ξs(k)
ξf (k)

] (5)

where Λs and Λf are r × r and (n − r) × (n − r) diagonal matrices respectively.
Define matrices Γs, Γf , Ψs and Ψf by

P−1B =
[

Γs

Γf

]
and CP = [ Ψs Ψf ] (6)

where Γs, Γf , Ψs and Ψf are r × m, (n − r) × m, p × r and p × (n − r) matrices
respectively.

From (5) and (6), we see that the plant (3) has the following simple form in the new
coordinates (4).
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ξs(k + 1) = Λs ξs(k) + Γs u(k)
ξf (k + 1) = Λf ξf (k) + Γf u(k)

y(k) = Ψsξs(k) + Ψfξf (k)
(7)

Next, we make the following assumptions:

(H1). As k → ∞, ξf (k + 1) ≈ ξf (k), i.e. ξf takes a constant value in the steady-state.
(H2). The matrix I − Λf is invertible.

Using (H1) and (H2), we find from Eq. (7) that for large values of k, we have

ξf (k) ≈ Λf ξf (k) + Γf u(k)

i.e.
ξf (k) ≈ (I − Λf)−1 Γf u(k) (8)

Substituting (8) into (7), we obtain the reduced-order model of the given linear plant
(1) in the ξ coordinates as

ξs(k + 1) = Λs ξs(k) + Γs u(k)
y(k) = Ψs ξs(k) + Ψf (I − Λf )−1 Γf u(k) (9)

To obtain the reduced-order model of the given linear plant (1) in the x coordinates,
we proceed as follows.

Set

P−1 = Q =
[

Qss Qsf

Qfs Qff

]
,

where Qss, Qsf , Qfs and Qff are r× r, r× (n− r), (n− r)× r and (n− r)× (n− r)
matrices respectively.

By the linear change of coordinates (4), it follows that

ξ = P−1x = Qx.

Thus, we have [
ξs(k)
ξf (k)

]
= Q

[
xs(k)
xf (k)

]
=

[
Qss Qsf

Qfs Qff

] [
ξs(k)
ξf (k)

]
(10)

Using (9) and (10), it follows that

ξf (k) = Qfsxs(k) + Qffxf (k) = (I − Λf )−1Γfu(k)

or
Qffxf (k) = −Qfs xs(k) + (I − Λf )−1 Γf u(k) (11)

Next, we make the following assumption.

(H3). The matrix Qff is invertible.
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Using (H3), the equation (11) becomes

xf (k) = −Q−1
ff Qfs xs(k) + Q−1

ff (I − Λf )−1 Γf u(k) (12)

To simplify the notation, we define the matrices

R = −Q−1
ff Qfs and S = Q−1

ff (I − Λf)−1 Γf (13)

Using (13), the equation (12) can be simplified as

xf (k) = Rxs(k) + Su(k) (14)

Substituting (14) into (3), we obtain the reduced-order model S2 of the given linear
system S1 as

xs(k + 1) = A�
s xs(k) + B�

s u(k)
y(k) = C�

s xs(k) + D�
s u(k) (15)

where the matrices A�
s, B

�
s , C�

s and D�
s are defined by

A�
s = Ass + Asf R, B�

s = Bs + Asf S, C�
s = Cs + CfR and D�

s = CfS (16)

3 Reduced Order Observer Design

In this section, we state a new result that prescribes a simple procedure for estimating
the dominant state of the given linear control system S1 that satisfies the assumptions
(H1)-(H3).

Theorem 1. Let S1 be the linear system described by

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) (17)

Under the assumptions (H1)-(H3), the reduced-order model S2 of the linear system
S1 can be obtained (see Section 2) as

xs(k + 1) = A�
s x(k) + B�

s u(k)
y(k) = C�

s x(k) + D�
s u(k) (18)

where A�
s , B

�
s , C�

s and D�
s are defined as in (16).

To estimate the dominant state xs of the system S1, consider the candidate observer
S3 defined by

zs(k + 1) = A�
szs(k) + B�

su(k) + K�
s [y(k) − C�

s zs(k) − D�
su(k)] (19)

Define the estimation error as e = zs − xs.
Then e(k) → 0 exponentially as k → ∞ if and only if the matrix K�

s is such that
E = A�

s−K�
sC�

s is convergent. If (C�
s , A�

s) is observable, then we can always construct
an exponential observer of the form (19) having any desired speed of convergence.
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Proof. From Eq. (2), we have

xs(k + 1) = Ass xs(k) + Asf xf (k) + Bs u(k) (20)

Adding and subtracting the term (Asf −K�
sCf )Rxs(k) in the right hand side of Eq.

(20), we get

xs(k + 1) = (Ass + AsfR − K�
s CfR)xs(k) + Asfxf (k)

−(Asf − K�
sCf )Rxs(k) + Bsu(k)

(21)

Subtracting (21) from (19) and simplifying using the definitions (16), we get

e(k + 1) = (A�
s − K�

sC�
s )e(k) − (Asf − K�

sCf )[xf (k) − Rxs(k) − Su(k)] (22)

As proved in Section 2, the assumptions (H1)-(H3) yield

xf (k) ≈ Rxs(k) + Su(k) (23)

Substituting (23) into (22), we get

e(k + 1) = (A�
s − K�

sC�
s )e(k) = Ee(k) (24)

which yields
e(k) = (A�

s − K�
sC�

s )k e(0) = Ek e(0) (25)

From Eq. (25), it follows that e(k) → 0 as k → ∞ if and only if E is convergent.
If (C�

s , A�
s) is observable, then it is well-known [10] that we can find an observer

gain matrix K�
s that will arbitrarily assign the eigenvalues of the error matrix E =

A�
s − K�

s C�
s . In particular, it follows from Eq. (25) that we can find an exponential

observer of the form (19) having any desired speed of convergence. 
�

4 Observer-Based Reduced Order Controller Design

In this section, we first state an important result that prescribes a simple procedure for
stabilizing the dominant state of the reduced-order control plant derived in Section 2.

Theorem 2. Suppose that the assumptions (H1)-(H3) hold. Let S1 and S2 be defined
as in Theorem 1. For the reduced-order model S2, the feedback control law

u(k) = F �
s xs(k) (26)

stabilizes the dominant state xs if and only if the matrix F �
s is such that A�

s + B�
sF �

s is
convergent. If the system pair (A�

s, B
�
s ) is controllable, then we can always construct

a feedback control law (26) that stabilizes the dominant state xs of the reduced-order
model S2 having any desired speed of convergence. 
�
In practical applications, the dominant state xs of the reduced-order model S2 may
not be directly available for measurement and hence we cannot implement the state
feedback control law (26). To overcome this practical difficulty, we derive an impor-
tant theorem, usually called as the Separation Principle, which first establishes that
the observer-based reduced-order controller indeed stabilizes the dominant state of the
given linear control system S1 and also demonstrates that the observer poles and the
closed-loop controller poles are separated.
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Theorem 3 (Separation Principle). Suppose that the assumptions (H1)-(H3) hold.
Suppose that there exist matrices F �

s and K�
s such that A�

s + B�
sK�

s and A�
s − K�

sC�
s

are both convergent matrices. By Theorem 1, we know that the system S3 defined by
(19) is an exponential observer for the dominant state xs of the control system S1. Then
the observer poles and the closed-loop controller poles are separated and the control
law

u(k) = F �
s zs(k) (27)

also stabilizes the dominant state xs of the control system S1.

Proof. Under the feedback control law (27), the observer dynamics (19)) of the system
S3 becomes

zs(k + 1) = (A�
s + B�

sF �
s − K�

sC�
s − K�

s D�
sF �

s ) zs(k)
+K�

s [Csxs(k) + Cfxf (k)]
(28)

By (14), we know that

xf (k) ≈ Rxs(k) + Su(k) = Rxs(k) + SF �
s zs(k) (29)

Substituting (29) into (28) and simplifying using the definitions (16), we get

zs(k + 1) = (A�
s + B�

sF �
s − K�

s C�
s ) zs(k) + K�

s C�
s xs(k) (30)

Substituting the control law (27) into (3), we also obtain

xs(k + 1) = A�
sxs(k) + B�

sF �
s zs(k) (31)

In matrix representation, we can write equations (30) and (31) as

[
xs(k + 1)
zs(k + 1)

]
=

[
A�

s B�
sF �

s

K�
sC�

s A�
s + B�

sF �
s − K�

s C�
s

] [
xs(k)
zs(k)

]
(32)

Since the estimation error e is defined by e = zs − xs, it is easy from equation (32)
that the error e satisfies the equation

e(k + 1) = (A�
s − K�

sC�
s )e(k) (33)

Using the (x, e) coordinates, the composite system (32) can be simplified as

[
xs(k + 1)
es(k + 1)

]
=

[
A�

s + B�
sF �

s B�
sF �

s

0 A�
s − K�

s C�
s

] [
xs(k)
es(k)

]
= M

[
xs(k)
es(k)

]
(34)
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where

M =

[
A�

s + B�
sF �

s B�
sF �

s

0 A�
s − K�

s C�
s

]
(35)

Since the matrix M is block-triangular, it is immediate that

eig(M) = eig (A�
s + B�

sF �
s ) ∪ eig (A�

s − K�
sC�

s ) (36)

which establishes the first part of the Separation Principle namely that the observer
poles are separated from the closed-loop controller poles.

To show that the observer-based control law (27) indeed works, we note that the
closed-loop regulator matrix A�

s +B�
sF �

s and the observer error matrix A�
s −K�

sC�
s are

both convergent matrices. From Eq. (36), it is immediate that M is also a convergent
matrix. From Eq. (35), it is thus immediate that xs(k) → 0 and es(k) → 0 as k → ∞
for all xs(0) and e(0). 
�

5 Numerical Example

In this section, we consider a fourth order linear discrete-time control system described
by

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k)

(37)

where

A =

⎡
⎢⎣

2.0 0.6 0.2 0.3
0.4 0.4 0.9 0.5
0.1 0.3 0.5 0.1
0.7 0.9 0.8 0.8

⎤
⎥⎦ , B =

⎡
⎢⎢⎣

1
1
1
1

⎤
⎥⎥⎦ (38)

and
C = [ 1 2 1 1 ] (39)

The eigenvalues of the matrix A are

λ1 = 2.4964, λ2 = 1.0994, λ3 = 0.3203 and λ4 = −0.2161

Thus, we note that λ1, λ2 are unstable (slow) eigenvalues and λ3, λ4 are stable (fast)
eigenvalues of the system matrix A.

For this linear system, the dominant and non-dominant states are calculated as in [9].
A simple calculation shows that the first two states {x1, x2} are the dominant (slow)
states, while the last two states {x3, x4} are the non-dominant (fast) states for the given
system (37).

Using the procedure described in Section 2, the reduced-order linear model for the
given linear system (37) is obtained as

xs(k + 1) = A�
sxs(k) + B�

su(k)
y(k) = C�

s xs(k) + D�
su(k) (40)
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Step Response of the Reduced System
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Fig. 1. Step Responses for the Original and Reduced Order Linear Systems

where

A�
s =

[
2.0077 1.1534
0.3848 1.5881

]
, B�

s =
[

0.8352
1.1653

]
(41)

and
C�

s = [ 1.0092 4.0011 ] and D�
s = −0.2904 (42)

The step responses of the original plant and the reduced order plant are plotted in
Figure 1, which validates the reduced-order model obtained for the given plant.

We note also that the reduced order linear system (40) is completely controllable and
completely observable. Hence, we can construct reduced-order observers and observer-
based reduced-order controllers for this plant as detailed in Sections 3 and 4.

6 Conclusions

In this paper, sufficient conditions are derived for the design of observer-based reduced
order controllers by deriving a reduced order model of the original plant using the dom-
inant state of the original linear system. The observer-based reduced order controllers
are constructed by combining reduced order controllers for the original linear system
which require the dominant state of the original system and reduced order observers
for the original linear system which give an exponential estimate of the dominant state
of the original linear system. We established a separation principle in this paper which
shows that the pole placement problem and observer design problem are independent
of each other.
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Abstract. Classification refers to associating a given fingerprint to one of the 
existing classes already recognized in the literature. A search over all the 
records in the database takes a long time, so the aim is to reduce the size of  
the search space by choosing an appropriate subset of database for search. 
Classifying a fingerprint images is a very difficult pattern recognition problem, 
due to the small interclass variability, the large intraclass variability. This paper 
presents a sequence flow diagram which will help in developing the clarity on 
designing algorithm for classification based on various parameters extracted 
from the fingerprint image. It discusses in brief the ways in which the 
parameters are extracted from the image. Existing fingerprint classification 
approaches are based on these parameters as input for classifying the image. 
Parameters like orientation map, singular points, spurious singular points, ridge 
flow and hybrid feature are discussed in the paper. 

Keywords: Singular points, Ridge flow, Orientation map, Spurious singular 
points, Multiple classifier. 

1   Introduction 

The authentication of a person requires a comparison of her fingerprint with all the 
fingerprints in a database. This database may be very large (e.g., several million 
fingerprints) in many forensic and civilian applications. In such cases, the 
identification typically has an incongruously long response time. The authentication 
process can be fastened by reducing the number of comparisons that are required to 
be performed. A common strategy to achieve this is to partition the fingerprint 
database into a number of classes. A fingerprint to be identified is then required to be 
compared only to the fingerprints in a single class of the database based on its 
features. The well-known Henry’s Classification scheme divides a fingerprint 
structure into three major classes or patterns namely Arch, Loop and Whorl. These 
classes are further divided by researchers into arch, tented arch, left loop, right loop, 
double loop and whorl. Figure. 1 displays an algorithmic flow for selection of features 
and classification of fingerprint. Beginning with generation of orientation map or 
ridge flow, it follows the flow to be used for different methods for classification. 
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Orientation map helps to locate singular points. It is possible to get false/spurious 
singular points while search for genuine singular points. Hybrid class is formed by the 
combination of the orientation map, ridge flow or real singular points. Features are 
extracted by using the above techniques followed by classification of fingerprint. 
These features can be given as input to neural network, clustering algorithm, hidden 
markov model, rule based approach, genetic algorithm, etc to improve the 
performance of classification method.    

 

Fig. 1. Algorithmic approach for classifying fingerprint image 

2   Related Work 

This section glances through various fingerprint classification methods based on the 
parameters extracted. The following parameters are used for differentiating between 
various methods: Orientation map, Singular points, spurious singular points, 
Ridgeline flow and Multiple parameters based methods[31].  

2.1   Orientation Map 

Orientation map describes the orientation of the ridge-valley structures. The Direction 
Field can be derived from the gradients by performing averaging operation on the 
gradients, involving pixels in some neighborhood [23]. Wei and Chen [14] have 
suggested an improvement in the computation of direction field which gives more 
accurate information about the ridges and the valleys as shown in figure 2. 

 

Fig. 2. Smoothed Orientation Field 
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Cappelli et al. [8] have presented a new approach for fingerprint classification 
which uses masks for partitioning orientation image. Dynamic masks help to bring 
stability during partition process. Sylvain et al. [9] uses direction map to capture 
features which is given to Self Organizing Map for further classification. Guo et al. 
[10] have presented a statistical approach for fingerprint classification using Hidden 
Markov Model (HMM). HMM is like a finite state machine in which not only 
transitions are probabilistic but also output. Feature vector is obtained by getting the 
local orientation for each block. This observation vector is fed as input to HMM. 
Krasnjak and  Krivec [11] have used quad tree principle to divide the direction map 
according to homogeneity,which is used as feature vector for neural network using 
MultiLayer perceptron. Xuejun and Lin [12] have proposed an algorithm based on 
genetic programming for fingerprint classification. In this paper genetic programming 
tries to explore a huge search space which cannot be done by human experts.Features 
are generated from orientation field using genetic programming.   

Jiang et al. [13] have given a combined classification approach by performing 
exclusive and then continuous classification [26]. In exclusive classification, first 
clustering is performed to form similar groups of data in the database then the query 
image’s orientation field is compared with the cluster representative which reduces 
search time. In continuous classification the query images orientation map is 
compared to the fingerprints in the received cluster. Luping Ji, Zhang Yi [15] have 
presented classification approach using Support Vector Machine (SVM). SVM is a 
learning theory useful in pattern classification. Four directions (0, π/4, π/2, 3π/4) are 
used for orientation field representation. Fingerprints are then classified using the 
output of the trained classifier.  Sivanandam and Anburajan [16] have used neural 
network for classification. Jiaojiao Hu, Mei Xie [18] have introduced a classification 
technique using  combination of genetic algorithm and neural  network. Orientation 
field is given as input to genetic programming process. Features are given as input to 
backpropagation network and Support Vector Machine (SVM) for classification of 
fingerprints. 

2.2   Core and Delta Points 

Within the pattern areas of loops and whorls are enclosed the focal points which are 
used to classify fingerprints. These points are called as core and delta. The delta is 
that point on a ridge at or in front of and nearest the center of the divergence of the 
type lines. The core is present when there is atleast one ridge that enters from one side 
and then curves back, leaving the fingerprint on the same side as shown in figure 3.  

 

Fig. 3. Right Loop with core (red) and delta (green) 
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Approaches for singularity detection operate on the fingerprint orientation image. 
Poincare index proposed by Kawagoe and Tojo (1984) is an elegant and practical 
method to detect singular points. It is computed by algebraically summing the 
orientation differences between adjacent elements [22]. Poincare index is evaluated 
for every pixel in the directional image. M.Usman, Assia Khanam [19] have 
suggested an optimal way of locating core point by extracting the region of interest. 

Wang and Zhang [1] have enhanced the fingerprint image to reduce the effect of 
noise and detected singular points using Poincare Index. Feature Vector is obtained by 
finding the region of interest [24] using core point. Finally clustering algorithm is 
used for classification.Liu and Zhang [2],Klimanee and Nguyen [3] and Msizia and 
Ntsika [5]  have preprocessed image and have presented a novel way of locating core 
and delta points. 

Classification is done by defining rules based on the number of singular 
points.Classification is performed using principal axes in [3]. Srinivasan and Rakesh 
[4] have proposed a technique based on neural network. They have used PCA 
(Principal Component Analysis) to reduce the size of the feature space. Singular 
points detected are then given to SOM (self-organized map) which is an unsupervised 
learning neural network. 

2.3   Ridgeline Flow 

The flow of the ridges is an important discriminating characteristic. It is not always 
easy to effectively extract ridges from noisy fingerprints. It is a parameter more robust 
than singular points. The ridge line flow is usually represented as a set of curves 
running parallel to the ridge lines as in figure 4; these curves do not necessarily 
coincide with the fingerprint ridges and valleys, but they exhibit the same local 
orientation. 

 

Fig. 4. Tracing of Ridges 

Andrew [6] has described a classification technique based on the characteristics of 
the ridges. Two new classifiers have been presented in the paper. The first 
classification described is by using Hidden Markov Model (HMM). In fingerprint 
image the direction changes slowly hence HMM is suitable here for classification. 
The ridgelines are typically extracted directly from the directional image, then the 
image is binarized and thinning operation is performed, features are extracted that 
denotes the ridge behavior. The second classification described is using Decision 
Trees. Features are extracted and classified using a decision tree approach. Features 
are extracted at significant points on the ridges and a decision tree is constructed 
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based on the questions about the features and the relationship between those features. 
Neeta and Dinesh [7] have presented an approach for classification based on ridge 
flow. To reduce computation high ridge curvature region is extracted using Sobel 
operator and direction map. HRC is calculated based on the values of the slope within 
the block. After locating HRC, Ridge tracing is performed. Hye-Wuk and Lee [17] 
have published classification approach using HMM. Features are extracted from 
orientation field by locating the direction of the extracted ridge which is then taken as 
input for HMM for designing fingerprint models. 

2.4   Removal of Spurious Singular Points 

Accuracy in finding singular points is reduced if the image is of poor quality as shown 
in figure 5.  

 

Fig. 5. Spurious Singular Points (yellow) 

Zhou et al. [20] work is based on DORIC (Differences of Orientation values along a 
Circle) feature an extended form of Poincare Index. These are given to Support Vector 
Machine to design classifier. F.Magalhães et al.[29] uses constraints to remove extra 
singular points by treating them as centeroid if they are too close and deleting a pair of 
core and delta if distance between them is less than threshold. N.Johal et al.[30] 
presents an algorithm to fine tune orientation map by finding the direction of gravity. 
Blocks are found whose slope is in the range of 0 to pi/2 to obtain singular points. 

2.5   Multiple Classifier 

Different parameters potentially offer extra information about the patterns to be 
classified, which may be exploited to improve performance of algorithm. 

Jain, Prabhakar, Hong [21] have come up with a novel scheme to represent ridges 
and valleys of a fingerprint. It uses orientation field to detect core and delta points. 2 
stage classification is done, firstly K nearest neighbor to find most likely classes and 
secondly neural network for further classification.Zhang,Yan [25] have used core and 
delta points and ridge flow as feature vector. Using singular point, ridge is traced in 
opposite directions to find the turn number. It then uses rules for classification. 
Wang,Chen [14] is based on singular points and orientation map. Their feature vector 
includes number of singular points, angle from delta to core, average of the directions 
in region of interest. Further, Fuzzy Wavelet Neural Network is used for 
classification.Wei and Hao [27] have used singular points and ridge flow mthods for 
feature extraction. In the first level ridgelines are classified and classification is done 
based on it. In the second level the ridge count between singular points is used for 
further classification. 
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3   Conclusion and Future Work 

Fingerprint classification is a challenging pattern recognition task that has captured 
the interest of several researches during the last 30 years. A number of approaches 
and various feature extraction strategies have been proposed to solve this problem.A 
Parameter based flow diagram has been generated which will provide a base for the 
user to understand the approach used for building the algorithm for fingerprint 
classification. Various approaches of fingerprint classification like rule based, neural 
network based, genetic algorithm based, ridge flow based reveals that neural network 
based classification provides better results compared to other techniques. Neural 
Network using back-propagation algorithm gives good results as it learns complex 
relationship but it consumes a lot of time for training. In Future we would like explore 
various pre-processing techniques so as to get accurate orientation map followed by 
final classification result. 
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Summary 

Table 1. Summary of method for Ridgeline Flow parameter 

 
Sr.No Approach                    Characteristic                Advantages          Disadvantages

1. A.Senior, 
2001 

• Hidden Markov Model 
• Features are extracted by 

intersecting fiducial lines 
with ridges. 

• Classification is done by 
calculating the probability 
of data with each class. 

• Decision Trees 
-         Features are extracted at      

significant points on the 
ridges. 

-         Classification is made by 
constructing a decision 
tree based on the features 
extracted. 

• PCASYS is used to classify 
fingerprint to improve 
accuracy. 

• Avoids extraction of 
global features. 

• Improved accuracy 
due to combination 
of classifiers. 
 

 

• Computation 
increases 

• Can lead to 
over fitting 

 

2. N. Nain, B. 
Bhadviya, B. 
Gutam, 
D.Kumar 
and Deepak, 
2008  

• First stage : High Ridge 
Curvature region is 
extracted using  Sobel 
operator. Blocks having 
slope in the range 0 to 90 
are located. 

• Second stage: Ridge is 
traced from center in both 
directions and features are 
extracted. 

• Classification is done 
based on defined 
conditions for every class. 

• Avoids extraction of 
global features. 

• Discontinuous 
ridges are joined by 
using Gabor filter. 

• Classifying a 
ridge outside 
HRC leads to 
wrong results. 

3. H. Jung, J. 
Lee, 2009 

• Ridge Direction is taken as 
feature. 

• Markov Model is trained 
and used  for classification. 

• Improved Accuracy • Deciding 
window size is 
crucial.   
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Table 2. Summary of methods for Orientation_Map parameter 

Sr.
No 

Approach        Characteristic               Advantages                  Disadvantages

1. R. Cappelli and  
A. Lumini, 1999 

• It is a guided segmentation 
process. 

• It partitions the directional 
image based on dynamic 
masks . 

• Two methods are suggested 
for classification 
 

• It does not 
require 
singularities. 

• It is rotation 
and 
translation 
invariant. 

• Segmentation 
approach might 
not always give 
same result for 
same image. 

2. S.Bernard, 
N.Boujemma, 
D.Vitale, and 
C.Bricot, 2001 

• Image is processed using 
gabor filter and orientation 
map is calculated. 

• Poincare index is used for 
separation of SPs and is 
stored as features. 

• Classification is done using 
Self Organizing Maps.  

• It resolves 
large intra-
class 
variability. 

• Fails on poor 
quality images. 

• Training consumes 
time. 

3. S.Mohamed 
and 
H.Nyongesa, 
2002  

• Directional image in 4 
directions is computed from 
a binarized image. 

• SPs are calculated using 
range based on observation. 

• Features are encoded in a 
vector and given to fuzzy 
neural classifier for 
classification. 

• Accurate 
detection of 
singular 
points. 

• Generalization can 
lead to wrong 
results.  

• Learning process 
is time consuming. 

4. H.Guo, Z.Ou 
and Y.He, 2003 

• Orientation field is calculated 
using gradient method. 

• Features are extracted block-
wise. Vector is formed using 
orientation field. 

• Classification is performed 
using Hidden Markov    
Model.  

• Enhancement 
of fingerprint 
image is not 
required. 

• Singular 
points are not 
required. 

• Fails if image 
quality is low.        

5. L. Sha and 
X.tang, 2004 

• It combines exclusive and 
continuous classification.  

• Singularity approach 
- Exclusive method uses 

orientation map to classify 
images. 

- Continuous method used 
parameters based on ridges 
and SPs to classify. 

• FingerCode approach 
-  Reference point is located 

using orientation map and 
FingerCode is generated. 

- Novel exclusive classification 
approach is proposed. 

• The proposed 
approach 
leads to 
smaller search 
space thereby 
saving time. 

• Missing SPs will 
lead to wrong 
results in singular 
based method. 

• SPs are manually 
located to 
improve accuracy. 

• FingerCode 
method can 
tolerate missing 
delta. 

6. X.Tan, B. 
Bhanu, and Y. 
Lin, 2005 

• Orientation map is based on 
gradient method. 

• Computation and feature 
generation operators are 
used to generate feature 
vectors. 

• Classification is done using 
Bayesian classifier. 

• Search space 
explored by 
genetic 
algorithm is 
beyond 
human 
experts. 

• Low quality 
images can lead to 
wrong results. 

• Overfitting can 
occur. 
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Table 2. (continued) 

7. D.Krašnjak and 
V.Krivec, 2005 

• Orientation map is calculated 
and divided into 4 tiles. 
Homogeneity coefficient is 
computed for every tile till 
maximum level has reached. 

• Homogeneity vector 
constructed is given as input 
to MultiLayer perceptron for 
classification. 

• Can learn 
complex 
relationships 
more quickly 

• SPs are not 
required. 

• Training consumes 
a lot of time. 

• Requires target 
values. 

8. X.Jiang, M. Liu 
and A. Kot, 
2006 

• Clustering is performed to 
divide the database into 
respective classes. 

• K-means algorithm is used to 
resolve intra class variability. 

• Continuous classification is 
performed after clustering to 
improve the performance of 
classification. 

• This approach 
speeds the 
process of 
querying the 
database.  

• SPs are required 
for exclusive 
classification. 

9. W.Wang, J.Li 
and 
W.Chen,2006 

• Orientation map is generated 
using least mean square 
method. It is further 
improved by an estimation 
approach presented in the 
paper. 

• Singular points are extracted 
using Poincare index. 

• Features are extracted from 
SPs and given as input to 
fuzzy wavelet neural 
network. 

• Provides 
improved 
accuracy 

• Requires accuracy 
in locating 
singular points. 

10. K.Umamahesw
aril, S. 
Sumathil,S. 
Sivanandaml 
and K. 
Anburajan, 
2007 

• Orientation map is generated 
to fetch the minutiaes using 
least mean square method. 

• Feature vector is given as 
input to Back Propagation 
network and Learning Vector 
Quantization for classification 

• Improved 
efficiency and 
accuracy in 
classifying 
images. 

• Reduced 
computationa
l complexity 
due to 
wavelet 
compression 
of feature 
vector. 

• Selecting initial 
parameter values 
is sensitive. 

11. Luping Ji and 
Zhang Yi, 2007 

• Least Mean square method is 
used to generate orientation 
map. Consistency is 
calculated to improve quality 
of orientation field. 

• Feature vector is computed 
from the percentage of 
direction map blocks. 

• It is given as input to Support 
Vector Machine for 
classification. 

• Improved 
accuracy in  
classifying 
images. 

• SPs are not 
required. 

 

• Training period 
consumes more 
time than 
classification. 

12. J.Hu and 
M.Xie, 2010 

• Orientation map is calculated 
using gradient method. 
Features are generated from 
orientation field using 
Genetic Programming. 

• Features are given as input to 
backpropagation network, if 
there is ambiguity in 
classification then SVM is 
used. 

• Combining 
Backpropagati
on network 
with SVM 
gives better 
results for 
classification. 

• Overfitting can 
occur. 

• Approach is 
dependent on SPs 
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Table 3. Summary of methods for Core n Delta parameter 

Sr.No   Approach            Characteristic    
Advantages 

                 
Disadvantages 

1. B. Cho, J.Kim, 
J. Bae, I. Bae, 
and K.Yoo, 
2000 

• Poincare Index is used to 
detect core. 

• Number  and curvature of 
cores  are used for 
classification.  

• Delta is not 
required for 
classification. 

• False core 
point is not 
eliminated 
completely  

 

2. Y. Liu, S. 
Yuan, X. 
Zhu, Y. 
Zhang, 2002 

• It uses thresholding  for 
preprocessing. 

• Poincare index is modified to 
improve accuracy. 

• Efficient 
Classification 
results.  

• More 
computatio
ns due to 
modified 
Poincare 
definition. 

3. S.Wang, W. 
Zhang and Y. 
Wang, 2002 

• A new feature for fingerprint 
classification is used to 
effectively represent the 
structure of a fingerprint. 

• K means classifier and 3 
nearest neighbor is used for 
clssification 

• Can operate 
on low 
quality 
fingerprint 
images 
(missing core 
and delta). 

• More 
computatio
ns due to 
Euclidean 
distance.  

4. J.Malinen, 
V.Onnia, 
M.Tico, 2002 

• Gabor filters are used for 
feature extraction. 

• Multiple Discriminant analysis 
is used for classification. 

• It reduces 
inter-class 
variance and 
keeps intra-
class 
variance 
same. 

• Reference 
point might 
be lost if 
cropping is 
not 
properly 
done. 

• Deciding 
Singular 
value and 
Gabor filter 
parameters 
is crucial. 

5. C. Klimanee 
and D. 
Nguyen 

• Every block is given ridge flow 
code. Singular points are 
present in the region where 
all six codes exists or 
converge. 

• Singular point is found in the 
region where variance is 
maximum. 

• Concept of principal axes is 
used for classification for 
classes that have same 
number and type of singular 
points. 

• Accurate 
location of 
singular 
points. 

• Clearly 
differentiates 
arch and 
tented arch. 

• It fails when 
singular 
points are 
not 
detected. 

6. T.Srinivasan 
S.Shivashank
ar Archana.V 
B.Rakesh,20
06 

• Features are extracted using 
PCA (Principal Component 
Analysis).  

• Fuzzy ant clustering algorithm 
is used to find optimal cluster 
centers. 

•  Classification is done using 
LVQ2(learning vector 
quantization) technique and  
SOM(Self-organizing maps). 

• Improves 
accuracy of 
classification. 

• Computatio
nally 
complex. 
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Table 3. (continued) 

7. M. Akram, 
A.Tariq, S. 
Nasir, A. 
Khanam,200
8 

• A novel idea is proposed for 
gradient based segmentation. 
Mean of gradients and their 
standard deviation is 
calculated. 

• Orientation filed is estimated 
accurately. 

• Core point is located using 
Poincare Index. 

• Works on 
low quality 
images. 

• Optimal Core 
point is 
detected. 

--- 

8. I.Msiza, B. 
Leke-
Betechuoh, 
F. 
Nelwamond
o and N. 
Msimang,20
09 

• Defines new rule-based 
classifier for classification. 

• Can classify 
fingerprints 
in case of 
missing data 
for loops. 

• Will fail if 
singular 
points are 
detected. 

 

Table 4. Summary of methods for removal of spurious singular points 
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Abstract. The development of complex systems frequently involves extensive 
work to elicit, document and review functional requirements that are usually 
written in unconstrained natural language, which is inherently imprecise. Use of 
Formal techniques in Requirement Engineering would be of immense impor-
tance as it would provide automated support in deriving use case models from 
the functional requirements. In this paper we propose a formal syntax for re-
quirements called Adv-EARS. We define a grammar for this syntax such that a 
requirements document in this format can be grammatically parsed and the 
prospective actors and use cases are automatically derived from the parse tree. 
The use case diagram is then automatically generated based on the actors and 
use cases and their relationships. We have used requirements of an Insurance 
system as a case study to illustrate our approach. 

Keywords: Requirements-Engineering, Adv-EARS, Automated Use case deri-
vation, Formal requirements syntax. 

1   Introduction 

Object Oriented Programming is presently the most widely accepted programming 
paradigm and UML has become the de-facto standard for modeling an information 
system based on a given set of functional requirements of an Object Oriented system. 
However, in most of the cases the functional requirements expressed in natural lan-
guage needs to be interpreted manually and converted to UML Use case diagrams. 
Such manual conversion often leads to missing information or incorrect understand-
ing of the user needs. In this paper we define a formal syntax for requirements in a 
manner similar to natural language such that it is easy to use and understand. Mapping 
of the grammatical constructs of English has been done in our model named Adv-
EARS. This is built upon an earlier work by Marvin et al in [1] who have defined the 
Easy Approach to Requirements Syntax (EARS). Our model extends a lot on the  
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basic four constructs and gives the flexibility is expressing any type of requirements. 
A grammar is then proposed which would parse the Requirements documents written 
in Adv-EARS and identify the elements of use case diagram from which the latter 
would be generated automatically. 

This would, on one hand, greatly reduce ambiguities and errors in manual conver-
sions. On the other hand, this will ensure a consistent evolution of use case models 
from requirements which forms the starting point for analysis and design models. 
Automated support would minimize early errors and provide a foundation for good 
quality software. 

2   Related Work 

The objective of our work is to provide automated support for unambiguous interpre-
tation of functional requirements and derivation of Use case models from those re-
quirements. This is only possible through the use of formal techniques. Although 
there are several proposals to transform a more formal representation into use cases 
diagrams. For instance, (Stolfa and Radecký, 2004) and (Dijkamn and Joosten, 2002) 
transforms UML activity diagrams into use case diagrams, and (van Lamsweerde, 
2009) transforms goal diagrams into use case diagrams. Formalizations of Textual 
Requirements to UML Diagrams is however scarce. Hence we here review the re-
search works in the domain of formal specification of requirements. 

Mavin et al in [1] put forward the there are three common forms of ambiguity in 
requirement specification: lexical, referential and syntactical [2]. To overcome such 
problems that arise because of the association with Natural Language (NL), usage of 
other notations has been advocated for the specification of user requirements. Z [3], 
Petri Nets [4] and graphical notations such as Unified Modeling Language (UML) [5, 
6] and Systems Modeling Language (SysML) [7] are worth mentioning in this domain 
of work.  

3   Scope of the Work 

In this paper we propose a framework for expressing requirements in a formal syntax 
named Adv-EARS which is parsed by a grammar to identify potential use cases and 
actors. Our approach then enables automatic derivation of Use case diagrams based 
on the actors, use cases and their relationships identified from the parser. Use Case 
identification is a customary procedure in the Requirements Engineering phase, where 
the potential use-cases are identified along with their intrinsic behavioral pattern(s). 
These Use-cases are the manifestations of the user requirements at the later part of the 
Requirements-Engineering process. This automated approach of aspect identification 
during early part of requirement-engineering phase will be of significant importance. 
In this paper, we represent the requirements in natural language following a formal 
syntax as defined in EARS [1]. However, the EARS syntax is not sufficient to enable 
automatic derivation of use cases. Therefore, we have further extended EARS [1] to 
include some more constructs to handle the different kinds of requirements and name 
this as Adv-EARS.  We present a Context Free Grammar for the Adv-EARS.  
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A parser, designed based on the CFG yields a parse tree. The leaf nodes of the parse 
tree highlight the probable use cases along with the Use-Case Relationships. Conse-
quently, with optional or minor discretionary intervention of the designer, the Use 
Case diagram can be generated automatically.  

 

 

Fig. 1. Diagrammatic representation of our approach 

Fig 1 shows the diagrammatic representation of our approach. Textual require-
ments are represented in a formal language based on Adv-EARS. This structured 
requirement is parsed using the grammar defined and the parse tree identifies the 
probable actors, use cases and use case relationships. This information is used to au-
tomatically derive the Use case diagram for the system. 

4   Derivation of Use-Case Diagram from Requirement 

The automatic derivation of use case diagram from requirements expressed in formal 
syntax comprises of three steps as shown in Fig 1. In the 1st section, we first formally 
define the software requirement using Adv-EARS model. In the 2nd section, a CFG 
grammar is defined for parsing the requirements expressed in Adv-EARS. The actors and 
use cases are identified from the generated parse tree. Finally in the 3rd section we derive 
the use case diagram from the identified actors and use cases and their relationships.   

4.1   The Adv-Ears Model 

For the sake of automating the process of Requirements Engineering, we adopt the 
EARS [1] based Requirements Syntax. The EARS syntax has placed the Require-
ments under various classification heads: Ubiquitous, Unwanted Behavior, Event 
Driven and State Driven. The principal objective of this paper is to decompose the 
phrases identified in EARS [1] further with an aim to identify the involved Entities 
and Use Cases. Furthermore, the current paper extends the list and thereby adds a new 
head namely the Hybrid Requirement that is a combination of Event-Driven and Con-
ditional. This is triggered by an event but at the same time having a condition for its 
execution. This is to take care of requirements that may be of this nature. Moreover 
the definition of EARS[1] for the existing categories have been also extended and 
generalized by adding few more different types of syntaxes so that Adv-EARS be-
comes better suited for use for formal requirement definition.  

Requirements in 
Adv-EARS Syntax 

CFG Based Parser 

Translation to  
Use-Case Diagram

Identification of  
Actors and Use cases 
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We use the following codes for the different types of requirements syntax, which 
are defined in the Table-1 as given below – 

Table 1. Requirement Types of Adv-EARS and difference in definition from EARS 

UB: Ubiquitous, EV: Event-driven, UW: Unwanted Behavior, ST: State driven, 
OP: Optional features, HY: Hybrid (Event-Driven and Conditional) 

Req 
Type 

Definition in EARS 
Definition in Adv-EARS 

(extensions in bold) 

UB 
The <system name> 
shall <system re-
sponse> 

The <entity> shall <functionality> | 
The <entity> shall <functionality> the <enti-

ty> for <functionality> 

EV 

WHEN <optional 
preconditions> 
<trigger> the <sys-
tem name> shall 
<system response> 

When <optional preconditions> the <entity> 
shall <functionality> | 

When <optional preconditions> the <entity> 
shall perform <functionality> | 

When <entity> <functionality> the <entity> 
shall <functionality>

UW 

IF <optional pre-
conditions> <trig-
ger>, THEN the 
<system name> 
shall <system re-
sponse> 

IF < preconditions> THEN the <entity> shall 
<functionality> | 

IF < preconditions> THEN the <functionali-
ty> of <functionality> shall <functionality> |  

IF < preconditions> THEN the <functionali-
ty> of <functionality> shall <functionality> to 
<functionality> | 

IF < preconditions> THEN the <functionali-
ty> of <functionality> shall <functionality> to 
<functionality> and <functionality>

ST 

WHILE <in a spe-
cific state> the <sys-
tem name> shall 
<system response> 

WHILE <in a specific state> the <entity> shall 
<functionality> | 

WHILE <in a specific state> the <functional-
ity> shall <functionality>  

OP 
 

WHERE <feature is 
included> the <sys-
tem name> shall 
<system response> 

WHERE <feature is included> the <enti-
ty>shall <functionality> | 

WHERE < preconditions> the <functionali-
ty> shall <functionality> | 

WHERE <  preconditions> the <functionali-
ty> of <functionality> shall <functionality> to 
<functionality>

HY Not defined 

<While-in-a-specific-state> if necessary the 
<functionality> shall <functionality> | 

<While-in-a-specific-state> if necessary the 
<entity> shall perform <functionality> | 

<While-in-a-specific-state> if < precondi-
tions> the <functionality> shall <functionality> 
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Summarizing, the contribution of Adv-EARS– 
 

1. Introduction of a new type of Requirement Hybrid (HY) which is an event 
driven and conditional requirement. 

2. Extension of all existing Requirement syntaxes to make it more generic and 
able to handle more different types of requirements. 

3. Instead of <system name> we use <entity> which corresponds to the entities 
(external & internal) interacting with the software system. These are the 
nouns and some of them maps to possible actors of the system. 

4. Instead of <system response> we use <functionality> which corresponds to 
the use cases of the software system. These are the verbs and some of them 
maps to the use cases of the system. 

4.2   Generation of Use CASE DIAGRAM from Parse Tree  

The parse tree yielded by the CFG as mentioned in the previous section generates the 
Use Cases at specific points of its leaf nodes as terminal symbols. The probable enti-
ties and usecases, which appear as leaf nodes of the parse tree distinctly are identified. 
A single instance a parse tree having more than one usecases as its leaf nodes indi-
cates the relationship among those usecases. This relationships among one or more 
Use-Cases determine the Use-case diagram. As a result of which the generation of 
Use-case diagram becomes entirely mechanized and can highly be automated with 
minor intervention of the designer.  

The key points are: 

1. The <functionality> parts of Adv-EARS form the probable use cases of use 
case diagram. 

2. The <entity> parts of Adv-EARS form the actors and/or classes of the sys-
tem. Minor manual intervention is required to choose the actors of the use 
case diagram 

3. The <functionality> shall <functionality> parts of Adv-EARS form the “in-
cludes” relationship of the 1st use case to the 2nd use case. 

4. The <functionality> of <functionality> also corresponds to use case relation-
ship. The relationship “includes” or “extends” is decided by the designer. 

For example, for a requirement like “If <age is less than 18>, then perform valida-
tion process shall invoke error-handler to reject voter identity application”. As per the 
requirement definition of UW (Unwanted behavior) (3rd case) from Table-1, we can 
derive the probable actors and use cases corresponding to <entity> and <functionality> 

• Use cases: “perform validation process”, “invoke error-handler”, “reject voter 
identity application ” 

• Use case: “perform validation process” holds the <<includes>> relationship with 
the “invoke error-handler” use case. 
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Similarly, for the requirement “The user shall login”, 
As per the definition of Ubiquitous requirements (UB) in Table-1, we can derive – 

• Actor: Applicant, Insurance-Officer  

• Use Case: login 
 

The “extends” relationship among the use cases is not within the scope of the use case 
diagram generated from the parse trees derived from requirements expressed in Adv-
EARS format by using a context free grammar. Designer intervention is required to 
change “includes” to “extends” if required. The generated use case diagram would be 
a starting point which designers can use as a template to create better designs. 

5   Case-Study 

We have taken a case study of insurance system to illustrate our approach. This is a 
common Insurance System followed in most of the Insurance Companies for general 
and life insurance plans. The following list presents the Requirements Document in 
Textual form of Natural Language. These are to be formulated according to the EARS 
Requirements Syntax as shown in earlier section. 

Requirements for Insurance System:  

1. Applicant logs in to the system 
2. Applicant wants to apply for an Insurance Policy 
3. Applicant selects an insurance product  
4. The policy application form accepts all details from Applicant 
5. Underwriting1 performed to validate Applicant details based on product rules 
6. Some sample validations – 
a. If age > age_limit years, application is rejected 
b. If beneficiary is not related to policyholder, application is rejected 
c. If profession is risky, application rejected  
d. If smoker, set premium value high 
e. If user holds previous policies, then policylimit is verified (where a Applicant 

cannot have policies whose total policy amount exceeds a limit)  
7. After underwriting1, if required further details are accepted from Applicant 
8. Underwriting2 is performed after new details are obtained 
9. Premium is calculated based on product choice and Applicant details 
10. Premium payment is accepted 
11. If payment is done, policy is created 
12. Policy Certificate is generated and issued 

5.1   Requirements in Adv-EARS Format  

The Requirements Syntax for the Insurance System as presented in Sec 4.1 is refor-
mulated according to the EARS Syntax is presented in the Table-2. 
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Table 2. Advanced EARS Syntax for Insurance System 

Sl. No. Requirements Type 
1 The applicant  shall login   UB 

2 
If applicant fails to login then the login functionality shall 
invoke error-handler 

UW 

3 The applicant shall select product details  UB 

4 
When product selected the applicant shall provide applica-
tion details  

EV 

5 
When application details have been accepted the  Insurance 
Officer shall perform underwriting1 

EV 

6 
While underwriting1 is performed the invoke error-handler 
shall handle exceptions 

ST 

7 
If age is greater than age-limit then the Checking of Under-
writing1 shall invoke Error-Handler to reject the application 

UW 

8 
If profession is risky, then the Checking of Underwriting1 
shall invoke Error-Handler to reject the application 

UW 

9 
If beneficiary is not related to policyholder, then the Check-
ing of Underwriting1 shall invoke Error-Handler to reject 
the application 

UW 

10 
Where the beneficiary is a smoker the Checking of Under-
writing1 shall invoke Error Handler to set a high value pre-
mium. 

OP 

11 
After underwriting1 is complete, if necessary the Insurance 
Officer shall perform underwriting2 

HY 

12 
When underwriting2 is required the applicant  shall provide 
more information 

EV 

13 
While underwriting2 is performed the invoke error-handler 
shall handle- exceptions 

ST 

14 
When underwriting1 and underwriting2 is completed error 
free the Insurance Officer shall calculate premium 

EV 

15 
When premium has been calculated the applicant  shall  
make premium payment 

EV 

16 
If payment fails, the payment-functionality shall invoke er-
ror-handler to abort transaction and notify user  

UW 

17 
When payment is done the  Insurance Officer shall create 
policy 

EV 

18 
When policy issued the  Insurance Officer shall generate 
policy certificate 

EV 

5.2   Parse Tree to Use Case Diagram 

The above document when fed to the Context Free Grammar presented in section 4.1 
for the Advanced EARS Syntax generates a parse tree. The Use Case Diagram, de-
rived from the parse trees yielded by the CFG presented in section 4.2 is shown in  
Fig 2.  
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Fig. 2. Use-Case Diagram for Insurance System 

6   Discussion and Conclusion 

Use of Formal techniques in Requirement Engineering would be of immense impor-
tance as it would provide automated support in deriving use case models from the 
functional requirements. In this paper we propose a formal syntax for requirements 
called Adv-EARS. 

We define a grammar for this syntax such that a requirements document in this 
format is grammatically parsed and the prospective actors and use cases are automati-
cally derived from the parse tree based on a Context Free Grammar for Adv-EARS. 
The use case diagram is then automatically generated based on the actors and use 
cases and their relationships. The Adv-EARS is still extendible and our future work 
will be to consolidate and present all possible requirements expressed in natural lan-
guage in Adv-EARS format. Once the Adv-EARS is able to map to most of the con-
structs of English grammar in a controlled manner, it would take us steps forward in 
Automated Requirement Engineering, lowering manual intervention and hence lower-
ing the probability of human errors and ambiguity.   
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Abstract. The policy of resource scheduling determines the way in which the 
consumer jobs are allocated to resources and how each resource queues those 
jobs such that the job is finished within the deadline. Tender based scheduling 
policy requires the resources to bid for job while the consumer processes the bid 
and awards the job to the lowest bidder. Using an incentive based approach this 
tender based policy can be used to provide fairness in profit for the resources 
and successful job execution for the consumers. This involves adjusting the 
price, Competition Degree (CD) and the job position in the resource queue. In 
this paper, this model is further extended by incorporating resource 
categorization and modifying the resource bidding using 'Group Targeting'. The 
resources are classified using the 'Ricardo's theory of rents' taking into account 
the speed and type of each resource. This allows the consumer to make his 
decision using the category of resource along with its price which induces a 
quality element in the bid processing mechanism. This is modeled using the 
parameter Quality Degree (QD) introduced in the consumer side. This 
categorization and modified bid processing result in a scheduling policy closer 
to market-like behavior.  

Keywords: theory of rent, group targeting, quality degree, Maximum pay, 
resource classification.  

1   Introduction  

“Grid Computing” refers to the technology that enables access to remote resources and 
offers high processing power. The basic components of a grid include consumers, 
resource providers and the Grid Information Server [GIS]. The consumer submits a job 
to the resources which then schedules the job using a scheduling policy. The Grid 
information Server helps to locate a resource which can schedule the given job by 
adding it in its queue. It maintains a list of registered resources and consumers who are 
the key players in the grid. The scheduling policy will then help to determine how the 
jobs must be allocated to the resources. There are two aspects to this policy. First it 
decides which resource the job is allocated to, that is the global scheduling policy. Next 
it ascertains where in the chosen resource the job can be queued. There are various 
scheduling policies amongst which the economic policy considered in this paper.    
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2   Related Work  

There are a variety of resources scheduling mechanisms in grid. A scheduling policy 
must be chosen such that it fits into the characteristics of the given grid environment 
[4]. Scheduling policy differs with the nature of the jobs that are scheduled. Real time 
jobs in grid will require resource, processor, storage and bandwidth allocation for 
streams of data [8] while light weight jobs can be scheduled using AFJS [10].  

Scheduling can be done using additional components such as Agents [9] improving 
scalability and adaptability. Further the scheduling policy can be combined with data 
transfer technologies such as torrents for data distribution [6]. Economy based 
scheduling policies operate with price as their primary parameter.  

The sequence of scheduling varies among different polices. The sequence which 
uses double action is discussed in [7]. The scheduling policy must also provide 
incentives [1] to both the consumer and the resource for participating in the grid. 
Fairness is one such resource incentive. [5] discusses on-demand fairness wherein 
fairness can be provided as and when demanded. [3] illustrates the process and 
benefits of using Java in grid computing.  

3   Scheduling Policy  

Resource scheduling policy forms the basis in which the jobs of consumers are 
mapped to the resources in the grid. Resources may vary in number and productivity 
and hence an efficient scheduling policy must strike a balance between the time 
required to complete the job and the cost incurred for the same.  

3.1   Overview of Economy Based Scheduling  

The major advantage of economy based scheduling is the real world scalability, as it 
works based on price, which is a real world parameter. Further it works in a 
decentralized environment which eliminates single point failure. The Economy based 
scheduling entails the fact that the job allocation is done based on the budget and the 
criteria for meeting the deadline. It provides stability to both resource providers and 
consumers.  

3.2   Tender Based Model  

Tender based model is one of the models in the grid scheduling environment where 
the resource providers compete and bid for the job based on the service they provide 
(taking the availability of the resources into account) and the cost of undertaking the 
job. The consumers may also negotiate with the resource providers for getting the job 
done. The resource consumer submits the job to the resource providers. The various 
resource providers, then process the requirements of the consumer and bid for the job. 
The consumer after getting the bids from different resource providers, choose an 
optimal bid and hand over the job to the selected provider.  

This tender model is an incentive based approach [1]. The incentive for the 
provider is the profit which varies directly with the provider's capability. The 
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incentive for the resource consumer is the successful execution rate. The various 
steps in the tender model are,  

 

1. The consumer uses the Grid Information Server [GIS] to find the resources 
which are capable of servicing the consumer needs.  

2. The consumer submits the job to all the relevant resources.(Job notification)  
3. The resource providers bid for the job.  
4. The consumer processes the bid and confirms the submission of the job to a 

particular resource provider. (Job confirmation)   

3.3   Resource Scheduling in Tender Based Model  

The global resource scheduling policy determines the resource to which the consumer 
job must be assigned. The local scheduling policy determines where the job must be 
placed in the queue and also the variation in the resource characteristics such as price 
and aggressiveness based on whether the job meets the deadline or not. The local 
scheduling policy is primarily adopted from [1]. The key parameters used are the 
Competition Degree (CD), to determine the aggressiveness and the price of the 
resource. The CD is the probability that a resource does not insert the job into  
the queue until job confirmation. The job if not inserted, will not influence the 
acceptance of other jobs by the same resource. Hence higher the CD, the more 
aggressive the resource is. Further [1] describes four algorithms for scheduling within 
a resource namely: Job Competing algorithm, which determines whether a job can be 
accepted to finish within the deadline by the resource and increases the bidding price 
if the jobs in the queue are reordered to accomplish the same. Local scheduling 
algorithm, determines where the job should be placed in the resource queue on 
confirmation such that no penalty in the form of deadline misses is incurred. Even if a 
penalty is incurred local scheduling algorithm minimizes it and keeps track of it. The 
third algorithm is the price adjusting algorithm where the price of the resource is 
varied based on the penalty it has incurred and finally the CD adjusting algorithm 
adjusts the aggressiveness of the resource based on its consistent performance of 
meeting the deadline. Here a tender based approach is used as the global scheduling 
scheme with local scheduling being done as stated above.  

The major issues to be addressed in this policy are  
 

1. The initial configuration of the resource price and resource CD  
2. The time that the consumer must wait before processing the bid  
 

The consumer offers the job only based on price which does not reflect the real 
world consumer behavior.  

4   Resource Characteristics  

Along with the resource characteristics stated in [1], we have expanded it to include 
resource classification and group targeting. The resource classification is done using 
the Ricardo’s theory of Rents. These additional characteristics are discussed below.  
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4.1   Ricardo’s Model of Rents  

Ricardo’s theory can be explained with the example of farming [2]. A certain territory 
has very few settlers but abundant fertile land for growing crops. Assuming farmer A, 
aspires to start crop cultivation on a piece of land. Since there is a lot of abundant 
fertile land (meadow land) available, he requests the landlord to lease him the land at 
a low price. The landlord sees profit in this venture and leases the land. As this trend 
continues all the meadow land starts getting occupied. Now when another farmer 
wants to cultivate but finds all the meadow land occupied, he would try to pay more 
than the existing tenants to take over the land. This gives the landlords a position of 
power which would allow them to dictate the land prices. But if the prices escalate to 
such levels that the farmers make no money out of renting a high priced land then 
they may prefer to shift to the scrub land. Such transitions will continue as the 
demand for these land increases and will result in another shift to the less productive 
grasslands. A point to make note of here would be that as the rent price of the 
grasslands increases it would result in a proportional increase in the scrub land prices 
and the meadow land prices. That is the low productive land prices will also have a 
say in the prices of the high productive ones. The above theory can be applied to the 
resources in the grid and the algorithms of the same are discussed in the 
implementation.  

4.2   Group Targeting  

Service providers with brand names have two different sets of customers based on 
location. They are those who stay in the same location as that of the service provider 
and those who stay far away. Customers who stay locally access the service provider 
more frequently than the other customers. Hence the service provider typically offers 
an incentive primarily by means of a discount to the local customers in order to ensure 
their frequent access and to stay ahead of competition. At the same time the rare 
access by other customers can be charged at the normal rate for higher profitability. 
This kind of offering discount based on a specific parameter is termed as group 
targeting. The parameters may include location, type of customers etc.,  

Location based group targeting is a technique in which specific subset of all the 
consumers in the grid is targeted by means of a discount in price which results in a 
higher probability for a given resource to be selected for the jobs of the those 
consumers. The discount is offered if the consumer is in the same location as that of 
the resource. This group targeting is helpful in maintaining the stability of the grid by 
trying to schedule the jobs of consumers into local resources thereby reducing the 
frequent network transmissions for long distances.  

There are instances where the resource provider for a particular job can act as a 
consumer for another kind of job. Instead of treating the resource and service ends 
independently group targeting can be applied by keeping track of the set of resources 
each consumer has taken service from. Some incentive can be offered for a consumer 
entity wanting a service by the resources which have already utilized the service of 
the current consumer. The advantage of this kind of group targeting is that it binds 
two entities and hence offers a high probability of jobs meeting the deadline.  
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5   Consumer Characteristics  

The resource classification and their initial aggressiveness are used by the consumers 
with the help of two more parameters. They are the Quality degree (QD) associated 
with the consumer and the Max_Pay (MP) associated with every job a given 
consumer submits to the grid. The QD is the importance given by the consumer to the 
quality over price. This is modeled as the probability that a resource will select a 
higher category resource, categorized using Ricardo's theory, given the resource has 
choices between different categories. This is restricted by the MP value that 
constrains the number of choices that a resource can have. MP is the value chosen by 
the consumer for a particular job stating the maximum amount the consumer is 
willing to pay to get the job done.  

The bid processing must be modified such that the job is not allocated to the lowest 
bidder. It is done by first eliminating all the bids which have amount above the MP 
for the given job. After this first round of elimination the number of categories of 
resources in the existing bids is determined. If only one category is available then the 
lowest bidder in that category is assigned the job. If there are resources pertaining to 
more than one category then the QD of the consumer is used to decide which category 
of resource must be selected. The job is offered to the resource with the minimum 
amount of bid in the selected category. QD, as stated above, gives the probability that 
the consumer will choose an expensive high speed resource with category higher than 
the category of resource it had chosen for its previous job. The consumers initially 
start with a low value of QD and if they find their job not meeting the deadlines they 
then increase their QD which in turn increases their probability of choosing a resource 
with low CD. Thus the selection ensures that the next job of the consumer has more 
probability of meeting the deadline than the previous job in the low category resource. 
Further this includes a quality factor for each consumer and hence the job is prevented 
from being offered based on price alone.  

The time that the consumer must wait (Tw) before processing the bids can also be 
derived from these two parameters. A consumer who demands high quality must wait 
for more time and hence Tw is directly proportional to the QD of the consumer. If a 
consumer is willing to pay more it is easier to find a desired resource in a short span 
of time. Hence Tw is inversely proportional to MP. Hence the time that a consumer 
must wait can be given as  

Tw α (QD/MP)                                                     (1) 

6   Implementation  

6.1   Resource Classification 

The features of Ricardo's model can be applied to the resources in the grid 
environment. The resources are categorized based on the speed into Meadow, 
Scrubland and Grassland as in the rent theory. The range of speed in each category is 
determined by the difference in speed of the highest speed resource and the lowest 
speed resource. This range determines the way in which the resources are classified. 
Initially the categorization can be done when the resources register with the GIS and 
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it is updated dynamically from time to time. The Meadow and the Grassland 
resources have the lowest and the highest CD respectively.  
 

1. Get the types of Resources  
2. For each type 'i' /* type refers to the job a 
resource can do */  
3. do  
4. Max ← Highest Speed of any Resource  
5. Min ← Lowest Speed of any Resource  
6. Range ← Max - Min  
7. For each resource in type 'i'  
8. do  
9. if ( Max- Range) <= Res_Speed <= Max  
10. Grade it as 'M' /* Meadow */  
11. else  
12. If (Max - 3*Range) <= Res_Speed <= (Max - Range)  
13. Grade it as 'S' /* Scrub land */  
14. else  
15. Grade it as 'G' /* Grassland */  
16. end loop  
17. end  

6.2   Resource Pricing  

Once the initial price of the lowest speed resource is fixed the price of the other 
resources can be derived from it. The initial price can be determined by taking into 
account the scarcity of the resources. If the number of resources is high then the price 
of the resource is low and vice versa. Hence if the resource is more scarce within the 
grid then it has high price than the corresponding other resources.  
 

1. Order Resource Categories in the increasing fashion 
of number of resources available  
2. Price the lowest speed resources with P of all types 
such that  
3. if ( N(Ri) >= N(Rj) )  
4. /*N(Rk):Number of resources of type k*/  
5. then PL (Ri) <= PL (Rj)  
6. /*PL(Rk) Price of lowest speed resource of the type 
k*/  
7. end if  
8. In each type (having M,S,G categories)  
9. P[Lowest Speed (S)] ← λ1 * P[Lowest Speed (G)] /* λ1 : 
A factor greater than 1 */  
10. P[Lowest Speed (S)] ← λ2 * P[Lowest Speed (G)]/* λ2 : 
A factor greater than λ1 */  
11. Price other resources linearly with respect to 
Speed.  

6.3   Bid Processing  

The CD of the resource must vary based on the category of the resource. Since the 
meadow category resources are more reliable than the other two categories they have 
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the minimum CD. The grassland resources have the maximum CD initially. The CD 
gets altered by means of the CD adjusting algorithm as suggested by [1]. The initial 
assignment of aggressiveness helps the consumer in getting better reliable resources 
as they increase their QD.  
 
1. Wait for time Tw  
2. If (Bid_Amt > Max_Pay)  
3. Remove All the Bids  
4. End if  
5. C ← Number of Categories of Resource remaining  
6. If (C > 1)  
7. use QD to select category 'i' of resource  
8. else  
9. set i ← the category of any resource  
10. R ← the lowest bidder in category 'i'  
11. End if  
12. Allocate job to R  

7   Performance  

7.1   Selection of Bid Processing  

The QD of the consumer determines the selection of resource to carry out the job. For 
a fixed number of five hundred highly overlapping jobs with three consumers and ten 
resources the selection based on quality given the initial QD is shown graphically in 
Fig. 1.  

 

Fig. 1. Percentage of resources selected based on quality and not price with respect to the initial 
QD setting of the consumers 
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7.2   Group Targeting in Resource and Consumer Entities  

There are entities which can act as both resource and consumer. The percentage of 
such entities is varied and the percentage of jobs which meet the deadline after group 
targeting is graphically shown below in Fig. 2.  

 

Fig. 2. Percentage of jobs offered based on group targeting between resource consumer entities 
and the percentage of such jobs meeting deadline 

7.3   Deadline with Respect to Affordability  

Affordability is given by the average MP with respect to all the jobs. The percentage 
of jobs meeting the deadline with respect to the affordability is tabulated on Table 1. 
The conditions for the same are taken to be the presence of only one resource, a total 
of 500 jobs with the minimum amount equaling 100 and the maximum amount 
equaling 500 for all the jobs. 

Table 1. Deadline with respect to Affordability 

Affordability % of jobs meeting Deadline 

100 50 
200 65 
300 75 
400 85 

8   Conclusion 

There are various other economy based scheduling policies, which vary based on 
bidding and job offering methods. In few cases it might be possible to combine two 
such policies in order to improve the profitability of the resource and the successful 
job execution rates. The above mentioned model can be refined using an auction 
based approach for scarce resources. The resource is set into auction with a base price 
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and the consumers increasingly bid for the resource. The auction can be in a cyclic 
way where each consumer takes his chance to bid. If the consumer does not bid on his 
given turn the consumer is eliminated from the auction. This would increase the 
profitability of scarce resources and the major issue would be the classification of a 
scarce resource. The other issues include the basis of setting base price for the 
resource, and the factor by which a consumer must increase the amount in each of its 
turn to bid. 
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Abstract. Sponsored Search Auctions (SSA) are gaining widespread attention 
in web commerce community because of their highly targeted customers and 
billion dollars revenue generating online market. Unlike other form of auctions 
this class possesses fairly complex interaction among its key players, Users, 
Advertisers and Search Engines. Therefore research issues pertaining to SSA 
are being explored with large momentum in eclectic domains e.g. game theory, 
algorithmic theory and machine learning etc. Though problems related to 
different pricing schemes in SSA need more focus from researchers especially 
in analyzing adaptive pricing measures .This work is an effort towards making 
diligent use of information available in terms of different auctions' situations by 
ingraining best of major popular pricing schemes in which switching among 
pricing is made by hierarchical fuzzy classification .Effectiveness of the 
proposed scheme is illustrated through experimental results. 

Keywords: Sponsored Search Auctions, Search Engine, Auctions Contexts, 
Hierarchical Fuzzy Classification.  

1   Introduction 

The Internet has made a fundamental change in the way users generate and obtain 
information thereby facilitating a paradigm shift in consumer search and purchase 
patterns. In this regard, search engines are able to leverage their value as information 
location tools by selling advertising linked to user generated queries and referring 
them to the advertisers. Indeed, the phenomenon of sponsored search advertising 
where advertisers pay a fee to Internet search engines to be displayed alongside 
organic (non-sponsored) web search results is gaining ground as the largest source of 
revenues for search engines. The global paid search advertising market is predicted to 
have a 37% compound annual growth rate, to more than $33 billion in 2010 and has 
become a critical component of firm’s marketing campaigns. The key Auction 
Service Provides with most commercial interest, Google, Yahoo! and MSN Live 
make available to advertisers up to three links above the organic results (these are the 
mainline slots), up to eight links besides the organic results (sidebar slots) and, more 
recently, MSN Live even sells links below the organic results (bottom slots). 
According to a report by Interactive Advertising Bureau and PricewaterhouseCoopers 
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(2008), the keyword advertising revenue reached $8.5 billion in 2007.  By allotting a 
specific value to each keyword, advertisers only pay the assigned price for the users 
who actually click on their listing to visit its website in the most prevalent payment 
mechanism known as cost-per-click (CPC). In comparison to the traditional auctions 
these auctions have three players, advertiser, search engine and user therefore it 
becomes quite arduous to understand the nature of interaction and responses of each 
player towards others. Auctions for sponsored search can be viewed as combinatorial 
auctions in that bidders have combinatorial (in the search terms and the location of the 
ad on the search results page) preferences for having ads placed [4]. Furthermore 
since the search space is much larger than the set of advertisers; it is useful to 
consider semantic relationship of search terms within pricing algorithms.                    

Although ongoing exploration of various pricing schemes in SSA is definitely in 
progress, but literature pertaining to the adaptive pricing scheme based on the 
contextual information present for the auction is sparse. This paper addresses natural 
questions like: How to reduce risk factor for auction provider (revenue by ads) and 
how to use situational information for flexible pricing. The rest of the paper is 
structured as follows. We have presented related work in the second section. In the 
third section we explained the terminologies and the forth section wraps the proposed 
scheme. Experimental results are presented in the fifth section, and the last section 
concludes the paper with some future extensions to the proposed scheme. 

2   Related Work 

Sponsored search auctions offers multi-disciplinary research test bed for various tools 
and techniques. The recent literature focuses on the design and analysis of auction 
mechanisms are present in  [10, 11]  whereas major  users' preference models  are 
given in [6, 8, 7, 10], effective bidding is explored in [1,12]  .[2] Discusses finer lines 
of research intricacies of SSA  and unveils important aspects of these auctions and 
enforces a need of generalization of the game theoretic techniques to capture the 
dynamics of SSA. Whereas [6] presents empirical view of complexity of domain and 
analyzes these auctions to get some patterns over clicked ads. Need and applications of 
machine learning applications to various aspects of SSA is explained elaborately in [4]. 

Predicting the probability that users click on ads is crucial to sponsored search 
because this prediction influences ranking, filtering, placement, and pricing of ads. Ad 
ranking, filtering and placement have a direct impact on the user experience, as users 
expect useful ads to be placed in a prominent position on the page. Pricing impacts 
the advertisers’ return on their investment and revenue for the search engine [7]. 
Whereas [16] analyzes more query oriented feature which are responsible for users 
attention. Pricing schemes given in [17] are named under hybrid auctions, where an 
advertiser can make a per-impression as well as a per-click bid, and the auctioneer 
then chooses one of the two as the pricing mechanism and making use of query 
specific features to switch among the schemes.  

Any stand alone pricing schemes does not perform well under all circumstance. 
Hence there is a need of adaptive pricing mechanism whose control triggers on 
situational changes in auction. In the view of above mentioned issues on SSA, this 
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paper proposes an adaptive pricing scheme inspired by [17] and incorporates other 
schemes too as given in [14]. 

3   Terminology 

Fuzzy Classifiers are the classifiers which use fuzzy sets or fuzzy logic in the course 
of its training or operation to produce soft labeled classes when used for prediction on 
new data, for further details [20] can be referred. 

 

Auction context encodes possible configuration of an auction because of entities 
involved in it (users, search engine and Advertisers). An auction context is defined by 
three tuple as<Q,U,A>  where can be defined as: 

 

Q: It is to define attributes to the advertising capability of the query under 
consideration. It can be represented as: Q=[Frequency, QType, AvgSlots], where  
Frequency is search frequency of query, QType is one of four categories [16] and 
AvgSlots are the average number of slots shown in impressions for the query. 
QType is a classification of queries based on the nature of the keywords used in it 
as defined in [16].  It consists of four classes as Com_Navig (commercial and 
navigational), Com_Infom (commercial and informational), NCom_Navig 
(noncommercial and navigational) and NCom_Inform (noncommercial and 
informational). 
U: U is to reflects users' attention in terms of clicks, popularity (how many 
different users search the query) and time of query. U can be represented as [Time, 
Popularity, AvgClicks]. Time attribute is to classify time periods of search based on 
the average search volume. It divides continuous time period into three broad 
categories as Peak Hour (PH), Average Hour (AH) and Odd Hour (OH).  
 

Popularity attribute is to define the popularity quotient of a query among different 
users. It can be computed by ratio of number different users' issuing this query to the 
total search volume of the query under consideration. 

          
                                              (1) 

AvgCicks is the percentage of the search volume of a query which eventually 
registered a click. 

 

A: A is to capture advertisers' availability and their monitory contribution for a 
query. It consists of two attributes as: A=[AvgNoBids, AvgCost].  AvgNoBidds is 
the average number of qualified Advertisers .This attribute is to capture the 
average level of competition for a keyword.  AvgCost is the average of bids 
submitted by bidders for this query. For a new query it is the current bid offered by 
any of bidders or  zero if no one has bid for it. 

 

Pricing Schemes and Methods: various pricing schemes used in SSA are Pay Per 
Impression (PPI) , Pay Per Click (PPC )and Pay Per Action (PPA). Most popular 
pricing methods used by search engines are Generalized First Price (GFP) and 
Generalized Second Price (GSP), details of these methods and schemes can be found 
in [11, 14, 17, 18].   
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Users Clicking Models are to capture users clicking behavior .These models have 
explicit knowledge about users' preferences for displayed ads and other contextual 
information [5].  

4   Proposed Scheme 

This scheme is to explore the possibility of various pricing scheme over large 
contextual space of sponsored search arena by exploiting the fact that each auction 
context is different from others in terms of nature of query, users' attention and 
number of bidders it attracts. The key idea in the proposed scheme is to classify the 
auction context (<Q, U, A>) into three fuzzy classes representing different pricing 
schemes and their memberships reflect auctions' inclination towards a particular class 
of pricing scheme. Use of fuzzy classification in the proposed scheme is mainly to 
provide robustness and adaptation to the proposed scheme under dynamic situations. 
As this work includes hierarchical fuzzy classification therefore we named the 
proposed scheme as Hierarchical Fuzzy Classification based Pricing (HFCP). 
Assumptions used in HFCP are as: 1. Advertisers have infinite budget, 2. Users 
follow Markovian click model as given [5], 3. Advertises' sheer intentions is to 
display (it includes ad impression, click on ad and any commercial transaction based 
on ad website) their ads and they submit a bid amount for keywords of interest. 4. 
Advertisers are already sorted in to keyword pools. 

4.1   Classification of Auction's Based on Contexts 

Dynamics of interaction among different parties involved in Sponsored search 
auctions makes its analysis is much more difficult in different dynamic situations 
[15]. Although it is natural for advertisers to bid upon keywords but they pay to 
search engine only when their ads are shown or clicked hence it is not clear to 
advertisers, whether they are buying keywords or clicks. Even form auctioneers' point 
of view it is not clear what is the right commodity to sell off. Users are most 
important because their attention decides revenue of search engines and give 
advertisers’ fulfillment of their intent. Due to lack of exact product definition in SSA, 
it essential to consider any sponsored search auction from all three perspectives e.g. 
users, advertisers and search engine.   

As per the requirement of any fuzzy classification system, the first step is to have a 
knowledge base, it can be either expert's knowledge or can be learned from some data 
which describes problem domain. We used Inductive Learning algorithm (See5) 
[9,13] to extract rules form the data.  

As See5 is based on Information gain heuristic, which ignores less informative 
attribute from the dataset. We could find the most informative attribute are as: 
frequency of search(Frequency), clicked fraction of search(AvgClicks), type of the 
query (Query Type), number of bidders in query pool (AvgNoBids), average cost of 
keyword in query(AvgCost), average number of shown for query(AvgSlots),time of 
search(Time) and popularity of query among users(Popularity).     
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4.2   Fuzzy Partitioning 

This step involves decomposition of variables used in knowledge base into fuzzy sets. 
We followed mostly semantic decomposition in which each set represents linguistic 
term [19]. We considered eight attributes for fuzzy space partitioning which are 
outputs of inductive rules extracted from data. These attributes are decomposed in to 
three types of fuzzy sets as shown in Fig. 1 and Fig. 2. Membership functions of 
elements related to each attribute are discussed below. 

Fuzzy sets for attributes AvgSlots and AvgCost follows membership function given 
by formulas (2) and (3), where interval [  ,  ] is attribute specific interval which 
depends upon the domain of the attribute. 1               0                                              (2) 

1                0                                                    (3) 

Where ∈ ,   and ∈ . 

Fuzzy sets for attributes Frequency, Time, Popularity, AvgClicks and AvgNoBids 
follow membership functions described in Fig. 2. based on formulas (3) ,(4) and (5),  
  ∈ , , , ,  , ∈ , ,  

 

for Frequency, Popularity, AvgClicks and AvgNoBids, ∈ , ,  for Time, 
and ∈  and  membership function  is defined below 

 

Fig. 1. Membership function of type B attributes ( , , , , 
), here  , ,  and  are dependent specific attributes' domain 

        1                    0                                               (4) 
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             1                                                                (5) 

      1             0                                                     (6) 

Fuzzy sets for attribute QType composed of two features of query[16] i.e. 
commercial intent of user and navigational content of query .we divided QType 
domain on two dimensions as commercial(queries which are not commercial are 
noncommercial) and navigational(queries which are not navigational are 
informational). It follows membership function described in fig-3 using equations (7) 
to (9).    and    are memberships of navigational and commercial 
query respectively. These can be defined as: 

 

Fig. 2. Membership function for attribute Qtype 

        1               0                                             (7) 

Where x is a score based on content of keywords in query similarly  can be 
computed b y using equation 6 and interval [a, b] chosen accordingly.   and 

 can be computed as:                           1                                             (8) 

                  1                                           (9) 
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Based on above equation membership of Com_Navig, NCom_Navig Com_Inform   
and NCom_Inform fuzzy sets can be computed as:                _                                      (10)                  _                                       (11)                 _                                   (12)                 _                                     (13) 

4.3   Hierarchical Fuzzy Classification of Auction Contexts  

By following the hierarchical structure of pricing scheme shown in Fig. 4. We 
propose two level fuzzy classifications. At level1 users' specific features do not play 
any role hence variables related to query and advertisers are the major attributes for 
classification.  

 

Fig. 3. Generalized extracted patterns from dataset 

In the proposed scheme we defined Pricing Scheme as a output variable defined by 
a fuzzy set whose membership value can be computed using center-of-gravity 
method(COG)[20]. Variables which are not present in the level 1 are shown for ease 
of representation (actual knowledge base has rules with all variables with their values 
in such a way that their presence does not affect the membership value of output and 
it has 31104 rules). A sample rule from this level is shown below. 
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If QType=Com_Inform AND Frequency=High AND AvgCost=Low Then Pricing 
Scheme is PPI. 

At level 2 of fuzzy classification variables related to users' context are deciding to 
distribute PPC class in to three major categories GSP,GFP and Truthful Pricing[18]. 
We introduce another output variable Pricing Method whose membership values can 
be computed by COG method as explained above.A sample rule corresponding to this 
level is as:    

If QType=Com_Navig AND Frequency=Medium AND AvgCost=High AND 
AvgClicks=Medium AND Popularity={Medium OR High} AND Time={PH OR 
AH} Then Pricing Scheme is PPC AND Pricing Method is GSP. 

Any simple inference mechanisms can be use to extract rules to classify a new 
context which arrives online. In this work we used min-max inference mechanism 
experiments and results for the proposed scheme are elaborated in the next section. 

5   Experiments and Results  

In this paper we used two types of data sets as query based data and advertisers' data.   
For experimentation and analysis we considered data form query logs and chosen 
around 45000 commonly searched queries for raw data. This data is further processed 
to generate data sets for which has both query and users' related features for further 
analysis. Advertisers' data is generated randomly based on the keywords used in query 
and commercial viability of a query.  

Experimental setup for this paper includes two main steps as applying C.5 on query 
data sets to obtain background knowledge for HFCP and applying HFCP. In 
experiments we used Markovian users clicking models as given in[5] We analyzed 
data from two perspective firstly how a commonly searched query generates  under 
different auction contexts for different pricing schemes(Fig. 5.) and how a pricing  
scheme performs in terms of revenue for general queries distribution in different 
auction contexts(Fig. 6.) .   

 

Fig. 4. Analysis of revenue generated by same query (in the batches of 10 to 15 auctions) under 
different pricing schemes in different auction contexts 
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Fig. 5. Analysis of revenue generated by different queries (in the batches of 10 to 15 auctions) 
under different pricing schemes in different auction contexts 

Based on the experiments over ten different queries-advertisers datasets  on an 
average, HFCP performs better: 38% over PPI, 7% over PPC and 47% over PPA in 
terms of revenue in different on line situations (auction contexts). 

6   Conclusion and Future Work 

Major thrust of proposed scheme Hierarchical Fuzzy Classification Pricing (HFCP) is 
to intelligently embed best of the major established pricing schemes (e.g. Pay Per 
Impression, Pay Per Action and Pay Per Click: GSP, GFP and Truthful Pricing )with 
a good blend of adaptation to situational changes in  Sponsored Search Auctions 
(SSA) towards  profitability and risk minimization among  its key players. HFCP 
scheme is based on hierarchical fuzzy classification to predict soft labels of pricing 
scheme class using query specific, user specific and Advertiser specific features. As a 
future work it is to be seen how HFCP scheme performs with different users' 
preferences and bidding strategies.  
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Abstract. The crucial challenge that decides the success of real-time disk 
scheduling algorithm lies in simultaneously achieving the two contradicting 
objectives namely – completion time and missed tasks. This work is motivated 
toward developing such an algorithm. The goal of this paper is to demonstrate that 
the simultaneous optimization of completion time and missed tasks produces an 
efficient schedule for real-time disk scheduling. The objective function is 
designed to minimize the two parameters. An extensive experimental evaluation 
to compare the performance of the proposed system vs. other disk scheduling 
algorithms conducted on 1000 disk request sets.  The observations reported that 
the proposed scheme is a state-of-the-art model offering minimum completion 
time and missed tasks. 

Keywords: disk scheduling, missed tasks, multi-objective optimization. 

1   Introduction 

The use of spinning magnetic disks for data storage has introduced some interesting 
problems that have greatly challenged computer systems researchers. In a modern 
computer, the performance of overall system is directly affected by processor speed, 
memory and disc capacity and disc speed. Although processor speed and memory 
capacity are increasing by over 40% per year, evolution of disc speed increases more 
gradually, growing by only 7% per year [1].  

Many modern computer applications require huge amounts of data. In some 
applications data must be retrieved in real-time. Therefore, disk scheduling has great 
importance in such systems. Examples of such applications may be found in the 
multi-media field such as video-on-demand and audio playback systems. 

Disk scheduling is the method by which the computer operating systems decides 
the order in which block I/O operations will be submitted to storage volumes. The 
operating system uses a disk scheduling technique to determine which request to 
satisfy. The I/O scheduler is an operating system component whose purpose is to 
maximize disk performance and to provide quality of service (QoS) between 
competing disk users. 
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Traditionally, disk scheduling problem is tackled in two ways. In one approach, 
more hardwares are added. One example is RAID. It combines multiple physical 
disks and thereby performance is improved. In another approach, performance and 
quality of service is improved by improving the software (i.e.) to improve the disk 
scheduling which efficiently uses the available disk resources. Reordering of disk 
requests, merging of adjacent requests into single larger requests and delaying a 
request to the disk drive are the mechanisms used by a disk scheduler. 

In this paper, the disk scheduling is formulateed as multi-objective optimization 
problem. Mmulti-objective genetic Algorithm (MOGA) is used to optimize 
scheduling of the disk requests. The throughput is  maximized by  minimizing the 
computational time for the requests and minimize the number of disk requests missed. 

This paper is organized as follows: In Section 2 the work related to the problem is 
discussed. Section 3 describes the problem. Section 4 briefs the methodology of the 
proposed MOGA. Section 5 presents the experimental results. Section 6 concludes. 

2   Related Work 

Walter A. Burkhard et al [2] considered a novel representation scheme for rotational 
position optimization reducing the required flash memory by a factor of more than 
thirty thereby reducing the manufacturing cost per drive. The results indicated the 
existence of workload domains where the step function rpo tables provide very 
acceptable performance. 

Eitan Bachmat [3] considered the problem of estimating the average tour length of 
the asymmetric TSP arising from the disk scheduling problem with a linear seek 
function and a probability distribution on the location of I/O requests. Anna Povzner 
et al [4] have shown that by reserving disk resources in terms of utilization it is 
possible to create a disk scheduler that supports reservation of nearly 100% of the 
disk resources, provides arbitrarily hard or soft guarantees depending upon 
application needs, and yields efficiency as good as or better than best-effort disk 
schedulers tuned for performance. Timothy Bisson et al [5] have proposed to use the 
flash memory to reduce write latency by selectively caching write requests to the 
NVCache. Hai Huang et al [6] proposed a novel technique that dynamically places 
copies of data in file system’s free blocks according to the disk access patterns 
observed at runtime.  

Teorey et al [7] has performed the analysis on various disk scheduling policies. 
Thomasian et al [8] has proposed some new disk scheduling policies and analyzed 
them.Zoran Dimitrijev et al [9] presented Semi-preemptible IO, which divides disk IO 
requests into small temporal units of disk commands to improve the preemptibility of 
disk access. The evaluation of this prototype system showed that Semi-preemptible 
IO substantially improved the preemptibility of disk access with little loss in disk 
throughput and that preemptive disk scheduling could improve the response time for 
high-priority interactive requests. 

A new approach based on Genetic Algorithm (GA) was proposed to schedule disk 
requests by Mohammad Reza Bonyadi et al [10]. In the proposed method, a simple 
and robust coding technique has been used while simple genetic operators have been 
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considered. The simulation results showed that the proposed method has less number 
of missed tasks versus other related works. 

3   Problem Description 

Consider a set of n disk requests r = {r1r2 .. rn}. Finding a feasible schedule r’:rw(1) 
rw(2) rw(y) rw(n) with minimal completion time and minimal number of requests 
missed is the goal of real- time disk schedulers. The index function w(i), for i=1 to n, 
is a permutation of {1,2,y,n}. 

For any disk request, time is required to seek the track where the request is located. 
This time is called as seektime.It is calculated as given in (1) 

( )tracknumcheadposabs=seektime −                             (1) 

where 
cheadpos: Current head position 
tracknum: Track number of the request 

 

To transfer the request from disk to buffer, some time is spent which is called as 
transfer time. 

The completion time of a request is the time to complete the reuest.It is found 
using (2) 

transtimeseektimetimecurtimec ++= __                      (2) 
where 

c_time: Completion time of the request 
cur_time: Current time 
seektime: Seek time 
transtime: Transfer time 

 

Deadline time is the latest time at which disk request should be completed. 
Throughput of the disk scheduling  is calculated  using (3) 
 

timecb=Throughput _/                                        (3) 
 

where 
b: Data size of the request 
 

Since throughput depends on the completion time of the disk requests, our objective is 
to minimize the completion time. For real-time applications, missed disk requests are 
to be reduced.  

4   Methodology 

4.1   MOGA 

Multi-objective optimization problems often deal with conflicting objectives. Many 
different approaches have been applied to MOGA problems. Aggregation-based 
approaches use a weighted sum of the objective values as the new objective in a 
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single-objective optimization problem. Criterion-based approaches consider only one 
objective of a MOGA problem at a time. In the simplest case, the objectives are 
ranked in order of importance, optimizing each one in turn without degrading the 
values of the previous objectives. 

In this work, the completion time and the number of missed requests are the 
conflicting objectives. Aggregation-based approach using a weighted sum of the 
objective values as the new objective in single-optimization problem is used. 

4.2   MOGA Pseudo Code 

1. Initialize the population. (Any random ordering of the current requests)  
2. Traverse the ordering from left to right 
3. Calculate the fitness value 
4. Apply Elitism 
5. Perform crossover 
6. Perform mutation 
7. Perform Rank-based selection 
8. Repeat steps 3-5 till a required number of generations are reached. 

4.3   Representation of a Disk Schedule   

A chromosome represents the schedule in which the various disk requests are to be 
processed. The chromosome is an array of n integers, where n is the total number of 
disk requests to be scheduled. The allele value at the ith entry of a chromosome 
represents one disk request in the sequence. The gene represents the disk request id 
which is an integer. Let 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 be the disk requests. For this 
example, the representation of the disk request is shown in Fig 1. 

 
3 2 5 6 8 10 1 4 7 9 

Fig. 1. Representation  of a disk schedule 

4.4   Initialization of the Population 

Initially the disk request id’s are encoded into integers in a continuous fashion. The 
disk requests are generated randomly. The population size that we have chosen for 
experiment is 200.  

4.5   Fitness Calculation 

Fitness value is calculated for each of the chromosome in a population as given in (4) 

( ) ∑
n

1=i
requestβm+itimeαc=requestmtimecfMin ___,_          (4) 

where α, β are coefficients for completion time and number of requests(m_request) 
respectively. 

α = 100, β = 10% of α (this is a negative coefficient) 
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Since the completion time affects the throughput and the performance of the disk 
scheduler, c_time is given more weightage. Hence, α is chosen as 100. 

4.6   Elitism 

Elitism is the process of selecting the best chromosomes in a particular generation and 
retaining them unaffected for the next generation. This is done to overcome the loss of 
best chromosomes due to the process of crossovers and mutations.The elitism rate that 
we have chosen is 0.05%.  

4.7   Genetic Operators 

Cross over that is used in the experiment is Single-Point cross-over. The cross-over 
rate used in the experiment is 90%. Swap mutation with a rate of 1% is used in the 
work.Based on the fitness value of each chromosome is ranked. As the objective 
function is to minimize the fitness value, the chromosome with lowest fitness value is 
assigned the first rank. Chromosome with lowest rank appears in the next generation. 

4.8   Stopping Criterion 

In most test cases, the convergence is found at 26th or 27th generation. Therefore, the 
procedure is repeated for 30 generations. 

5   Results and Discussion 

5.1   Simulation Environment and Parameters 

In the simulation environment, set of read/write requests have been considered that 
their completion time is calculated using seek time and transfer time. The deadlines of 
requests are calculated as TimeMultiplier*(TimeoutBase) + (Timeout*(Size/36KB)) 
where TimeMultiplier is a uniform random number in interval [1-5] and the value of 
TimeoutBase is 550 for each task. Also, the value of Timeout is 10 and the size 
parameter is the size of requested data by each request. Table 1 gives the comparison 
of various population size and fitness values reached. At population size 200, the 
fitness value reaches the lowest level. The population size is fixed at 200 throughout 
the experiment. The comparison is shown in Fig 2.The Elitism is done to overcome 
the loss of best chromosome. Table 2 shows that if elitism is applied, the faster  
 

Table 1. Comparison of population size Table 2. Effect of Elitism 
 

Population 
size 

Fitness 
value 

Missed 
tasks 

50 2307 1 

100 1802 1 

150 1802 1 

200 100 0 
 

 

Elitism 
rate 

Convergence Converging 
Generation 

0 No ------- 

1 Yes 7th 
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convergence is achieved. If elitism size is fixed as 10, the fitness value converges 
quickly. Hence, esize 10 is used in the experiment. The simulation is done in C.  
Different types of files such as text (.txt), images (.jpg, .bmp), media (.wma, .avi) are 
given as input. The size of the file is derived and it is used for the calculation of 
deadline and throughput, it makes suitable for real time environment.  
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Fig. 2. Population size Vs. Fitness value 

5.2   Comparison of Proposed and Existing Algorithms 

The experiment is run for 1000 disk requests. The numbers of disk requests are taken 
as 5, 10 and 15. The throughput and completion time of the proposed work obtained 
through the experiments are tabulated in Table 3. 
 

Table 3. Throughput and Completion time 
 

Numb
er of 

reque
sts 

Parameters MOGA FIFO SCAN CSCAN LOOK SSTF 

5 Throughput 
(KB/ms) 

0.0907 0.04182 0.0644  0.05546 0.06007 0.09078  

Completion 
Time(ms)  

223  484  314  365  337  223 

10 Throughput 
(KB/ms) 

27.0795 17.0719 27.0795 19.8811 17.0795 17.0795  

Completion 
Time(ms)  

59  92  59  79  59  59  

15 Throughput 
(KB/ms) 

6.3295 4.39274 5.41896 4.98145 4.39274 6.32957  

Completion 
Time(ms)  

316  549  451  479  549  316  
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5.2.1   Comparison of  Completion Time 
Fig 3 illustrates that the completion time is reduced by using the proposed work, when 
compared to the existing algorithms like FIFO, SCAN, CSCAN, LOOK and SSTF. 
The proposed approach overcomes all the existing algorithms except SSTF. The 
proposed approach and SSTF show equal performance in reducing the completion 
time. However, SSTF does not consider deadline and reduce the missed tasks while 
scheduling the read/write requests. 

 

Fig. 3. Comparison of completion time 

5.2.2   Comparison of Throughput 
Fig 4 compares the throughput of existing algorithms and the proposed work. It 
illustrates that the throughput is maximized in this approach. The throughput of the  
 

 

Fig. 4. Comparison of throughput 
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proposed approach is comparatively equal to SSTF but deadline of read/write requests 
are not considered in the SSTF algorithm. So, the optimized performance is obtained 
in this proposal.  

6   Conclusion 

In this paper, a new approach, MOGA is proposed to optimize the disk requests schedule. 
In the proposed method, a simple and robust coding technique has been used. To evaluate 
the proposed method, some scheduling problems have been employed that their 
parameters were generated randomly. We implemented some famous works and 
compared with the proposed approach. The simulation results showed that the proposed 
method produced an optimized schedule versus other related works. It found a trade-off 
between the conflicting objectives throughput and seek-time.  
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Abstract. Unsupervised video surveillance that can automatically learn, predict 
or detect events can be useful in unsupervised video surveillance that can 
automatically learn, predict or detect events can be useful in many practical 
situations. This work describes how many practical situations. This work 
describes how an unsupervised surveillance can be used in goal detection in 
basketball videos. We present a system which takes as input a video stream of a 
basket and an agent trying to hit a goal and produce an analysis of the behavior 
of the ball in the scene and detect goals. To achieve this functionality, our system 
relies on two modular blocks. The first-one detects and tracks moving balls in the 
sequence. The second module takes as input these trajectories and makes 
decision on a goal versus non goal. We present details of the system, together 
with results on a number of real video sequences and also provide a quantitative 
analysis of the results. The approach described here uses object detection and 
mean-shift tracking to detect and track the basketball in a video. Goal decision is 
based on the positions of the ball, its current and immediate past positions, in 
image frame, with respect to a matrix representing the basket. 

Keywords: Video surveillance, Event Detection, Viola jones detector. 

1   Introduction 

Recent development in video acquisition hardware has made possible the acquisition 
of good quality video streams and increased the scientist’s interest in developing 
video surveillance systems. The development of such systems present several 
difficulties and one of the most challenging is behavior analysis since it requires the 
inference of a semantic description of the features (moving regions, trajectories, etc.) 
extracted from the video stream. The ambitious goal here is to automatically process 
video streams, acquired in specific situations, in order to characterize the actions 
taking place and to report any a-priori defined and modeled event in the scene. The 
difficulties of a direct application of the above algorithm in the domain of video event 
analysis arise from the uncertainty of the data: from the single view camera video, 
certain events though very different in their semantic implication are visually 
apparently same on the image plane. 
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2   Relevant work 

Although the research in the field of unsupervised event detection and learning is at 
its beginning there are several approaches studied. One of the most widely used 
techniques is to learn in an unsupervised manner the topology of a Markov model. 
Another approach is based on variable length Markov models which can express the 
dependence of a Markov state on more than one previous state. While this method 
learns good stochastic models of the data it cannot handle temporal relations. A 
further similar technique is based on hierarchical HMMs whose topology is learned 
by merging and splitting states ([6]). The advantage of the above techniques for 
topology learning of Markov models is that they work in a completely unsupervised 
way. Additionally, they can be used after the learning phase to recognize efficiently 
the discovered events. On the other hand, these methods deal with simple events and 
are not capable of creating concept hierarchies. The states of the Markov models do 
not also correspond always to meaningful events. Another method was proposed in 
[6] uses inductive logic programming to generalize simple events.  

Although being promising, this system was developed only for simple interactions 
without taking into account any temporal relations. For low-level event detection and 
learning several standard techniques were also used.  

All these approaches perform well in the case of the problem they are specified for 
but cannot be generalized. Unfortunately, they do not propose a general way of 
dealing with different types of uncertainty. Study of sports and games videos has not 
been extensively done. Semantic analysis of sports video generally involves use of 
cinematic and object-based features. Cinematic features refer to those that result from 
common video composition and production rules, such as shot types and replays. 
Objects are described by their spatial, e.g. color, texture, and shape, and spatial-
temporal features, such as object motions and interactions [2]. Object-based features 
enable high-level domain analysis, but their extraction may be computationally costly 
for real-time implementation. Cinematic features, on the other hand, offer a good 
trade-off between the computational requirements and the resulting semantics. A good 
amount of work has been done specially in the field of soccer video analysis. In the 
literature, object color and One of the most challenging problems in the domain of 
computer vision and artificial intelligence is video understanding. The research in this 
area concentrates mainly on the development of methods for analysis of visual data in 
order to extract and process information about the behavior of physical objects in a 
scene. Most approaches in the field of video understanding incorporated methods for 
detection of domain specific events. Examples of such systems use Dynamic Time 
Warping for gesture recognition [1] or self-organizing networks for trajectory 
classification [7].The main drawback of these approaches is the usage of techniques 
specific only to a certain domain which causes difficulties on applying these 
techniques to other areas Therefore some researchers have adopted a two-steps 
approach to the problem of video understanding: 

 

• A visual module is used in order to extract visual cues and primitive events. 
• This information is used in a second stage for the detection of more complex 

and abstract behavior patterns. 
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By dividing the problem into two sub-problems we can use simpler and more 
domain-independent techniques in each step. The first step makes extensive usage of 
stochastic methods for data analysis while the second step conducts structural analysis 
of the symbolic data gathered at the preceding step [6]. 

The problem of video event recognition has been studied extensively [3]. In most 
of the approaches explicit models of events are used which are either created 
manually or learned from labeled data. In this work we focus on the problem of 
detecting frequent complex activities without a model. In this work an event is a 
spatial-temporal property of an object in a time interval or a change of such a 
property. An example of an event at a parking lot is vehicle on the road. For the 
recognition of events an algorithm was developed in the above work as a component 
of a system for video event recognition, which in our case is the for video event 
recognition, which in our case is the texture features are employed to generate 
highlights and to parse TV soccer programs. Object motion trajectories and 
interactions are used for football play classification and for soccer event detection 
[10]. The real time tracking in both systems is achieved by extensive use of a priori 
knowledge about the system setup, such as camera locations and their coverage. 
Therefore, their application to our case of basket ball live video/match is limited. 
Cinematic descriptors are also commonly employed. Li and Sezan summarize football 
video by play/break and slow-motion replay detection using both cinematic and object 
descriptors [10]. Scene cuts and camera motion parameters are used for soccer event 
detection in [11] where usage of very few cinematic features prevents reliable 
detection of multiple events. Tracking of moving objects in video sequences is a very 
active research area and there are many approaches which attempt to develop robust 
techniques for varying video conditions (such as partial or complete occlusions, 
clutter, noise, etc.). 

3   Object Detection 

3.1   Viola Jones Object Detection Using Haar Classifier 

In our system we have used Viola Jones algorithm to actually detect important objects 
in our images. Here we have right now applied this to detect the basketball in images. 
We can also use it to detect the basket in the images. Though the later extension 
increases automation but we can also use static coordinates to represent a basket as 
the camera is static. Now we will discuss the theory behind viola jones detector. 
Thereafter we will present the results of Viola Jones detection on our images. 

Theory: The first is the introduction of a new image representation called the 
“Integral Image” which allows the features used by our detector to be computed very 
quickly. 

The second is a learning algorithm, based on AdaBoost, which selects a small 
number of critical visual features and yields extremely efficient classifiers. The third 
contribution is a method for combining classifiers in a “cascade” which allows 
background regions of the image to be quickly discarded while spending more  
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computation on promising object-like regions [1].Viola Jones algorithm can be 
mainly understood under the following headings: 

3.2   Ada-Boost Based Learning Algorithm 

In its original form, the AdaBoost learning algorithm is used to boost the 
classification performance of a simple learning algorithm (e.g., it might be used to 
boost the performance of simple perception). It does this by combining a collection of 
weak classification function to form stronger classifier. In the language of boosting 
the simple learning algorithm is called weak learner [1]. Ada-boost classifier 
associates a small weight to classification with greater classification error and 
similarly greater weights to those with lesser error. Hence, appropriately updating the 
weights with each classification, it provides us with a strong classifier. 

3.3   The Haar Based Classifier 

As mention in the approach of viola jones detection, Haar features are computed 
instead of pixels as they work much faster. Here they use three kinds of feature and 
these features are easily computed from an intermediate representation of image 
called integral image. Hence later these images are used to extract features which are 
given as input to above algorithm to get efficient classifier/strong classifier. 

3.4   Cascading of Classifiers 

Cascading of classifier reduce the computational time and increase the detection 
performance [1]. Cascading is a continuous processing of an image through a chain of 
classifier. If approved by the first classifier it is tested by the second and so on. 
Disapproval of any images sub window at any classifiers result in rejection of 
window. And if approved it moves on ahead in the chain of classifiers. Hence this 
method achieves higher accuracy by decreasing the false positive rates. 

4   Results 

In our approach we have used a Haar classifier for extraction of features. We run this 
Haar classifier on an extensive database of positive and negatives of basketball. As, 
the Haar classifier is, it takes a huge time to learn. But once learning done it provides 
us with the cascade of classifier which produce real time efficiency. These classifiers 
are mentioned appropriately in the xml file, which actually is used as a cascade for the 
Haar classifier, which now detects the basketball in the images. This classifier 
classifies the image on the basis of features and specific threshold value. Here are 
some of the numbers before we go on with the results. We have used a dataset of over 
890 positives and negatives to train the classifier. These are predominantly images of 
the ball and not images from our video sequence. Thereafter it took a time in a day to 
achieve a cascade of classifier. This cascade has around 858 classifiers with their 
feature and threshold values mentioned accordingly. Some of the results obtained 
after applying viola jones detector on the input images depicted below. 
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4.1   Training Images 

First we will take a look at the training set. It’s divided into the: 
Positive training images: 

 
Fig. 1. Training image sample 

Negative training images: 

 

Fig. 2. Negative training image sample 

Thereafter here are some data, the images from our video sequence. 

 

Fig. 3. Realization of basket matrix 

Now here are the results obtained after applying viola jones detector. 
 

 
Fig. 4. Result after applying viola jones detector 
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As observed from the images that some of the images don’t yield ideal results which 
could lead to wrong tracking results. Now the reason behind error is discussed below: 
 

Inappropriate training set: The training set should have been much closer to the 
images from the video sequence. As training is done before the video shooting error is 
occurred. Otherwise results are expected much batter. 
 

Quality of the video sequence: As taken in bad light conditions and other videos taken 
in noisy backgrounds, it causes difficulties to detect ball, especially when it has been 
trained for different dataset. 

Hence the solution which can come up with for decreasing the detection error, after 
the inappropriate training, is to thin over the possibility of simpler circular filter. But 
as a rim of basket is circular and other circular objects in the scene might also 
contribute to detection of more than one circular object. Hence what we have used in 
our case is change detection. That is discussed in next section. 

5   Change Detection 

In our system we have used change detection which uses an update model to learn and 
subtract the background accordingly. We apply this algorithm to have images which 
have blobs. As we are using change detection hence the blob represents area where 
change is detected. Thereafter we apply AND operator to the original and background 
subtracted image and apply viola jones on the resultant image. Here we present some 
aspect of approach, the concept we have used to come to a decision of using those 
approach and thereafter the results. 

5.1   Some Aspect 

In this section we discuss the change based update model for background subtraction. 
In this method the algorithm detects changes in the scene and marks them as 
foreground. As the algorithm doesn’t learn and updates the model based on the 
previous image, it can have some errors like blob traces. By blob traces mean, the 
trace left from the position of a blob in the previous image. Hence even though it is 
faster than the learning algorithm it is prone to errors of blob traces. This has 
relevance in our results as explain in following section. 

5.2   Concept 

The change detected image actually gives us with the blobs which are region of the 
motion in the image sequence. Hence in an image the main agent of motion is players 
and basketball. Hence the AND image would only contain aspect and color 
information of these. Thereafter if we apply viola jones detector over this image it 
reduce the error tremendously. 

5.3   Results 

The results with the above approach combined with the viola jones , as can be seen, 
are much batter. First we will take a look at AND image. 
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Fig. 5. Original image 

 

Fig. 6. Change detected image 

 

Fig. 7. AND image 
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Now we will see how viola jone work on this 

 

Fig. 8. Object detection using viola jones 

As compared to the previous result it is an improvement as it gives only a single 
detection. But even with this integrated approach there are flaws which creep in due 
to use of change detection. These flaws are as follows: 

 

1. Blob traces: blab traces creep in into the AND image and might get tracked as 
a ball (due to the inaccuracy of our training set). But this still don’t affect the 
result in the end the same blob gets traced. 

2. Other agent: These might also creep into give false positive. These affect the 
results as they are extra detections away from the ball trajectory.  

 

In some of the images there are still errors. As depicted below you can see there are 
more than one ball detected, Which are in really false positive. The hands of the new 
agent have been identified as a ball; partially depend on inefficiency of our training set. 

 

Fig. 9. Error due to true negative 

These errors crepe in due to the following reasons: 
 

1. Blob trace: Some of the trace is left by the blob in the update model. Hence 
sometimes this trace may give the actually appearance of the ball and to be 
detected. Though being an error it actually doesn’t affect the tracking result. 
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2. Other agent of motion: Other agent of motion may also get in foreground and 
contribute to ball detection results. As of now we have not removed this error. 
But we proposed a solution to this. As basketball have a common color, an 
organgish color, we can compare the color profiles to pinpoint the ball in the 
AND image.   

6   Tracking and Trajectory 

In our paper, we used a mean shift algorithm, which is a non-parametric (i.e. kernel) 
density estimator that optimize smooth similarity function to find the direction of the 
target movement. The similarity function is obtained by masking the objects color 
distribution with an epanechnikov kernel, and its smoothness (due to uniformity of 
kernel profile gradient) allows the use of gradient optimization method. Thus the 
algorithm focused on a much smaller neighborhood and can outperform the 
exhaustive search.  

In the earlier section we get a blob associate with the ball. Once we have the ‘ball’ 
blob we use mean shift based blob tracking on this obtained ‘ball’ blob. The ball is 
tracked for more than 98.8% of the frames (in 7872 out of 8000 frames) where the 
ball is present in the scene. The error present is because once the ball exits a scene or 
jumps to a new position that is at a distance more than (70-200 pixels) in the image 
plane the mean shift based tracking often fails to track and associate itself to last 
position that it was able to tack ball. Since in our case most of the part of image plane 
is static in the absence of ball, the lost blob stay stationary, and then it takes some 
frames before the blob can be realized as stationary and then the detection algorithm 
runs is applied, we lost the ball tracking and trajectory if it reappears in the scene. 
This happens frequently when the ball rebound from the floor. To analyze the results 
of event detection of goal versus non-goal, we use the trajectory and the ball position 
only for the sequence where the ball is tracked for all the frames within those sub-
sequences where there is attempt of a hit at the goal basket. In order to get these 
subsequences we first run the algorithm for tracking described above on the complete 
sequence of frames, followed by extracting from the obtained frames those sequences 
that start from a new ‘ball ‘ entering the image plane and end by the blob realized as 
stationary. Using this we are able to get 89 sequences that represent the event of hit at 
the goal. 

Trajectory information is indirectly used to make decision about the goal. The 
cases were the ball is very close to camera and hence the blob’s velocity vector in 
pixel per frame is high (120-300 pixels per frame), also in most of our cases the goal 
attempt is one where the ball has it velocity low (30-90 pixels per frame) since our 
hits were trajectory where the ball was thrown at low power. This fact is used to 
distinguish between a hit at the goal and an apparent hit at a goal in the image plane 
where the ball actually just dips in line with basket at a distance between the lens of 
camera and a basket. 
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7   Goal Detection 

In above section we have described the tracking now in this section heuristic which 
we have used in our paper for goal detection is discussed. Our heuristic are not in any 
way general, but can work effectively with two camera surveillance and goal 
detection. We will also describe some other ways that were thought in terms of 
defining the heuristic fro goal detection.  

The algorithm used here specific to goal detection in basketball video only. The 
generality is qualified by the structure of heuristics. 

The goal is the event describing the ball passing through (in between) inner circle 
of the rims of the basket from the top direction (low y axis in the image plane) toward 
the ground (higher y axis in the image plane). 

7.1   Heuristics 

To detect the goal, as described above, we use a trajectory (in terms of sequential 
position in image plane), velocity (direction and magnitude in pixel per frame) and a 
matrix associated with the basket. The basket matrix is high level representation of 
basket in the image plane. To make the goal decision earlier, the trajectory is 
represented in terms of basket matrix where the ball is in proximity to the basket and 
velocity is downwards and in the range (0-120 pixels per frame). 

In a way, the basket matrix is the simplification of pixel area of basket, and the 
trajectory of the center of the blob of ball is represented in terms of variation of 
position in the basket matrix instead of in pixels in the image plane. 

 

Fig. 10. Realization of basket matrix 

This matrix forms a node of graph, and not all paths on this graph is a valid move 
for a goal to occur. Lets name the first row as a1,b1,c1 and similarly the second row 
as a2,b2 and c2 and then third as a3,b3 and c3. If ball is in immediately proximity 
(within 50 pixels to the basket), the trajectory of the ball is also realized in matrix as 
the value of matrix becomes 1 if it is in the path of ball when goal/no-goal is to be 
detected. For every frame within of a hit at the goal this matrix is updated if the centre 
of the ball’s blob comes closest to a2 then if the basket matrix has the value 0, then it 
is updated else not changed. When the ball exits the proximity are of the basket, 
defined above, the matrix values represent the path of blob and depending on its 
value, a goal decision is taken. 
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In the figure 11 we can see the locations of these nodes, and beside is a table that 
shows their pixel locations. These pixel locations were based on training over just 8 
goals and these goals are not the part of data. They are just averages of values and 
metric to keep these points at same distance. 

 

Fig. 11. Goal in basket matrix 

Not all sequence of ball position can be considered as goals. The nine points in the 
basket matrix for a ball that enters in the middle of  the basket rim and exits also from 
the middle would have a basket matrix of  

010

010 .

010

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

The top row represents the top face of the rim, similarly, middle and bottom row 
represent the middle and bottom rows. Some sequences like c1,b2 and c3(figure 11) is 
common sequence for a successful goal while c1,c2 and c3 is a sequence rarely seen, 
since a3 represent a situation where the ball hits the inside of rim and then its falling 
just without rebounding is a very unlikely event. This information along with the 
velocity direction to conform the ball is actually moving inside the basket, can be 
used together to decide upon a goal, also the blob’s frame speed and size gives clue if 
the ball is actually entering the basket or just appear to move in such direction in 
between the camera lens and the basket. Such sequences are also rejected the goals 
since most of these have a structure of the basket matrix similar to  

010

001 .

000

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

Below we can see a goal sequence for the basket matrix obtained as  

010

001 .

010

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠  
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Fig. 12. Goal and its basket matrix 

8   Results and Discussion 

Above we have discussed our approach to solve the goal detection problem is a 
basketball video. The algorithm was applied to a video of 8000 frames which has 14 
goals and 89 total subsequences when a ball re-enters the scene. Out of this 14 goals 
all were successfully detected, but the total number of goals detected were 16. 2 
misses were counted as goals, which were not easy to detect and only crude algorithm 
as the above was expected to give some error in detection. 

The major cause of the error is the ball that travels downward in a vertical line the 
camera lens and basket. Even when this happens at a position closer to the lens and 
further from the basket, it is discarded because of the size and velocity, but the size 
criterion is not strict since the blobs are associated with the ball having sides 
sometimes 1-2 times greater than the diameter of the ball, in image plane. 
One of the true negative is shown below: 

010

010 .

010

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠  

 

Fig. 13. Goal detected for non-goal 

The problem in this case was due to the fact that the ball moved vertically 
downwards between the camera and the basket falling by path that was just along the 
central line of the basket (basket matrix in the above figure). Also the ball was very 
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close to the basket and far from the camera which made rejection due to size or 
velocity hard. This situation is wrongly detected as goal. 

The experimental data set was not exhaustive and hence the result cannot be used 
for any statistical reasoning, but its is obvious that situation like in figure above is 
very difficult to track and detect using single camera view. The same algorithm 
running on video from different camera and then the logical and of goal results should 
give much better results. 

References 

1. Barmond, M.T., Zuniga, M.: Video understanding framework for automatic behavior 
recognition. Behavior Research Methods 38, 416–426 (2006) 

2. Ekin, A.M., Tekalp, A.: Automatic soccer video analysis and summarization. IEEE 
Transactions on Image Processing 12, 796–807 (2003) 

3. Knodell, R.G., et al.: Formulation and application of a numerical scoring system for 
accesing histological activity in asymptomatic chronic active hepatitis. Hepatology 1(5), 
431–435 (2006) 

4. Dee, H.M., Velastin, S.A.: How close are we to solving the problem of automated visual 
surveillance? Springer, Heidelberg 

5. Howell, A., Buxton, H.: Active vision techniques for visually mediated interaction. Image 
and Vision Computing (12), 861–871 (2002) 

6. Medioni, G., Cohen, L., Bremond, F., Hongeng, S., Nevatia, R.: Event detection and 
analysis from video stream. IEEE Transaction Pattern Analysis Mach. Intell. 23(8),  
873–889 (2001) 

7. Paul Viola, M.J.: Rapid object detection using boosted cascade o f simple features. In: 
Conference on Computer Vision and Pattern Recognition (CVPR 2001), vol. 1, p. 511 
(2001) 

8. Rota, N., Thonnat, M.: Activity recognition from video sequences using declarative 
models. In: Proceedings of the 14th European Conference on Artificially Intelligence, 
ECAIOO (2000) 

9. Rui, Y., Gupta, A., Acero, A.: Automatically extracting highlights for TV baseball 
program. ACM Multimedia, 105–115 (2000) 

10. Toshev, A., Bremond, F., Thonnat, M.: An apriority based method for frequent composite 
event discovery in videos. In: ICVS 2006: Proceedings of the Forth IEEE International 
Conference on Computer Vision Systems, Washingtone DC,USA, p. 10 (2006) 

11. Viola, P., Jones, M.: Robust real time object detection, International Journal of Computer 
Vision (2002) 



D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 89–98, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Data Mining Based Optimization of Test Cases to 
Enhance the Reliability of the Testing 

Lilly Raamesh1 and G.V. Uma2 

1 Research Scholar, Anna University, Chennai 25 
lillyraamesh@yahoo.co.in 

2 Asst. Professor/CSE, Anna University, Chennai-25 

Abstract. Software testing is any activity aimed at evaluating an attribute or 
capability of a program or system and determining that it meets its required 
results. Software testing is important activity in Software Development Life 
Cycle. Test case selection is a crucial activity in testing since the number of 
automatically generated test cases is usually enormous and possibly unfeasible. 
Also, a considerable number of test cases are redundant, that is, they exercise 
similar features of the application and/or are capable of uncovering a similar set 
of faults. The strategy is aimed at selecting the less similar test cases while 
providing the best possible coverage of the functional model from which test 
cases are generated.  Test suite selection techniques reduce the effort required 
for testing by selecting a subset of test suites. In previous work, the problem has 
been considered as a single-objective optimization problem. However, real 
world testing can be a complex process in which multiple testing criteria and 
constraints are involved. The paper utilizes a hybrid, multi-objective algorithm 
that combines the efficient approximation of the evolutionary approach with the 
capability data mining  algorithm to produce higher-quality test cases. 

Keywords: Test case, test suite, clustering, k-nearest neighbor, multi-objective. 

1   Introduction 

Software organizations spend considerable portion of their budget in testing related 
activities. A well tested software system will be validated by the customer before 
acceptance. The effectiveness of this verification and validation process depends upon 
the number of errors found and rectified before releasing the system. This in turn 
depends upon the quality of test cases generated. Through the years a number of 
different methods have been proposed for generating test cases. A test case is a 
description of a test, independent of the way a given system is designed. Test cases 
can be mapped directly to, and derived from use cases. Test cases can also be derived 
from system requirements. One of the advantages of producing test cases from 
specifications and design is that they can be created earlier in the development life 
cycle and be ready for use before the programs are constructed.  
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2   Software Testing  

Software testing is the process of validation and verification of the software product. 
Effective software testing will contribute to the delivery of reliable and quality 
oriented software product, more satisfied users, lower maintenance cost, and more 
accurate and reliable result. However, ineffective testing will lead to the opposite 
results; low quality products, unhappy users, increased maintenance costs, unreliable 
and inaccurate results. Hence, software testing is a necessary and important activity of 
software development process. 

2.1   Software Test Suite Optimization 

A test case in software engineering is a set of conditions or variables under which a 
tester will determine whether an application or software system is working correctly 
or not. The mechanism for determining whether a software program or system has 
passed or failed such a test is known as a test oracle. In some settings, an oracle could 
be a requirement or use case, while in others it could be a heuristic. It may take many 
test cases to determine that a software program or system is functioning correctly. 
Test cases are often referred to as test scripts, particularly when written. Written test 
cases are usually collected into test suites. The test suite optimization process involves 
generation of effective test cases in a test suite that can cover the given System Under 
Test (SUT) within less time.  

In the proposed approach, the test cases are selected by data mining techniques 
from the Software under Test (SUT). Now, the approach generates a few efficient test 
cases that can cover the model within less amount of time. Optimization refers to 
finding one or more feasible solution to one or more  objectives.  The optimization 
may be single objective or multi objective. To find globally optimal solutions more 
reliably multi-objective optimization is used. 

2.1.1   Multi-objective Optimization  
Multi-objective optimization (or multi-objective programming), also known as multi-
criteria or multi-attribute optimization, is the process of simultaneously optimizing 
two or more conflicting objectives subject to certain constraints. Multi-objective 
optimization problems can be found in various fields: product and process design, 
finance, aircraft design, the oil and gas industry, automobile design, or wherever 
optimal decisions need to be taken in the presence of trade-offs between two or more 
conflicting objectives. Maximizing profit and minimizing the cost of a product; 
maximizing performance and minimizing fuel consumption of a vehicle; and 
minimizing weight while maximizing the strength of a particular component are 
examples of multi-objective optimization problems. 

If a multi-objective problem is well formed, there should not be a single solution 
that simultaneously minimizes each objective to its fullest. In each case an objective 
must have reached a point such that, when attempting to optimize the objective 
further, other objectives suffer as a result. Finding such a solution, and quantifying 
how much better this solution is compared to many other such solutions, is the goal 
when setting up and solving a multi-objective optimization problem. 
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Other methods 
 

• Multiobjective Optimization using Evolutionary Algorithms (MOEA). 
• PGEN (Pareto surface generation for convex multiobjective instances) 
• IOSO (Indirect Optimization on the basis of Self-Organization) 

3   Data Mining  

Data mining (sometimes called data or knowledge discovery) is the process of 
analyzing data from different perspectives and summarizing it into useful information 
- information that can be used to increase revenue, cuts costs, or both. Data mining 
software is one of a number of analytical tools for analyzing data. It allows users to 
analyze data from many different dimensions or angles, categorize it, and summarize 
the relationships identified. Technically, data mining is the process of finding 
correlations or patterns among dozens of fields in large relational databases.  

3.1   Data, Information, and Knowledge  

Data 
Data are any facts, numbers, or text that can be processed by a computer. Today,  
organizations are accumulating vast and growing amounts of data in different formats 
and different databases. This includes:  

 

• operational or transactional data such as, sales, cost, inventory, payroll, and 
accounting 

• nonoperational data, such as industry sales, forecast data, and macro 
economic data  

• meta data - data about the data itself, such as logical database design or data 
dictionary definitions  

Information 
The patterns, associations, or relationships among all this data can provide 
information. For example, analysis of retail point of sale transaction data can yield 
information on which products are selling.  

Knowledge 
Information can be converted into knowledge about historical patterns and future 
trends. For example, summary information on retail supermarket sales can be 
analyzed in light of promotional efforts to provide knowledge of consumer buying 
behavior. Thus, a manufacturer or retailer could determine which items are most 
susceptible to promotional efforts.  

4   The Approach 

In our method , the Software under Test (SUT) is given as input. The objective of the 
approach is to generate an efficient test suite that can cover the SUT within less time 
and cost by applying data mining techniques  through the SUT . To maximize the 
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profit of coverage and minimize the total number of test cases needed. The aim of the  
testing method is to 'cover' the  program with test cases that satisfy some fixed 
coverage criteria such as Statement Coverage or Node Coverage, Branch coverage or 
Decision Coverage, Decision/Condition Coverage, Multiple Condition Coverage, 
Path Coverage. 
 

Statement Coverage or Node Coverage : This  coverage measures the extent of checks 
of program behavior. Let Ni be the set of output-defining nodes of SUT subject to test 
ti, and Vi be the set of covered output defining nodes of SUT subject to test ti.  

The optimistic Statement Coverage or Node Coverage of test suite T is | Vi| / | Ni| 
 

Branch coverage or Decision Coverage : Branch coverage adequacy criterion verifies 
whether each control structure (such as an if statement) is evaluated both to true and 
false conditions. 

Branch Coverage % = No. of Branches covered / Total No. of branches 
 

Decision/Condition Coverage : Condition/decision coverage combines the requirements 
for decision coverage with those for condition coverage. That is, there must be sufficient 
test cases to toggle the decision outcome between true and false and to toggle each  
condition value between true and false. 
 

Path Coverage : A test T is considered adequate if it tests all paths. In case the 
program contains a loop, then it is adequate to traverse the loop body zero time or 
once. 

Code Coverage-In code testing, criteria based on coverage of the building blocks 
of programs can be used to determine the adequacy of tests. Code coverage is a 
measure used in software testing. It describes the degree to which the source code of a 
program has been tested. It is a form of testing that inspects the code directly and is 
therefore a form of white box testing. 

5   Techniques Applied 

To optimize the test suite Semantic similarity cluster and k-nearest neighbor 
algorithm are used. Cluster analysis or clustering is the assignment of a set of 
observations into subsets (called clusters) so that observations in the same cluster are 
similar in some sense. Clustering is a method of unsupervised learning, and a 
common technique for statistical data analysis used in many fields, including machine 
learning, data mining, pattern recognition, image analysis, information retrieval, and 
bioinformatics. Semantic similarity or semantic relatedness is a concept where a set of 
documents or terms within  term lists are assigned a metric based on the likeness of 
their meaning / semantic content. This can be achieved for instance by using 
ontologies to define a distance between test cases (a naive metric), or using statistical 
means such as a vector space model. There are essentially two types of approaches 
that calculate topological similarity between ontological concepts: 
 

• Edge-based: which use the edges and their types as the data source; 
• Node-based: in which the main data sources are the nodes and their 

properties. 
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Other measures calculate the similarity between ontological instances: 
 

• Pairwise: measure functional similarity between two instances by combining 
the semantic similarities of the concepts they represent 

• Groupwise: calculate the similarity directly not combining the semantic 
similarities of the concepts they represent 

The pairwise semantic similarity clustering approach is used to cluster the test cases 
with functional similarity and the define the distance between the test cases k-nearest 
neighbor algorithm is used. 

The k-nearest neighbors algorithm (k-NN) is a method for classifying objects based 
on closest training examples in the feature space. k-NN is a type of instance-based 
learning, or lazy learning where the function is only approximated locally and all 
computation is deferred until classification. The k-nearest neighbor algorithm is 
amongst the simplest of all machine learning algorithms: an object is classified by a 
majority vote of its neighbors, with the object being assigned to the class most 
common amongst its k nearest neighbors (k is a positive integer, typically small). If k 
= 1, then the object is simply assigned to the class of its nearest neighbor. 

The same method can be used for regression, by simply assigning the property 
value for the object to be the average of the values of its k nearest neighbors. It can be 
useful to weight the contributions of the neighbors, so that the nearer neighbors 
contribute more to the average than the more distant ones. (A common weighting 
scheme is to give each neighbor a weight of 1/d, where d is the distance to the 
neighbor. This scheme is a generalization of linear interpolation.) 

The neighbors are taken from a set of objects for which the correct classification is 
known. This can be thought of as the training set for the algorithm, though no explicit 
training step is required. The k-nearest neighbor algorithm is sensitive to the local 
structure of the data. 

Nearest neighbor rules in effect compute the decision boundary in an implicit 
manner. It is also possible to compute the decision boundary itself explicitly, and to 
do so in an efficient manner so that the computational complexity is a function of the 
boundary complexity. 

 

import java.applet.Applet; 
import java.awt.*; 
import java.awt.event.ActionListener; 
import java.awt.event.ActionEvent; 
      
public class KNN extends Applet implements ActionListener 
{     private TextField inputN, inputComplexity, inputK, inputKNN; 
    private Button Step1Button, Step2Button, Step3Button; 
 private Label errLabel;  
    private KNNCanvas theKNNCanvas; 
 private Canvas theTruthCanvas; 
        private int n, complexity, k, knn; 
    private boolean[][] truth; 
    private class Sample { 
        int x; 
        int y; 
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        boolean label;     }      Sample[] samples; 
    private class Distance { 
        double d; 
        boolean label;     }      Distance[] distances; 
        public void init() 
    {   GridBagLayout bag = new GridBagLayout(); 
  GridBagConstraints c = new GridBagConstraints(); 
          this.setLayout(bag); 
  Label label = new Label("Step 1: Field size(10--80):"); 
  bag.setConstraints(label, c); 
  this.add(label); 
          inputN = new TextField("80", 2); 
  bag.setConstraints(inputN, c); 
          this.add(inputN); 
   
  label = new Label("      complexity(1--100):"); 
  bag.setConstraints(label, c); 
  this.add(label); 
        inputComplexity = new TextField("5", 2); 
  bag.setConstraints(inputComplexity, c); 
        this.add(inputComplexity); 
          Step1Button.addActionListener(this); 
  c.anchor = GridBagConstraints.WEST; 
  c.gridwidth = GridBagConstraints.REMAINDER;   

bag.setConstraints(Step1Button, c); 
  c.anchor = GridBagConstraints.CENTER; 
  this.add(Step1Button); 
  label = new Label("Step 2: samples(1--2000):"); 
  c.gridwidth = 1; // reset to default 
  bag.setConstraints(label, c); 
  this.add(label); 
                Step2Button = new Button("Generate Samples"); 
  Step2Button.addActionListener(this); 
  c.anchor = GridBagConstraints.WEST; 
  c.gridwidth = GridBagConstraints.REMAINDER; 
     bag.setConstraints(Step2Button, c); 
  c.anchor = GridBagConstraints.CENTER; 
  this.add(Step2Button); 
  label = new Label("Step 3: kNN(1--100):"); 
  c.anchor = GridBagConstraints.WEST; 
  c.gridwidth = 1; // reset to default 
  bag.setConstraints(label, c); 
  c.anchor = GridBagConstraints.CENTER; 
  this.add(label); 
        inputKNN = new TextField("1", 2); 
  bag.setConstraints(inputKNN, c); 
  this.add(inputKNN); 
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        Step3Button = new Button("Classify"); 
  Step3Button.addActionListener(this); 
  this.add(Step3Button); 
  errLabel = new Label(" "); 
  c.anchor = GridBagConstraints.WEST; 
  c.fill = GridBagConstraints.BOTH; 
  c.gridwidth = GridBagConstraints.REMAINDER; 

 bag.setConstraints(errLabel, c); 
  this.add(errLabel); 
     public void actionPerformed(ActionEvent e) 
 {    if (e.getSource() == Step1Button) 
  {    n = new Integer(inputN.getText()).intValue(); 
    complexity = new Integer(inputComplexity.getText()).intValue(); 
   k=0; // remove previous samples 
   truth = new boolean[n][n]; 
   int x, y; 
   for (x=0; x<n; x++) 
    for (y=0; y<n; y++) 
     truth[x][y] = true; 
   for (int i=0; i<complexity; i++) 
   {double w1, w2, b; 
    w1 = Math.random()*2 - 1; 
    w2 = Math.random()*2 - 1; 
    b = Math.random()*n/2; 
     for (x=0; x<n; x++) 
     for (y=0; y<n; y++) 
      if (w1*(x-n/2)+w2*(y-n/2)+b>0) 
       truth[x][y] = !truth[x][y];  } 
   theTruthCanvas.repaint();   } 
  else if (e.getSource() == Step2Button) 
  {   k = new Integer(inputK.getText()).intValue(); 
   samples = new Sample[k]; 
   int i; 
   for (i=0; i<k; i++) 
   {   samples[i] = new Sample(); 
       samples[i].x = (int)(Math.random()*n); 
       samples[i].y = (int)(Math.random()*n); 
       samples[i].label = truth[samples[i].x][samples[i].y];    } 
    theTruthCanvas.repaint();   } 
  else if (e.getSource() == Step3Button) 
  {int i;  
   knn = new Integer(inputKNN.getText()).intValue(); 
   distances = new Distance[knn]; 
   for (i=0; i<knn; i++) 
   {   distances[i] = new Distance();    } 
   theKNNCanvas.repaint();   }  }     
   



Data Mining Based Optimization of Test Cases to Enhance the Reliability of the Testing 97 

    class KNNCanvas extends Canvas { 
                public void paint(Graphics g) { 
            int m=5;  
            g.setColor(Color.black); 
            System.out.println(n);             
            g.drawRect(0, 0, n*m+1, n*m+1); 
                int error = 0; 
             for (int x=0; x<n; x++) 
                 for (int y=0; y<n; y++) 
                    {                  
                     for (int i=0; i<k; i++){ 
                         double dist = (samples[i].x-x)*(samples[i].x-x)+(samples[i].y-

y)*(samples[i].y-y); 
                         if (i<knn) 
                            {distances[i].d = dist; 
                             distances[i].label = samples[i].label;                              } 
                         else 
                            {// go through the knn list and replace the biggest one if possible 
                             double biggestd = distances[0].d; 
                             int biggestindex = 0; 
                             for (int a=1; a<knn; a++) 
                                 if (distances[a].d > biggestd) 
                                 {biggestd = distances[a].d; 
                                  biggestindex = a;                                   } 
                             if (dist < biggestd) 
                                {distances[biggestindex].d = dist; 
                                 distances[biggestindex].label = samples[i].label;    }}}}}}}}                        

6   Conclusion and Future Work 

The optimization of test suite is done in an effective way to enhance the reliability of 
testing and further this can be enhanced by applying bird flocking technique. 
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Abstract. Modern automotives integrate large amount of electronic devices to 
improve the driving safety and comfort. This growing number of Electronic 
Control Units (ECUs) with sophisticated software escalates the vehicle system 
design complexity. In this paper we explain the complexity of ECUs in terms of 
hardware and software and also we explore the possibility of Common Object 
Request Broker Architecture (CORBA) architecture for the integration of add-
on software in ECUs. This reduces the complexity of the embedded system in 
vehicles and eases the ECU integration by reducing the total number of ECUs 
in the vehicles. 

Keywords: AUTOSAR, CORBA, ECU, OEM. 

1   Introduction 

The increasing use of electronic systems in automobiles brings about advantages by 
decreasing their weight and cost and providing more safety and comfort. The last 
decade has seen a phenomenal increase in the use of electronic components in 
automotive systems, resulting in the replacement of purely mechanical or hydraulic-
implementations of different functionalities [8]. There are many electronic systems in 
modern automobiles like antilock braking system (ABS) and Electronic Brakeforce 
Distribution (EBD), Electronic Stability Program (ESP) and Adaptive Cruise Control 
(ACC). Such systems assist the driver by providing better control, more comfort and 
safety. In addition, future x-by-wire applications aim to replace existing braking, 
steering and driving systems. The developments in automotive electronics reveal the 
need for dependable, efficient, high-speed and low cost in-vehicle communication [1]. 
In the earlier days of automotive electronics, each new function was implemented as a 
stand-alone ECU, which is a subsystem composed of a microcontroller and a set of 
sensors and actuators. This approach quickly proved to be insufficient with the need 
for functions to be distributed over several ECUs and the need for information 
exchanges among functions [7]. Therefore, fundamental architecture of integrated 
electronic systems in an automobile is important to be designed in order to optimize 
the total function, cost and productivity [9]. Today, 90% of all innovations are driven 
by electronics and software. 50-70% of the development costs for an ECU are related 
to software. Today, premier cars have up to 70 ECUs, connected by 5 system buses 
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and up to 2500 signals are exchanged by these ECUs [2]. This growing number of 
ECUs increases the complexity and cost of vehicle development system [3]. Because 
of the growing system complexity, cost plays a significant role in the development of 
vehicles. To reduce the vehicle development cost, automotive industrial consortiums 
are working on standards for automotive electronic systems and software architecture. 
These standards would increase the commonality and reusability of software in ECU 
design and reduce the system cost accordingly. The cost, flexibility, extensibility and 
the need for coping with increased functional complexity in vehicles are changing the 
fundamental paradigms for the definition of automotive architectures [4]. The 
complexity of the vehicle systems is also increasing due to the increase in the amount 
of hardware and software. Instead of isolated functionality on separate ECUs, 
distributed systems located on several ECUs with a high degree of interaction are 
introduced [5]. For accurate and efficient development of electronic systems, well 
defined processes and powerful tools must be used. The transition from the 
conventional software development approach is being replaced by the model based 
approach, in order to meet the development time and time to market. The paper is 
organized as follows. Section 2 deals with the data processing in vehicles. Section 3 
deals with the hardware and software in vehicles. Section 4 explains the migration to 
AUTOSAR. 5 deals with the proposed model to reduce the complexity of electronics 
and software in vehicles. The paper is concluded in section 6. 

2   Data Processing in Vehicles 

2.1   Requirements 

Highly sophisticated state-of-the-art open-loop and closed-loop control concepts are 
essential for meeting the demands for function, safety, environmental compatibility 
and convenience associated with the wide range of automotive subsystems installed in 
modern-day vehicles. 

ECUs developed for use in vehicles all have a similar design. Their structure can 
be subdivided in the conditioning of input signals, the logic processing of these 
signals in the microcomputer, and the output of logic and power levels as regulation 
or control signals [10]. ECUs generally process signals in digital form. Rapid, 
periodic, real time signals are processed in hardware modules specifically designed 
for the particular function. This procedure substantially reduces the CPU’s interrupt 
response time requirements. 

Originally, data exchange between the ECUs took place via separate wires. However, 
this type of point-to-point connection is only suitable for a limited number of signals. 
The introduction of automotive-compatible communication networks for serial 
transmission of information and data between ECUs has expanded the data transfer 
capabilities and represents the logical development of autonomous “microcomputers” in 
vehicles. The generic block diagram of any ECU is shown in the figure3. 

The amount of time available for calculations is determined by the control systems. 
The software contains the actual control algorithms. Depending on the data, an almost 
unlimited number of logic operations can be established and data records stored and  
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Fig .1. Signal Processing in the Control Unit 

processed in the form of parameters, characteristic curves and multidimensional 
program maps. For more complex requirements in the field of image processing, the 
use of digital signal processor is becoming more widespread [10]. 

3   Hardware and Software in Vehicles 

Modern cars of today carry more hardware and computation power than the Apollo 
spaceship that flew to the moon. They carry up to 80 controllers connected by up to 5 
different bus systems connected to numerous sensors and actuators as well as a 
multimedia human machine interface and external devices such as mobile phones, 
personal digital assistants [18]. Many automotive ECUs implement most of their 
functionality in real-time software systems. Thus, ensuring the availability of the 
software system is essential to guaranteeing the dependable operation of the ECU. 
Each ECU is a system embedded with software. It’s no longer possible to study an 
ECU as a stand-alone system. The automotive industry is facing the challenge of the 
rapidly growing significance of software and software-based functionalities. Research 
has shown that software complexity is a major reason for project delay and cost 
overrun. AutoSAR is a very recent international effort to address the issue of 
complexity management of highly integrated ECUs for future requirements[11]. The 
watchdog is a major design mechanism being used in ECUs to compensate for 
transient system failures and maintain availability. It is an external circuit/processor 
that monitors the CPU of an ECU. The application software running on the CPU 
periodically sends a signal to the watchdog indicating that it is still functioning. If a 
failure occurs in the ECU software, it would not be able to send this signal, and thus 
the watchdog would determine that a system failure has occurred. Once the watchdog 
detects a failure, it triggers a system reset to recover the system and resume normal 
operation[6]. Table 1 shows ECU software categories [10]. The emission related 
control ECU includes engine control and transmission control ECUs. They are safety 
critical and need to collaborate to produce the driving power and distribute it 
appropriately to the wheels. 
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Table 1. ECU software categories 

Sl. No ECU software category Attributes
1 Emission related control 

ECU 
-Safety critical 
-Emission regulation compliance 
-Less user interface 
-Long product life cycle 

2 Non Emission related 
control ECU 

-vehicle usability concern 
-safety regulation(concern) 
-less user interface 
-long product life cycle 

3 Telematic ECU -service commitment 
-conditional user interface complexity 
-medium product life cycle 

4 Infotainment ECU -less safety related 
-fancy user interface 
-neat feature size 
-adapting consumer electronic features 
-shorter product life cycle 

5 Off-board ECU -interacts with on-board system 
-adaptive to multiple vehicle models  

It consists of software components that include the RTOS, network control, 
application control, sensor control, actuator control, on-board diagnostic and the self-
test component. Non emission related ECU controls the vehicle electrical and 
mechanical parts to fulfill non-emission related vehicle system functions. Being with 
control-oriented software attribute, the architecture of this ECU is similar to the 
emission related control ECU. Telematic ECU furnishes vehicle driver with additional 
value-added services, it needs to fulfill the service commitment promoted by the 
carmaker or the service provider. Off-board ECU interacts with the on-board 
electronics through vehicle bus to examine their operation status. It hooks to the 
vehicle bus through the cable that connects to the vehicle test connector[10]. 

3.1   Autoelectronic Innovations 

The automotive electronics market has been growing faster than the overall 
electronics market and much faster than actual vehicle production. For the next 
several years, research predicts that automotive electronics will grow at a rate of more 
than seven percent. Over the course of this decade, the worldwide market for 
automotive electronics is expected to double [13]. In fact, many industry observers 
expect electronic components to account for 40% of total car production costs in the 
near future. Electronic components currently comprise some 20-30% of total costs for 
all car categories, and this figure is expected to reach 40% or so by 2015 [12].  A 
generic presentation of any automotive subsystem shall be as depicted in Fig.2. 

The main factor behind the rapid increase in the proportion of electronic 
components used in motor vehicles is the crucial role that electronics plays in 
developing optimal technological solutions to the four main issues that automakers 
face today: 1) improving drivability, 2) enhancing safety features, 3) lowering  
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Fig. 2. A generic Automotive Subsystem 

environmental burden, and 4) realizing greater operational reliability. Drivers have 
always demanded safety and reliability, but now that the rate of car ownership is 
reaching unprecedented heights, they are also insisting on ease of driving. 
Automakers must now also address environmental issues, which have become a topic 
of growing concern. The effective application of electronics technology is absolutely 
vital to the automotive industry as viable solutions to these four key issues. 

As a result of technological progress promoted by electronics, electronics 
technology has become indispensable to ensuring reliability. In particular, as the code 
size of software for microcomputer control continues to expand, ensuring the 
reliability of software has become a crucial matter for the automakers. The proportion 
of man-hours devoted to software development has been rising sharply. This forces 
the OEMs to redesign their entire development systems to allow efficient 
development of highly reliable, large-scale software programs. As part of this 
initiative, OEMs are promoting standardization of software development 
implementing AUTOSAR standards. 

4   Migration to AUTOSAR 

The increasing complexity of software implementations parallels increasing supply-
chain complexity. Software developers design their components based on requirement 
definitions from the OEMs or Tier 1 suppliers, who are later responsible for their 
integration. The AUTOSAR development partnership which includes several OEM 
manufacturers, Tier 1 suppliers, and tool and software vendors, has been created to 
develop an open industry standard for automotive software architectures. To achieve 
the technical goals of modularity, scalability, transferability, and function reusability, 
AUTOSAR provides a common software infrastructure based on standardized 
interfaces for the different layers [14].  

The migration to AUTOSAR in vehicles does not happen at once. Instead, every 
OEM is applying various migration scenarios depending on what kind of products are 
suitable at the developing phase of the specific models. BMW already started 
migration by applying a network and an ECU migration process. The migration of a 
vehicle’s E/E-network to AUTOSAR will follow a step-by-step approach. Starting 
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with a few ECUs, especially those with a new hardware platform, more and more 
ECUs will be migrated over time [15]. The great advantage of the AUTOSAR 
standard is the possibility to integrate a high amount of functionality into one ECU in 
a controlled way. Such development projects involve multiple suppliers and address 
many cross-domain interfaces. 

The need to concentrate on a common stack of infrastructure software is addressed 
by AUTOSAR with well-specified, standardized basic software that closes the gap 
between microcontroller hardware and application software. The technical concept of 
the AUTOSAR approach is a layered model, which is new in the software design for 
automotive applications. [16]. Fig. 3 shows the layered software architecture. 

 

Fig. 3. AUTOSAR layered software architecture [19] 

The AUTOSAR layered architecture is offering all the mechanisms needed for 
software and hardware independence. The upper layer is dedicated to the applications; 
the lower part, the infrastructure, is containing the basic software layer and the Run 
Time Environment (RTE) [17].  

The basic software layer containing the 53 Basic Software Modules is organized in 
3 layers providing the different levels of abstraction from the hardware (Fig.3): the 
ECU and the microcontroller ; the upper layer, hardware independent, is providing 
services to the applications software via the RTE. 

5   Proposed Model to Reduce Electronics  and Software 
Complexity in Vehicles 

To reduce the complexity of electronics in modern vehicle, OEMs are struggling to 
integrate as many software components as possible into the existing ECU, without 
degrading the performance of the ECU. In this paper, we propose a new architecture 
to support ad-on software to the existing ECU, using CORBA middleware which is 
language, location and platform independent [20]. Fig. 4 shows the proposed model to 
add the new software to the existing ECU. 
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Fig. 4. CORBA middleware Architecture 

In the proposed architecture, OSEK Real Time Operating System (RTOS) has been 
considered with a focus on reusability of application software, and transferable 
improvement(Hardware, network a non-depending interface). CORBA middleware is 
a software layer that connects and manages different tasks running on an ECU. It 
consists of three components, resource manager, load distributer and task handler. 
When a new task is to be run on the existing ECU, it is detected by the task handler. 
The task handler of each ECU communicates with other ECUs to know the status of 
the available resources. The resource handler allocates the resources required for the 
new task. Depending on the availability of the resources, load distributor assigns the 
task to the specific ECU. Each ECU is given a unique ID.  The ECU with the highest 
ID is the master and is responsible for the control of the ECUs in the network. If the 
master ECU fails, a new master will be chosen with the aid of the Bully algorithm 
which is a method for dynamically selecting a coordinator by the ID. When a new 
task is detected by all the ECUs, the ECU with less CPU load and the required 
hardware will execute the new task. 

6   Conclusion 

In this paper, we addressed  the issues on the deployment of  electronics and software in 
vehicles. It is expected that 40% of total cost of the vehicles will be due to the electronics 
and software. OEMs working towards improvising the legacy software using AUTOSAR. 
The load sharing and load balancing mechanisms are finding way to reduce the 
complexity of ECU hardware in vehicles to improve the performance. We also presented 
CORBA middleware architecture for executing Add-on software, which reduces the 
need for a new ECU when new features are to be added to the existing system, 
thereby reducing the complexity of the electronics and software involved in vehicles. 
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Abstract. The objective of this study is the classification of mammogram 
images into benign and malignant using Artificial Neural Network. This 
framework is based on combining Local Binary Patterns, Haar Wavelet features 
and Haralick Texture features. The study shows the importance of Computer 
Aided Medical Diagnosis in successful decision making by calculating the 
likelihood of a disease. This multi feature approach for classification obtains an 
average classification accuracy of 98.6% for training, validation and testing.  

Keywords: Machine Learning, Classification, Breast Cancer, CAD. 

1   Introduction 

Identification and classification of breast abnormalities is an active research area. 
Breast cancer is affecting the health and lives of millions and millions of women 
world over. The study by ICMR (Indian Council for Medical Research) says that one 
in 22 women in India is at the risk of breast cancer. The number of breast cancer 
patients increases by one in every 2 minutes [1]. Breast cancer statistics shows that in 
both Urban and rural area the number of affected patients increases. Early detection of 
breast cancer plays an important role in the diagnostic process. Early detection is 
important for the complete cure of breast cancer. Masses and microcalcifications are 
not always cancerous even though they are considered as an early indication of breast 
cancer. Mammography is the best cost effective method for breast cancer detection 
[2]. A regular mammographic check up is recommended for women above 50 years.  

Tumors are of two types, benign and malignant. Mammogram can easily detect the 
signs of abnormality.  Benign tumors are not cancerous but malignant tumors are 
cancerous. In mammogram benign tumors appears to be larger in size [3]. Depending 
on the size of tumor, whether it begins in the ducts or lobules and the degree of 
spreading breast cancer is classified into 7 types. 1: Ductal Carcinoma In-Situ (DCIS) 
– is a type of early breast cancer found inside the ductal system. It is not invasive and 
can be treated successfully. 2: Infiltrating Ductal Carcinoma (IDC) - Represents 78% 
of all malignancy, appears as well circumscribed areas on mammogram. 3:  
Medullary Carcinoma - Account for 15% of all breast cancer types, presents the cell 
that resembles the medulla of brain. 4: Infiltrating Lobular Carcinoma - Appears as a 
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subtle thickening in the upper-outer quadrant of the breast. This type represents 50% 
of all type of breast cancer. 5: Tubular Carcinoma- Represents about 2% of all breast 
cancer processes a distinct tubular structure when viewed under a microscope. 6: 
Mucinous Carcinoma-Represents approximately 1% to 2% of all breast carcinoma. 
The differentiating features are mucus production and the presence of poorly defined 
cells. 7: Inflammatory Breast Cancer (IBC) - It is a rare type, aggressive in nature and 
causes the lymph vessels to become blocked. The abnormalities in breast tissue can be 
microcalcifications, Circumscribed lesions, and Speculated lesions [4]. The efficiency 
of visual examination of mammogram by radiologists can be increased by obtaining a 
second opinion from computer aided diagnosis systems. 

2   Related Works 

In recent years different attempt has been made by scientist for the detection and 
classification of mammogram abnormalities. A cost sensitive method for detection of 
masses in mammogram using local binary patterns has been proposed by Ning Li  [5]. 
Use of Artificial Neural Networks for mammogram image classification using spatial 
Graylevel Dependence (SDLD) matrices is proposed in reference [6]. Another method 
using Haralick texture features also uses ANN for classification [7]. Classification 
using Multilayer Perceptrons and support Vector Machines based on multi domain 
features extracted from mammogram images is studied in [8].The use of Gabor 
wavelets at different frequency scale and orientation for the classification of 
mammogram image by Support Vector Machine is proposed by Ioan B. [9].  
Classification of mammographic lesions using wavelet transform is presented in 
references [10,11]. 

3   Proposed System 

We proposes a novel approach for classifying mammogram abnormalities by 
extracting local binary patterns, Haralick texture features and Har wavelet features. 
The proposed system uses 140 mammogram images of size 1024*1024 from the 
Mammographic Image analysis Society (MIAS) [12]. The images are in medio-laterl 
oblique view. The images possess three kinds of background tissues namely Fatty, 
Fatty-glandular and Dense-glandular. The abnormalities present are calcification, well 
defined/circumscribed masses, speculated masses, ill-defined masses, architectural 
distortion and asymmetry. There exist normal, benign and malignant types of 
mammograms. Image Preprocessing, Feature Extraction and Classification are the 
main.  

3.1   Image Preprocessing  

Image preprocessing is performed in order to generate optimal results.  The different 
preprocessing operations applied are noise removal, contrast stretching and edge 
detection. Digital images are affected by noise during acquisition and transformation. 
The performance of image processing operations is highly affected by the presence of 
noises. Mean filters are used for removing the noises. The Sobel operator used for 
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edge detection performs a 2-D spatial gradient measurement on an image to find the 
approximate absolute gradient magnitude at each point in an input image. Vertical and 
horizontal derivatives are generated using a convolution kernel. The gradient 
magnitudes are finally plotted.  In contrast stretching the range of intensity values are 
spanned to a desired intensity levels there by increases the visibility.  

3.2   Feature Extraction 

The extraction of intelligible features from medical image is very important in proper 
decision making. Features should carry enough details of the image that are needed 
for further processing. The features are extracted either globally or locally . In global 
extraction the whole image is described and in local extraction only part of the image 
is described. The proposed system extracts texture features for image classification. 
Texture is the visual patterns of homogeneity [13]. It contains information about the 
structural arrangements of objects and their relationships. It is concerned with the 
spatial distribution of gray tones. As visual contents are homogeneous, texture 
informations are ideal for medical image analysis .This system extracts  LBP (Local 
binary pattern) texture descriptors , Haralick texture features and Haar wavelet 
features. 

3.2.1   Local Binary Pattern Descriptors 
LBP (Local Binary Pattern) - a gray scale invariant when used for classification 
shows good performance [14]. LBP describes local primitives such as curved edges, 
points, spot, flat areas etc. To generate LBP code for a neighborhood, the weight 
assigned to each pixels are multiplied with a numerical threshold.  The process is 
repeated for a set of circular samples. As a result the local binary patterns are said to 
be rotation invariant. Texture over a neighborhood of pixels can be defined as the 
joint distribution of the gray value of a central pixel of the neighborhood say gc  and 
gray value of circular pixels located at distance P.  

                        , , , … , .                                           (1) 

The factorized joint distribution of the  difference of central pixels and each pixel 
in the neighborhood can be represented as: ,· · · ,    .                               (2) 

To make this invariant against all transformations the signs of the difference are 
also considered. 

  ,· · · ,    .                             (3) 
 1 00 0 
 

By assigning weight , this difference is converted to a Local Binary Pattern Code 
which is equivalent to the local texture. 

 , xc,   =∑  2 .                          (4) 
 

This equation results in the generation of 2p LBP values. 
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3.2.2   Haar Discrete Wavelet Transform 
DWT (Discrete Wavelet Transform) is widely used in computer Vision applications.  
Haar wavelet is discontinuous and similar to a bipolar step function. It is the only 
orthogonal wavelet.  Haar wavelet transform calculates a set of wavelet coefficients. 
Decomposition at different are possible. In this study a 2 level decomposition is 
performed. A 2 level decomposition divides the grayscale image into 7 sub bands as 
shown in figure 1. The wavelet features from the image details are calculated and 
used for classification. 

 
 

           
 

               Original Image                                          Level 2 Decomposition 
 

          
 

 Coefficient of detail at horizontal level 2                        Synthesized Image 

Fig. 1. Sample of Wavelet Decomposition 

3.2.3   Haralick Texture Features 
Greylevel Co-occurance Matrix Pd[i,j] is defined by first specifying a displacement 
vector d=(dx,dy) and counting all pairs of pixels separated by d having grey levels i 
and j. GLCM contains information about the position of pixels having similar grey 
level values.  Haralick Texture features [15] such as Entropy, Contrast, Correlation, 
Energy, and Homogeniety are extracted from the Greylevel Co-occurrence Matrix.  

 

  -                 Energy              =     ∑ ∑ ,  . 
 

                    Entropy             =    ∑ ∑ ,  log ,  . 
 

                    Contrast            =     ∑ ∑  ,  . 
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generated error the network is adjusted..The remaining data is equally split for testing 
and validation.  

In the data set 56 images are benign, 42 are malignant and 42 are normal 
mammograms.  

The result obtained for the network architecture with 20 neurons is shown below. 
The table summarizes the result with Mean Squared Error which is the average 
squared difference between required and obtained output and Percent Error which 
gives the fraction of misclassified samples. 

Table 1. Results of Mammogram Image classification 

 

 

Fig. 3. Confusion Matrix 

       
                  (a)                                                                   (b) 

Fig. 4. (a)Training state (b) Performance of the classifier  

After the learning process the overall classification  performance was 95.7%. When 
the network architecture is adjusted by changing the number of neurons to 50 and 
adjusting some parameters, better results are obtained. The final results are shown in 
the following figures. For training, the network gives an accuracy of 98% . During 
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training 2 benign images were misclassified into normal, for validation and testing 
100 % accuracy is obtained . The average accuracy for the  classification is 98.6%. As 
the classification of malignant into benign is more dangerous than any other 
classification the proposed method can be treated as an excellent  approach because 
none of the malignant case is misclassified which is important in cancer diagnosis and 
further treatment. 

Table 2. Results of Mammogram Image classification 

 

 

Fig. 5. Confusion Matrix 

              
                (a)                                                                     (b) 

Fig. 6. (a)Training state (b) Performance of the classifier  

6   Conclusion and Future Work 

The proposed method of classification focused on the extraction of texture features.  
The classification  result shows the importance and significance of the used  features  
namely Local Binary Patterns  Haar Wavelet features and Haralick Texture features, 
and the power of Backpropagation  learning algorithm. The future work will focus on 
the extraction of features from the region of interest. 
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Abstract. This paper presents a genetic algorithm (GA)-based fuzzy logic 
approach for computer aided disease diagnosis scheme. The aim is to design a 
fuzzy expert system for heart disease diagnosis. The designed system is based 
on Cleveland Heart Disease database. Originally there were thirteen attributes 
involved in predicting the heart disease. In this work genetic algorithm is used 
to determine the attributes that contribute more towards the diagnosis. Thirteen 
attributes are reduced to six attributes using genetic search. Fuzzy expert system 
is used for developing knowledge based systems in medicine. The proposed 
system uses Mamdani inference method. The system designed in Matlab 
software can be viewed as an alternative for existing methods to distinguish of 
heart disease presence. 

Keywords: Genetic Algorithms, Fuzzy logic, Medical data, Disease diagnosis. 

1   Introduction 

Genetic algorithms are known to be one of the best methods for search and 
optimization problems.  Feature selection is the task of identifying and selecting a 
useful subset of pattern-representing features from a large set of features. The number 
of features increases as the dimensionality expands. The benefits of feature selection 
are facilitating data visualization and understanding, reducing the measurement and 
storage requirements, reducing training time, defying the curse of dimensionality to 
improve prediction performance. The objective is finally to construct and select 
subsets of features that are useful to build a good predictor [1]. A subset of useful 
features may exclude redundant but relevant features. After generating the best feature 
subset it is used for classification. Fuzzy set theory and fuzzy logic are highly suitable 
for developing knowledge based systems in medicine for diagnosis of diseases.  In 
this paper it is discussed about how genetic algorithms and fuzzy logic combine 
together for efficient and cost effective diagnosis of heart disease.  

This paper is organized as follows. In section 2 related work is explained. In 
section 3 the proposed technique is described. In section 4 experimental results are 
presented in order to prove the significance and efficiency of the proposed technique. 
Finally section 5 summarizes the conclusion. 
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2    Related work 

Experimental results have shown that genetic algorithms are able to reach a relative 
good score in a quite small number of generations, for function optimization. They 
refine the solution space trying to identify the exact optimal solution of the function.  
There are a good number of methods which reached high classification accuracies 
using the dataset taken from UCI machine learning repository. Among these, [2] Tool 
Diag, RA obtained 50.00% classification accuracy by using IB1- 4 algorithm. [2] 
WEKA, RA obtained a classification accuracy of 58.50% using InductH algorithm 
while ToolDiag, RA reached to 60.00% with RBF algorithm. [2] Again, WEKA, RA 
applied FOIL algorithm to the problem and obtained a classification accuracy of 
64.00%. [2] MLP+BP algorithm that was used by ToolDiag, RA reached to 65.60%. 
[2] The classification accuracies obtained with T2, 1R, IB1c and K* which were 
applied by WEKA, RA are 68.10%, 71.40%, 74.00% and 76.70%, respectively. [2] 
Robert Detrano used logistic regression algorithm and obtained 77.0% classification 
accuracy.  [15] According to Sellappan Palaniappan, Rafiah Awang, Naïve Bayes 
gives the highest probability (95%) with 432 supporting cases, followed by Decision 
tree (94.93%) with 106 supporting cases, and Neural Network (93.54%) with 298 
supporting cases. Naïve Bayes appears to be most effective as it has the highest 
percentage of correct predictions (86.53%) for patients with heart disease, followed 
by Neural Network (with a difference of less than 1%) and Decision Trees. 

3   Proposed Method 

The proposed method is based on the Cleveland Clinic Foundation dataset [3]. This 
dataset is used to diagnose the presence of heart disease based on the various medical 
tests carried out on a patient. It contains elements of two classes: patients with and 
without heart disease. There are about 303 instances and 76 attributes. Only 14 
attributes out of 76 has been identified to be effective and necessary attributes. 
According to the proposed method only six attributes are considered. Genetic 
algorithm is a class of optimization procedure used to solve problem that involves a 
search to find the optimal solution. GAs operate iteratively on a population of 
chromosomes, each one of which represents a candidate solution to the problem at 
hand, properly encoded as  a string of symbols(e.g. binary). A randomly generated set 
of such chromosomes form the initial population from which the GA starts its search. 
Three basic genetic operators guide this search: selection, crossover, and mutation. 
The genetic search process is iterative: evaluating, selecting, and recombining 
chromosome string in the population during each iteration (generation) until reaching 
some termination condition. Evaluation of each chromosome is based on a fitness 
function. It determines which of the candidate solutions are better. The GA combines 
selection, crossover, and mutation operators with the goal of finding the best solution 
to the problem by searching until the specified criterion is met. 

A fuzzy set is a collection of distinct elements with a varying degree of relevance 
or membership. The membership function takes interval values between 0 and 1.  
These values express the degrees with which each object is compatible with the 
properties or features that are distinctive to the collection. A fuzzy set is a 
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generalization of the concept of a set whose characteristic function takes only binary 
values. A fuzzy inference model can be created using the properties of fuzzy set. The 
knowledge base of a fuzzy inference system is to link the fuzzified inputs with the 
associated reasoning mechanism.   

There are two major models of fuzzy system, Mamdani [4] and Takagi-Sugeno (T-
S) [5] fuzzy systems. The main difference between these two types of fuzzy systems 
lies in the consequent variable of fuzzy rules. Mamdani type fuzzy systems use 
linguistic fuzzy sets as consequent variables in fuzzy rules, whereas the T-S type 
fuzzy systems employ a linear combination of input variables as a rule consequent 
variable. This work has been implemented using Mamdani type.  

Based on the experts’ (Doctors’) knowledge the fuzzy rules were generated. The 
generated rules help us to predict the disease using fuzzy tool in Matlab. The input is 
the set of all the selected features and the output of the system is to get a value 1 or 0 
that indicates the presence or absence of the disease. 

4   Experimental Results 

The table below gives the list of attributes selected by genetic algorithm using 
MATLAB version:7.3.0.  

Table 1. List of selected features from Cleveland Heart disease data set 

S 
No: 

*Att 
No: 

+Att 
No: 

 Attributes 

1 9 3  cp:Chest Pain Type 
2 10 4  trestbps: resting blood pressure 
3 38 9  exang: exercise induced angina 
4 32 8  thalach: Maximum heart rate achieved 
5 40 10  oldpeak: ST depression induced by exercise 
6 44 12  ca: no.of major vessels 

 

*    Attribute Number out of 76 
+    Attribute Number out of 14 

 
Input fields are therefore chest pain type (CPT), resting blood pressure(RBP), 

exercise (EXER), Maximum heart rate (HR), old peak (ST depression induced by 
exercise relative to rest), ca –the number of vessels colored(CA). The output field 
refers to the presence of heart disease in the patient. The following are the 
membership function diagrams of the input features: 

 

(i) Chest pain type:  (CPT) This input feature has four values 
1=typical angina 
2=atypical angina 
3=non-anginal pain 
4=asymptomatic 
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(ii) Resting blood pressure (RBP): Under this input variable there are four fuzzy 
sets namely, low, medium, high and very high. Membership functions of “Low” 
and “Very high” sets are trapezoidal and membership functions of “medium” and 
“high” sets are triangular. 

 

(iii) Exercise (EXER): This input field has just 2 values (0, 1) and one fuzzy set (true). 

  

(iv) Old peak: Old peak field has 3 fuzzy sets (Low, Risk and Terrible). 
Membership functions of “Low” and “Terrible” fuzzy sets are trapezoidal and 
membership function of “Risk” fuzzy set is triangular. 
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(v) Maximum Heart rate (HR): In this field, we have 3 linguistic variables (fuzzy 
sets) (Low, Medium and High).  Membership functions of “Low” & “High” fuzzy 
sets are trapezoidal and membership function of “Medium” fuzzy set is triangular. 

 

(vi) No. of vessels colored (CA) : In this field there are four fuzzy sets zero, one, 
two and three. 

 

5   System Testing 

The output shows the presence or absence of heart disease in a patient given the 
values for the input features. There are two fuzzy sets, “healthy” & “sick”. The 
membership functions of “healthy” and “sick” are trapezoidal.  

 

The picture given below is the rule viewer: heart disease. Given an instance for 
which the result is “sick”, the rule viewer correctly points out the presence of the 
disease.  
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Table 2. System Testing 

Chest 
Pain 
Type 

Resting 
blood 

pressure 

Exercise 
induced 
angina 

Oldpeak: 
Maximum 
heart rate 
achieved 

No. of 
major 
vessels 

Predicted 
Output 

1 170 0 0.2 159 0 “Sick” 
3 172 0 0.5 162 0 “Healthy” 

6   Conclusion 

In this paper a system that combines genetic algorithms and fuzzy expert system is 
proposed. Genetic algorithm is used to determine the attributes which contribute more 
towards the diagnosis of heart ailments which indirectly reduces the number of tests 
which are needed to be taken by a patient. Designing of this system with fuzzy in 
comparison with other methods improves results. The experts knowledge plays a very 
important role in framing the fuzzy inference system.  The explained model proves to 
be more efficient in diagnosing heart disease. Furthermore, it has been proven to be 
competitive with state of the art classifiers like Naïve Bayes, Decision tree, 
Classification via clustering and SVM classifier.   
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Abstract. The paper content is genetic algorithm based intrusion detection 
system. It is a simulation type system comes under networking area. The first 
system in the line is an anomaly-based IDS implemented as a simple linear 
classifier. This system exhibits high both detection and false-positive rate. For 
that reason, we have added a simple system based on if-then rules that filter the 
decision of the linear classifier and in that way significantly reduces false-
positive rate. In the first step of our solution we deploy feature extraction 
techniques in order to reduce the amount of data that the system needs to 
process. Hence, our system is simple enough not to introduce significant 
computational overhead, but at the same time is accurate, adaptive and fast due 
to genetic algorithms. The model is verified on KDD99 benchmark dataset. 

Keywords: Intrusion detection system, Anomaly based IDS, False positive rate, 
false negative rate.  

1   Introduction 

Intrusion detection is becoming an increasingly important technology that monitors 
network traffic and identifies network intrusions such as anomalous network 
behaviors, unauthorized network access, and malicious attacks to computer systems. 
There are two general categories of intrusion detection systems (IDSs): misuse 
detection and anomaly detection. Misuse detection systems detect intruders with 
known patterns [3]. Anomaly detection systems identify deviations from normal 
network behaviors and alert for potential unknown attacks [3].They exhibit higher 
rate of false alarms, but they have the ability of detecting unknown attacks and 
perform their task of looking for deviations much faster [2].  

Genetic Algorithms (GA) are search algorithms based on the principles of natural 
selection and genetics. GA evolves a population of initial individuals to a population of 
high quality individuals, where each individual represents a solution of the problem to 
be solved. Each individual is called chromosome, and is composed of a predetermined 
number of gene. The quality of each rule is measured by a fitness function as the 
quantitative representation of each rule’s adaptation to a certain environment. The 
procedure starts from an initial population of randomly generated individuals. Then the 
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population is evolved for a number of generations while gradually improving the 
qualities of the individuals in the sense of increasing the fitness value as the measure of 
quality. During each generation, three basic genetic operators are sequentially applied 
to each individual with certain probabilities, i.e. selection, crossover and mutation [6]. 
In this work we are presenting a genetic algorithm (GA) approach for classifying 
network connections. GAs is robust, inherently parallel, adaptable and suitable for 
dealing with the classification of rare classes. Moreover, due to its inherent parallelism, 
it offers a possibility to implement the system using reconfigurable devices without the 
need of deploying a microprocessor. In this way, the implementation cost would be 
much lower than the cost of implementing traditional IDS providing at the same time 
higher level of adaptability, as these devices can be dynamically reconfigured. Here we 
further investigate a combination of two GA based intrusion detection systems. The 
first system in the line is an anomaly- based IDS implemented as a simple linear 
classifier. This system exhibits high both detection and false-positive rate. For that 
reason, we have added a simple system based on if-then rules that filter the decision of 
the linear classifier and in that way significantly reduces false-positive rate. We 
actually create a strong-classifier built upon weak-classifiers, but without the need to 
follow the process of boosting algorithm as both of the created systems can be trained 
separately [1]. 

2   Motivation 

Some of the best-performed techniques used in the state-of-the-art apply GA [4], 
combination of neural networks and C4.5, genetic programming(GP) ensemble, 
support vector machines, fuzzy logic , clustering techniques , hidden Markov models, 
junction tree algorithm, Naïve Bayes Classifier, ant colonies, etc. All of the 
techniques mentioned above have two steps: training and testing. The systems have to 
be constantly retrained using new data since new attacks are emerging every day. The 
advantage of all GA or GP-based techniques lies in their easy retraining. It’s enough 
to use the best population evolved in the previous iteration as initial population and 
repeat the process, but this time including new data. Thus, our system is inherently 
adaptive which is an imperative quality of IDS [1]. 

Some of the shortcomings of above techniques are as follows:- 

2.1   Clustering Technique (k-means Algorithm) 

K-means has been used for clustering data for decades. However, it has two 
shortcomings in clustering large data sets: number of clusters dependency and 
degeneracy. Number of clusters dependency is that the value of k is very critical to 
the clustering result. Degeneracy means that the clustering may end with some empty 
clusters. This is not what we expect since the classes of the empty clusters are 
meaningless for the classification [7]. 

2.2   Support Vector Machine (SVM) 

SVM is slow for large size problems. To solve this problem many decomposition 
methods can be used which decomposes a large QP problem into small sub-problems 
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of size two. The Sequential Minimal Optimization (SMO) algorithm has been used for 
decomposition of two classes SVMs, in this algorithm. The LIBSVM is adopted to 
train and test every SVM [8]. 

2.3   Naïve Bayes Classifier 

As a naïve Bayesian network is a restricted network that has only two layers and 
assumes complete independence between the information nodes. This poses a 
limitation to this research work. In order to alleviate this problem so as to reduce the 
false positives, active platform or event based classification may be thought of using 
Bayesian network [9]. 

2.4   Hidden Markov Model 

Although using sensors improves the quality of the data being processed by our 
algorithms, we still have to deal with the “false positive” problem. This problem 
originates from the fact that most, if not all, network sensors adhere to the philosophy 
that it is preferable to include many erroneously identified intrusions in the input data 
stream (false positives) rather than to miss one real intrusion (false negative). In 
addition, our input data originally suffered from the alert repetition problem: a single 
alert type or a set of alert types being repeated over and over. A drawback of the 
algorithm is its considerable price, as it has О(Тn2) complexity. Since n is the number 
of the states, i.e. the number of normal user activity patterns in the database, its value 
could be significant in the case of a large system. Another disadvantage of the 
anomaly based IDS in general is the creation of the database containing the user 
profiles, which could be a task of considerable difficulty [10]. 

2.5   Junction Tree Algorithm 

The drawback of the described method is its considerable computational price, since it 
has O(TM2) complexity. Since M2 is the cardinality of the clique state space, its value 
could be significant in the case of a large system. Another disadvantage of the 
anomaly based IDS in general is the creation of the database containing the user 
profiles, which could be a task of considerable difficulty and requires some period of 
time the system is  unprotected[11]. 

2.6   Fuzzy Logic 

When using fuzzy logic, it is often difficult for an expert to provide “good” 
definitions for the membership functions for the fuzzy variables. We have found that 
genetic algorithms can be successfully used to tune the membership functions of the 
fuzzy sets used by our intrusion detection system. Each fuzzy membership function 
can be defined using two parameters. [12]. 

Thus we are using genetic algorithm for solving the problem of intrusion detection. 
Benefits of GA are as follow:- 

 

• GAs are intrinsically parallel, since they have multiple offspring, they can explore 
the solution space in multiple directions at once. If one path turns out to be a dead 
end, they can easily eliminate it and continue working on more promising avenues, 
giving them a greater chance by each run of finding the optimal solution. 
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• Due to the parallelism that allows them to implicitly evaluate many schemas at 
once, GAs are particularly well-suited to solving problems where the space of 
potential solutions is truly huge - too vast to search exhaustively in any 
reasonable amount of time, as network data is. 

• Working with populations of candidate solutions rather than a single solution 
and employing stochastic operators to guide the search process permit GAs to 
cope well with attribute interactions and to avoid getting stuck in local 
maxima, which together make them very suitable for dealing with classifying 
rare class, as intrusions are. 

• System based on GAs can easily be re-trained, which provides the possibility 
of evolving new rules for intrusion detection. This property offers the 
adaptability of a GA-based system, which is an imperative quality of an 
intrusion detection system having in mind the high rate of new attacks’ 
emerging [1]. 

• Generally good at finding acceptable solutions to a problem reasonably quickly. 
• Free of mathematical derivatives. 
• No gradient information is required. 
• Free of restrictions on the structure of the evaluation function. 
• Fairly simple to develop. 
• Do not require complex mathematics to execute. 
• Able to vary not only the values, but also the structure of the solution. 
• Get a good set of answers, as opposed to a single optimal answer.[6] 

3   Review of Literature 

GA evolves a population of initial individuals to a population of high quality 
individuals, where each individual represents a solution of the problem to be solved. 
Each individual is called chromosome, and is composed of a predetermined number 
of genes [14]. The quality of each rule is measured by a fitness function as the 
quantitative representation of each rule’s adaptation to a certain environment. The 
procedure starts from an initial population of randomly generated individuals. Then 
the population is evolved for a number of generations while gradually improving the 
qualities of the individuals in the sense of increasing the fitness value as the measure 
of quality. During each generation, three basic genetic operators are sequentially 
applied to each individual with certain probabilities, i.e. selection, crossover and 
mutation. The algorithm flow is presented in Fig. 1. Determination of the following 
factors has the crucial impact on the efficiency of the algorithm: selection of fitness 
function, representation of individuals and the values of GA parameters (crossover 
and mutation rate, size of population, threshold of fitness value). Determination of 
these factors usually depends on the application. In our work we have employed two 
simple fitness functions [5]. 

[Start] Generate random population of n chromosomes (suitable solutions for the 
problem).[Fitness] Evaluate the fitness f(x) of each chromosome x in the 
population.[New population] Create a new population by repeating the following steps 
until the new population is complete.1 [Elitism] Select the best chromosome or 
chromosomes to be carried over to the next generation. 2 [Selection] Select two parent  
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Fig. 1. Genetic Algorithm Flowchart 

chromosomes from a population according to their fitness (the better fitness, the  
bigger chance to be selected). Selection can be done “with replacement", meaning that 
the same chromosome can be selected more than once to become a parent.3 [Crossover] 
with a crossover probability pc, cross over the parents, at a randomly chosen point, to 
form two new offspring If no crossover is performed, an offspring is the exact copy of 
parents.4 [Mutation] with a mutation probability pm, mutate two new offspring at each 
locus.5 [Accepting] Place new offspring in the new population.6 [Replace] Replace the 
old generation with the new generated. 7[Test] If the end condition is satisfied, stop, and 
return the best solution in current population.8 [Loop] Go to step 2. 

3.1   Selection  

This operator selects the chromosome in the population for reproduction. The more fit 
the chromosome, the higher its probability of being selected for reproduction. Thus, 
selection is based on the survival-of-the-fittest strategy, but the key idea is to select 
the better individuals of the population, as in tournament selection, where the 
participants compete with each other to remain in the population. The most commonly 
used strategy to select pairs of individuals is the method of roulette-wheel selection, 
in which every string is assigned a slot in a simulated wheel sized in proportion to the 
string’s relative fitness. This ensures that highly fit strings have a greater probability 
to be selected to form the next generation through crossover and mutation. After 
selection of the pairs of parent strings, the crossover operator is applied to each of 
these pairs. It is useful to distinguish between the evaluation function and the fitness 
function used by a genetic algorithm. The evaluation function, or objective function, 
provides a measure of performance with respect to a particular set of parameters. The 
fitness function transforms that measure of performance into an allocation of 



 Genetic Algorithm Technique Used To Detect Intrusion Detection 127 

reproductive opportunities. The evaluation of a string representing a set of parameters 
is independent of the evaluation of any other string. The fitness of that string, 
however, is always defined with respect to other members of the current population. 
When individuals are modified to produce new individuals, they are said to be 
breeding [13]. Selection determines which individuals are chosen for breeding 
(recombination) and how many offspring each selected individual produces. The 
individual (chromosome or string) is first evaluated by a fitness function to determine 
the quality. During testing an individual receives a grade, known as its fitness, which 
indicates how good a solution it is. The period in which the individual is evaluated 
and assigned fitness is known as fitness assessment. Good chromosomes (those with 
the highest fitness function) survive and have offspring, while those chromosomes 
furthest removed or with the lowest fitness function are culled. Constraints on the 
chromosomes can be modelled by penalties in the fitness function or encoded directly 
in the chromosomes' data structures [7].  

3.2   Crossover and Mutation 

3.3.1   One-Point Crossover 

 

3.3.2   Two-Point Crossover 

 

3.3.3   Uniform Crossover 
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4   Strategy 

Three common problems of intrusion detection systems are speed, accuracy and 
adaptability which can be overcome by using Genetic algorithm approach. The main 
feature of this system is the use of genetic algorithm for intrusion detection. The 
system shows the simulation of Genetic algorithm as applied to KDD dataset for 
identifying attacks from set of connections. The speed issue arises from the extensive 
amount of data that needs to be monitored in order to observe the entire situation. We 
are deploying a different approach. Instead of defining different attack scenarios, we 
extract the features of network traffic that are likely to take part in an attack. The 
implemented IDS is a serial combination of two IDSs. The complete system is 
presented in Fig. 2. The first part is a linear classifier that classifies connections into 
normal ones and potential attacks. Due to its very low false-negative rate, the decision 
that it makes on normal connections is considered correct. But, as it exhibits high 
false-positive rate, if it opts for an attack, its decision has to be re-checked. This re-
checking is performed by a rule-based system whose rules are trained to recognize 
normal connections. This part of the system exhibits very low false-positive rate, i.e. 
the probability for an attack to be incorrectly classified as a normal connection is very 
low. In this way, the achieved false-positive rate of the entire system is significantly 
reduced while maintaining high detection rate. As our system is trained and tested on 
KDD99 dataset, the election of the most important features is performed once at the 
beginning of the process. Implementation for a real-world environment, however, 
would require performing the feature selection process before each training step [1]. 

 

Fig. 2. Block diagram of the system 

The linear classifier is based on a linear combination of three features. The features 
are identified as those that have the highest possibility to take part in an attack by 
deploying PCA .In our approach, instead of using the principal components (PCs) as 
new variables; we use the information in the PCs to find important variables in the 
original dataset. We first calculate the PCs, and then study the screed plot which 
shows the sorted eigenvalues from bigger towards smaller as a function of the 
eigenvalue index, so as to determine the number of k important variables to keep. 
Next, we consider the eigenvector corresponding to the smallest eigenvalue (the least 
important PC), and discards the variable that has the largest (absolute value) 
coefficient in that vector. Then, we consider the eigenvector corresponding to the 
second smallest eigenvalue, among the variables not discarded earlier. The process is 
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repeated until only k variables remain. The selected features and their explanations are 
presented in Table. In the Appendix we give the selected features for different 
dimensions of the feature set obtained by the same algorithm. 

 

Attack Types 
A connection is a sequence of TCP packets starting and ending at some well defined 
times, between which data flows to and from a source IP address to a target IP address 
under some well defined protocol.  Each connection is labeled as either normal, or as 
an attack, with exactly one specific attack type.  Each connection record consists of 
about 100 bytes. Attacks fall into four main categories:  

• DOS: denial-of-service, e.g. sync flood; 
• R2L: unauthorized access from a remote machine, e.g. guessing password; 
• U2R:  unauthorized access to local super user (root) privileges, e.g., various 

``buffer overflow'' attacks; 
• probing: surveillance and other probing, e.g., port scanning.[15] 

The second part of the system (Fig.2) is a rule-based system, where simple if-then 
rules for recognizing normal connections are evolved [1]. Each rule is an if-then 
clause, which contains a “condition” and an “outcome The feature “Attack name” is 
used in the “outcome” part, which indicates the classification of a network record (at 
training stage) or connection (at intrusion detection stage) when the “condition” part 
of a rule is matched. 

 
NAME OF FEATURES EXPLANATION 

Service Destination service (e.g. telnet, ftp) 

hot  Number of hot indicators 

Logged in 1 if successfully logged in, 0 if not 

Fig. 3. Feature used to describe normal connections 

An example of a rule is given in the following: 
 

if (service=”http” and hot=”0” and logged_in=”0”) then normal;  
Other probable conditions are:- 

if (service=”smtp” and hot=”0” and logged_in=”1”) then normal;  
if (service=”finger” and hot=”0” and logged_in=”0”) then normal;  
if (service=”domain_u” and hot=”0” and logged_in=”0”) then normal;  
if (service=”telnet” and hot=”0” and logged_in=”1”) then normal;  
 if (service=”eco_i” and hot=”0” and logged_in=”0”) then normal;  
if (service=”ntp_u” and hot=”0” and logged_in=”0”) then normal;  
 
Precicion =(tp)/(tp+fp)                            Recall=tp/(tp+fn) 
F-measure:- 

F=2 *{(precision * recall)/(precision + recall)} 
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Fig. 4. Flow of the system 
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6   Conclusion 

The networks having many connections cannot be physically shown. But we are 
trying to develop an application which shows various connections. And using genetic 
algorithm we will be searching and identifying normal and attack connections. With 
the help of this we can calculate false positive rate of the system. Large number of 
connections can be used as we are using genetic algorithm. Instead of using probable 
connections we can use probable features which are prone to attacks. 
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Abstract. Previous works involving the Online Delaunay triangulation
problem required that the incoming request lies within the triangulation
or a predefined initial triangulation framework, which will contain all the
incoming points. No mention is made for Online Delaunay triangulation
when the request point lies outside the triangulation, which also hap-
pens to be the unbounded side of the Convex Hull of the triangulation.
In this work, we give a solution for the Online Delaunay triangulation
Problem for incoming request points lying in the unbounded side of the
Convex Hull bounding the Delaunay triangulation as well for points ly-
ing inside the triangulation. We use the Quad-Edge data structure for
implementing the Delaunay triangulation.

Keywords: Online algorithms, Delaunay triangulation, Convex Hull,
Quad-Edge data structure.

1 Introduction

For a given set of points P = {p1, p2, . . . , pn} in the Euclidean 2D plane, triangu-
lation is the planar subdivision of the plane into a set of non-overlapped regions.
The subdivision contains a finite set of edges meeting at a common endpoint
from the given set of points. If the minimum angle of all the angles of the tri-
angles is considered, then the configuration of triangles in which the minimum
angle is maximized conforms the triangles to be Delaunay. The boundary of the
Delaunay triangulation is the convex hull of the given set of points. The online
Delaunay triangulation problem is to update the present configuration of a De-
launay triangulation to a new Delaunay triangulation when a new point joins
the present set of points.

Guibas, Knuth and Sharir[6] developed a randomized incremental algorithm
for Delaunay triangulation (DT) which they claimed to be “more online”. Ran-
domized incremental algorithms[2] developed for DT consider the set of points
in a large infinite triangle, where one vertex of the triangle is at the highest point
amongst the given sample points and another two vertices at very large distances
not in the triangle[12]. Devillers, Meiser and Teillaud[3] discusses insertion and
deletion of points using a Delaunay Tree, which maintains a hierarchy of records

D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 132–141, 2011.
� Springer-Verlag Berlin Heidelberg 2011
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of all the triangles which has been deleted or added. Mostafavi et.al[8] also gave
a fully dynamic algorithm(a more generalized algorithm having both addition
and deletion queries) for the DT based on the QE data structure. They form
an “initial frame” of a triangle and then points are inserted individually. Search
for the triangle which bounds the point is done by “walking” from some initial
triangle edge in a given configuration. However, most of the works do not give a
generalized situation when the arriving point could lie outside the convex hull.

In this present work we solve the problem for points going to join the present
DT when the request point can lie inside or outside the present convex hull(CH).
We have implemented the DT with the Quad-Edge data structure, which in-
clusive of keeping the triangulation structure as a planar graph, also helps in
swapping edges easily.

The rest of the paper is organized as follows: section 2 gives a brief recount of
online algorithms, relevant data structures used in our work; section 3 gives a dis-
cussion of our proposed algorithms. The paper concludes with a brief conclusion
of the work.

2 Background Theory

An algorithm is online if it solves for successive inputs or requests, without hav-
ing any knowledge about the future inputs or requests. Online algorithms do
not have an absolute performance unlike an offline algorithm. In an offline algo-
rithm, the inputs are known in advance, preprocessing is possible and an absolute
performance can be obtained. The performance of an “online algorithm” is mea-
sured in terms of the ratio between the total cost of the online algorithm for all
the requests in the request sequence and the cost of an optimal offline algorithm
for the same set of inputs as a batch.This ratio is known as the Competitive
Ratio(K). An online algorithm is considered good if K is small[9].

The convex hull(CH) and the Delaunay triangulation(DT) is an intimate
problem for solving many other problems in computational geometry. The CH
is the smallest convex polygon bounding a given set of points in 2D. They
arise in problems relating to GIS and computer graphics for identifying object
boundaries[2,11]. [Fig. 1] shows two triangulation configurations for the same
set of points - P1, P2, P2 and P4. In [Fig. 1a], the minimum angle of the an-
gles of the triangle pair P1P2P3 and P1P3P4 is greater than the minimum
angle of the angles in the triangle pair P1P2P4 and P2P3P4[Fig. 1b]. To
check that two adjacent triangles are Delaunay, one checks if the circumcircle of
one the triangles contains the farthest point of the adjacent triangle. In [Fig. 1],
the circumcircle around P1P2P3 encloses the point P4 confirming them not
be Delaunay. Swapping the edge P1P3 with P2P4 makes the pair of triangles
P1P2P4 and P2P3P4 to be Delaunay. This is referred as the incircle test.

The Quad-Edge(QE)[5,1,10] data structure was proposed by Guibas and Stolfi
to help to maintain the triangulation planar subdivisions structures. The QE is
an edge based data structure i.e. it keeps information about the edges or sides
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P1

P2

P3

P4

(a) Failure of InCircle() on
�P1P2P3 as P4 is inside
©P1P2P3

P1

P2

P3

P4

(b) InCircle() on
�P1P2P4 and P3 is
outside ©P1P2P4

Fig. 1. InCircle() conditions for Delaunay triangulation

which make the triangle. Three QEs represents the three edges of a triangle.
Each QE consists of two oppositely directed half edges1(E and E.Sym()) as
shown in [Fig. 2a] facing two adjacent triangles based on that QE. [Fig. 2a] also
shows the different algebraic operators as discussed in [5], which has symmetric
properties. In [Fig. 2b], QE BC has two half edges, −−→BC facing ABC and −−→

CB
facing BCD. As each half edge of the QE faces a triangle, information about
the triangle can be added to the half edge which it faces. We refer to it as the
Face Number, which is also the triangle number, which the half edge is facing.

A triangulation can also be referred to as a Planar Straight Line Graph(PSLG).
A PSLG is a planar graph which is embedded in the plane and an edge of
the graph is mapped to the corresponding straight line on the plane. The edge
weights of the PSLG is the distance of the straight line to which it is mapped.
Each QE representing a line/edge of a PSLG keeps information of four extra
references to its neighboring edges and vertices with which the edge or planar
line is connected to. Updation is done by updating the different pointers of the
new QE which is formed from the old QE which is deleted when swapping of
edges or even when new edges are added to the structure. The total updation
takes constant time, but the intermediate steps, each also having constant time,
being many, makes the total process slow[13]. However, we prefer the QE data
structure for its easy manipulation of swapping of the edges, its loyalty in keeping
with the triangulation manifold and the simple operators having constant time
for traversing the edges of the triangulation.

Below is a list of some functions on QE which are mentioned in our present
work:

1. E.FaceNumber() : This returns the Face Number which the half edge E is
facing. If Face Number of the half edge, E, is 0, then E faces the unbounded
side of the CH of the triangulation. In [Fig. 2b], −−→BC.FaceNumber()= 1.

2. E.Face(Face Number) : This function returns the half edge of the QE which
is facing the triangle Face Number.In [Fig. 2b], ABCDEF is a PSLG
with the respective QE on each edge of the triangle is shown. QE AB is

1 This half edge is different to the Half-Edge data structure, also referred to as Doubly
Connected Edge List [10].
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represented with two half edges −−→
AB and −−→

BA. As −−→
BA faces the unbounded

side of CH, −−→
BA has Face Number = 0 and −−→

AB has Face Number = 1,
which is the face number of ABC numbered 1.

3. FindOppositeVertex(HalfEdge E) : This returns the opposite vertex of
the half edge of the triangle the half edge E is facing e.g. in [Fig. 6b],
FindOppositeVertex(−→SD) returns point P .

4. Swap(HalfEdge E) : This function swaps the QE associated with half edge
E joining the opposite vertices of the associated QE. This function comes
useful for swapping edges when the DT condition fails for adjacent triangles
of QE. The function returns a half edge of the swapped QE.

E E.Sym

E.Lnext

E.Dprev

E.Dest

E.Org

E.Dnext

E.Rprev

E.Oprev

E.Rnext

E.Lprev

E.Onext

(a) Quad Edge[10]

1

2

3 4

A

B C

DE F

0

(b) PSLG showing the Quad-Edge for each edge

Fig. 2. Quad-Edge data structure and PSLG with its corresponding representation
with its Quad-Edge

3 Discussion of the Proposed Algorithms

R(r1, r2, ..., rn) is a sequence of requests, where each request is a point to be
placed in the 2D-Euclidean plane and a DT is to be obtained including the
request point. The point can be such that it can be outside the CH or inside
the Delaunay triangulated CH. Thus, the problem could be stated as two sub-
problems, the former when the point lies outside the CH, and the point has to
be added to the previously formed CH and a new DT formed subsequently. The
latter problem deals with forming the DT when the point lies inside the present
DT-ed CH. We use the QE data structure for storing the triangulation.

The algorithm for online DT(OnlineDelaunayTriangulation()) is divided into
two parts as previously discussed, one finding whether the incoming point lies
outside or inside the CH and the other, modifying the present DT to accom-
modate the new incoming point into a new DT configuration. Here, booleans
is Outside Convex Hull and PML G PMR, List AddedEdges, int Req are all
global variables which are accessed by all the other algorithms. List is a storage
data structure or container for accumulating the QEs. PSLG and PSLG DT
are graph variables which are in fact connected structure of the QEs. PSLG DT
denotes a PSLG which conforms to DT, while the former only denotes only a
PSLG. Req is an integer value denoting the incoming request point identifier.
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Input: PRequest Sequence = {p1, p2, . . . , pn}
Output: PSLG DT(p1, p2, . . . , pn)
1: /* The variables is Outside Convex Hull, AddedEdges, PML G PMR, PSLG, PSLG DT

are all global variables which could be accessed by all the other algorithms. */
2: boolean is Outside Convex Hull
3: List AddedEdges
4: integer Req
5: Graph PSLG, PSLG DT
6: boolean PML G PMR ← false
7: PSLG DT ← FormTheFirstTriangle(p1, p2, p3)
8: while (Req �= n) do
9: is Outside Convex Hull = isOutsideConvexHull(pReq)

10: if (is Outside Convex Hull ≡ false) then
11: LocateTriangle(pReq)
12: end if
13: CreateDelaunay(PSLG, pReq)
14: Req ← Req + 1
15: end while

Fig. 3. Algorithm OnlineDelaunayTriangulation()

In OnlineDelaunayTriangulation()[Fig. 3], the simplest case, the first triangle
(FormTheFirstTriangle(p1, p2, p3)) is formed from the first three requests. The
triangle formed also is a CH for three points and a PSLG which is also
DT(PSLG DT ) as a circumcircle of the triangle does not contain any other
point. Subsequently, from the fourth request, we check first if the point lies out-
side the CH. If isOutsideConvexHull() return False, then the point lies inside
the CH. As the inside of the CH is triangulated, the next problem lies in find-
ing the bounding triangle for the point in the PSLG DT(LocateTriangle()). The
final step is to obtain a new DT(CreateDelaunay()) from the PSLG changed
from the PSLG DT due to the triangles formed by the addition of a new point.
isOutsideConvexHull()[Fig. 7] returns True if the point lies in the unbounded
side of the CH else False. If the point lies in the unbounded region of the CH,
PSLG DT is updated with point added to the structure to form a PSLG. The
algorithm traverses linearly along the CH from any random half edge, Edge,
having face value 0. The algorithm has two cycles; the first one trying to search
for the first supporting line and the second, searching for the second supporting
line if the first one exists. Supporting lines are searched based on OrientationOf-
Point(Point S,Point D,Point P ), which finds the orientation of the point P with
respect to the line −→

SD[Fig. 6a]. The orientation of the point can be found by
calculating the area of the triangle(e.g. SDP ), which can be positive, negative
or zero, in constant time[11]. If the individual orientations of the request point
PReq with respect to the lines joining M(origin of the present edge) to R(origin
of the next edge in the counterclockwise direction) and L(origin of the previ-
ous edge in the clockwise direction) respectively is same, then the line −−−−→

PReqM
is a supporting line[Fig. 5a]. Existence of the first supporting line confirms for
the second. After the first supporting line is found, traversing the CH search-
ing for the subsequent supporting line, will rest on the comparison of ∠PML
and ∠PMR. If ∠PML < ∠PMR[Fig. 4b], then traversing is done by choos-
ing Edge.Lnext() i.e. we traverse the CH in the clockwise direction along the
same face else we traverse in the opposite direction in the anti-clockwise direction
through Edge.Lprev()[Fig. 4a] for searching the second supporting line. However,
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while searching for the first supporting line on the CH boundary, if present edge
edge meets the initial starting edge, we come to the conclusion that the request
point is inside the CH. Finding the angles ∠PML and ∠PMR takes O(1) time.

P
M

L

R
P

M

L R

(a) ∠PML > ∠PMR

P

M

L R

P

M

L
R

(b) ∠PML < ∠PMR

Fig. 4. Relation between the ∠PML and ∠PMR for searching the supporting lines
on the Convex Hull

P1

P2

P3

P4

P5
P6

P Req

(a) Supporting Lines:
−−−−−−→
P ReqP4

and
−−−−−−→
P ReqP2

P1

P2

P3

P4

P5
P6

P Req

(b) Convex Hull on updation
with point P Req

Fig. 5. The changed Convex Hull after the supporting lines have been found
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1
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(a) Orientation of a Point with
respect to an edge(e)[1]

e

p

S

D

(b) Angle of
Point P w.r.t. a
line segment

−→
SD

Fig. 6

After i stages/requests, the total number of points in the configuration is i
and the number of points on the CH is k(k < i). When a new request at stage
(i+1 ), PReq arrives, the search for the first supporting line along the CH is at
most along O(k − 1) edges in the clockwise direction of the same face, in case
no supporting line(s) are found. However, if one of the supporting lines is found,
then the search for the second supporting line might require again require a
search through a O(k′ − 1) (k′ < k)edges. Thus, the search for the two support-
ing lines is linear in order of O(k). All the edges traversed while searching for the
second supporting line[11] are stored in the List AddedEdges. After the second
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supporting line has been found, the origin of the edges stored in the AddedEdges
list with PReq are joined, making sure that the half edges facing the outside CH
of the supporting edges has a Face Number 0[Fig. 5b]. All the other half edges
can have face value of the new triangles, which it is facing. The half edges facing
the first triangle formed from the first three request point have a face value 1.
This updation of the graph PSLG DT transforms it to a PSLG.

Input: PSLG DT(p1, . . . , pi−1),Point pi

Output: is Outside Convex Hull
1: boolean found first supporting line ← false
2: HalfEdge present edge ← QuadEdge.Face(0).Lnext()
3: PML G PMR ← false
4: while (True) do
5: Point M = present edge.Org()
6: Point L = present edge.LPrev().Org()
7: Point R = present edge.LNext().Org()
8: orientation1 ← OrientationOfPoint(R, M, P )
9: orientation2 ← OrientationOfPoint(L,M, P )

10: if (orientation1 ≡ orientation2) then
11: if (found first supporting line ≡ False) then
12: found first supporting line ← False
13: if (∠PML ≥ ∠PMR) then
14: PML G PMR ← true
15: end if
16: AddedEdges.Pushback(present edge)
17: if (PML G PMR ≡ False) then
18: present edge ← present edge.Lprev()
19: else
20: present edge ← present edge.Lnext()
21: end if
22: else
23: AddedEdges.Pushback(present edge)
24: is Outside Convex Hull ← True
25: end if
26: end if
27: if (orientation1 �= orientation2) then
28: if (found first supporting line ≡ False) then
29: present edge ← present edge.Lnext()
30: if (present edge ≡ Edge.Face(0)) then
31: break
32: end if
33: end if
34: if (found first supporting line ≡ True) then
35: AddedEdges.PushBack(present edge)
36: if (PML G PMR ≡ False) then
37: present edge ← present edge.Lprev()
38: else
39: present edge ← present edge.Lnext()
40: end if
41: end if
42: end if
43: end while
44: if (is Outside Convex Hull ≡ True) then
45: for all (HalfEdge Edge ∈ AddedEdges) do
46: Join Edge.Org() with pi

47: end for
48: end if
49: return is Outside Convex Hull

Fig. 7. Algorithm isOutsideConvexHull()

In LocateTriangle()[Fig 8], if the point lies inside the triangulation, then the
triangle is located and edges are joined with the incoming point and the other
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three vertices of the bounding triangle(lines 35 - 38). In our work, we have
implemented the procedure for locating a triangle by “walking” proposed by
Brown and Faigle[1] who showed that the algorithm proposed by Guibas[5] does
not terminate for certain configurations of triangles. It is observed that if we
consider the QEs along the CH, half edges facing the unbounded side are directed
in a clockwise direction and they represent a circular linked-list if the first triangle
formed is connected with sides −−−→p1, p2, −−−→p2, p3 and −−−→p3, p1. The edges joined with
PReq and the vertices of the bounding triangle is added to list AddedEdges. This
updation of the graph PSLG DT transforms it to a PSLG.

Input: PSLG DT(p1, . . . , pi−1),Point pi

Output: PSLG(p1, . . . , pi)
1: /* The input to the algorithm is pi while PSLG DT() is globally available in OnlineDelaunay-

Triangulation(). QuadEdge can be any randomly selected Quad Edge along the boundary of
the CH in PSLG DT . */

2: HalfEdge E = QuadEdge.Face(0).Sym()
3: boolean is bounded triangle ← False
4: if LeftOf(P,E) then
5: E ← E.Sym()
6: end if
7: while (is bounded triangle ≡ False) do
8: choose line ← 0
9: if LeftOf(pi,E.Onext())≡ False then

10: choose line ← choose line + 1
11: end if
12: if (LeftOf(pi,E.Dprev())≡ False) then
13: choose line ← choose line + 2
14: end if
15: if (choose line ≡ 0) then
16: return E
17: end if
18: if (choose line ≡ 1) then
19: E ← E.Onext()
20: end if
21: if (choose line ≡ 2) then
22: E ← E.Dprev()
23: end if
24: if (choose line ≡ 3) then
25: /* Calculate the angle between the Point pi and and edge */
26: ∠angle1 ←CalAngPtSeg(pi,E.Onext())
27: ∠angle2 ←CalAngPtSeg(pi,E.Dprev())
28: if (∠angle1 � ∠angle2) then
29: E ← E.Onext()
30: else
31: E ← E.Dprev()
32: end if
33: end if
34: end while
35: for all (Vertices in the Bounding Triangle) do
36: Join vertexi(i = 1, 2, 3) of enclosing triangle of pi

37: Add edge to List AddedEdges
38: end for

Fig. 8. Algorithm LocateTriangle()[1]

CreateDelaunay()[Fig. 9] transforms the PSLG obtained from either of the
two above algorithms to a PSLG DT . The triangles of the PSLG which are
checked for Delaunay condition are adjacent to the edges in the AddedEdges
list for the request point lying outside the CH. If the point lies inside a tri-
angle, the adjacent triangles checked for Delaunay are along the edges which
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are next in the anti-clockwise direction to the edges in the list AddedEdges.
The Delaunay condition is checked by the InCircle() test for points in the poly-
gon of which the QE is a diagonal, and if it fails, the edge in question is
swapped(SwapEdge(HalfEdge E )) with the edge joining the other two points
of the quadrilateral formed by the combination of the adjacent triangles(Lines
16-20). The function SwapEdge(HalfEdge E ) returns the halfedge whose origin
point is PReq .

Input: PSLG(p1, . . . , pi)
Output: PSLG DT(p1, . . . , pi)
1: ListF ← AddedEdges.Front()
2: ListE ← AddedEdges.End()
3: Edge E
4: if (is bounded triangle) then
5: if (PML G PMR) then
6: ListF ← ListF + 1
7: else
8: ListE ← ListE − 1
9: end if

10: end if
11: while (ListF < ListE) do
12: if (is Outside Convex Hull ≡ False) then
13: E ← ListF .Lnext()
14: end if
15: Point P1 ←FindOppositeVertex(E)
16: Point P2 ←FindOppositeVertex(E.Sym())
17: if (CircumCircle(E.Org(),P1,E.Dest(),P2)< 0) then
18: HalfEdge E ←− SwapEdge(E)
19: HalfEdge E1 ←− CreateDelaunayAdjacent(E.Dprev(),PSLG)
20: HalfEdge E2 ←− CreateDelaunayAdjacent(E.Rprev(),PSLG)
21: end if
22: ListF ← ListF + 1
23: end while

Fig. 9. Algorithm CreateDelaunay()

Four edges of the polygon, which has the swapped edge as a diagonal, become
candidates to be checked as Delaunay edges but one has only to check two edges
of the polygon, which does not have PReq as its end point[4,7]. This is be done
recursively by using Algorithm CreateDelaunayAdjacent()[Fig. 10].

Input: PSLG(p1, . . . , pi), HalfEdge E
Output: PSLG DT(p1, . . . , pi)
1: Point P1 ←FindOppositeVertex(E)
2: Point P2 ←FindOppositeVertex(E.Sym())
3: if (CircumCircle(E.Org(),P1,E.Dest(),P2)< 0) then
4: HalfEdge E ←− SwapEdge(E)
5: HalfEdge E1 ←− CreateDelaunayAdjacent(E.Dprev(),PSLG)
6: HalfEdge E2 ←− CreateDelaunayAdjacent(E.Rprev(),PSLG)
7: end if

Fig. 10. Algorithm CreateDelaunayAdjacent()

4 Conclusion

We have given a solution to the online Delaunay triangulation problem for query
points lying inside and outside the convex hull formed by the Delaunay triangu-
lation using the Quad-Edge data structure. Previous solutions to this problem
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considered query points to only lie inside the triangulation of the existing points
or a large triangular frame containing all the query points. Also, the problem of
the online convex hull, which was treated as a different problem from the online
Delaunay triangulation is combined here while solving for the online Delaunay
triangulation by our proposed algorithm. As the dual of DT is the Voronoi di-
agram of the given points and QE keeps information about both information
about the triangulation and its dual, the problem can also be reformulated for
the online Voronoi diagram for the given points.
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Abstract. A system is said to be adaptive if its behavior automatically
changes according to its context.Systems based on the service-oriented
architecture (SOA) paradigm must be able to bind arbitrary Web ser-
vices at runtime.Web services composition has been an active research
area over the last few years. However, the technology is still not ma-
ture yet and several research issues need to be addressed. In this paper,
we propose an autonomic design pattern that describes the dynamic
composition and adaptation of Web services based on the context. This
pattern is primarily an extension of the Case-based Reasoning, Strategy,
Observer Design Patterns.We proposed a framework where service con-
text is configurable to accomodate the needs of different users and can
adapt to dynamic changing environments.This permits reusability of a
service in different contexts and achieves a level of adaptiveness and con-
textualization without recoding and recompiling of the overall composed
services. The execution of adaptive composite service is provided by an
observer model. Three core services, coordination service, context ser-
vice, and event service, are implemented to automatically schedule and
execute the component services, that adapt to user configured contexts
and environment changes at run time. We demonstrate the benefits of our
proposed design pattern by an experimental setup with implementation
without generating stubs at the client side.

Keywords: Autonomic computing, Web Service, UDDI, Observer Pat-
tern, Strategy Pattern, Adaptive Patterns, Case-based Reasoning, Dy-
namic service composition, Stub.

1 Introduction

Advances in software technologies and practices have enabled developers to cre-
ate larger, more complex applications to meet the ever increasing user demands.
In today’s computing environments, these applications are required to integrate
seamlessly across heterogeneous platforms and to interact with other complex
applications. The unpredictability of how the applications will behave and inter-
act in a widespread, integrated environment poses great difficulties for system
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testers and managers. Autonomic computing proposes a solution to software
management problems by shifting the responsibility for software management
from the human administrator to the software system itself. It is expected that
autonomic computing will result in significant improvements in terms of system
management, and many initiatives have begun to incorporate autonomic capa-
bilities into software components.

On the other hand as applications grow in size, complexity, and heterogeneity
in response to growing computational needs, it is increasingly difficult to build
a system that satisfies all requirements and design constraints that it will en-
counter during its lifetime. Furthermore, many of these systems are required to
run continuously, disallowing downtimes while code is modified. As a result, it is
important for an application to self-adapt in response to changing requirements
and environmental conditions. Autonomic computing has been proposed to meet
this need, where a system manages itself based on high-level objectives from a
systems administrator. Due to their high complexity, adaptive and autonomic
systems are difficult to specify, design, verify, and validate. In addition, the cur-
rent lack of reusable design expertise that can be leveraged from one adaptive
system to another further exacerbates the problem.

Web services, and more in general Service-Oriented Architectures (SOAs), are
gathering a considerable momentum as the technologies of choice to implement
distributed systems and perform application integration. Although tremendous
efforts and results have been made and obtained in Web service composition
area[2,3], the technology is still not mature yet and requires significant efforts
in some open research areas[7,9]. A current trend is to provide adaptive service
composition and provisioning solutions that offer better quality of composite
Web services[9,4,6] to satisfy the user needs. The pervasiveness of the Internet
and the proliferation of interconnected computing devices (e.g., laptops, PDAs,
3G mobile phones) offer the technical possibilities to interact with services any-
time and anywhere. For example, business travelers now expect to be able to
access their corporate servers, enterprise portals, e-mail, and other collaboration
services while on the move. Since the contexts of users, either human beings or
enterprises, are varied, it is essential that service composition embraces a con-
figurable and adaptive service provisioning approach (e.g., delivering the right
service in the right place at the right time). Configuration allows the same service
to be reused in different contexts without low-level recoding and recompilation
of the service.On the other hand reconfiguration allows the system to change
dynamically according to environments reducing the down time.

This paper is structured as follows Section 2 provides the related work. Sec-
tion 3 describes Web services.Section 4 illustrates the adaptive patterns. Section
5 elaborates the proposed autonomic pattern and its structure. Section 6 sum-
marizes this paper and concludes with possible future direction.

2 Related Work

There are publications reporting the service composition strategies and archi-
tectures of Web services. According to a review[4] of dynamic Web services
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composition techniques the service composition strategies are classified as Static
Composition, Semi-dynamic Composition and Dynamic Composition based on
the time of composition plan creation and service binding times. The authors[4]
reviewed that there are eight categories of composing related services from
atomic services to form a complex service. Dynamic Web service composition
is a complex and very challenging task in Web services as the composition plan
is generated at runtime based on the requester’s complex service request. The
authors have summarized how plans are generated at runtime to compose the
services from atomic services and the architectures that support the orchestra-
tion of services dynamically. The authors[9] have developed the CCAP system
(Configurable Composition and Adaptive Provisioning of composite services)
that provides a system infrastructure for distributed, adaptive, context-aware
provisioning of composite Web services. They have[9] illustrated how simple ser-
vices are configured at run time to form a complex service. They all isolated the
freedom of dynamic publishing, un-publishing, discovery and binding at runtime
from the UDDI registry.

There are publications reporting the reconfiguration of the system dynami-
cally to adapt to the changing environments.The author[8] proposed adaptive
patterns that help in developing dynamically adaptive systems.All the available
literature focused on either the service delivery or the reconfiguration of the sys-
tem at runtime but not both simultaneously.

In this paper we present a pattern based framework that makes the system
to adapt based on changes, events dynamically.On change adaptation deals with
the monitoring of service health while on event adaptation focuses on delivering
the client requests by discovery and compose a new services without recompiling
the existing the services.

3 Web Services Framework

Web service is a new paradigm to deliver application services on Web and en-
ables a programmable Web, not just an interactive Web. Web service is the third
generation in the Web evolution after static HTML and interactive Web devel-
opment such as PERL, ASP, JSP, and others. Web services are typical black
box-reusable building block components in the distributed computing.

3.1 Web Service Architecture

There are three important components in Web services architecture. Figure 1
shows the Web service requester (simplified client) on the left, the Web service
provider on the right, and the Web service registry on the top. A Web ser-
vices provider must publish/register its services with a Universal Description,
Discovery, and Integration (UDDI) registry so that it can be accessed by any
Web services requester globally. It just looks like a phonebook, where all busi-
nesses register their phones there for customers to look up services. A customer
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Fig. 1. Web Service Architecture

must look up the phonebook either on-line or by phonebook unless a customer
knows the phone number before.

4 Adaptive Design Patterns

A design pattern is a general and reusable solution to a commonly recurring prob-
lem in design.An adaptive design pattern provides solution for the construction
of adaptive systems.There are twelve adaptation design patterns harvested thus
far along with their intentions[8].Table 1 enumerates the patten template.

Table 1. Adaptation Design Patterns Template

Pattern Name A unique handle that describes the pattern.

Classification Facilitates the organization of patterns according to
their main objective.

Intent A brief description of the problem(s) that the pattern
addresses.

Context Describes the conditions in which the pattern should
be applied.

Motivation Describes sample goals and objectives of a system that
motivate the use of the pattern.

Structure A representation of the classes and their relationships
depicted in terms of UML class diagrams.

Participants Itemizes the classes depicted in the Structure field and
lists and their responsibilities.

Behavior Provides UML state or sequence diagrams to represent
how a pattern achieves its main objective.

Consequences Describes how objectives are supported by a given pat-
tern and lists the trade-offs and outcomes of applying
the pattern.

Constraints Contains LTL and A-LTL templates and a prose de-
scription of the properties that must be satisfied by a
given design pattern instantiation.

Related Patterns Additional design patterns that are commonly used in
conjunction.

Known Uses Lists sources used to harvest design pattern.
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5 Proposed Pattern

This pattern provides framework for how Web services are invoked without re-
compiling the existing services and how an observer pattern[5] can be used to
notify the changes. Proposed pattern is amalgamation of Strategy, observer and
faade design patterns. To demonstrate this we have considered a Online Book
Store application as an example where an user can bind to the services pro-
vided by different book vendors at run time without worrying about the client
side proxy stubs and the administrator is relieved from monitoring the system
health. we have given the java skeleton code not the complete implementation

5.1 Proposed Pattern Structure

The proposed pattern structure is given in figure 2.

Fig. 2. UML class diagram for the adaptive pattern
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5.2 Participants

– Client: Is an SOA or an application using the services published in the
UDDI.

– UDDI: Is a common interface for all the service providers to register their
services.

– Web Service: Implements the service that the provider exposes to the
outside world.

– Decision: This class represents a reconfiguration plan that will yield the
desired behavior in the system.

– Fixed Rules: This class contains a collection of Rules that guide the In-
ference Engine in producing a Decision. The individual Rules stored within
the Fixed Rules can be changed at run time.

– Inference Engine: This class is responsible for applying a set of Rules to
either a single Trigger or a history of Triggers and producing an action in
the form of a Decision.

– Learner: Applies on-line and statistical-based algorithms to infer new Rules
in the system. This is an optional feature of the Case-based Reasoning design
pattern.

– Log: This class is responsible for recording which reconfiguration plans have
been selected during execution. Each entry is of the form Trigger-Rule-
Decision.

– Rule: Represents a relationship between a Trigger and a Decision. A Rule
evaluates to true if an incoming Trigger matches the Trigger contained in
the Rule.

– Trigger: This class contains relevant information about what caused the
adaptation request. A Trigger should at least provide information about the
error source, the timestamp at which the error was observed, the type of error
observed and whether it has occurred before or not. Additional information
may be included as required.

– Trigger Repository: Contains a history of Triggers. This history can be
used by the Learner class to identify trends that may warrant further recon-
figurations.

5.3 Related Patterns

1. Event Monitor: Clients use the Event Monitor pattern when there is no
discernable event notification mechanism available on a target Web Service
or when the available mechanism does not adequately fit the needs of the
client.

2. Publish/Subscribe: The Publish/Subscribe pattern is an evolution of the
Observer pattern. Whereas the Observer pattern relies on registration di-
rectly with a particular Web Service, the Publish/Subscribe pattern decou-
ples the service that delivers notifications from the service that receives no-
tification. This allows multiple services to send the same notification; it also
abstracts the responsibility for event delivery and subscriber registration to
a common class.
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3. Adaptive Strategy pattern: Define a self-adaptive strategy, exposing to
the client a single strategy referencing the best available concrete strategy,
only requiring from the client an access to the environment information that
can be used to choose the best strategy

4. Case-based Reasoning:Apply rule-based decision-making to determine
how to reconfigure the system.

5.4 Consequences

1. Interprocess communication may be necessary to implement within the client
computer.

2. The notifications can be sent with HTTP but also as email with SMTP.
3. Dynamic selection from UDDI registry can be done without proxy stubs

generation.
4. Relieves the system administrator from high end tasks like monitoring the

system status and reconfiguring the system.

6 Proposed Pattern Approach

This pattern works in two folds one is Onchange adaptation and another is
Onaction adaptation.

6.1 Onchange Adaptation

Onchange adaptation is triggered by the changes in the environment which in-
clude the publication of new service,un-availability of the existing services in the
UDDI registry etc. and these are observed by the inference engine making use
of the Observer pattern[5] which acts as a trigger on the inference engine and
based on the trigger the engine will get the rules from the fixed rules class.If a
reconfiguration is warrant then the engine will create a decision and applies it
on the UDDI in turn configuring the Webservice that caused the change.After
successful action it then logs the event, rule and decision in the log.If it is a new
rule then rule is updates in the trigger repository making the system to learn
new rules.The sequence diagram for the same is shown figure 3.

6.2 Onevent Adaptation

Onevent adaptation is triggered by the user when a service is required.The user
when requests for a service then the inference engine will get the status of the
UDDI by exploiting the Observer pattern[5].After getting the operational status
of the UDDI it will query for the rules from the fixed rules and decides whether a
reconfiguration is necessary.If necessary it will take the decision and applies it on
the UDDI.After the completion of the reconfiguration the UDDI will serve the
client request and the client invoke the service dynamically without generating
the stubs at runtime.This approach eliminates the burden of recompilation the
overall services and generation of client stubs.The sequence diagram is shown in
figure 4.
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Fig. 3. Sequence diagram for OnChange adaptation scenario

Fig. 4. Sequence Diagram for Onevent adaptation scenario
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7 Case Study

To test the efficiency of the proposed pattern we have implemented it by defining
the services and registered them with the UDDI registry using JUDDI[1].We
have collected the profiling data using the built-in profiler of NetBeans IDE
and plotted a graph where X-axis represents the runs and Y-Axis refers to the
time.The server latency may effect the profiling time but it is negligible since
the registry is hosted on the localhost.The graph is shown in figure 5.

Fig. 5. Profiling Data

8 Conclusion and Future Work

In this paper we have proposed an autonomic pattern easing the invocation and
composition of services dynamically at runtime without recompiling the existing
services and shown how the behaviour of the composed services changes reflect-
ing the changes made to the WSDL file dynamically without worrying about
the proxy stubs generation.This pattern harvests the development of autonomic
system that can able to reconfigure itself based on the environmental changes.
An interesting direction of future research concerns incorporating WSDM to
monitor the composed services, performance of the orchestration engine and to
manage or to reconfigure among them at runtime dynamically.
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Abstract. With the advent of semantic technologies, the Internet is moving 
from Web 2.0 to Web 3.0. Social Networks, Semantic Web, Blogs, etc are all 
components of Web 3.0. In this paper, we intend to formally represent the 
description of the service systems proposed by expressing the constraints and 
capabilities of the system in standards-based language; Common Logic. We 
translate and represent the WSML ontology, web-services, relations, axioms 
and other entity metadata descriptions of the system in ISO Common Logic. 
Also, the temporal constraints of the system discussed are represented using 
service policies. The extended service policies (WS-Policy Language) are 
discussed for representing the temporal constraints of the system. 

1   Introduction 

We represent machine-readable metadata ontologies specified in first-order-logic as 
described in this paper. This specification not only describes the normal constraints of 
the system but also extends the discussion to temporal constraints for various services 
in the system along with the capabilities and requirements of the system services 
which are described using service policies. Further, we formally specify the 
capabilities and requirements of system services described in WSML ontologies using 
standard ISO/IEC 24707:2007 Common Logic specification [1, 2]. ISO/IEC 
24707:2007 is a standard family of logic-based languages based on First-Order Logic 
(FOL)/First-Order Semantics. The dialects included in Common Logic1 (the ISO/IEC 
24707:2007 standard) are: the Common Logic Interchange Format (CLIF), the 
Conceptual Graph Interchange Format (CGIF), and XML-notation for Common 
Logic (XCL). The components of CL include entities, relations, quantification, 
negation, iteration, and concept, i.e., we can formally specify an ontology using CL. It 
has been presented in various researches [4-9] that ontology can be specified formally 
using some specification language which can be either a standards-based language or 
non-standard language. We aim to represent the temporal-system described in Section 
3 using Common Logic (CL), which further can be modeled using Web Services 
Modeling Ontologies (WSMO) [10]. We model ontologies and services identified in 
the system using WSML-Full [11]. Moreover, for representing the temporal state of 

                                                           
1  Common Logic is referred as CL later in the text. 
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system, we extend WS-Policy [12, 13] and WS-ServiceAgreement [14] so that time-
based characteristics of the systems services can be represented. 

In this paper, we translate temporal policy language to WSML-Full ontologies 
which are then formally specified using CL. The ontologies, services, relations and 
axioms in the system have been identified. We have described and modeled the 
system using WSML in our previous work [15, 16]. By mapping the temporal service 
policies presented in this paper in WSML and then formally representing them using 
standardized language (CL), we benefit from the tools and the expertise that is 
expected and bound to adhere with a standards-based approach. 

This paper is divided into four sections below; Section 2 presents the domain 
knowledge which introduces with the WSML, CL and the policy framework used in 
the paper. Section 3 presents the case study of the system and the processes which are 
temporal in nature. Section 4 formally specifies the system in CL by translating the 
modeled system in CL. Section 5 presents the conclusion and future scope of work. 

2   Domain Knowledge 

2.1   Service Policies 

The specification of the policies can be similar to the one as given by using WS-
Policy based temporal execution system specified and implemented in [17-20]. The 
WS-Policy Language has been proposed by the joint effort of Microsoft, IBM, SAP 
and others [12]. We apply the temporal execution system as specified in [16] for 
describing the temporal constraints of the system since it uses WS-Policy language 
and it has many advantages for selecting this kind of services policies: 
 

− It is very easier to convert the constraints specified in WSPL to CL than from any 
other language to CL. 

− Specifying the temporal constraints in XML-format (WSPL) makes it easier to 
implement. 

− Formal verification and Model checking can be easily applied on the overall 
specifications of the system; rather than applying the modular-approach. 
 

The WSPL used in the description of the system has the syntax as specified in 
Figure-1. Based on the fact whether the assertion is false or true, the temporal 
constraints specified in place of service-policy will be evaluated. For specifying the 
temporal characteristics of the system, we use the temporal policy language extension 
to WS-Policy. The temporal constraints of the system using Microsoft Office Web 
Apps in an enterprise are also discussed in [16]. 

The policy assertions specified in <wsp:All></wsp:All> component can describe 
the services behavior and is generally evaluates to a boolean value. If the policy 
assertion evaluates to true value, then the service behavior is as predicted and service 
of the system are offered as usual; however, if the policy assertion evaluates to false 
value in the system, the service requests of the system are denied from being offered. 
The assertions are mapped to the time when the services of the system are being 
expected to be offered and when it is being expected to be denied. 
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<wsp:Policy  
 xmlns:sp=’http://namespace.com/secpol’ 
 xmlns:wsp=’http://namespace.com/wspol’ > 
  <wsp:ExactlyOne> 
   ( <wsp:All>  
    ( ... )* 
    </wsp:All> )* 
  </wsp:ExactlyOne> 
<wsp:Policy> 

Fig. 1. Example of policy assertion in WSPL 

2.2   Common Logic 

The common logic is an abstract first order semantic logic for specifying ontologies 
using any of the dialects CLIF, CGIF, XCL. The CLIF syntax is given by ISO 
14977:1996 Extended Backus-Naur Form (EBNF) [3]. The Table-1 presents a 
comparison between the specification coverage of CL, description logic ontology 
languages such as WSML-DL, OWL-DL, WSML-Full, WSML-Rule. 

The CLIF specification for the statement “If a person has a valid unique identifier 
then he will be able to have an account in a bank” is as shown in Figure-2. 

 
 
 
 
 
 

Fig. 2. Specification of statement using CLIF 

With the help of CL, we can easily specify WSML or OWL ontologies but the 
reverse is not possible since CL is of abstract nature and it can be thought of as 
intermediate form before laying down of any concrete specification for the system. 
For example, in our scenario, we will first specify the ontologies, web services 
including capabilities, interfaces etc. to an intermediate one, i.e. CL specification; 
then later, the temporal constraints of the system and the intermediate form (CL-spec) 
is concretely-specified. The abstract specification of ontologies, web-services, 
relations, axioms, etc. helps to remove the bindings that are there in the WSML or 
OWL description. 

2.3   Ontologies 

Ontology engineering is used for conceptualizing and representing the knowledge. 
The knowledge presented in ontology is a first-oder-logic (FOL) with monotonous 
automata as specified in WSML [11]. We use WSML for describing the ontologies of 
the system. Web Services Modeling Language (WSML) is available in five variants; 
Core, Flight, Description Logic, Rule and Full. Each of them can specify ontology, 
web-service, goals and mediators. However, the difference lies in the specification  
of the WSML and the constraints on including various entities. While describing a 

(forall ((x Person))  

  (if (isValid(x.UniqueId)) (and (Bank y) (exists 
((Account x y))))) 
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web-service, it may not be mandatory to describe capability while using WSML-DL; 
however, the capability and interface definition becomes mandatory binding in case 
of WSML-Full. The other entities of WSML are concept, relations, axioms, 
capabilities, interfaces, etc. 

An example of concept description of ontology for a Person is as shown in Figure-
3. The concept Person can be thought of as a class in WSML along with its attributes. 
The data-type of the attributes is also described along with the definition of the class 
or concept Person. This gives a binding of the type of attribute with the concept and 
further with other entities of the WSML. However, in CL, there is no such way of 
defining any variable before use and the variables are normally used without 
describing the data-type as shown in Figure-3. 

Table 1. Formal component availability in the WSML, OWL and CL 

Components CL WSML-DL WSML-Rule WSML-Full OWL-Full 

Classical Negation (neg) √ √ × √ √ 
Existential Quantification √ √ × √ √ 
Disjunction √ √ × √ √ 
Meta Modeling √ × √ √ √ 
Default Negation (naf) √ × √ √ √ 
LP Implication √ × √ √ √ 
Integrity Constraints √ × √ √ √ 
Function Symbols √ × √ √ √ 
Unsafe Rules √ × √ √ × 

3   System Description 

We have formally described system scenarios previously in [15, 16] using web services 
modeling toolkit (WSMT) [22]. Also, in [16], the temporal characteristics and 
constraints of the services are described using extended-WSPL framework. We extend 
the discussion of system described in [16], where-in the office web apps [21] is 
deployed in a SaaS platform for an enterprise, named OOSE; along with the temporal 
constraints for the employees of the OOSE enterprise. The layered system overview 
with various components interacting with each other is as shown in Figure-4. 

The component web services layer in the layered overview of services in OOSE 
enterprise contains 

 

− Word Viewing Service (WVS), responsible for rendering of the word document in 
the browser 

− Excel Calculation Service (ECS), responsible for calculation of all the formula 
fields in the spreadsheet along with the rendering of the spreadsheet in the browser. 

− PowerPoint Service (PS), responsible for slideshow display in the browser and 
managing the rich-slide display. For images embedding in the slides like PNG 
support in slides, PS extends the required services from eXtensible Application 
Markup Language (XAML). 
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− PowerPoint Broadcast Service (PBS), responsible for broadcasting of the power-
point slides to multiple clients and providing streaming services of the same. 

− Visio Service (VS), responsible for rendering of the visio document which may 
contain a UML diagram for a project, an organization chart. 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Description of a concept using WSML 

The service cloud refers to SaaS deployment of the services so that mobility in the 
service access and the ease-of-use of the target application is achieved as discussed in 
[16]. We have also raised the point of technology convergence for the selection of 
SaaS as platform deployment for the services and applications of OOSE. Collectively, 
the web services, and applications layer is referred as OOSE Services Cloud (OSC).  
 

 

OOSE 
Services 
Cloud 

Access Control Layer 

Component Web Services 

User Layer (Mobile Clients, Desktop Clients, etc.) 

 

Fig. 4. Layout of services in OOSE enterprise 

concept Person 

    FirstName ofType _string 
    LastName ofType _string 
    Age ofType _integer 
    DateOfBirth ofType _date 
    UniqueIdentifier ofType _string 
    PermanentAccountNo ofType _string 
    DrivingLicenseNo ofType _string 
    EmployeeNo ofType _string 
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The temporal constraints for the system act as component of OSC, i.e., it is one of the 
services offered by OSC which provides temporal characteristics and constraints for 
the system using extended-WSPL. Since, SaaS implementation is done for the given 
scenario, an authorization framework is required to grant access rights to the services 
offered by OSC to multiple users. 

The temporal constraints of the system are represented using WSPL as described 
earlier. The entities to be included for specifying temporal constraints have been 
identified as; start-date, end-date, and timestamp. The start-date signifies date-time 
when the web-service is initialized, the end-time signifies the date-time when web-
service should deny providing any service. The timestamp specifies the date-time of 
writing the policy. So, a policy assertion will be true if the web-service can provide 
service and a policy assertion will be evaluated as false if the web-service end-date 
has expired, i.e., it has denied of providing any services to the requestor. An example 
service policy assertion for specifying start-date, end-date for a web-service is as 
shown in Figure-5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Temporal services policies assertions in WSPL 

4   Ontology Specification 

The ontologies and web-services described for the system discussed in Section 3 are 
specified in CL. We use the ontology description given in [16], and extend it for 
specification in CLIF. The meta-tokens defined by CLIF project are used for defining 
the mappings between the ontology and web-services descriptions and the CLIF 
specification. 

4.1   Ontology Specification 

The concept-level mapping of WSML structure with CLIF structure is defined in 
Table-2. 

 
 

<wsp:Policy  
 xmlns:sp=’http://oose.org/secpol’ 
 xmlns:wsp=’http://w3.org/ns/wspol’ > 
  <wsp:ExactlyOne> 
   <wsp:All>  
    <tsp:StartDate>01/11/2011</tsp:StartDate> 
    <tsp:EndDate>01/11/2012</tsp:EndDate> 
    <tsp: Timestamp >01/10/2011 07:53:12 
AM</tsp:Timestamp> 
    </wsp:All> 
  </wsp:ExactlyOne> 
<wsp:Policy> 
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Table 2. Concept-level mapping of WSML-Construct and CLIF Expression 

WSML Construct CLIF Expression 

concept 
SharepointAppPool 
    appPool ofType 
SharepointAppPool 

(exists(SharepointAppPool 
OfficeOntology) 
(and(SharepointAppPool x) 
(x#appPool definedAs 
wsml:objectType(SharePoin
tAppPool)))); 

concept User 
    userName ofType 
_string 
    firstName ofType 
_string 
    lastName ofType 
_string 
    encryptedPassword 
ofType _string 

(exists(User 
OfficeOntology) (and(User 
x) (x#userName definedAs 
wsml:string) (x#firstName 
definedAs wsml:string) 
(x#lastName definedAs 
wsml:string) 
(x#encryptedPassword 
definedAs wsml:string))); 

concept WordDocument 

    fileAttributes 
ofType _string 
    fileName ofType 
_string 
    fileSize ofType 
_integer 
    author ofType 
_string 
    renderer ofType 
_object 

(exists(WordDocument 
OfficeOntology) (and 
(WordDocument x) 
(x#fileAttributes 
definedAs wsml:string) 
(x#fileName definedAs 
wsml:string) (x#fileSize 
definedAs wsml:integer) 
(x#author definedAs 
wsml:string) (x#renderer 
definedAs wsml:object))); 

 
For representing the class properties, for example, in case of defining concept ‘User’, 
we use ‘#’ operator and the use of the operator is obvious. 

4.2   WS-Level Meta-terms in CLIF 

In the web services-level meta-terms in CLIF, we identify web services defined in 
WSML and translate the description into CLIF expression as shown in Table-3. For 
identifying various entities of WSML construct in CLIF, we’ve used wsml:capability 
to denote capability, wsml:interface to denote interface, wsml:choreography to 
denote choreography, and so on. The denotion of the WSML-entities in CLIF is 
obvious. 
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Table 3. WS-level mapping of WSML-Construct and CLIF Expression 

WSML Construct CLIF Expression 

webservice WVS 
capability WVSCapability 
  
nonFunctionalProperties 
   
discovery#discoveryStrat
egy 
    hasValue 
discovery#LightweightRul
eDiscovery 
   
endNonFunctionalProperti
es 
   interface 
WordDocument 
   choreography 
WVSUserInterface 
   orchestration 
ExcelCalcService 
   interface 
HostDocumentService 
   interface 
EmbeddedDocCompositeServ
ice 
   orchestration 
PowerPointService 

(exists(OfficeOntology 
WVS) (and (WVS x) 
(OfficeOntology p) 
(wsml:capabilityOf 
WVS(discoveryStrategy 
hasValue 
lightWeightRuleDiscovery)
) 
(wsml:interface(wordDocum
ent existsIn p)) 
(wsml:choreography(wSUser
Interface existsIn p)) 
(wsml:orchestration(excel
CalcService existsIn p)) 
(wsml:interface(hostDocum
entInterface definedBy 
p)) (wsml:orchestration 
embeddedDocCompositeServi
ce existsIn p))); 

5   Conclusion and Future Work 

In this section we present the conclusions drawn from the text of this paper and the 
directions of future scope of work: 

 

− By translating and mapping WSML to CL, we have shown that WSML-Full 
is an expressive subset of CL. 

− The ontology description of the system models the temporal constraints or 
characteristics as discussed in the case study of the system, hence the CL 
specification of the system is bound to include those constraints. 

− Finally, because of little support of the CL with model checkers, and provers; 
we will further specify the abstract CL specification to some concrete 
specification which has support for model checkers, provers, etc. and also 
implement the need for an access control framework in the system as shown 
in Figure-3. 
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Abstract. R & D Organizations handling many Research and Development 
projects produce a very large amount of Scientific and Technical data. The 
analysis and interpretation of these data is crucial for the proper understanding 
of Scientific / Technical phenomena and discovery of new concepts. Data 
warehousing using multidimensional view and on-line analytical processing 
(OLAP) have become very popular in both business and science in recent years 
and are essential elements of decision support, analysis and interpretation of 
data. Data warehouses for scientific purposes pose several great challenges to 
existing data warehouse technology. This paper provides an overview of 
scientific data warehousing and OLAP technologies, with an emphasis on their 
data warehousing requirements. The methods that we used include the efficient 
computation of data cubes by integration of MOLAP and ROLAP techniques, 
the integration of data cube methods with dimension relevance analysis and 
data dispersion analysis for concept description and data cube based multi-level 
association, classification, prediction and clustering techniques. 

Keywords: Scientific Data Warehouses, On-line analytical processing (OLAP), 
Data Mining, On-Line Analytical Mining (OLAM), DBM, Data Cubes. 

1   Introduction 

R & D Organizations handling many Research and Development projects produce a 
very large amount of Scientific and Technical data. The analysis and interpretation of 
these data is crucial for the proper understanding of Scientific / Technical phenomena 
and discovery of new concepts. Data warehousing and on-line analytical processing 
(OLAP) are essential elements of decision support, which has increasingly become a 
focus of the database industry. Many commercial products and services are now 
available, and all of the principal database management system vendors now have 
offerings in these areas. Decision support places some rather different requirements 
on database technology compared to traditional on-line transaction processing 
applications. Data Warehousing (DW) and On-Line. 

Analytical Processing (OLAP) systems based on a dimensional view of data are 
being used increasingly in traditional business applications as well as in applications 
such as health care and bio-chemistry for the purpose of analyzing very large amounts 
of data. The use of DW and OLAP systems for scientific purposes raises several new 
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challenges to the traditional technology. Efficient implementation and fast response is 
the major challenge in the realization of On-line analytical mining in large databases 
and scientific data warehouses. Therefore, the study has been focused on the efficient 
implementation of the On-line analytical mining mechanism. The methods that I used 
include the efficient computation of data cubes by integration of MOLAP and 
ROLAP techniques, the integration of data cube methods with dimension relevance 
analysis and data dispersion analysis for concept description and data cube based 
multi-level association, classification, prediction and clustering techniques. I describe 
back end tools for extracting, cleaning and loading data into a scientific data 
warehouse; multidimensional data models typical of OLAP; front end client tools for 
querying and data analysis; server extensions for efficient query processing; and tools 
for metadata management and for managing the warehouse. These methods will be 
discussed in detail. 

2   OLAP+ Data Mining On-Line Analytical Mining 

On-line analytical processing (OLAP) is a powerful data analysis method for multi-
dimensional analysis of data warehouses. Motivated by the popularity of OLAP 
technology, I use an On-Line Analytical Mining (OLAM) mechanism for multi-
dimensional data mining in large databases and scientific data warehouses. I believe 
this is a promising direction to pursue for the scientific data warehouses, based on the 
following observations. 

 

1  Most data mining tools need to work on integrated, consistent, and cleaned data, 
which requires costly data cleaning, data transformation and data integration as 
pre-? Processing steps. A data warehouse constructed by such pre-processing 
serves as a Valuable source of cleaned and integrated data for OLAP as well as 
for data mining. 

2  Effective data mining needs exploratory data analysis. A user often likes to 
traverse flexibly through a database, select any portions of relevant data, analyze 
data at different granularities, and present knowledge/results in different forms. 
On-line analytical mining provides facilities for data mining on different subsets 
of data and at different levels of abstraction, by drilling, pivoting, filtering, 
dicing and slicing on a data cube and on some intermediate data mining results. 
This, together with data/knowledge visualization tools, will greatly enhance the 
power and flexibility of exploratory data mining. 

3  It is often difficult for a user to predict what kinds of knowledge to be mined 
beforehand, by integration of OLAP with multiple data mining functions. On-line 
analytical mining provides flexibility for users to select desired data mining 
functions and swap data mining tasks dynamically.However, data mining 
functions usually cost more than simple OLAP operations. Efficient 
implementation and fast response is the major challenge in the realization of  
On- line analytical mining in large databases and scientific data warehouses. 
Therefore, our study has been focused on the efficient implementation of the  
On-line analytical mining mechanism. The methods that I used include the 
efficient computation of data cubes by integration of MOLAP and ROLAP 
techniques, the integration of data cube methods with dimension relevance 
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analysis and data dispersion analysis for concept description and data cube based 
multi- level association, classification, prediction and clustering techniques. 
These methods will be discussed in detail in the following subsections. 

2.1   Architecture for On-Line Analytical Mining 

An OLAM engine performs analytical mining in data cubes in a similar manner as an 
OLAP engine performs on- line analytical processing. Therefore, it is suggested to 
have an integrated OLAM and OLAP architecture as shown in below Figure.1., where 
the OLAM and OLAP engines both accept users on-line queries (instructions) and 
work with the data cube in the analysis Furthermore, an OLAM engine may perform 
multiple data mining tasks, such as concept description, association, classification, 
prediction, clustering, time-series analysis, etc. Therefore, an OLAM engine is more 
sophisticated than an OLAP engine since it usually consists of multiple mining 
modules which may interact with each other for effective mining in a scientific data 
warehouse. 

 Data cleaning                                 Filtering 
 Data integration                   

OLAM 
Engine

OLAP 
Engine

                                     API 

Meta 
Data

                                     User GUI API 

      
        Data Cube 

Data Base Data 
Warehouse

 

Fig. 1. An integrated OLAM and OLAP architecture 

Since some requirements in OLAM, such as the construction of numerical 
dimensions, may not be readily available in the commercial OLAP products, I have 
chosen to construct our own data cube and build the mining modules on such data  
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cubes. With many OLAP products available on the market, it is important to develop 
on-line analytical mining mechanisms directly on top of the constructed data cubes 
and OLAP engines. Based on our analysis, there is no fundamental difference 
between the data cube required for OLAP and that for OLAM, although OLAM 
analysis may often involve the analysis of a larger number of dimensions with finer 
granularities, and thus require more powerful data cube construction and accessing 
tools than OLAP analyses. Since OLAM engines are constructed either on customized 
data cubes which often work with relational database systems, or on top of the data 
cubes provided by the OLAP products, it is suggested to build online analytical 
mining systems on top of the existing OLAP and relational database systems rather 
than from the ground up. 

2.2   Data Cube Construction 

Data cube technology is essential for efficient on-line analytical mining. There have 
been many studies on efficient computation and access of multidimensional 
databases. These lead us to use data cubes for scientific data warehouses. 

The attribute-oriented induction method adopts two generalization techniques (1) 
attribute removal, which removes attributes which represent low-level data in a 
hierarchy, and (2) attribute generalization which generalizes attribute values to their 
corresponding high level ones. Such generalization leads to a new, compressed 
generalized relation with count and/or other aggregate values accumulated. This is 
similar to the relational OLAP (ROLAP) implementation of the roll-up operation. For 
fast response in OLAP and data mining, the later implementation has adopted data 
cube technology as follows, when data cube contains a small number of dimensions, 
or when it is generalized to a high level, the cube is structured as compressed sparse 
array but is still stored in a relational database (to reduce the cost of construction and 
indexing of different data structures). The cube is pre-computed using a chunk-based 
multi-way array aggregation technique. However, when the cube has a large number 
of dimensions, it becomes very sparse with a huge number of chunks. In this case, a 
relational structure is adopted to store and compute the data cube, similar to the 
ROLAP implementation. We believe such a dual data structure technique represents a 
balance between multidimensional OLAP (MOLAP) and relational OLAP (ROLAP) 
implementations. It ensures fast response time when handling medium-sized 
cubes/cuboids and high scalability when handling large databases with high 
dimensionality. Notice that even adopting the ROLAP technique, it is still unrealistic 
to materialize all the possible cuboids for large databases with high dimensionality 
due to the huge number of cuboids it is wise to materialize more of the generalized, 
low dimensionality cuboids besides considering other factors, such as accessing 
patterns and the sharing among different cuboids. A 3-D data cube/cuboids can be 
selected from a high- dimensional data cube and be browsed conveniently using the 
DBMiner 3-D cube browser as shown in Figure.2. Where the size of a cell (displayed 
as a tiny cube) represents the entry count in the corresponding cell, and the brightness 
of the cell represents another measure of the cell. Pivoting, drilling, and slicing/dicing 
operations can be performed on the data cube browser with mouse clicking. 
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2.3   Concept Description 

Concept/class description plays an important role in descriptive data mining. It 
consists of two major functions, data characterization and data discrimination  
(or comparison). 

 

Fig. 2. Browsing of a 3-dimensional data cube in DBMiner 

Data characterization summarizes and characterizes a set of task-relevant data by 
data generalization. Data characterization and its associated OLAP operations, such as 
drill-down and roll-up (also called drill-up). 

2.4   Database System Architecture 

The Database System used for the scientific data warehouses can use a centralized 
architecture, containing ETL, Data Warehousing, OLAP and Data Mining in a single 
platform. The overall system architecture is seen in below Figure.3. 

This type of architecture can reduce the administration costs because of its single 
platform, and also reduces the implementation costs. This Architecture supports faster 
deployment and improved scalability and reliability. 

The OLAP in this type architecture can empower end user to do own scientific 
analysis, can give ease of use. This also provides easy Drill Down facility to the users. 
This architecture can provide virtually no knowledge of tables required for the users. 
This architecture can also improve exception analysis and variance analysis. 

This architecture gives user the multidimensional view of data and can provide 
easy Drill Down, rotate and ad-hoc analysis of data. It can also support iterative 
discovery process. It can provide unique descriptions across all levels of data. The DB 
modifies & summarizes (store aggregates) of the scientific data and adds historical 
information to the DB. 
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Fig. 3. Database System Architecture 

3   OLAP++ System Architecture 

The overall architecture of the OLAP++ system is seen in Figure.4. The object part of 
the system is based on the OPM tools that implements the Object Data Management 
Group (ODMG) object data model and the Object Query Language (OQL) on top of a 
relational DBMS, in this case the ORACLE RDBMS. The OLAP part of the system is 
based on Microsoft’s SQL Server OLAP Services using the Multi- Dimensional 
expressions (MDX) query language. 

When a SumQL++ query is received by the Federation Coordinator (FC), it is first 
parsed to identify the measures, categories, links, classes and attributes referenced in 
the query. Based on this, the FC then queries the metadata to get information about 
which databases the object data and the OLAP data reside in and which categories are 
linked to which classes. Based on the object parts of the query, the FC then sends 
OQL queries to the object databases to retrieve the data for which the particular 
conditions holds true. This data is then put into a “pure” SumQL statement (i.e. 
without object references) as a list of category values. 

This SumQL statement is then sent to the OLAP database layer to retrieve the 
desired measures, grouped by the requested categories. The SumQL statement is 
translated into MDX by a separate layer, the “SumQL-to-MDX translator”, and the 
data returned from OLAP Services is returned to the FC. The reason for using the  
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Fig. 4. OLAP++ Architecture 

intermediate SumQL statements is to isolate the implementation of the OLAP data 
from the FC. As another alternative, we have also implemented a translator into SQL 
statements against a “star schema” relational database design. The system is able to 
support a good query performance even for large databases while making it possible 
to integrate existing OLAP data with external data in object databases in a flexible 
way that can adapt quickly to changing query needs. 

3.1   Back End Tools and Utilities 

Data warehousing systems use a variety of data extraction and cleaning tools, and 
load and refresh utilities for populating warehouses Data extraction from “foreign” 
sources is usually implemented via gateways and standard interfaces (such as 
Information Builders EDA/SQL, ODBC, Oracle Open Connect, Sybase Enterprise 
Connect, Informix Enterprise Gateway).  

 

Data Cleaning: Since a data warehouse is used for decision making, it is important 
that the data in the warehouse be correct. However, since large volumes of data from 
multiple sources are involved, there is a high probability of errors and anomalies in 
the data. Therefore, tools that help to detect data anomalies and correct them can have 
a high payoff. Some examples where data cleaning becomes necessary are: 
inconsistent field lengths, inconsistent descriptions, inconsistent value assignments, 
missing entries and violation of integrity constraints. Not surprisingly, optional fields 
in data entry forms are significant sources of inconsistent data. There are three related, 
but somewhat different, classes of data cleaning tools. Data migration tools allow 
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simple transformation rules to be specified; e.g., “replace the string gender by sex”. 
Warehouse Manager from Prism is an example of a popular tool of this kind. Data 
scrubbing tools use domain-specific knowledge (e.g., postal addresses) to do the 
scrubbing of data. They often exploit parsing and fuzzy matching techniques to 
accomplish cleaning from multiple sources. Some tools make it possible to specify the 
“relative cleanliness” of sources. Tools such as Integrity and Trillum fall in this 
category. Data auditing tools make it possible to discover rules and relationships (or 
to signal violation of stated rules) by scanning data. Thus, such tools may be 
considered variants of data mining tools. For example, such a tool may discover a 
suspicious pattern (based on statistical analysis) that a certain car dealer has never 
received any complaints. 
 

Load: After extracting, cleaning and transforming, data must be loaded into the 
warehouse. Additional preprocessing may still be required: checking integrity 
constraints; sorting; summarization, aggregation and other computation to build the 
derived tables stored in the warehouse; building indices and other access paths; and 
partitioning to multiple target storage areas. The load utilities for data warehouses 
have to deal with much larger data volumes than for operational databases. There is 
only a small time window (usually at night) when the warehouse can be taken offline 
to refresh it. Sequential loads can take a very long time, e.g., loading a terabyte of 
data can take weeks and months! Hence, pipelined and partitioned parallelisms are 
typically exploited 6. Doing a full load has the advantage that it can be treated as a 
long batch transaction that builds up a new database. While it is in progress, the 
current database can still support queries; when the load transaction commits, the 
current database is replaced with the new one. Using periodic checkpoints ensures 
that if a failure occurs during the load, the process can restart from the last 
checkpoint. However, even using parallelism, a full load may still take too long. Most 
commercial utilities (e.g., RedBrick Table Management Utility) use incremental 
loading during refresh to reduce the volume of data that has to be incorporated into 
the warehouse. Only the updated tuples are inserted. However, the load process now 
is harder to manage. The incremental load conflicts with ongoing queries, so it is 
treated as a sequence of shorter transactions (which commit periodically, e.g., after 
every 1000 records or every few seconds), but now this sequence of transactions has 
to be coordinated to ensure consistency of derived data and indices with the base data. 
 

Refresh: Refreshing a warehouse consists in propagating updates on source data to 
correspondingly update the base data and derived data stored in the warehouse. There 
are two sets of issues to consider: when to refresh, and how to refresh. Usually, the 
warehouse is refreshed periodically (e.g., daily or weekly). Only if some OLAP 
queries need current data (e.g., up to the minute stock quotes), is it necessary to 
propagate every update. The refresh policy is set by the warehouse administrator, 
depending on user needs and traffic, and may be different for different sources. 
Refresh techniques may also depend on the characteristics of the source and the 
capabilities of the database servers. Extracting an entire source file or database is 
usually too expensive, but may be the only choice for legacy data sources. Most 
contemporary database systems provide replication servers that support incremental 
techniques for propagating updates from a primary database to one or more replicas. 
Such replication servers can be used to incrementally refresh a warehouse when the 
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sources change. There are two basic replication techniques: data shipping and 
transaction shipping. In data shipping, a table in the warehouse is treated as a remote 
snapshot of a table in the source database. 
 

After_row: triggers are used to update a snapshot log table whenever the source table 
changes; and an automatic refresh schedule (or a manual refresh procedure) is then set 
up to propagate the updated data to the remote snapshot. In transaction shipping (e.g., 
used in the Sybase Replication Server and Microsoft SQL Server), the regular 
transaction log is used, instead of triggers and a special snapshot log table. At the 
source site, the transaction log is sniffed to detect updates on replicated tables, and 
those log records are transferred to a replication server, which packages up the 
corresponding transactions to update the replicas. Transaction shipping has the 
advantage that it does not require triggers, which can increase the workload on the 
operational source databases. However, it cannot always be used easily across 
DBMSs from different vendors, because there are no standard APIs for accessing the 
transaction log. Such replication servers have been used for refreshing data 
warehouses. However, the refresh cycles have to be properly chosen so that the 
volume of data does not overwhelm the incremental load utility. In addition to 
propagating changes to the base data in the warehouse, the derived data also has to be 
updated correspondingly. 

3.2   Conceptual Model and Front End Tools 

A popular conceptual model that influences the front-end tools, database design, and 
the query engines for OLAP is the multidimensional view of data in the warehouse. In 
a multidimensional data model, there is a set of numeric measures that are the objects 
of analysis. Examples of such measures are sales, budget, revenue, inventory, ROI 
(return on investment). Each of the numeric measures depends on a set of dimensions, 
which provide the context for the measure. 

For example, the dimensions associated with a sale amount can be the city, product 
name, and the date when the sale was made. The dimensions together are assumed to 
uniquely determine the measure. Thus, the multidimensional data views a measure as 
a value in the multidimensional space of dimensions. Each dimension is described by 
a set of attributes. For example, the Product dimension may consist of four attributes: 
the category and the industry of the product, year of its introduction, and the average 
profit margin. For example, the soda Surge belongs to the category beverage and the 
food industry, was introduced in 1996, and may have an average profit margin of 
80%. The attributes of a dimension may be related via a hierarchy of relationships. In 
the above example, the product name is related to its category and the industry 
attribute through such a hierarchical relationship. Another distinctive feature of the 
conceptual model for OLAP is its stress on aggregation of measures by one or more 
dimensions as one of the key operations; e.g., computing and ranking the total sales 
by each county (or by each year). Other popular operations include comparing two 
measures (e.g., sales and budget) aggregated by the same dimensions. Time is a 
dimension that is of particular significance to decision support (e.g., trend analysis). 
Often, it is desirable to have built-in knowledge of calendars and other aspects of the 
time dimension. 
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3.3   Front End Tools 

The multidimensional data model grew out of the view of business data popularized 
by PC spreadsheet programs that were extensively used by business analysts. The 
spreadsheet is still the most compelling front-end application for OLAP. The 
challenge in supporting a query environment for OLAP can be crudely summarized as 
that of supporting spreadsheet operations efficiently over large multi-gigabyte 
databases. Indeed, the Essbase product of Arbor Corporation uses Microsoft Excel as 
the front-end tool for its multidimensional engine. We shall briefly discuss some of 
the popular operations that are supported by the multidimensional spreadsheet 
applications. One such operation is pivoting. Consider the multidimensional schema 
of Figure.5. represented in a spreadsheet where each row corresponds to a sale. Let 
there be one column for each dimension and an extra column that represents the 
amount of sale. The simplest view of pivoting is that it selects two dimensions that are 
used to aggregate a measure, e.g., sales in the above example. The aggregated values 
are often displayed in a grid where each value in the (x, y) coordinate corresponds to 
the aggregated value of the measure when the first dimension has the value x and the 
second dimension has the value y. Thus, in our example, if the selected dimensions 
are city and year, then the x-axis may represent all values of city and the y-axis may 
represent the years. The point (x, y) will represent the aggregated sales for city x in 
the year y. Thus, what were values in the original spreadsheets have now become row 
and column headers in the pivoted spreadsheet. Other operators related to pivoting are 
rollup or drill-down Rollup corresponds to taking the current data object and doing a 
further group-by on one of the dimensions. Thus, it is possible to roll-up the sales 
data, perhaps already aggregated on city, additionally by product. The drill-down 
operation is the converse of rollup. Slice_and_dice corresponds to reducing the 
dimensionality of the data, i.e., taking a projection of the data on a subset of 
dimensions for selected values of the other dimensions. For example, we can 
slice_and_dice sales data for a specific product to create a table that consists of the 
dimensions city and the day of sale.  

                   Dimensions: Product, City, Date 
                  Hierarchical summarization paths 
 
                    Industry            Country                 Year 
 
                                                                              
 

                      Category           State     
            Quarter 

 
 
 

                      Product                 City 
     Month       Week 

 
                                                                                               
                                                                            

Date   
 

Fig. 5. Multidimensional data 
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4   Advantages 

On-line analytical processing (OLAP) is a powerful data analysis method for multi-
dimensional analysis of data warehouses. OLAM engine may perform multiple data 
mining tasks, such as concept description, association, classification, prediction, 
clustering, time series analysis, etc. Therefore, an OLAM engine is more sophisticated 
than an OLAP engine since it usually consists of multiple mining modules which may 
interact with each other for effective mining. Based on our analysis, there is no 
fundamental difference between the data cube required for OLAP and that for OLAM, 
although OLAM analysis may often involve the analysis of a larger number of 
dimensions with finer granularities, and thus require more powerful data cube 
construction and accessing tools than OLAP analyses. The attribute-oriented 
induction method adopts two generalization techniques (1) attribute removal, which 
removes attributes which represent low-level data in a hierarchy, and (2) attribute 
generalization which generalizes attribute values to their corresponding high level 
ones. Such generalization leads to a new, compressed generalized relation with count 
and/or other aggregate values accumulated. Data warehousing systems use a variety 
of data extraction and cleaning tools, and load and refresh utilities for populating 
warehouses Data extraction from “foreign” sources is usually implemented via 
gateways and standard interfaces. Data Cleaning, Load, Refresh and After_row 
operations can be performed more efficiently. Data cleaning is a problem that is 
reminiscent of heterogeneous data integration, a problem that has been studied for 
many years. But here the emphasis is on data inconsistencies instead of schema 
inconsistencies. Data cleaning, as I indicated, is also closely related to data mining, 
with the objective of suggesting possible inconsistencies. This architecture gives user 
the multidimensional view of data and can provide easy Drill Down, rotate and ad-
hoc analysis of data. It can also support iterative discovery process. It can provide 
unique descriptions across all levels of data. The OLAP in this type architecture can 
empower end user to do own scientific analysis, can give ease of use. This also 
provides easy Drill Down facility to the users. This architecture can provide virtually 
no knowledge of tables required for the users. This architecture can also improve 
exception analysis and variance analysis. Provides high query performance and keeps 
local processing at sources unaffected and can operate when sources unavailable. Can 
query data not stored in a DBMS through Extra information at warehouse The use of 
DW and OLAP systems for scientific purposes raises several new challenges to the 
traditional technology. Efficient implementation and fast response is the major 
challenge in the realization of On-line analytical mining in large databases and 
scientific data warehouses. Therefore, the study has been focused on the efficient 
implementation of the On-line analytical mining mechanism. The methods that I used 
include the efficient computation of data cubes by integration of MOLAP and 
ROLAP techniques, the integration of data cube methods with dimension relevance 
analysis and data dispersion analysis for concept description and data cube based 
multi-level association, classification, prediction and clustering techniques. I describe 
back end tools for extracting, cleaning and loading data into a scientific data 
warehouse; multidimensional data models typical of OLAP; front end client tools for 
querying and data analysis and tools for metadata management and for managing the 
warehouse. 
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5   Conclusions 

Data warehousing using multidimensional view and on-line analytical processing 
(OLAP) have become very popular in both business and science in recent years and 
are essential elements of decision support, analysis and interpretation of data. Data 
warehouses for scientific purposes pose several great challenges to existing data 
warehouse technology. This paper provides an overview of scientific data 
warehousing and OLAP technologies, with an emphasis on their data warehousing 
requirements. The methods that I used include the efficient computation of data cubes 
by integration of MOLAP and ROLAP techniques, the integration of data cube 
methods with dimension relevance analysis and data dispersion analysis for concept 
description and data cube based multi-level association, classification, prediction and 
clustering techniques. I describe back end tools for extracting, cleaning and loading 
data into a scientific data warehouse; multidimensional data models typical of OLAP; 
front end client tools for querying and data analysis; server extensions for efficient 
query processing; and tools for metadata management and for managing the 
warehouse. 
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Abstract. The purpose of this paper is to study chaos anti-synchronization of
identical Li chaotic systems (2009), identical T chaotic systems (2008) and non-
identical Li and T chaotic systems. In this paper, sufficient conditions for achiev-
ing anti-synchronization of the identical and non-identical Li and T systems are
derived using active nonlinear control and our stability results are established us-
ing Lyapunov stability theory. Since the Lyapunov exponents are not required for
these calculations, the active nonlinear feedback control method is effective and
convenient to anti-synchronize the identical and non-identical Li and T chaotic
systems. Numerical simulations are also given to illustrate and validate the anti-
synchronization results for the chaotic systems addressed in this paper.

Keywords: Active control, anti-synchronization, chaotic systems, Li system, T
system, nonlinear control.

1 Introduction

Chaotic systems are dynamical systems that are highly sensitive to initial conditions.
This sensitivity is popularly referred to as the butterfly effect [1].

Since the pioneering work of Pecora and Carroll [2], chaos synchronization has at-
tracted a great deal of attention from various fields and it has been extensively studied
in the last two decades. Chaos theory has been explored in a variety of fields including
physical [3], chemical [4], ecological [5] systems, secure communications ([6]-[7]). In
the recent years, various schemes such as PC method [2], OGY method [8], active con-
trol ([9]-[10]), adaptive control [11], backstepping design method [12], sampled-data
feedback synchronization method [13], sliding mode control method [14], etc. have
been successfully applied to achieve chaos synchronization. Recently, active control
has been applied to anti-synchronize two identical chaotic systems ([15]-[16]) and dif-
ferent hyperchaotic systems [17].

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system

D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 175–184, 2011.
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and another chaotic system is called the slave or response system, then the idea of anti-
synchronization is to use the output of the master system to control the slave system
so that the states of the slave system have the same amplitude but opposite signs as
the states of the master system asymptotically. In other words, the sum of the states
of the master and slave systems are expected to converge to zero asymptotically, when
anti-synchronization appears.

In this paper, we derive new results for the global chaos anti-synchronization of
identical Li systems (2009), identical T systems (2008) and non-identical Li and T
systems.

This paper has been organized as follows. In Section 2, we give the problem state-
ment and our methodology. In Section 3, we derive results for the anti-synchronization
of identical Li systems ([18], 2009) using active control. In Section 4, we derive results
for the anti-synchronization of identical T systems ([19], 2008) using active control.
In Section 5, we derive results for the anti-synchronization of Li and T systems using
active control. In Section 6, we present the conclusions of this paper.

2 Problem Statement and Our Methodology

Consider the chaotic system described by the dynamics

ẋ = Ax + f(x), (1)

where x ∈ IRn is the state of the system, A is the n×n matrix of the system parameters
and f is the nonlinear part of the system. We consider the system (1) as the master or
drive system.

As the slave or response system, we consider the following chaotic system described
by the dynamics

ẏ = By + g(y) + u (2)

where y ∈ IRn is the state of the slave system, B is the n × n matrix of the system
parameters, g is the nonlinear part of the system and u is the controller of the slave
system.

If A = B and f = g, then x and y are the states of two identical chaotic systems. If
A �= B and f �= g, then x and y are the states of two different chaotic systems.

For the anti-synchronization of the chaotic systems (1) and (2) using active control,
we design a feedback controller u, which anti-synchronizes the states of the master
system (1) and the slave system (2) for all initial conditions x(0), y(0) ∈ IRn.

If we define the anti-synchronization error as

e = y + x, (3)

then the error dynamics is obtained as

ė = By + Ax + g(y) + f(x) + u (4)

Thus, the global anti-synchronization problem is essentially to find a feedback con-
troller (active control) u so as to stabilize the error dynamics (4) for all initial conditions,
i.e.

lim
t→∞ ‖e(t)‖ = 0, ∀ e(0) ∈ IRn (5)
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We use the Lyapunov stability theory as our methodology. We take as a candidate
Lyapunov function

V (e) = eT Pe,

where P is a positive definite matrix. Note that V is a positive definite function by
construction. We assume that the parameters of the master and slave systems are known
and that the states of both systems (1) and (2) are available for measurement.

If we find a feedback controller u so that

V̇ (e) = −eT Qe

where Q is a positive definite matrix, then V is a negative definite function on IRn.
Thus, by Lyapunov stability theory [20], the error dynamics (4) is globally exponen-

tially stable and hence the the states of the master system (1) and slave system (2) will
be globally exponentially anti-synchronized.

3 Anti-synchronization of Identical Li Systems

In this section, we apply the active nonlinear control method for the anti-synchronization
of two identical Li systems ([18], 2009).

Thus, the master system is described by the Li dynamics

ẋ1 = a(x2 − x1)
ẋ2 = x1x3 − x2

ẋ3 = b − x1x2 − cx3

(6)

where x1, x2, x3 are the state variables and a, b, c are positive real constants.
When a = 5, b = 16 and c = 1, the Li system (6) is chaotic as shown in Figure 1.
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Fig. 1. The Li Chaotic System
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The slave system is also described by the Li dynamics

ẏ1 = a(y2 − y1) + u1

ẏ2 = y1y3 − y2 + u2

ẏ3 = b − y1y2 − cy3 + u3

(7)

where y1, y2, y3 are the state variables and u1, u2, u3 are the nonlinear controllers to be
designed.

The anti-synchronization error is defined by

ei = yi + xi, (i = 1, 2, 3) (8)

A simple calculation yields the error dynamics as

ė1 = a(e2 − e1) + u1

ė2 = −e2 + y1y3 + x1x3 + u2

ė3 = 2b − ce3 − (x1x2 + y1y2) + u3

(9)

We choose the nonlinear controller as

u1 = −ae2

u2 = −y1y3 − x1x3

u3 = −2b + x1x2 + y1y2

(10)

Substituting the controller u defined by (10) into (9), we get

ė1 = −ae1

ė2 = −e2

ė3 = −ce3

(11)

We consider the candidate Lyapunov function

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(12)

which is a positive definite function on IR3.
Differentiating V along the trajectories of (11), we find that

V̇ (e) = −ae2
1 − e2

2 − ce2
3 (13)

which is a negative definite function on IR3 since a and c are positive constants.
Thus, by Lyapunov stability theory [20], the error dynamics (11) is globally expo-

nentially stable. Hence, we have proved the following result.

Theorem 1. The identical Li chaotic systems (6) and (7) are exponentially and globally
anti-synchronized with the active nonlinear controller u defined by (10).
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Numerical Results
For the numerical simulations, the fourth order Runge-Kutta method with time-step
10−6 is used to solve the two systems of differential equations (6) and (7). We take the
parameter values as a = 5, b = 16 and c = 1 so that the two Li systems (6) and (7) are
chaotic. The active controller u is defined by (10).

The initial values of the master system (6) are taken as

x1(0) = 28, x2(0) = 12, x3(0) = 10

and the initial values of the slave system (7) are taken as

y1(0) = 16, y2(0) = 25, y3(0) = 30

Figure 2 shows the anti-synchronization between the states of the master system (6)
and the slave system (7).
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Fig. 2. Anti-synchronization of the Identical Li Chaotic Systems

4 Anti-synchronization of Identical T Systems

In this section, we apply the active nonlinear control method for the anti-synchronization
of two identical T systems ([19], 2008).

Thus, the master system is described by the T dynamics

ẋ1 = α(x2 − x1)
ẋ2 = (γ − α)x1 − αx1x3

ẋ3 = −βx3 + x1x2

(14)

where x1, x2, x3 are the state variables and α, β, γ are positive real constants.
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When α = 2.1, β = 0.6 and γ = 30, the T system (14) is chaotic as shown in
Figure 3.

The slave system is also described by the T dynamics

ẏ1 = α(y2 − y1) + u1

ẏ2 = (γ − α)y1 − αy1y3 + u2

ẏ3 = −βy3 + y1y2 + u3

(15)

where y1, y2, y3 are the state variables and u1, u2, u3 are the nonlinear controllers to be
designed.

The anti-synchronization error is defined by

ei = yi + xi, (i = 1, 2, 3) (16)

A simple calculation yields the error dynamics as

ė1 = a(e2 − e1) + u1

ė2 = (γ − α)e1 − α(y1y3 + x1x3) + u2

ė3 = −βe3 + y1y2 + x1x2 + u3

(17)

We choose the nonlinear controller as

u1 = −αe2

u2 = (α − γ)e1 − e2 + α(y1y3 + x1x3)
u3 = −y1y2 − x1x2

(18)

Substituting the controller u defined by (18) into (17), we get

ė1 = −αe1

ė2 = −e2

ė3 = −βe3

(19)
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We consider the candidate Lyapunov function

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(20)

which is a positive definite function on IR3.
Differentiating V along the trajectories of (19), we find that

V̇ (e) = −αe2
1 − e2

2 − βe2
3 (21)

which is a negative definite function on IR3 since α and β are positive constants.
Thus, by Lyapunov stability theory [20], the error dynamics (19) is globally expo-

nentially stable. Hence, we have proved the following result.

Theorem 2. The identical T chaotic systems (14) and (15) are exponentially and glob-
ally anti-synchronized with the active nonlinear controller u defined by (18).

Numerical Results
For the numerical simulations, the fourth order Runge-Kutta method with time-step
10−6 is used to solve the two systems of differential equations (14) and (15). We take
the parameter values as α = 2.1, β = 0.6 and γ = 30 so that the two T systems (14)
and (15) are chaotic. The active controller u is defined by (18).

The initial values of the master system (14) are taken as

x1(0) = 10, x2(0) = 22, x3(0) = 30

and the initial values of the slave system (15) are taken as

y1(0) = 26, y2(0) = 40, y3(0) = 14
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Fig. 4. Anti-synchronization of the Identical T Chaotic Systems

Figure 4 shows the anti-synchronization between the states of the master system (14)
and the slave system (15).
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5 Anti-synchronization of Li and T Chaotic Systems

In this section, we apply the active nonlinear control method for the anti-synchronization
of non-identical Li and T chaotic systems.

As the master system, we consider the Li system ([18], 2009) described by

ẋ1 = a(x2 − x1)
ẋ2 = x1x3 − x2

ẋ3 = b − x1x2 − cx3

(22)

where x1, x2, x3 are the states of the system and a, b, c are positive real constants.
As the slave system, we consider the T system ([19], 2008) described by

ẏ1 = α(y2 − y1) + u1

ẏ2 = (γ − α)y1 − αy1y3 + u2

ẏ3 = −βy3 + y1y2 + u3

(23)

where y1, y2, y3 are the states of the system, α, β, γ are positive real constants and
u1, u2, u3 are the nonlinear controllers to be designed.

The anti-synchronization error is defined by

ei = yi + xi, (i = 1, 2, 3) (24)

A simple calculation yields the error dynamics as

ė1 = α(e2 − e1) + (a − α)(x2 − x1) + u1

ė2 = (γ − α)e1 − e2 + y2 − (γ − α)x1 − αy1y3 + x1x3 + u2

ė3 = b − βe3 + (β − c)x3 + y1y2 − x1x2 + u3

(25)

We choose the nonlinear controller as

u1 = −αe2 − (a − α)(x2 − x1)
u2 = −(γ − α)y1 − y2 + αy1y3 − x1x3

u3 = −b − (β − c)x3 − y1y2 + x1x2

(26)

Substituting the controller u defined by (26) into (25), we get

ė1 = −αe1

ė2 = −e2

ė3 = −βe3

(27)

We consider the candidate Lyapunov function

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(28)

which is a positive definite function on IR3.
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Differentiating V along the trajectories of (27), we find that

V̇ (e) = −αe2
1 − e2

2 − βe2
3 (29)

which is a negative definite function on IR3 since α and β are positive constants.
Thus, by Lyapunov stability theory [20], the error dynamics (27) is globally expo-

nentially stable. Hence, we have proved the following result.

Theorem 3. The Li system (22) and the T system 23) are exponentially and globally
anti-synchronized with the active nonlinear controller u defined by (26).

Numerical Results
For the numerical simulations, the fourth order Runge-Kutta method with time-step
10−6 is used to solve the two systems of differential equations (22) and (23) with the
active nonlinear controller u defined by (26). The parameter values are chosen so that
the Li and T systems exhibit chaotic behaviour, i.e.

a = 5, b = 16, c = 1, α = 2.1, β = 0.6 and γ = 30

The initial values of the master system (22) are taken as

x1(0) = 32, x2(0) = 24, x3(0) = 12

and the initial values of the slave system (23) are taken as

y1(0) = 20, y2(0) = 11, y3(0) = 28

Figure 5 shows the anti-synchronization between the states of the master system (22)
and the slave system (23).
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Fig. 5. Synchronization of the Li and T Chaotic Systems
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6 Conclusions

In this paper, we have used nonlinear control method based on Lyapunov stability theory
to achieve global chaos synchronization for the identical Li systems (2009), identical
T systems (2008) and non-identical Li and T systems. Numerical simulations are also
given to illustrate the effectiveness of the synchronization schemes derived in this paper.
Since the Lyapunov exponents are not required for these calculations, the nonlinear
control method is very effective and convenient to achieve global chaos synchronization
for the chaotic systems addressed in this paper.
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19. Tigan, G., Opris, D.: Analysis of a 3-D chaotic system. Chaos, Solit. Fract. 36, 1315–1319

(2008)
20. Hahn, W.: The Stability of Motion. Springer, New York (1967)



D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 185–191, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Message Encoding in Nucleotides 

Rahul Vishwakarma1, Satyanand Vishwakarma2, Amitabh Banerjee3,  
and Rohit Kumar4 

1 Tata Consultancy Services, Chennai, India 
derahul@ieee.org 

2 National Institute of Technology - Patna, India 
Electronics and Communication Engineering 

3 HCL Technologies Ltd, India 
4 SRM University, India 

Computer Science and Engineering 

Abstract. This paper suggests a message encoding scheme in nucleotide strand 
for small text les. The proposed scheme leads to ultra high volume data density 
and depends on adoption of transformation algorithms like, Burrow-Wheeler 
transformation and Move to Front for generating better context information. 
Huffman encoding further compresses the transformed text message. We used a 
mapping function to encode message in nucleotide from the binary strand and 
tested the suggested scheme on collection of small text size les. The testing 
result showed the proposed scheme reduced the number of nucleotides for 
representing text message over existing methods. 

Keywords: encoding, nucleotides, compression, text files. 

1   Introduction 

DNA consists of double stranded polymers of four different nucleotides: adenine (A), 
cytosine (C), guanine (G) and thymine (T). The primary role of DNA is long-term 
storage of genetic information. This feature of DNA is analogous to a digital data 
sequence where two binary bits 0 and 1 are used to store the digital data. This 
analogous nature of DNA nucleotide with Binary Bits can be exploited to use 
artificial nucleotide data memory [1] [2]. For example, small text message can be 
encoded into synthetic nucleotide sequence and can be inserted into genome of living 
organisms for long term data storage. Further, to enhance the data density for encoded 
message, original text message can be compressed prior to encoding. 

Currently, there exist many losses-less compression algorithms for large text les. 
All of them need sufficient context information for compression, but context 
information in small le (50 kB to 100 kB) is difficult to obtain. In small les, context 
information is sufficient context information only when we process them by 
characters. Character based compression is most suitable for small les up to 100 kB. 
Thus we need a good compression algorithm [3], which requires only small context or 
we need an algorithm that transforms data into another form. An alternative approach 
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is to use Burrow Wheeler transform followed by Move to Front transform. The 
Huffman encoding is used to convert the original file into compressed one. 

The paper suggests a compression scheme for small text message with an 
introduction of mapping table to encode the data into nucleotide sequence to increase 
the data density. The organization of paper will be as follows: Section 2 presents a 
method for data preparation using transforms and compression scheme. Section 3 
describes the mapping function for encoding the message into nucleotide sequence. 
Section 4 describes the method for message encoding and retrieval. Section 5 shows 
the performance result, and Section 6 contains the conclusion of this paper. 

2   Prior Works 

There has been much advancement in the use of DNA as a data storage device. One of 
the most critical step in the realization of biological data storage is the conversion of 
digital data to nucleotide sequence. Below are few mentioned works which tried to 
encode the information to be stored in biological sequence. 

Battail proposed the idea of using hereditary media as a media for information 
transmission in communication process.[4] Shuhong Jiao devised a code for DNA 
based cryptography and steganocryptography and implemented in artificial 
component of DNA.[5] Nozomu Yachie used keyboard scan codes for converting the 
information to be encoded into hexadecimal value and finally binary values. The last 
step was to translate the bit data sequence into four multiple oligonucleotide 
sequence. This was mapped with the nucleotide base pairs.[6] Chinese University of 
Hong Kong used Quaternary number system to transform the information for 
mapping it to nucleotides. First they obtained ASCII vale of the information and used 
the mapping table 0=A, 1=T, 2=C and 3=G for the formation of nucleotide strand. In 
this method of encoding nucleotides the number of binary bits used for representing 
the digital information was same as the nucleotide strand. [7]. 

3   Data Preparation 

3.1   Context Information 

Currently there are many compression methods that require good context in order to 
achieve a good compression ratio. One of them is Burrow Wheeler transform [8] [9]. 
BWT can achieve good compression ratio provided that there is a sufficient context 
which is formed by frequent occurrence of symbols with same or similar prefixes. 
Maximizing the context leads to better compression ratio. The Burrow Wheeler 
algorithm is based on the frequent occurrence of symbol pairs in similar context and it 
uses this feature for obtaining long strings of the same characters. These strings can 
be transformed to another form with move to front (MTF) transformation. 

3.2   Compression 

We used statistical compression method [10] to compress the data obtained after 
transformation. The chosen statistical compression scheme was Huffman encod-ing [11]. 
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Input consists of alphabet A and set W represented in equation (1) and (2) respectively. 
Output is a set of binary sequence in equation (3), which must satisfy the goal (4) for all 
the codes with the given condition [12]. 

A = {a1, a2,…,an} (1)

W = {w1, w2,…,wn} (2)

wi  = weight(ai), 1<i< n 

C(A,W ) = {c1, c2,…,cn} (3)

L(C) =
n∑

i=1

wi × length(i)

L(C) ≤ L(T )

(4)

4    Mapping Function 

4.1    Mapping Table 

Mapping table consists of binary bits and nucleotides. Binary value is repre-sented as 
0 and 1. Nucleotides are represented as A, C, G and T. Four binary bits are 
represented by two nucleotide base pairs resulting in sixteen such combinations as 
shown in Mapping Table [13]. The reason for choosing four bits for two nucleotides 
is that the output of Huffman encoding here is Hexadecimal value (radix =16). So we 
need sixteen such combinations to represent this in binary and then nucleotides. 

 

 
Mapping Table  

Binary - nts. Binary - nts. Binary - nts. Binary - nts.
0000 - AA 0100 - AC 1000 - AG 1100 - AT
0001 - CA 0101 - CC 1001 - CG 1101 - CT
0010 - GA 0110 - GC 1010 - GG 1110 - GT
0011 - TA 0111 - TC 1011 - TG 1111 - TT

4.2   Encryption 

The encoded message must be encrypted in order to maintain its security [14]. For 
this purpose One time pad encryption is used. The requirement for one time pad is 
that the number of bits of random key must be the same length as of the message to be 
encoded. The encryption is processed character by character. The secrecy property of 
the encrypted message depends upon the generated random pad and the decryption of 
the message is impossible without knowing the true random key and makes it 
mathematically unbreakable [15]. 
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5   Messgae Encoding and Retrieval 

We have implemented the data encoding in nucleotides by integrating the trans-
formation algorithm with statistical compression scheme. Here we have demonstrated 
our encoding and message retrieval scheme on small text: OPERATION 
BARBAROSSA. 

The first step was to perform Burrow wheeler transform and move to front 
transform on the original text. This was done to generate better context infor-mation 
and obtain high compression ratio. 

The security of the encoded message was maintained by encryption method. The 
encryption method used was One Time Pad where a randomly generated binary strand was 
XORed with the binary strand obtained from Huffman en-coding. We used a random 
function generator for generating the random binary sequence. Only in the last step, 
Huffman encoding method was introduced which compressed the original text message 
to a much smaller size. The next step to-ward message encoding was to use mapping 
table. The generated binary strand obtained after Huffman encoding was mapped to 
nucleotides according to the mapping table. 

 

Fig. 1. Message encoding and decoding scheme in nucleotides 
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Second phase of our work was to convert the encrypted binary strand into 
nucleotide sequence. Although many other mapping functions can be used, but for our 
convenience we used two nucleotides to represent four binary bits, as hexadecimal 
(radix =16) value is being converted to four bit binary representation and thus leading 
to formulation of original text message in form of nucleotide sequence. 

The decoding of message can be performed by reversing the encoding scheme. 
This is explained in Figure 1. This nucleotide sequence can be arti cially synthesized 
and inserted into the host to maintain the attributes of hereditary media and durable 
data storage for intensive period of time [1]. We have not proceeded in implementing 
the biological protocols to insert the sequence in genome of bacteria. 

6   Performance 

The suggested method was compared with two different methods on a set of les. The 
les that we used for testing is available at http://testdata.idlecool.net. This is a 
collection of single line texts. The original form was used for compression and 
encoding scheme. 

The first method was comparison of nt-1 and nt-3, where nt-1 represents the 
number of nucleotides used to represent the original text message after converting  
the text message to binary and mapping it with nucleotides, and nt-3 represents the 
number of nucleotides obtained after encoding the nucleotide sequence after 
performing transformation and then applying compression algorithm on the same text 
message. In this algorithm, Burrow-Wheeler-Transformation and Move to Front 
transform was applied to the text message. 

The comparison in the second method was used for demonstrating the im-portance 
of context information generation using transformation algorithm. Here we compared 
nt-2 and nt-3 , where nt-2 represents the number of nucleotides obtained after 
encoding then nucleotides without applying transformation algorithm and nt-3 with 
transformation algorithm on the same text le. The compression efficiency was tested 
with many tests over several les. The size of text les chosen varied from 140 Bits to 
700 Bits. 

Experimental result showed that the maximal compression efficiency was achieved 
by applying transformation in the first step. This transformation gen-erates better 
context information needed to compress text les of very small size (1000 Bytes). 
Result for encoding nucleotides without performing transform is depicted in the 
Figure 3. This shows that transformation prior to compression reduces the number of 
nucleotides to represent the same text message. The mean compression factor for the 
eight tested le was 2.076. As can be seen form results above, our algorithm for small 
message is better when incorporated with transformation algorithm. Even though, the 
difference in compression factor was 0.294. This is a step toward reducing the number 
of nucleotides for message strand and consecutively reducing the cost factor in 
artificially synthesizing the nucleotide strand for encoding message. 
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Fig. 2. Comparison between nt-1 and nt-3 

 

Fig. 3. Comparison between nt-2 and nt-3 

7   Conclusion 

This paper describes a data encoding method to achieve high volume data den-sity by 
reducing the number of nucleotides. The primary focus of this study was to encode 
data for les of very small size. 

Data encoding method was performed into two steps. The first step was to 
compress the original text message. This was achieved using transformation and 
compression algorithm. Second step was introduction of Mapping table, which finally 
maps the binary strand to nucleotide sequence. 

The contribution of this study are summarized as follows. First, while ma-jority of 
previous experiments just mapped the binary strand to nucleotide sequence, this study 
reduced the number of nucleotides to represent the same in-formation, finally 
reducing the cost factor for artificially synthesizing nucleotide strand in laboratory. 
Second, this study uses transformation on original text message prior to compression 
to achieve better context information, resulting in a compression factor of 2.37. 

This scheme may be useful for many applications which need to store small 
message for long period of time, e.g. military implications, signatures of living 
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modified organism (LMOs) and as valuable heritable media. Future work may focus 
on modification of transformation algorithm and designing other mapping function 
for encoding nucleotide sequence. 

References 

1. Cox, J.P.: Long-term data storage in DNA. Trends Biotechnol. 19, 247–250 (2001) 
2. Bancroft, C., Bowler, T., Bloom, B., Clelland, C.T.: Long-term storage of information in 

DNA. Science 293, 1763–1765 (2001) 
3. Ziviani, N., Moura, E., Navarro, G., Baeza-Yates, R.: Compression: a key for next-

generation text reyrival systems. IEEE Computer 33, 37–44 (2000) 
4. Battail, G.: Heredity as an Encoded Communication Process. IEEE Transactions on 

Information Theory 56(2), 678–687 (2010) 
5. Jiao, S., Goutte, R.: Code for encryption hiding data into genomic DNA of living 

organisms. In: Signal Processing ICSP 2008. pp. 2166–2169 (2008)  
6. Yachie, N., Sekiyma, K., Sugahara, J., Ohashi, Y., Tomita, M.: Alignement- Based 

Approach for Durable Data Storage into Living Organ-isms. Biotechnol. Prog. 23,  
501–505 (2007) 

7. Chinese University of Hong Kong,  
http://www.cuhk.edu.hk/cpr/pressrelease/101124e.htm  

8. Lansky, J., Chernik, K., Vlickova, Z.: Comparison of Text Models for BWT. In: Data 
Compression Conference, DCC 2007, p. 389 (March 2007) 

9. Burrows, M., Wheeler, D.J.: A block-sorting lossless data compression algorithm. 
Technical Reprot, Digital System Research Center Research Reoprt 124 (1994) 

10. Pandya, M.K.: Compression: efficiency of varied compression techniques. Technical 
Report, University of Brunnel, UK (2000) 

11. Huffman, D.A.: A method for the construction of minimum-redundancy codes. 
Proceedings of IRE 40(9), 1098–1101 (1952) 

12. Nelson, M., Gailly, J.L.: The Data Compression Book. M and T Books (1995) 
13. Ercegovac, M.D., Lang, T., Moreno, J.: Introduction to Digital Systems. John Wiley and 

Sons Inc., Chichester (1999) 
14. Clelland, C.T., Risca, V., Bancroft, C.: Hiding messages in DNA microdots. Nature 399, 

533–534 (1999) 
15. Shannon, C.: Communication Theory of Secrecy Systems. Bell System Tech-nical 

Journal 28(4), 656715 (1949) 
16. Arita, M., Ohashi, Y.: Secret signatures inside genomic DNA. Biotechnol. Prog. 20,  

1605–1607 (2004) 



 

D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 192–201, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

XIVD: Runtime Detection of XPath Injection 
Vulnerabilities in XML Databases through Aspect 

Oriented Programming 

Velu Shanmughaneethi, Ra. Yagna Pravin, and S. Swamynathan 

Department of Computer Science and Engineering 
College of Engineering Guindy Campus 

Anna university Chennai, India 
shanneethi@nitttrc.ac.in, yagnapravin@gmail.com, 

swamyns@annauniv.edu 

Abstract. The growing acceptance of XML technologies for documents and 
protocols, it is logical that security should be integrated with XML solutions. In 
a web application, an improper user input is root cause for a wide variety of 
attacks. XML Path or XPath language is used for querying information from the 
nodes of an XML document. XPath Injection is an attack technique used to 
exploit applications that construct XPath (XML Path Language) queries from 
user-supplied input to query or navigate XML documents such as SQL in 
Databases. Hence, we proposed an approach to detect XPath injection attack in 
XML databases at runtime through Aspect Oriented Programming (AOP). Our 
approach intercept XPath expression i.e.) XQuery from the web application 
through Aspect Oriented Programming (AOP) and parse the XQuery expression 
to find the inputs to be placed in the expression. The identified inputs are used 
to design an XML file and it would be validated through a proposed schema. 
The validation results the correctness of the XQuery.  

Keywords: XPath Injection, XQuery, Web Application Security, XSLT, XML 
Schema, XML Security, Command Injection. 

1   Introduction 

Web applications have become one of the most important communication channels 
between various kinds of service providers and clients. This dynamic application 
offering wide range of services, such as on-line stores, e-commerce, and social 
network services, etc. To meet seamless communication environment, security has 
always been vitally important in the information world to ensure the integrity of 
content and transactions, to maintain privacy and confidentiality, and to make sure 
information is used appropriately. However, in today's web-based environment, the 
means for providing that security have changed. Using physical security no longer 
works as well as it did in the past when all the computing resources were locked in a 
central computing room with all jobs submitted locally. Efforts to create a single 
pervasive security infrastructure do not scale effectively to the Internet, due to the 
heterogeneous nature of hardware and software systems and to conflicting 
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administrative, application and security requirements. Although application-level 
firewalls offer immediate assurance of Web application security, but they have 
drawbacks like requires careful configuration, and they only for a Web application 
security assessment framework that offers black-boxed testing for identifying Web 
application vulnerabilities. Among many types of vulnerabilities, command injection 
vulnerability is quite common and it has become one of the most serious security 
threats in web applications.  A command injection is an exploit of a system weakness 
to gain access to the system for the purpose of executing malicious code, harvesting 
user data, and engaging in other activities. In the category of command injection, an 
XPath Injection attacks may occur when a web site requires user-supplied information 
to construct an XQuery for XML data. XQuery is a powerful language designed for 
processing XML data. Today XPath injection is quite common, due to the 
accelerating use of Web services and use of XML documents instead relational 
databases or traditional flat files. Hence, XML data is more at risk when it comes to 
accepting poor input data for XPath parsers. 

2   Literature Survey 

Researchers have started to contribute in the area of XPath injection and its possible 
liabilities. Amit Kelvin [2] illustrates the nature of XPath injection attacks and its 
consequences. The paper presents the possible mechanisms of attacking an XPath 
query with different samples for each type. Jaime Blasco [3] provides a brief 
introduction to Xpath Injection Techniques and also compares it with another similar 
attack namely, SQL injection. The paper also portrays various scenarios where 
possible attacks can completely retrieve the XML document for a given attack query. 
It also highlights the un-availability of access rights for these XML databases which 
can be major reason for attack unlike normal RDBMS. Jinghua and Sven [7] describe 
the satisfiablility test for a XPath query. This defines the structure of the query and 
the possible optimization of the query for obtaining a desired result set. Dimitris et al, 
[4] described a novel way for detecting XPath injections. In this paper the location 
specific identifiers where used to validate the executable XPath code. These 
identifiers reflect the call sites within the application. The major disadvantage was 
any source code change required a training mode for re-assigning the identifiers. 
Nuno Antunes et al, [5] describe the detection of XPath injection in web services 
using AOP. They initially, instrumented the web service to intercept all XPath 
commands executed, and then they generate legitimate workload based on the web 
service operations through that learn XPath queries and then generated an attack load 
and finally detect vulnerability by comparison of both set. Gabriel et al [6] presents a 
framework named AProSec, which is a security aspect for detecting SQL injections 
and Cross Scripting Site (XSS).The authors define clearly the need for AOP for 
providing security to web applications.  

3   XPath Injection 

XPath is a standard language used to refer to parts of an XML document. It can be 
used directly by an application to query an XML document. Today, many 
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organizations have adopted XML as a data format for everything from configuration 
files to remote procedure calls. So, like any other application or technology that 
allows outside user submission data, XML applications can be susceptible to code 
injection attacks, specifically XPath injection attacks. Moreover, its notation/syntax is 
always implementation independent, which means the attack may be automated. By 
sending intentionally malformed information into the web site, an attacker can find 
out how the XML data is structured, or the way to access data. An attacker may even 
be able to elevate the privileges on the web site if the XML data is being used for 
authentication and other transactions.  

3.1   XPath Injection Motivation and Consequences 

Website defacement which results in an unauthorized change to Web applications is 
the top motivation for hackers. In XPath injection, when a malicious user can insert 
arbitrary XPath code into the form fields and URL query parameters in order to inject 
this code directly into the XPath query parser engine. Doing so would allow a 
malicious user to bypass authentication (if an XML-based authentication system is 
used) or to access restricted data from the XML data source. This leads to privilege 
escalation and information leakage. Consider an application that uses XML database 
to authenticate its users. The application retrieves the user id and password from a 
request and forms an XPath expression to query the database. An attacker can 
successfully bypass authentication and login without valid credentials through XPath 
injection. Improper validation of user-controlled input and use of a non-parameterized 
XPath expression enable the attacker to injection an XPath expression that causes 
authentication bypass. For example, consider the xml document. 

 

 
 
 
 
 
 

 

 
The above XML document stores information about the registered user for the 
particular web application. To perform authentication for the user, a web application 
receives username and password from the user. 
 

 
 

The user supplied username and password placed into the appropriate place of the 
XQuery to perform user validation. The following XQuery is generated in server and 
it would be sent to xml document for user validation.   

XPathExpression expr = xpath.compile("//Login/user[username/ text() = 
'"+loginID+"'and passwd/text()='"+password+"' ]"); 

<?xml version="1.0"?> 
<Login xmlns:xsi=http://www.w3.org/2001/XMLSchema-instance 
 xsi: noNamespaceSchemaLocation = "login.xsd">  
<user><uname>shan</username> <passwd>neethi</passwd></user> 
<user><uname>neethi</username>  <passwd>mughan</passwd></user> 
<user><uname>computer</username> <passwd>centre</passwd></user> 
<user><uname>tamil</username> <passwd>chenai</passwd></user> 
</Login> 
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If the user name and password presented in the XML data then this will return true to 
the web page otherwise it will return false. This is a simple authentication procedure 
in web application which uses XML data as back-end service. If the attacker can craft 
the input, such way that, always the user becomes an authenticated user for a web site 
by XPath injection. For example the above XQuery can be crafted as the following 
XQuery 

 

 
 

Here, the password data is always true in this XQuery. So that, whenever such 
password is given to the password filed, the user authentication would be treated as a 
purely authenticated user for the web application. Although this attack grants the 
attacker access to the application, it does not necessarily grant them access as the 
most privileged account. In some cases, an attacker can further manipulate the XPath 
query to force the server to return various parts of the document. Hence, this XPath 
injection also leads to extracting document structure and modify the document 
information in addition to escalate privileges. 

3.2   Preventive Measures for XPath Injection 

XPath injection can be prevented in the same way as SQL injection since XPath 
injection attacks are much like SQL injection attacks. The common ways to prevent 
XPath Injections are Strong input validation, Use of parameterized XPath queries and 
Use of custom error. So, the developer has to ensure that the application does accept 
only legitimate input and another way is use parameterized queries to prevent 
XPATH injection. Even then, these methods are not consistent to prevent XPath 
injection in web applications[11]. Hence, we proposed a new approach for effective 
detection of XPath injection vulnerabilities by schema based validation of the user 
input that are provided to the web applications.  

3.3   Aspect Oriented Programming 

An Aspect Oriented Programming (AOP) module is designed to intercept XQuery 
that arise through the user inputs. Aspect-Oriented Programming (AOP) is a good 
candidate for designing security issues. AOP has been proposed as a technique for 
improving separation of concerns in software systems and for adding crosscutting 
functionalities without changing the business part of the application. AOP provides 
specific language mechanisms that make possible to address concerns, such as 
security, in a modular way. This module used for detecting malicious input values 
given by user for unearthing vulnerabilities present in the web application. 
 

let $str := doc("login.xml")/Login/user 
 return if ($str/username='shan' and $str/passwd=''or'1'='1' )  then 
  <b>true</b> else     <b>false</b> 

("//Login/user[username/text()=’shan' and passwd/text()=’neethi' ]" 
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4   Proposed Approach 

The proposed system involves a new approach for detecting XPath injection 
vulnerabilities in web applications shown in figure.1. This approach integrates with 
Aspect Oriented Programming (AOP) which is used for cross cutting concerns such 
as security. AOP provides code modularity and involves separation of business logic 
from common concerns such as logging, security, etc. An AOP plays a major role in 
the detection of XPath injection vulnerabilities by intercepting XQuery which framed 
by the input parameters.  

 

Fig. 1. Proposed XPath Detection Architecture 

The above architecture describes the XPath injection detection technique 
implemented in a tool named XPath Injection Vulnerability Detector (XIVD). When the 
user provides the required inputs into the web forms, they are then placed into the 
XQuery in an appropriate place of the application. Finally, the complete XQuery string 
is generated for processing data transaction on XML databases. The generated (or 
framed) XQuery string may cause XPath injection in a web application. This attack is 
possible, only when the user inputs are passed directly to the web application. 
Sometime, illegitimate inputs may leads to bypass authentication or retrieve privileged 
XML data. The inputs that lead to XPath injection have to be prevented to run on the 
XML data. Moreover, the XPath injection is not restricted only by the web form input. 
It is also possible by HTTP header or by Cookie. But at end, all the inputs would be 
placed into the XQuery for run on XML data. Hence, our approach analyzes the 
XQuery for identifying the vulnerabilities and preventing XPath injection.  

4.1   XQuery Interception 

This module involves intercepting the user input that is would be associated in 
XQuery in web application. These input parameters are the source of the injection 
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vulnerabilities and can be named as sink points since it provides the attacker with an 
opportunity to make use of vulnerable code. The input interception module is placed 
in web service section, which intercepts the input through AOP technique. Once the 
user provides the input in a client application, these values are given to web 
application server which in turn sends the input parameters to the web application. 
These input parameters may consist some of the malicious values. If these malicious 
values are directly passed to the application then, it may possibly unearth 
vulnerability. Hence it is necessary to intercept the user input parameters before the 
actual execution of the web service. The code defined in this module is used for 
intercepting the query. These methods are used for executing the query in order to 
obtain the results from the XML databases. 

4.2   XQuery Analyzer 

In this module the intercepted XQuery is analyzed and the input parameters are 
obtained in order to detect possible injections. The analyzer basically tokenizes the 
query and retrieves the input parameter. Different types of queries can also be 
tokenized in order user inputs. After obtaining the input parameters the detection of 
possible vulnerability should be done. This process needs to be generic and effective 
in order to detect any type of possible injection. Though several methods are 
available, a powerful technique is to use a XML (eXtensible Mark-up Language) file 
which would be validated by our proposed schema. This file is a well-formed 
document, platform indepented and provides lesser over head for validation. This 
module standardizes the detection process by using a simpler and effective way of 
generating a XML file for user provided inputs. This approach would help in 
decreasing the false positive rate because the identifying the vulnerabilities becomes 
more effective. This module is also a part of the AOP layer since this XML file is to 
be generated for whatever user input that is provided to the web service that connects 
to a XML database. For example consider the following query 

 

 
 
 
 

After intercepting the query, the analyzer obtains the inputs from the query and stores 
them in a XML document. This document is then further used for validation in order 
to detect vulnerabilities. 

 

 
Fig. 2. Sample XML file for the above query 

Figure 2 illustrates a sample XML file that would be generated after the XQuery is 
intercepted. This XML file consists of only the input parameters that were given as 

("//Login/user[username/text()=’raj' and passwd/text()=’any’ or ‘1’=’1' ]") 
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user inputs from the client application. Further this can be used for validation in order 
to find if any injection is present. 

4.3   XQuery Validation 

The validation process is to identify the injected parameters with the help of our 
proposed schema and the generated XML file. Though several validation methods are 
possible, a XML schema is the most powerful and effective technique. The XML 
schema can be used to define the structure of the XML document and even provide 
various constraints for it. The proposed schema is a generalized meta data which 
define structure and type of user input is shown in figure 4..  Hence in our approach, a 
well defined XML schema is defined for detecting possible injection characters in the 
input values provided by the user.  

 

Fig. 3. Partial XML schema definition 

The validation process identifies any possible injections in the input values. In case 
if the validation fails, the execution of the intended operation is stopped and a log file 
is generated indicating that an injection has occurred. If the validation process is 
passed, then the operation is allowed to execute and the desired results are obtained. 
Figure 3 depicts the partial schema for the proposed approach. The schema is vital in 
detecting injections in the inputs. Inputs can be of any type and hence the schema 
restricts values for each data type thereby providing an effective validation process. 

The XML file generated from the previous module that consists of the user inputs 
is now validated with a well defined XML schema. If the validation passes then 
injection is not present in the input parameters, in case of failure the injection is 
logged in a log file. 

Figure 4 illustrates a sample log file generated for a set of attack inputs that were 
tested. The log file clearly indicates the attack input mismatch with the schema 
thereby avoiding the injection to take place.  
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Fig. 4. Sample log file generated for different attack inputs 

5   Results and Discussions 

To evaluate our proposed approach, we have analyzed the performance of the 
developed tool based on the response time with our XIVD based approach as well as 
without our approach. The response time in real web environment is collected and 
tabulated is shown in table1. 

Table 1. Response Time Assessment 

No. 
of Test 

Response Time 
Without XIVD module  

(milli seconds) 

Response Time 
With XIVD module 

(milli seconds) 

Response 
Time Difference 

(ms) 
1 94.25 125.35 30.85 
2 109.25 155.45 46.25 
3 156.75 195.35 39.40 
4 98.50 115.45 16.95 
5 125.45 175.45 50.0 
6 156.75 200.50 43.75 
7 88.50 140.75 52.25 
8 95.45 157.75 62.3 
9 112.25 156.50 44.25 

10 105.50 135.50 35.0 

 
The response time difference with our proposed approach is very minimal. The 

time delay between both module could be compromised when to compare the 
consequences of command injection. The following graph represents pictorial 
representation of response time assessment. 

The following graph in figure 5 shows the comparison of the response time, 
between the proposed XIVD tool and without it. As shown in the graph, the XIVD 
does not bring a huge difference in the response time. 

 

X – Axis represents Number of Test 
Y – Axis represents Response Time 
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Fig. 5. Sample log file generated for different attack inputs 

Since the XIVD is a modular approach, it can be very widely used in the case of 
security, logging, etc. When compared to other approach the over head was found to 
better. 

6   Conclusion and Future Work 

In this paper we have proposed a new approach for detecting XPath injection 
vulnerabilities using AOP. The AOP based approach is a very effective method for 
detecting vulnerabilities. Comparing with previous approaches, there can be a 
significant reduction in overhead and also less number of false positives can be 
achieved. The main advantage of this approach is that AOP provides modularity as 
well as avoids the need for changes in the source code of the application. We have 
analyzed the approach using our tool XIVD, with different web applications and 
found that the response time is limited. In future, we intend to analyze other forms of 
web attacks (namely XSS, CSRF) that are more common in the Internet. 
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Abstract. In the existing crypto graphical techniques, to increase the strength of 
encoding data and to keep the data secured against cryptanalysis, a Multi-Level 
Encryption algorithm with an Efficient Public Key System is proposed. The 
Multi-Level encryption steps up the strength of the algorithm by using five keys 
for encrypting each character, and it makes cryptanalysis impossible without 
detecting all the five keys. The key generation and distribution method suits the 
algorithm well, as the purpose of multilevel keys to enhance security step by 
step is followed while detecting the keys. The proposed algorithm possesses the 
property of re-configurability in which the logical set of operations performed 
to encrypt the data can be done in six ways. The keys are not of the static 
values, and each time a character is encrypted the key value changes, causing 
intruder getting perplexed. The encrypted data is represented in the patch of 
color form. 

Keywords: Multilevel encryption, Public Key system, Key Counter, Configuration 
Key ASCII, RGB Color Model. 

1   Introduction 

The technique which assures secured transmission and reception of data by an 
encrypted form of information over the network is cryptography. Though 
cryptography took its effect thousands of years ago, its existence made a greater 
impact only after the invention of electronic computers [1]. There are many 
algorithms that have been proposed under the technique of cryptography.  Each and 
every algorithm that has been accepted worldwide is known for its own strength and 
uniqueness. The newer method of cryptography is subdivided into two types: Secret 
key cryptography, Public key cryptography [2]. In this paper, a novel cryptographic 
algorithm is proposed based on public key system, with multi level encryption 
technique. This multilevel encryption technique has been used in defense messaging 
system with a different usage of access control  at different levels [3]. The 
applicability of multi level encryption in our algorithm is for increasing the security 
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level in the proposed algorithm. When, the number of keys used for encryption 
increases, the strength of algorithm also increases. The algorithm proposed here uses 
five keys, in which each key lifts the data to the next level of encryption. The five 
keys generated in the algorithm is based on secret key generated by Diffie hellman 
key exchange system. Here the encrypted data is sent to the receiving end with the 
distribution of sender’s Public key, common key elements. This avoids the intrusion 
detection of keys at the transmission channel. The reconfigurable algorithms are well 
accepted for their dynamic behavior and the idea of  reconfigurable encryption using 
FPGA Designs has been a promotable way for implementing it [4].The paper is 
structured with the depiction of architecture diagram, the algorithm for encryption and 
decryption process, encryption technique, decryption technique, and the experimental 
results of the proposed algorithm. 

2   Architecture Diagram and System Design 

The basic flow of the algorithm has input section, conversion section followed by 
encryption [5]. The flow of execution is reverse in decryption process. Fig. 1 
represents the architecture diagram of the encryption and decryption process. The 
input section has the text file which consists of ASCII based characters. The 
conversion section does the work of converting characters into ASCII format. The 
three Multilevel Keys -Key1, Key2, and Key3 used to represent R-G-B Color 
representation respectively is used for Encryption purpose and they result in the 
stages of partial cipher text 1, 2 and cipher text respectively. It is converted to RGB 
Color representation and the resultant is an encrypted file which has the patch of 
colors where each color represents a character [6]. The file is transferred across the 
network and the decryption process follows the order of converting the cipher text, 
partial cipher text form of 2 and then 1 using Key3,Key2,Key1 keys respectively. The 
conversion section involves the conversion of ASCII character to readable text format 
which is the decrypted and original file. The algorithm for the encryption and 
decryption process is discussed below in a step by step manner [7]. Key values are 
applied with module function of 255,after processing each character. 

2.1   Encryption Algorithm 

Input: Text file, Secret key, Multilevel keys-Key1,Key2,Key3, key counter, 
configuration key, prime number chart, Configuration key chart,  

Output: Encrypted file- RGB color representation of characters.  
Method: RGB Encryption ()  
Begin  
1) Get the text file as input  
2) Using Secret key generate Multilevel keys, key counter and Configuration 

key.  
3) Read the configuration key.  
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4) Get the character of text file and convert it into ASCII format  
5) Operate it with Multilevel Key1 using first logical operator of configuration 

key’s order in configuration chart.  
6) The resultant is partial cipher text 1 and it is processed with Multilevel Key2 

using the second logical operator in configuration chart.  
7) The resultant value is partial cipher text 2.Step 6 is repeated with Partial 

Cipher text 2 and Multilevel Key3 with third logical operator in key chart.  
8) The resultant is Cipher text.  
9) The partial cipher text 1, partial cipher text 2, cipher text is fed as the input 

value for R, G, B in RGB model respectively  
10) Place the color formed for the character in buffer.  
11) Increase the key by the key counter value for the next character encryption. 
12) Repeat step 4 to step 11 till the end of file occurs. 
13) Place the buffer data  in the encrypted file.  
End 

2.2   Decryption Algorithm 

Input: Encrypted file-RGB color representation of characters, Secret key, 
Multilevel keys-Key1,Key2,Key3,key counter, configuration key, prime number 
chart, Configuration key chart . 

Output: Text file  
Method: RGB Decryption ()  
Begin  
1) Get the encrypted text file 
2) Using Secret key generate Multilevel keys, key counter and Configuration key  
3) Access the Configuration key and determine the order of logical operations 

specified in the configuration key chart  
4) The RGB color model is determined for each of the character in text file and 

the six digit hexadecimal RGB code is obtained.  
5) The last two digits of the hexadecimal code obtained is the Cipher text, and is 

logically operated with Multilevel Key3 using third logical operator and this 
yields Partial Cipher text2.  

6) Partial Cipher text2 is operated with Multilevel Key2 using second logical 
operator and this gives Partial cipher text 1.  

7) Step 6 is repeated with partial cipher text 1 and Multilevel Key1 operated by 
first logical operator.  

8) This yields the ASCII character of the text.  
9)  Convert the ASCII to original text and store it in buffer.  
10)  Increase the key by the key counter value for each character.  
11)  Repeat steps 4 to 10 till the end of file occurs  
12)  Place the buffer data in the decrypted file.  
End 
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Fig. 1. Architecture diagram of Encryption and Decryption Process 

3   Encryption 

The multilevel reconfigurable encryption and decryption algorithm enhances the 
properties of cryptosystem by encrypting the data at multilevel and by designing a 
reconfigurable encryption method with the dynamic change in key values. Fig 2 
represents the flow of encryption process. The algorithm uses the multi level keys 
along with a key counter and configuration key .The Multilevel keys, Key counter, 
Configuration key are generated by the secret key, which is generated by diffie 
hellman Key exchange process. Key generation is discussed in the part of key 
distribution and generation section. The configuration key, which is generated in key 
generation process, determines the logical operation structure.  
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Fig 4 denotes the Configuration key chart for determining the logical operation 
structure. The key counter, which is based on multilevel keys, contributes to the 
dynamic key system. The key counter increments the value of key at each character’s 
encryption, and this involves the avoidance of vulnerability that can be posed by a 
static key. The key values is made to be applied with module function of 255.The set 
of characters from a text file is fed as an input for the algorithm, which is to be 
encrypted. The algorithm performs the encryption character by character. A character 
is read from the input file and its equivalent ASCII value is determined. The ASCII 
value of the character is applied to the first logical operation (as per configuration 
chart) with the multilevel Key1, after then applying modulo function of value 255, 
since 255 is the maximum value of RGB Color model-value for a color. The value we 
get from this section is partial cipher text1 and it is fed as an input to the RGB color 
model -Red value, It is then applied for second logical operation (as per configuration 
chart) with the multilevel Key2, after then applying modulo function of 255.The value 
is fed as an input to RGB color model –Green value. The partial cipher text 2 we 
obtained from the second logical operation is operated with third logical operator(as 
per configuration chart)  using multilevel Key3, after then applying modulo function 
of 255. The resultant is cipher text and is given as an input to RGB color model-Blue 
value. The RGB value we get from these steps is used to produce the color 
representation for the corresponding character in the text file, which is the encrypted 
form of particular character from a source file. The three multilevel keys are 
incremented by the key counter after encrypting each character in the text file. The 
process of encryption is repeated till the end of file occurs. The final output will be 
the encrypted file of RGB color representation. 

 

Fig. 2. Encryption Algorithm 

4   Decryption 

A reverse process of encryption is followed in the decryption process. Fig 3 
represents the decryption process. The three multilevel keys, configuration key and 
key counter are accessed by the receiver through public key system. The RGB color 
representation of the text file is receipted by the receiver and the configuration key is 
accessed. The configuration key chart relates the configuration key with the order of 
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logical operations. The reverse order of configuration key chart’s order is followed 
while decrypting the character. The color model’s RGB value is the cipher text and 
also the value of Blue in RGB model. The blue value obtained from the RGB 
representation is operated using third logical operator(as per configuration key chart) 
with Multilevel Key3.It cedes partial cipher text 2,which is then operated with 
Multilevel key 2 using second logical operator. The partial cipher text 1 is obtained 
which is operated with Multilevel Key1 using first logical operator .This reveal the 
ASCII value of the original text. Then the ASCII is converted to original text. The key 
values are incremented by the value of key counter, after decrypting each character, 
The key counter value is known only at the sender and receiver end. The process of 
decryption is repeated till the end of file occurs. The final stage is the decrypted form 
of the original file which is the stream of characters of the source file. 

 

Fig. 3. Decryption Algorithm 

5   Key Distribution and Generation 

The public key system is followed for the key distribution and key generation process. 
Diffie–Hellman Key exchange mechanism is used to distribute a secret key. The 
mathematical flow of the key distribution using Diffie Hellman Key exchange is 
portrayed here is portrayed here [8]. 

Let P be a public prime Number and G be a public base, such that G<P and G is a 
primitive root of P,X be the Sender’s Public key, Y be the receiver’s public key and A 
be the Sender’s private key, B be the receiver’s Private key. S be the secret key to be 
shared. 

 
At the sender end 

X=G^A mod P                                                    (1) 

At the receiver end 

Y=G^ B mod P                                                   (2) 

At the sender end 

S=Y^ A mod P                                                   (3) 
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At the receiver end 

S=X^ B mod P                                                   (4) 

G=6,P=13,X=6,Y=4. 
 

The secret key S will be 1 for this instance. Secret key ‘S’ is used to generate all 
the below keys using key generation process proposed. The keys have the following 
range 

 

Multilevel Keys-(1,255), Key counter-(1-255), Configuration key-(1-6).  
 

All decimal values obtained in the process are rounded off. 
The following steps depict how the keys are generated and how they can be 

detected at the receiving end. 

5.1   Generation of Keys at the Sender and Receiver’s End 

1) Public key system generates Secret key S, after then applying Modulo 
function of 255 which gives Multilevel Key1. 

2)  Multilevel key1 is generated from the above step and it will have range –
(001,255).Using the first digit of Multilevel Key1 for row index and second 
digit of Multilevel Key1 for column index of prime table and accessing the 
particular prime number from the table yields a value(Prime numbers from 1-
20 and 20-40). 

3) Taking average of Multilevel Key1 and indexed value of prime table from 
step 2, gives Multilevel Key 2.  

4) Accessing prime table with Multilevel Key 2 values as index, taking average 
of Multilevel Key 2 and the indexed value of prime table generated from this 
step gives Multilevel Key3. 

5) Taking average of Multilevel -Key1, Key2, Key3 values will give Counter 
key.  

6) Addition of digits of Key counter will yield a value. This is used for finding 
configuration key. Key1 -0, 6.Key 2-1, 7.Key 3-2, 8, Key 4-3, 9, Key 5-
4.Key 6 -5. (if addition of digits is 0 or 6 then Configuration key is 1).  

 

The sender and receiver must generate keys based on the above process The secret 
key is used to generate the five keys of algorithm. Thus, there is no need of 
transmitting the keys to receiver and only the encrypted data is sent. The algorithm 
inherits the advantages of a public key system.  Intrusion detection to find the keys is 
impossible with the proposed mechanism of distributing keys. 

6   Configuration Chart 

The configuration key chart depicted in Fig. 4. is used for referring the order of the 
configuration key. The order of logical operation in encryption and decryption is 
followed according to the configuration key. 
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Table 1. Configuration Key chart 

 

7   Experimental Results 

Input: Set of ASCII characters to be encrypted, three multilevel keys, 
Configuration key, key counter,  Configuration key chart  

Output: Encrypted form of source file-(Patch of colors from RGB model).  
Key constraints:  
1)    Numerals are preferred for key values.  
2) Configuration key of 1-6 is allowed since there are only six logical 

functionalities in the algorithm 

 

Fig. 4. Experimental result of the proposed algorithm 
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8   Conclusion and Future Work 

Though many cryptographic algorithms exist, the proposed algorithm keeps the data 
more and more secured by applying multilevel encryption strategy. Since we change 
the value of keys at each character’s encryption, dissimilar colors of same character is 
attained at different instance. This makes cryptanalysis less possible. The technique of 
finding the logical operation by intruding is a difficult process as there are six patterns 
of logical functionalities and the pattern can be observed only if configuration key is 
found. The technique of public key system for key distribution is employed efficiently 
for determining three multilevel keys, key counter, configuration key . The main 
advantage of this algorithm is that the keys are not transmitted with encrypted data. 
As, the sender generates the secret keys on receiving the public key of receiver and its 
own private key, and the receiver detects the secret keys using the public key of 
sender and its own private key, the problem of key detection by the intruder is 
avoided. Unless, the intruder knows all the five keys, there is zero probability of 
finding the intended message at the intrusion. The receiver attains the privacy with the 
assurance of private access of multilevel keys, configuration key and a key counter.  

The algorithm is more flexible to accommodate any number of logical operations 
simply by increasing the number of iterations of logical operations.  

The algorithm is proposed on the basis of RGB color model. In future it can be 
tested with many other color models such as HSB, RGB, CMY, CMYK color models. 
In the future, the various types of files such as image, video, audio files could be 
accommodated for encryption by this algorithm. 
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Abstract. Document segmentation is one of the most important phases in 
machine recognition of any language. Correct segmentation of individual 
symbols decides the success of character recognition technique. It is used to 
decompose an image of a sequence of characters into sub images of 
individual symbols by segmenting lines and words. Devnagari is the most 
popular script in India. It is used for writing Hindi, Marathi, Sanskrit and 
Nepali languages. Moreover, Hindi is the third most popular language in the 
world.  Devnagari documents consist of vowels, consonants and various 
modifiers. Hence a proper segmentation Devnagari word is challenging. A 
simple approach based on bounded box to segment Devnagari documents is 
proposed in this paper. Various challenges in segmentation of Devnagari 
script are also discussed.  

Keywords: Devnagari Character Recognition, paragraph segmentation, 
Line segmentation, Word segmentation, Machine learning. 

1   Introduction 

Machine learning and human computer interaction are the most challenging research 
fields since the advent of digital computers. In Optical Character Recognition (OCR), 
the text lines, words and symbols in a document must be segmented properly before 
recognition. Correctness/incorrectness of text line segmentation directly affects 
accuracies of word/character segmentation and consequently changes the accuracies 
of word/character recognition [1]. Several techniques for text line segmentation are 
reported in the literature [2-5]. These techniques may be categorized into three groups 
as follows: (i) Projection profile based techniques, (ii) Hough transform based 
techniques, (iii) Thinning based approach. As a conventional technique for text line 
segmentation, global horizontal projection analysis of black pixels has been utilized in 
[4, 6]. Piece-wise horizontal projection analysis of black pixels is employed by many 
researchers to segment text pages of different languages [2, 8]. In piecewise 
horizontal projection technique, the text-page image is decomposed into horizontal 
stripes. The positions of potential piece-wise separating lines are obtained for each 
stripe using horizontal projection on each stripe. The potential separating lines are 
then connected to achieve complete separating lines for all respective text lines 
located in the text page image.  
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Concept of the Hough transform is employed in the field of document analysis in 
many research areas such as skew detection, slant detection, text line segmentation, 
etc [7]. Thinning operation is also used by researchers for text line segmentation from 
documents [9]. In this paper we have proposed a bounded box method for 
segmentation of documents lines and words and characters. The method is based on 
the pixel histogram obtained.  

The organization of this paper is as follows: In Section 2, we have discussed 
features of Indian scripts. Section 3 discusses image preprocessing methods. Section 4 
details the proposed segmentation approach. Experimental results are discussed in 
Section 5 and scope for further research is discussed in Section 6.  

2   Features of Devnagari Script �

India is a multi-lingual and multi-script country comprising of eighteen official 
languages. Because there is typically a letter for each of the phonemes in Indian 
languages, the alphabet set tends to be quite large. Hindi, the national language of 
India, is written in the Devnagari script. Devnagari is also used for writing Marathi, 
Sanskrit and Nepali. Moreover, Hindi is the third most popular language in the world 
[1]. It is spoken by more than 500 million people in the world. .Devnagari has 11 
vowels and 33 consonants. They are called basic characters. Vowels can be written as 
independent letters, or by using a variety of diacritical marks which are written above, 
below, before or after the consonant they belong to. When vowels are written in this 
way they are known as modifiers and the characters so formed are called conjuncts. 
Sometimes two or more consonants can combine and take new shapes. These new 
shape clusters are known as compound characters. These types of basic characters, 
compound characters and modifiers are present not only in Devnagari but also in 
other scripts.  

All the characters have a horizontal line at the upper part, known as Shirorekha. In 
continuous handwriting, from left to right direction, the shirorekha of one character 
joins with the shirorekha of the previous or next character of the same word. In this 
fashion, multiple characters and modified shapes in a word appear as a single 
connected component joined through the common shirorekha. Also in Devnagari 
there are vowels, consonants, vowel modifiers and compound characters, numerals. 
Moreover, there are many similar shaped characters. All these variations make 
Devnagari Optical Character Recognition, a challenging problem. A sample of 
Devnagari character set is provided in table 1 to 6. 

 
Table 1. Vowels and Corresponding Modifiers Table 2. Consonants 
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Table 3. Half Form of Consonants with Vertical 
Bar 

Table 4. Examples of Combination of Half-
Consonant and Consonant

 

Table 5. Examples of Special Combination of 
Half-Consonant and Consonant Table 6. Special Symbols 

 

3   Image Preprocessing 

We have collected the printed document pages from different official printed letters in 
Marathi language. The document pages are scanned using a flat bed scanner at a 
resolution of 300 dpi. These pixels may have values: OFF (0) or ON (1) for binary 
images, 0– 255 for gray-scale images, and 3 channels of 0–255 colour values for 
colour images. Colour image is converted to grayscale by eliminating the hue and 
saturation information while retaining the luminance. It is further analyzed to get 
useful information.  Such processing steps are explained below. 

3.1   Thresholding and Binarization 

We have used histogram based properties to binarize the document taken as a data set. 
The digitized text images are converted into binary images by thresholding using 
Otsu’s method [16]. Original image contains 0 for Object and 1 for background. The 
image inverted to obtain image such that object pixels are represented by 1 and 
background pixels by 0.  

3.2   Noise Reduction 

The noise, introduced by the optical scanning device or the writing instrument, causes 
disconnected line segments, bumps and gaps in lines, filled loops etc. The distortion 
including local variations, rounding of corners, dilation and erosion, is also a problem. 
Prior to the character recognition, it is necessary to eliminate these imperfections  
[10-11]. It is carried using various morphological processing techniques. 

3.3   Skew Detection and Correction 

Handwritten document may originally be skewed or skewness may introduce in 
document scanning process. This effect is unintentional in many real cases, and it 
should be eliminated because it dramatically reduces the accuracy of the subsequent 
processes such as segmentation and classification. Skewed lines are made horizontal  
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Fig. 1. Preprocessed Images (a) Original, (b) segmented (c) Shirorekha removed (d) Thinned 
(e) image edging 

by calculating skew angle and making proper correction in the raw image using Hu 
moments  and various transforms [12-14]. 

3.4   Thinning 

The boundary detection of image is done to enable easier subsequent detection of 
pertinent features and objects of interest (see fig.1 (a to e)). Various standard 
functions are now available in MATLAB for above operations [15].  

4   Proposed Segmentation Approach  

After the image is preprocessed using methods discussed in section 3, we now apply 
various techniques for segmentation of document lines, words and characters. The 
process of segmentation mainly follows the following pattern: 

 

1) Identify the page layout. 2) Identify the text lines in the page. 3) Identify the 
words in individual line. 4) Finally identify individual character in each word. 

4.1   Line Segmentation 

The global horizontal projection method is used to compute sum of all white pixels on 
every row and construct corresponding histogram. The steps for line segmentation are 
as follow: 
 

• Construct the Horizontal Histogram for the image (fig. 2-b). 
• Count the white pixel in each row. 
• Using the Histogram, find the rows containing no white pixel. 
• Replace all such rows by 1 (fig. 2-c). 
• Invert the image to make empty rows as 0 and text lines will have original pixels. 
• Mark the Bounding Box for text lines using standard Matlab functions 

(regionprops and rectangle). 
• Copy the pixels in the Bounding Box and save in separate file. ( separated lines 

shown in fig. 2-f). 
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(a) Original Scanned Document (b) Image Histogram 

 
(c) Blank space between the lines (d) Line separation 

 
(e) Regions of interest (f) Segmented lines 

Fig. 2. Line Segmentation 

4.2   Word Segmentation 

The global horizontal projection method is used here to compute sum of all white 
pixels on every column and construct corresponding histogram. The steps for line 
segmentation are as follow: 
 

• Construct the Vertical Histogram for the image (fig. 3-b). 
• Count the white pixel in each column. 
• Using the Histogram, find the columns containing no white pixel. 
• Replace all such columns by 1  
• Invert the image to make empty rows as 0 and text words will have original pixels. 
• Mark the Bounding Box for word. (See fig 3-c) 
• Copy the pixels in the Bounding Box and save in separate file. (See fig. 3-d). 



216 V.J. Dongre and V.H. Mankar 

 

 
(a) Original line 

(b) Word Histogram 

 
(c)   Regions of interest 

 
(d) Segmented words 

Fig. 3. Word Segmentation 

4.3   Character Segmentation 

A slight modification in previous algorithm (section 4.2) is used here. The steps for 
line segmentation are as follow: 
 

• Get the thinned image using Matlab bwmorph function. (This is done to 
normalize image against thickness of the character). 

• Count the white pixel in each column. 
• Find the position containing single white pixel. 
• Replace all such columns by 1.  
• Invert the image to make such columns as 0 and text characters will have original 

pixels. 
• Mark the Bounding Box for characters using standard Matlab functions. See fig 4-a. 
• Copy the pixels in the Bounding Box and save in separate file. (Separated 

characters are shown in fig. 4-b). 
 

                                           

                     

                  (a) region of Interest                               (b) segmented characters 

Fig. 4. Character segmentation 
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5   Results and Discussion 

Various documents were collected and tested. It is observed that line and word 
segmentation is done with 100% accuracy, but it is not the same for character 
segmentation. As shown in figure 4(b), first word having four characters is segmented 
into six symbols, whereas second word having five characters is segmented into ten 
symbols. This error is resulted since the words are scanned only from top to bottom. 
Devnagari is two dimensional script as consonants are modified in many ways to form 
a meaningful letter. The basic letters can be modified from top, bottom, left or right. 
For accurate segmentation, all the modifiers must be segmented so that their 
recognition can be properly done done.  

6   Conclusions and Future Work 

In this paper, we have presented a primary work for segmentation of lines, words and 
characters of Devnagari script. 100% successful segmentation achieved in line and 
word segmentation but character level segmentation needs more effort as it is 
complicated for Devnagari script. This is challenging work due to following reasons.  

• Compound letters are connected at various places. It is difficult to identify 
exact connecting points for segmentation. 

• Upper and lower modifier segmentation needs different approaches. 
• Separating anuswara (.) and full stop(.) from noise is critical as both resemble 

the same. Knowledge of Natural language processing techniques needs to be 
applied here. 

• Handwritten unconnected compound letter segmentation is also critical. 
• Handwritten unintentionally connected simple letter segmentation is also 

critical. 
 

All these issues will be dealt in the future for printed and handwritten documents in 
Devnagari script by using various approaches.  
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Abstract. The QoS standard of a VoIP session degrades if its stringent time 
requirements are not met. Low end-to-end delay of the voice packets and low 
packet loss must be maintained. Jitter between voice packets must also be 
within tolerable limits. Jitter hampers voice quality and makes the VoIP call 
uncomfortable to the user. Very often, buffers are used to store the received 
packets for a short time before playing them at equal spaced intervals to 
minimize jitter. However, this introduces the problem of added end-to-end 
delay and discarded packets. In this paper, some established adaptive jitter 
buffer playout algorithms have been studied and a new algorithm has been 
proposed. The network used for the analysis of the algorithms has been 
simulated using OPNET modeler 14.5.A. The proposed algorithm kept jitter 
within a tolerable limit along with drastic reduction of delay and loss compared 
to other algorithms analyzed in this paper.  

Keywords: VoIP, QoS parameters, Adaptive Algorithm, Jitter Buffer playout, 
Congested network. 

1   Introduction 

The characteristics of the Internet backbone are time-variant in nature. Its properties 
are so random and unpredictable that it is not an easy task to statistically determine 
the way the backbone is going to behave in a future point of time. The reason behind 
the lack of proper prediction of its characteristics is its dependency on the behavior of 
the other connections throughout the network [1]. The connectivity may be hampered 
due to several reasons rendering networking applications ineffectual. The networks 
suffer from congestion when traffics exceeding the capacity of the network are routed 
through it. As a result, the data packets suffer high delay and loss while passing 
through the network. Such delay and loss are unacceptable in case of applications 
having stringent time requirements. This set of applications is called Real-time 
applications and they include facilities like Internet Protocol (IP) telephony, 



220 A. Mukhopadhyay et al. 

 

teleconference, etc. Of the various real-time applications, we have concentrated on 
Voice over IP (VoIP) since it has gained importance over the past few years owing to 
its low cost and ease of interfacing between data and voice traffic [2]. 

VoIP applications are not only sensitive to the extent of the delay and loss suffered 
by the voice packets but also to the inter-arrival jitter, i.e. the variation in delay 
suffered by consecutive voice packets [2], [3]. Jitter is one of the main factors that 
degrade the Quality of Service (QoS) in IP networks [4]. This variation in delay is 
often the result of network congestion. Generally, the VoIP applications send data at a 
constant rate. So, any alteration in the end-to-end delay suffered by two voice packets 
means that the time between two events occurring at the source and the time between 
the events perceived at the receiver are not equal. Such an event is not desired in a 
VoIP system as it degrades speech quality. Hence, we need some mechanisms to undo 
this variation in delay that is being incorporated into the voice packets by the network. 
One of the feasible solutions is the use of some mechanism which aims to reduce the 
network congestion, e.g. increasing the packet payload size [5]. Congestion can also 
occur in the intermediate access points. So VoIP performance can also be enhanced 
by optimizing the access point parameters [6]. But the most effective solution is to 
store the voice packets for a short time in the receiver buffer before playing it out, 
thus reducing the jitter [7]. However, using a fixed playout time for every packet is 
rendered useless if the network characteristics are variable and the voice packets 
suffer different extent of delay while passing through it [8]. Several algorithms have 
already been proposed so that the playout time for a voice packet is delayed in 
accordance with the variation in the network and thus provide better QoS for the VoIP 
applications. However, if the playout delay is too large, the end-to-end delay suffered 
by the voice packets is increased beyond acceptable limits and the VoIP performance 
may become irritating to the user because significant awkwardness occurs between 
speakers when delay exceeds 200 ms [8]. On the other hand, if the playout delay is 
too small, voice packets may be discarded due to late arrival [2]. This hampers the 
voice quality. It is not desirable that the voice packets suffer from either high delay or 
high loss. So, it is mandatory to obtain an optimum playout time to get the best 
performance out of a VoIP system.  

In this paper, we have analyzed some of the already established adaptive jitter 
buffer playout algorithms and have tested for their efficiency in several network 
scenarios. Further, we have also taken a note of their shortcomings and have proposed 
a new adaptive jitter buffer playout algorithm that provides the optimum QoS to the 
VoIP application in terms of delay, loss and jitter. The performance of the new 
algorithm has been tested in varying network scenarios using OPNET simulator. 
Moreover, its performance has also been compared with the analyzed algorithms.  

2   Related Work 

A significant research has already been conducted in the quest of finding a suitable 
adaptive jitter buffer playout algorithm. As already mentioned, finding the proper 
playout delay is of utmost importance. In order to find out the efficiency of some of 
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the already existing adaptive jitter buffer algorithms, we have studied five algorithms 
mentioned in [9] and [10].  

2.1   Exponential Average Algorithm (EXP-AVG) [9] 

In this algorithm, the delay estimate for the ith packet is computed based on RFC 793 
algorithm and the variation in the delays is calculated as suggested by Van Jacobson 
in the calculation of round-trip-time estimates for the TCP retransmit timer [11]. In 
this algorithm the estimate of the playout delay for packet i is evaluated by the 
equation (1). 

iii vdP 4+=  (1)

where,                                   ( ) iii ndd αα −+= − 11  (2)

                       
( ) iiii ndvv −−+= − αα 11  (3)

where, ni denotes the one-way delay of the ith packet and the value of α is 0.998002 
[9]. 

2.2   Fast Exponential Average Algorithm (F-EXP-AVG) [9] 

This algorithm is similar to the previous one. The only difference being that if the 
current packet’s network delay ‘ni’ is greater than di-1, then di is given by equation (4).  

( ) iii ndd ββ −+= − 11                                           (4) 

where, the value of β is 0.75 [9]. 

2.3   Minimum Delay Algorithm (Min-D) [9] 

The primary objective of this algorithm is to minimize the delay. So it uses the 
minimum value of the network delay suffered by the packets in the current talkspurt 
to estimate the playout delay of the next talkspurt. Let Si be the set of all packets 
received in the talkspurt prior to the one initiated by i. So, the delay estimate for 
packet i is calculated by (5). Apart from this modification, this algorithm is similar to 
the EXP-AVG algorithm. 

{ }iSiji nd ∈= min                                                    (5) 

2.4   Spike Detection Algorithm (Spike-Det) [9] 

One of the most common phenomena observed in a VoIP system is that some of the 
packets suddenly suffer from high end-to-end delay. As a result no voice packet 
reaches the receiver for some time followed by the arrival of a large number of voice 
packet reaching almost simultaneously. We describe this phenomenon as the ‘spike’. 
The above stated algorithms do not take care of this problem. However, this algorithm 
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seeks to overcome the problem with the incorporation of a spike detection 
mechanism. When, a spike is detected, the algorithm switches to ‘SPIKE’ mode and 
later reverts back to ‘NORMAL’ mode when the network condition becomes normal.  

2.6   Window Algorithm [10] 

This algorithm collects the network delays of last few received packets and the delay 
distribution is updated with every incoming talkspurt. The playout delay of the 
incoming packet is chosen by obtaining a delay that represents a given percentile 
among the last few received packets. This algorithm also detects spikes. On detection 
of a spike, the algorithm stops collecting packet delays. If a talkspurt starts during a 
spike, then the delay of the first packet of the talkspurt is used as the playout delay for 
that talkspurt. The efficiency of determination of playout delay for this algorithm 
depends on the window size, i.e. the number packets considered for recording their 
delay. If the window is too small, then the estimation of playout delay is likely to be 
poor. On the other hand, if the window size is too large, large memory is wasted for 
keeping tracks of long and unnecessary history.  

3   The Simulation Setup 

We have created the congested network scenario used for the analysis of the above 
mentioned adaptive jitter buffer playout algorithms and to assess our new algorithm 
with the help of OPNET 14.5.A. The set up consists of four nodes. Two 
ethernet4_slip8_gtwy_adv gateways are used to interface an IP cloud to the 
communicating nodes. The IP cloud simulates the presence of an IP backbone in the 
communication path of the nodes. The gateways and the IP cloud are connected with 
PPP_adv link whose data rate can be altered. 

It is seen from Fig. 1, that one of the nodes acts as the Voice caller whereas another 
node acts as the Voice callee. These two nodes exchange voice packets between each 
other. Both these nodes are configured to use G.726 ADPCM coder with 32 kbps and 
it produces traffic at a constant rate. The other two nodes, i.e. node 1 and node 2 
interchange packets unrelated to the VoIP communication, i.e. the cross traffic. Their 
communication bit rate varies randomly every second between the lower and upper 
extremes of 0 kbps and 1000 kbps respectively. The basic purpose of these nodes is to 
congest the links between the gateways and the IP cloud. It is worth mentioning that 
in order to simulate various network behavior, we have simulated the network several 
times with the capacity of the PPP_adv link having the values of 600 kbps, 800 kbps, 
1000 kbps, 1200 kbps and 1400 kbps. Thus we have created a varying network, so as 
to induce variable end-to-end delay to the voice packets exchanged between the pair 
of voice nodes. The IP cloud serves to simulate the routing functionalities and can 
also increase the delay and packet loss rate. For simplicity, only the results with 
network capacities 600 kbps, 1000 kbps and 1400 kbps are shown as they cover the 
three types of jitter conditions, i.e. a network with high jitter (600 kbps network), a 
network with moderate jitter (1000 kbps network) and a network with low jitter (1400 
kbps network). 
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Fig. 1. The OPNET Simulation Setup 

4   Analysis of the Existing Adaptive Jitter Buffer Playout 
Algorithms 

The link capacity has been set in accordance with each of the above mentioned values 
and VoIP call simulations have been carried out between the two voice nodes to study 
their behavior. The end-to-end delay values for each of the voice packets were noted. 
Later, these set of readings have been used to implement the various algorithms and 
then we have compared the results to find out the improvement in VoIP performance, 
i.e. reduction in jitter.  

It is observed from Table 1 that for a network which induces high jitter to the voice 
packets passing through it (network capacity of 600kbps), the F-EXP-AVG algorithm 
discards least number of packets, and hence the lowest discard ratio. However, it 
increases the playout delay to such an extent that the average delay increases beyond 
a tolerable value and hence the voice quality degrades. The other algorithms induce 
lower average delay, but discard a large number of voice packets since the packets 
arrive after the estimated playout time. As a result, the voice call standards go below 
tolerable limits. The average Mean Opinion Score (MOS) reflects the voice quality 
offered by each of the algorithms. It is evident that none of the algorithms perform 
satisfactorily under high jitter conditions. 

In a network with moderate congestion (network capacity of 1000 kbps) and 
consequently moderate jitter, the average delay induced by the algorithms decreases 
considerably. However, the F-EXP-AVG still imparts higher delay to the voice 
packets whereas, the Min-D and Spike-Det discards a large number of packets thus 
suffering from large losses. Further, the performances of the algorithms in a network 
with low congestion (network capacity 1400 kbps) are also tabulated. Here, we can 
say that since the inter-arrival jitter for the packets is low, the playout algorithms do 
not incorporate a significant playout delay to the voice packets. Hence, the end-to-end  
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delay does not increase much. However, we can see that the Spike-Det and Min-D 
algorithms discard a high percentage of packets and as a result the call quality 
provided by them gets degraded. 

Table 1. Results for the algorithms for different network capacities 

Network 
Capacity 

Algorithm Avg. delay (ms) 
Discard ratio 

(%) 
Avg. MOS 

600 kbps 

EXP-AVG 493.94 6.289 1.0232 

F-EXP-AVG 1446.76 0.482 1.0041 

Min-D 417.80 8.867 1.0191 

Spike-Det 338.17 6.318 1.0461 

Window 341.49 5.524 1.0320 

1000 kbps 

EXP-AVG 119.83 3.928 1.9114 

F-EXP-AVG 276.46 0.453 2.1900 

Min-D 112.12 6.547 1.6462 

Spike-Det 115.12 6.867 1.6143 

Window 103.63 3.865 1.9386 

1400 kbps 

EXP-AVG 89.52 0.756 2.8233 

F-EXP-AVG 102.93 0.049 3.4264 

Min-D 88.53 2.681 2.1664 

Spike-Det 87.69 4.728 1.8486 

Window 86.10 0.516 2.9840 

5   Proposed Adaptive Jitter Buffer Playout Algorithm 

After extensive analysis of some of the existing jitter buffer algorithms, we have come 
to the conclusion that, when the jitter imparted by the network to the voice packets is 
very high, the playout delay increases considerably. Moreover, the packet discard ratio 
also increases beyond tolerable limits. The net result of the above two factors is 
degradation in the quality of voice in the VoIP session. Our algorithm seeks to reduce 
the playout delay and packet discard ratio. Our algorithm can be summarized in the 
following steps which are to be followed as long as the VoIP call continues. We 
estimate the network characteristics by keeping track of the last ‘w’ received packet. 
We use this accordingly to vary the value of α, where α is a parameter that determines 
how much a newly received packet depends on the previously received packets. The 
algorithm is pictorially represented by a flowchart in Fig. 2. 
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The Proposed Algorithm: 

 
1. ni = ith packet network delay, α =0.875; 
2. DD = abs(ni - ni-1);  /* DD indicates the absolute 

value of the difference in 
network delay of 2 consecutive 
packets*/  

3. IF (i < w) /* w indicates the number of 
packets to be considered or the 
window size */ 

find out the inter-quartile range of ‘i-1’ 
packets; 
ELSE  

find out the inter-quartile range of the last 
‘w’ packets; 

4. IF (inter-quartile range < 5)  
IF (α +0.01< 0.998002) 
 α = α +0.01; 
ELSE 
 α = 0.998002; 

ELSE 
 IF (α – 0.05 > 0.75) 
  α = α – 0.05; 
 ELSE 
  α = 0.75; 

5. IF(mode == NORMAL) 
IF (DD > (1 – α) х 100) 

mode = SPIKE; 
 ELSE  

goto step 6; 
ELSE IF (ni < α х  ni-1) /* that is, mode = 

SPIKE */ 
 mode = NORMAL; 
Else  

goto step 6; 
6. IF(mode == SPIKE) 

di = 0.75 х  di-1 + (1-0.75) х  ni; 
ELSE    /* that is, mode = NORMAL 

*/ 
IF(new talkspurt) 

di = ni; 
ELSE 
 di = α х di-1 + (1 – α) х ni; 

7. Y = abs(di - ni) ; 
8. vi= 0.998002 х vi-1 + (1-0.998002) х Y; 
9. Playout delay = di + 4 vi; 
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Fig. 2. Flowchart of the Proposed Adaptive Jitter Buffer Playout Algorithm 

 6   Results 

The QoS of a VoIP call can be best described by the MOS value as both the end-to-
end delays of the packets and the packet loss are considered for the calculation of the 
MOS [12]. The proposed algorithm is applied to find out its effectiveness and it gives 
a better MOS than the other discussed algorithms. The results also show that it 
reduces jitter considerably. 
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Table 2. Results for the proposed algorithm for different network capacity 

Bandwidth 
(kbps) 

Avg. 
delay (ms) 

Packet Discard 
Ratio (%) 

Average 
MOS 

Improvement in jitter 
(%) 

600 276.93 2.635 1.4508 35.34 

800 161.42 2.846 2.0657 38.96 

1000 107.80 2.806 2.1059 44.86 

1200 92.50 0.664 2.8709 50.19 

1400 87.68 0.171 3.2932 54.49 

 
It is seen from Table 2 that the proposed algorithm performs satisfactorily for all of 

the above network scenarios. In Fig. 3, it is evident that the jitter reduces significantly 
on applying the proposed adaptive jitter buffer playout algorithm. The average jitter 
throughout the duration of the call falls from 18.38 ms to 11.88 ms. The results reflect 
the effectiveness of the algorithm under congested network that impart high jitter to 
the voice packets passing through it. Fig. 4 and Fig. 5, illustrates the behavior of the 
algorithm with moderate and low jitter, where the network capacity is 1000kbps and 
1400kbps respectively. It is seen that the proposed algorithm reduces jitter 
considerably and performs well, in all three network scenarios. 

 

(a)      (b) 

Fig. 3. The Inter-arrival jitter for network capacity of 600 kbps (a) Without playout buffer (b) 
With proposed algorithm 

  

(a)   (b) 

Fig. 4. The Inter-arrival jitter for network capacity of 1000 kbps (a) Without playout buffer (b) 
With proposed algorithm 



228 A. Mukhopadhyay et al. 

 

 

(a)   (b) 

Fig. 5. The Inter-arrival jitter for network capacity of 1400 kbps (a) Without playout buffer (b) 
With proposed algorithm 

 

Fig. 6. Comparison of the end-to-end delays of the different algorithms 

Further endeavors have been taken in order to find out where the proposed 
adaptive jitter algorithm stands, when compared with the performances of the other 
discussed algorithms. Our algorithm has given the lowest end-to-end delay among all 
the algorithms especially when the network is more congested and the extent of jitter 
in the voice packets is very high. The end-to-end delay results can be observed in Fig. 
6. When examined for packet discard ratio it has been found that our algorithm 
performs quite well. However, the F-EXP-AVG algorithm has even lower packet 
discard ratio. The packet discard ratio comparison is illustrated in Fig. 7. Upon further 
examinations, it is observed that for a congested medium, our algorithm gives the best 
MOS values. However, for network with very low jitter, F-EXP-AVG gets the edge 
because of its lower packet discard ratio. The comparative results of MOS values 
have been included in Fig. 8. 

 

Fig. 7. Comparison of the packet discard ratio of the different algorithms 



 An Adaptive Jitter Buffer Playout Algorithm for Enhanced VoIP Performance 229 

 

 

Fig. 8. Comparison of MOS of the different algorithms 

7   Conclusion 

A congested network transports voice packets with uneven delay. The result of this 
unevenness is incorporation of jitter in the consecutive voice packets. Jitter is not 
desirable during a voice call as it leaves the user dissatisfied. Several, algorithms have 
already been proposed to add a further playout delay to the voice packets in hope of 
minimizing the jitter. However, selecting the optimum playout delay is a tricky part. 
These algorithms often under-estimate or over-estimate the network delay of future 
incoming voice packets, resulting in discarding of the packets or long undesirable 
end-to-end delay respectively. We have proposed an algorithm that addresses to this 
problem and properly estimates the network delay of the future incoming voice 
packets. Our algorithm aims to enhance the QoS of the VoIP session. It seeks to 
decrease the end-to-end delay and packet discard ratio while allowing a tolerable 
amount of jitter to be present in the voice packets. The primary aim of our algorithm 
is to enhance user experience by improving the MOS of the call. We are conducting 
further studies in order to get even better QoS for the voice calls in a congested 
network scenario. 
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Abstract. A VoIP based call has stringent QoS requirements with respect to 
delay, jitter, loss, MOS and R-Factor. Various QoS mechanisms are being 
implemented to satisfy these requirements. These mechanisms must be adaptive 
under diverse network scenarios. Moreover such mechanisms must be 
implemented in proper sequence, otherwise they may conflict with each other. 
The objective of this paper is to address the problem of adaptive QoS 
maintenance and sequential execution of available QoS implementation 
mechanisms with respect to VoIP under varying network conditions. In this 
paper, we generalize this problem as a state-space problem and thereby solve it. 
Firstly, we map the problem of QoS optimization into state-space domain and 
then apply incremental heuristic search. We implement it under various network 
and user scenarios in a VoIP test-bed to optimize the performance. Finally, we 
discuss the advantages and uniqueness of our approach. 

Keywords: VoIP, QoS, State-space, Heuristic, Incremental Search. 

1   Introduction 

Voice over Internet Protocol (VoIP) [1] has witnessed rapid growth in recent years 
owing to ease of network maintenance and savings in operational costs. As it is being 
widely deployed in office and public networks, maintaining the Quality of Service 
(QoS) of an ongoing call has assumed utmost importance. Network parameters such 
as bandwidth, error rate, loss rate, latency, etc. varies with time. With increasing 
number of users, the issues related to admission control, fairness, scalability, etc also 
need to be properly addressed. So the QoS optimization techniques must be adaptive. 

However, abrupt implementation of these techniques without maintaining proper 
sequence often results in degraded performance. For example, Random Early 
Detection (RED) buffer is not advantageous without end-to-end congestion control 
mechanism [2]. Further, it is observed that often such abrupt implementations of 
optimization techniques conflict with each other. For example, RED implementation 
for small buffer size is not better than static queue with tail-drop mechanism [2]. 
However, buffer size must be kept small to reduce delay in real-time traffic during 
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congestion. Thus they conflict each other. So the decision to apply appropriate 
optimization technique is crucial. 

This paper aims to generalize the problem of QoS implementation amid diverse 
scenarios by mapping it as state-space problem. The objective is to maintain adaptive 
QoS in multiple call scenarios and under diverse network conditions by applying 
available QoS optimization techniques in proper sequence. Focus is also on 
prioritizing emergency calls with QoS guarantees. 

A state space search is the method of finding Goal state(s) from start state through 
certain intermediate states [3]. In heuristics based search, each state is given a 
heuristic and traversing is done following a heuristic function. Incremental search 
further reuses information from previous searches to speed up current search [4]. 
Incremental heuristic search combines features of both. So it is selected as this aims to 
fulfill the aforementioned objective.   

2   Proposed Mechanism 

The aim is to map the problem of optimizing VoIP over various network links into a 
state-space domain where the next state from a set of intermediate states is selected 
based on incremental heuristic search obeying certain constraints. This is defined as a 
tuple [N, A, S, G]. The state-space scenario for each call is shown in Fig. 1. 
 

• ‘S’ contains the start state which is defined as the call initiation state with respect 
to time and having heuristics namely delay, loss and Mean Opinion Score 
(MOS). 

• ‘G’ contains the call termination state as the Goal state with respect to time along 
with its related heuristics as stated above. 

• ‘N’ contains all the intermediate states within. An intermediate state is taken as 
any part of an ongoing call with respect to time along with its related heuristics. 
Heuristics can be categorized as Excellent, Good, Average and Poor based on 
user satisfaction level. Any intermediate state is derived by variation in the 
network parameters, significant change in heuristic values and by application of 
QoS optimization techniques. 

• ‘A’ is a set of arcs from one state to another and is effected by transition 
functions namely δ1, δ2 and δ3. δ1 is network triggered and can occur due to 
changes in network. δ2 is performed by the user in response to δ1 and involves 
applying QoS optimization techniques. δ3 is again user triggered and maintains 
QoS in a multiple call scenario.  

Every heuristic must obey certain local constraints for each call. Delay and loss 
must be within 180 ms and 5% respectively. MOS must be at least 2. In multiple call 
scenario, global constraints are taken as mean of local constraints. Now the proposed 
algorithm is discussed. It consists of two phases, namely analysis and 
implementation. Each call at a particular instant of time is taken as state ‘s’ and is 
associated with two metrics namely g = {delay, loss}avg and h = {delayest, lossest}avg. 
‘g’ calculates the average of delay and loss for already generated states, as measured 
by network monitoring tool. ‘h’ estimates delay (delayest) and loss (lossest) for the state 
to be generated following implementation of QoS mechanism.  
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Index 

State-Space Significance In VoIP 
Start State Call Initiation 
Goal State Call Termination 
Local Constraints Constraints for each call 
Global Constraints Constraints in multiple call scenario 
1 Change in Network Or Heuristics 
2 Optimization Technique in single call 
3 Optimization Technique in multiple call scenario 

  Best ranked action 

 Other actions 

:1 
2

2

2

3
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3Start  
State Local

Constraints Global
Constraints

Goal 
State 

 

Fig. 1. State Space Diagram for the proposed approach 

2.1   Analysis Phase 

This phase analyzes all possible conditions of network with respect to delay and loss. 
There can be 4 scenarios that include delay and loss within tolerable limits, worsening 
of either delay or loss and finally degradation of both. For each scenario, order of 
implementation of available QoS mechanisms is selected based on its expected 
performance. Each such mechanism is denoted by action ‘a’. Mathematically, it is 
denoted by (1) [5]. 

( ) ( )( )assucchf sAa ,minarg ∈=                                   (1)  

Successor ‘succ’ is next state generated due to application of action ‘a’ on state ‘s’. 
A(s) denotes set of available actions to optimize state ‘s’. The best ranked action ‘a’ is 
such that by implementing it, ‘h’ becomes minimum as denoted by argmin function. 
There are two other functions namely, one-of (f) that describes selection of an action 
from set of suitable actions and next (f) that describes selection of next ranked action 
from set of suitable actions. 

2.2   Implementation Phase 

As the call starts, initial state is generated with heuristics. With variation in network 
parameters or significant change in heuristics, new intermediate states are created. 
The transition function is termed as δ1. Each state is monitored to check whether local 
constraints are satisfied. Each constraint has a ‘threshold’. If the local constraints are 
violated, δ2 is applied to bring the heuristics within threshold. This implies that the 
best ranked mechanism is applied as per analyzed results. New states are monitored. 
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If local constraints are still not satisfied, next ranked action is implemented and so on.  
In multiple call scenarios, global constraints must also be satisfied. Calls with low 

QoS metrics are classified as ‘degraded’ calls and the rest as ‘accepted’ calls. 
Existing QoS implementations for accepted calls are stopped temporarily and are 
redirected to the degraded calls. As global constraints are satisfied, new states are 
generated and corresponding transition functions are termed as δ3. All these states are 
monitored again and QoS mechanisms are implemented to satisfy local constraints. 
High priority calls are given weights and global constraints are calculated as weighted 
mean of local constraints. This approach is represented in Fig. 8. The pseudo-code is 
given under. 
 
1. s:=sstart. //Call initiation state with heuristics. 
2. Calculate gs. //Delay, loss measured for current state 
3. IF s є G THEN GOTO step 18.//Goal state is reached. 
4. IF gs>threshold THEN GOTO step 5 ELSE GOTO step 2. 
5. s:=sδ1. Calculate gs.  //New state is generated. 
6. a:=one-of(argminaєA(s)h(succ(s,a)).//Select best action. 
7. Execute action a.     //Action ‘a’ is implemented. 
8. s:=sδ2. //New state is generated after action ‘a’. 
9. Calculate gs. //Delay, loss measured for current state 
10. IF gs<threshold THEN GOTO step 13 ELSE GOTO step 11. 

/*Local constraints must be satisfied.*/ 
11. a:=next(argminaєA(s)h(succ(s,a)).//Select next action. 
12. Execute action a. GOTO step 8. 
13. IF no. of calls>1 THEN GOTO step 14 ELSE GOTO step 3. 
14. Classify ongoing calls as accepted calls whose 

gs<threshold. Rest of the calls is degraded calls. 
15. Stop action a є A(s) for accepted calls. 
16. Execute action a:=argminaєA(s)h(succ(s,a)) in degraded 

calls. 
17. s:=sδ3. GOTO step 9.//New state is generated after 

action ‘a’ 
18. Calculate gs for s є G.//Goal heuristics calculated 

3   Implementation of the Algorithm 

3.1   Description of the Test-Bed 

Our experimental test-bed, as shown in Fig. 2 consists of fixed and mobile nodes for 
VoIP communication, wireless access points, a switch and a Session Initiation 
Protocol (SIP) server. X-Lite [6] is used as the softphone with support for various 
audio codecs and Group QoS (GQoS). The Brekeke SIP server [7] is SIP Proxy 
Server and Registrar. ManageEngine VQManager [8] is used to analyze QoS metrics 
of ongoing call. Further, User Datagram Protocol (UDP) is used with Real-time 
Transport Protocol (RTP) on top of it. 
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SIP Server
Access Point

Fixed Nodes
          Mobile Nodes 

 

Fig. 2. Experimental Test-Bed 

3.2   Test-Bed Analysis Phase 

Initially the effect of buffer size is studied. Four scenarios are created using Network 
Emulator for Windows Toolkit (NEWT) [9] as shown in Table 1.  

Table 1. Different Network Scenarios 

Parameters Scenario 1 Scenario 2 Scenario 3 Scenario 4 
Network Latency in ms 100 100 100 100 

Network Loss in % Nil Nil 30 30 
Buffer Size in packets Maximum 20 Maximum 20 

Table 2. Delay and Loss in each scenario 

Scenarios Max. Delay Avg. Delay Max. Loss Avg. Loss 
1 156 ms 112 ms 0 % 0 % 
2 39 ms 11 ms 44 % 5 % 
3 94 ms 6 ms 61 % 22 % 
4 6 ms 1 ms 49 % 21 % 

 
As seen from Table 2, increase in loss rate in network results in degraded 

performance in terms of packet loss in scenario 4. As buffer size is increased, end-to-
end delay increases and retransmissions take place after certain timeout, resulting in 
further loss as in scenario 3. Even in absence of loss rate, increasing buffer size 
increases end-to-end delay while decreasing it increases loss as seen in scenarios 1 
and 2 respectively. So selection of proper buffer size is important.  

It is also observed that if in/out bit rate in an endpoint (caller/callee) varies 
significantly with time, call quality drops and terminates at last. BroadVoice 32 
(BV32) [10] is used as the codec and in and out buffer size of an end-point is varied 
to get the results as shown in Table 3. Fig. 3(b) shows the call termination as the 
in/out bit rate varies in contrast to Fig. 3(a) where the call continues. Thus it can be 
inferred that similar buffer sizes and hence comparable bitrates must be maintained 
for a call to continue successfully. 
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Table 3. Readings for the variable in/out bit rate in an endpoint 

Local-> 
Remote Buffer 
size (packets) 

Remote-> 
Local Buffer 
size (packets) 

Sending Rate 
(kbps) 

Receiving 
Rate (kbps) 

Call Duration 
(sec) 

20 20 26 26 1137  
90 20 26 54 168  

 

                           (a)                                                                       (b) 
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Fig. 3. Effect of (a) constant in/out bit rate (b) variable in/out bit rate on ongoing call 

Further, effect of active queue management is studied. Active queues drop 
packets before queue is full based on certain probabilities and threshold parameters to 
maintain bursts in flows and fairness among users. Here Random Early Detection 
(RED) [11] queue is implemented by keeping maximum threshold at 100 and 
minimum threshold at 50. We create two congested media having 1kbps and 10 kbps 
Constant Bit Rate (CBR) background traffic. As observed from Table 4, in 
moderately congested medium, delay and loss are within tolerable limits. Thus it is 
advantageous than having fixed size buffer. However, increase in congestion 
increases loss when RED is implemented. So selection of active queue management 
policy is of utmost importance towards maintaining quality of call. 

Table 4. Different Execution Scenarios of RED implementation 

Parameters 
Background traffic 1 

kbps 
Background traffic 10 

kbps 
Average Delay in ms 66 70 
Average Loss in % 6 14 

P
ac

ke
t L

os
s 

  
in

 %
 

Various Scenarios  

Fig. 4. Effect of Controlled Load and Guaranteed Load on loss in various scenarios 
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Finally we implement IntServ model to optimize VoIP performance. IntServ 
model proposes 2 service classes [12] namely, 

 

1 Controlled load service [13] for reliable and enhanced best-effort service, 
2 Guaranteed load service [14] for applications requiring a fixed delay bound. 

 

Both are implemented in the test-bed for the scenarios as mentioned in Table 1. 
Experiment results conclude that controlled load service gives better performance in terms 
of packet loss than guaranteed service in scenarios 1, 2 and 3 as seen in Fig. 4. In scenario 
4 which is the most congested scenario, call terminates in 58 seconds and 111 seconds 
under guaranteed service and controlled load service respectively. So it is concluded that 
controlled load service is more suited during congestion than guaranteed service. 

3.2.1   Selection of Order of Implementation of Optimization Techniques 
From analyzed results, the order of implementation is proposed. 

 

• Case 1: Both delay and loss are within tolerable range. 
Guaranteed load service is applied to further enhance it. 

• Case 2: Delay is tolerable but loss is high. 
Buffer size of access points is increased till acceptable value of delay. Further, 
RED is applied as the next option. If loss persists, third option is to apply FEC 
technique. Lastly, controlled load service is applied. 

• Case 3: Loss is less but delay is high. 
The buffer size of access points is decreased till acceptable value of loss. 
Weighted RED is applied as the next option with random drop type to ensure 
fairness. Controlled load service is applied as the last option. 

• Case 4: Both delay and loss are poor. 
Controlled load service is applied. RED is implemented with small difference 
between maximum and minimum thresholds as next option. 

3.3   Test-Bed Implementation Phase 

Our proposed approach is initially implemented in a single call scenario in the test-
bed as described in Section 3.1. Network conditions are varied using NEWT. 
Heuristic categories are described in Table 5. Fig. 5 shows the state-space diagram for 
the call. Heuristics for each state are shown in Table 6 and the transition function for 
every link is described in Table 7. The average delay is 120 ms and packet loss is 1%. 
The average MOS is 3.3. Thus the call is of acceptable quality. Readings from 
VQManager as seen in Fig. 6(a) suggest that loss and delay remain uniform and 
tolerable in degraded conditions. 

Table 5. Category of Heuristics 

Heuristic Category Description 

Excellent Delay<=100 ms, Loss <=1%, MOS>=4 
Good 100ms<Delay<=150 ms,1%<Loss<=2%, 3.5<=MOS<4 
Average 150ms<Delay<=180 ms,2%<Loss<=5%, 2<=MOS<3.5 
Poor Delay>180 ms, Loss>5%, MOS< 2 
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Fig. 5. State transition diagram for the call 

Table 6. Heuristics for each state during the call 

State Delay (ms) Loss(%) MOS Duration (s) Comments 
1 6 0 4.4 1 Start State 
2 19 0 4.4 420 Excellent 
3 85 0 4.4 530 Excellent 
4 69 0 4.4 90 Excellent 
5 95 0 4.4 350 Excellent 
6 131 0 4.4 137 Good 
7 147 0 4.4 126 Good 
8 169 0 4.4 600 Average 
9 164 0 4.4 187 Average 
10 160 2 3.3 143 Average 
11 169 2 2 136 Average 
12 169 2 1.8 136 Poor 
13 143 2 2 340 Average 
14 163 2 2 250 Goal State 

Table 7. Transition function for every link between the states 

Link Transition Functions Comments
1-2 50 ms latency(δ1)
2-3 65 ms latency(δ1)
3-4 Guaranteed service applied(δ2) Delay decreases to some extent 
4-5 80 ms latency(δ1)
5-6 120 ms latency(δ1)
6-7 (δ1) Delay varies significantly 
7-8 Buffer size reduced to 50(δ2) Delay decreases 
8-9 Buffer size reduced to 30(δ2) Delay reaches threshold mark. 
9-10 0.01 Loss rate(δ2) 1 out of every 100 packets is lost.  
10-11 Buffer size increased to 45(δ2) To decrease loss & enhance MOS 

11-12 Buffer size increased to 60(δ2) 
It is done to decrease increasing loss. 

MOS now becomes uniform. 

12-13 RED applied with max threshold 
of 100 and min threshold of 50(δ2)

As buffer size cannot be increased 
further due to increase in delay, the 
next best ranked action is chosen. 

13-14 Controlled load is applied(δ2) MOS gets improved. 
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The proposed algorithm is implemented in a multiple call scenario. Two calls are 
made and mapped as state-space diagrams. Fig. 6(b) shows that delay and loss remain 
tolerable. The heuristic values are shown in Table 8. 
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Fig. 6. Variation of delay, loss and MOS in (a) single and (b) multiple call scenario 

Table 8. Heuristic values in multiple call scenario 

Parameters Minimum Maximum Average 
Delay  (ms) 4 110 49 
Loss (%) 0 30 5 
MOS 1.4 4.4 3.6 

                          (a)                                                           (b)                                        (c) 

              

                                                                  (d)                    (e)  

Fig. 7. Images during a video call with (a) 0 % (b) 3 % (c) 4 % (d) 6 % (e) 5 % loss 

Finally, the algorithm is applied to video call which degrades with increasing 
network loss as seen in Fig. 7. Applying the algorithm makes it recognizable as in 
Fig. 7(e). Thus QoS of video call is maintained adaptively. 
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4   Benefits of the Proposed Algorithm 

The benefits of the algorithm are discussed hereby. State-space search has been 
directed towards finding optimal routes between nodes in various network conditions 
as in [15]. However, little work as in [16] and [17] has been done with respect to 
mapping network related problem to state-space problem and solving it. Our proposed  
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Fig. 8. Flowchart depicting the proposed approach 
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approach addresses QoS maintenance in real-time systems by mapping it into state-
space search problem. This is advantageous as advanced search techniques and new 
optimizations, for instance as stated in [18] and [19] can be applied. It aims to build 
automated system which applies transition functions to satisfy constraints, relieving 
applications from complexities of QoS maintenance and maintaining transparency 
[20]. From state-space perspective, it satisfies inferential adequacy, inferential 
efficiency and aquisitional efficiency.   

5   Conclusion 

In this paper, we have dealt with the problem of adaptive QoS maintenance under 
dynamic and diverse network conditions and applied optimization techniques 
accordingly. Test-bed readings verify the fact that application of proposed algorithm 
in single and multiple voice and video calls keeps delay and loss within threshold 
limits even as network conditions vary with time. The algorithm further ensures that 
no conflict arises during application of optimization techniques as proper sequence is 
maintained among them. While VoIP traffic binds this algorithm to real-time heuristic 
search, modern optimizations in dynamic search domain can be further applied to 
state space search approach. 
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Abstract. Unified Modeling Language has been widely used in software 
development for modeling the problem domain to solution domain. The major 
problems lie in comprehension and testing which can be found in whole 
process. Program slicing is an important approach to analyze, understand, test 
and maintain the program. It is a technique for analyzing program by focusing 
on statements which have dependence relation with slicing criterion. Program 
slicing is of two types (i) Static slicing (ii) Dynamic slicing. Dynamic slicing 
refers to a collection of program execution and may significantly reduce the 
size of the program slice because runtime information, collected during 
execution, is used to compute the program slice. In this paper we introduce an 
approach for constructing dynamic slice of unified modeling language (UML) 
using sequence diagram, state chart diagram, class diagram along with the 
activity diagram. First we construct an intermediate representation known as 
model dependency graph. MDG combines information extracted from various 
state diagram. Then dynamic slice is computed by integrating the activity 
models into the MDG. For a given slicing criterion DSA algorithm traverse the 
constructed MDG to identify the relevant model element. 

Keywords: Program Slicing, Dependency graph, UML Model, DSA algorithm. 

1   Introduction 

Unified Modeling Language has been widely used in software development for 
modeling the problem domain to solution domain. It is a result of the evolution of 
object-oriented modeling languages. It is used for modeling software systems; such 
modeling includes analysis and design [1]. By an analysis the system is first described 
by a set of requirements, and then by identification of system parts on a high level. 
The design phase is tightly connected to the analysis phase. It starts from the 
identified system parts and continues with detailed specification of these parts and 
their interaction. For the early phases of software projects UML provide support for 
identifying and specifying requirements as use cases. Class diagrams or component 
diagrams can be used for identification of system parts on a high level.  

During the design phase class diagrams, interaction diagrams, component diagrams 
and state chart diagrams can be used for comprehensive descriptions of the different 
parts in the system. 
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Analysis of UML models is a challenge since the information about a system is 
distributed across several model views captured through a large number of diagrams. 
Analysis of the impact of a change to one model on other elements therefore becomes 
a non-trivial problem[1][2]. Though UML models are used to reduce the complexity 
of a problem, but with the increased in product size and complexities, the UML 
models becomes very large and complex that may involves thousands of interaction 
among the hundreds of objects. So it becomes very difficult to understand such large 
model.  

Now a day we are dealing with a huge project that may contain hundreds of 
thousands of lines of code. Here are several situations that all of us might run into, as 
a tester: Now, you figure out there is somewhere in the program that produce an 
incorrect output. In order to find where the error comes from, we need to know all 
previously executed statements that have some effect to the output. Then, now, a bug 
is found and fixed. But, we cannot guarantee the changed statements will not affect 
the rest of the program in the future. Studies of software maintainers have shown that 
approximately 50% of their time is spent in the process of understanding the code 
that they are to maintain. So, our goal is to: Reduce the complexity of the program 
and save the regression testing time. This is possible by breaking the code into small 
number of pieces. 

In this context, we have proposed to use program slicing[8] techniques to 
decompose large architectures model into small manageable parts. Program slicing is 
an important approach to analyze, understand, test and maintain the program. It is a 
technique for analyzing program by focusing on statements which have dependence 
relation with slicing criterion. Program slicing is of two types (i) Static slicing[2][7] 
(ii) Dynamic slicing[4][5]. Dynamic slicing refers to a collection of program 
execution and may significantly reduce the size of the program slice because runtime 
information, collected during execution, is used to compute the program slice. 

In this paper, we concentrate on UML activity diagrams to automatically generate 
test cases. This paper is organized as follows: A brief discussion on basic concepts is 
given in the next section. In Section 3 we discuss proposed model. Section 4 describes 
our Model dependency graph. Section 5 discusses dynamic slicing technique to 
generate dynamic slice and conclusions are given in Section 7. 

2   Basic Concept 

In this section, we present an overview of those aspects of UML 2.0 and slicing 
technique which are relevant to our work. 

2.1   Class Diagrams 

A class diagram consists of the parts classes, associations and generalizations, and can 
exist in several different levels. Below is an identification of three different useful 
levels, starting with the least detailed.  

 

•  Conceptual class diagrams (conceptual model), represent concepts of the 
problem domain  
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•  High level class diagrams (type model), describe static views of a solution to 
a problem, through a precise model of the information that is relevant for the 
software system  

•  Detailed class diagrams (class model), include data types, operations and 
possibly advanced relations between classes  

2.2   Sequence Diagram 

UML sequence diagrams are used to model the flow of control between objects. It can 
be hard to understand the overall flow in a complex system without modeling it. 
Sequence diagrams model the interactions through messages between objects; it is 
common to focus the model on scenarios specified by use-cases. It is also often useful 
input to the detailed class diagram to try to model the specified use cases with 
sequence diagrams, necessary forgotten operations and relations are usually found. 
The diagrams consists of interacting objects and actors, with messages in-between 
them. 

2.3   State Chart Diagram 

UML State charts are most often used for low level design, like modeling the internal 
behavior of a complicated class. But they are also useful on a higher level on 
modeling different states of a whole system; this can be compared to the usage of 
class diagrams on several levels. 

2.4   Activity Diagram 

Activity diagrams can be in many places in the design process; sometimes even 
before use case diagrams for understanding the workflow of a process. But they can 
also be used for defining how use cases interact or even for detailed design. Basic 
elements in activity diagrams are activities, branches. 

3   Proposed Model 

To compute the dynamic slice of the UML model, we structure our work into 
following steps: 

3.1   Development of Various UML Diagram 

Given a problem domain, first we have to develop UML model including class 
diagram along with various sequence diagram and activity diagram. 

3.2   Construction of an Intermediate Representation 

We propose an intermediate representation for software architecture by integrating 
various UML diagrams viz., class, and sequence and state-machine diagrams into a  
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single system model. Such a representation would capture all relevant information 
spread across diverse model views into a single structure and can facilitate effective 
and efficient slicing. 

3.3   Implementation of Dynamic Slicing Algorithm 

Based on the constructed intermediate representation, we propose an algorithm for 
dynamic slicing of UML architectural models using state information. Our slicing 
algorithm is based on traversing the edges of our intermediate representation for any 
given scenario execution in the slicing criterion. Through model dependency graph 
(MDG) traversal, our slicing algorithm would identify the relevant model elements 
from an architecture based on the dependencies among them to compute dynamic 
architectural model slice.  

 

Fig. 1. Proposed Model 

4   Model Dependency Graph 

In this section, we present an overview of an intermediate representation  which we 
have named Model Dependency Graph(MDG).We first discuss the key elements of 
MDG and then outline the representation of a generic system using MDG[3]. MDG 
represents both structural aspects modelled in various class diagrams as well as 
behavioral aspects modelled in sequence, state-machine and activity diagrams of an 
architecture. An MDG provides an integrated view of all such UML diagrams. 
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4.1   MDG Nodes 

An MDG consists of different types of nodes that correspond to the elements of either 
class, or sequence diagrams. The different nodes of the MDG are as follows: 
 

• A class access (CA) node is defined for every class in the UML architectural 
model. 

• A method access (MA) node is defined for every operation of a class. 
• An attribute (AT) node is defined for every class attribute. 
• A parameter (PR) node is defined for every operation parameter specified in 

an operation signature. 
• A return (RT) node is defined for every return parameter specified in an 

operation signature. 
• A predicate class (PC) node is defined for every combined fragment used in a 

sequence diagram. 
• An interaction (IT) node is defined for every interaction occurrence used in a 

sequence diagram. 

 
MDG NODES 

   Class access node for class X                      

  Return node for return value n                  

 Interaction node for reference to sequence diagram n 

 Method access node for method n 

Attribute node for attribute n             

Parameter for Parameter n 
 

Fig. 2. Different types of MDG nodes 

4.2   MDG Edges 

The nodes of an MDG can be interconnected by two types of dependence edges 
namely 
 

• class-induced dependence edges  
• interaction-induced dependence 

 

We can classify MDG edges into following based on the type and nature of 
information available from class, sequence, state machine and activity diagram, 
respectively. 
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• Edges of the MDG can be based on the elements in the class diagram. 
Different types of edges in this category include member dependence, method 
dependence, data dependence and relationship dependence edges. We call all 
such dependencies class-induced dependence edges. 

• Edges of the MDG can be based on the elements in the sequence diagram. We 
call all such edges message dependence edges. 

• Edges of the MDG can be based on the elements in the state-machine diagram. 
The data dependence edges in the MDG arising because of specific guard 
conditions that change an object’s state fall under this category. We call all 
such dependencies state-induced dependence edges. 

 
MDG edges 

  Member dependency edge 

  Method dependency edge 
   Data dependency edge 

 
 
Relationship dependency edges: 
 
    
 
 
Message dependency edges: 

 

 
Generalisations 
Composition 
Aggregation 

 

 
 Call dependency edge 
 Return dependency edge 

Message dependency edge 

Inter sequence dependency edge 
 

Fig. 3. Different types of edges of MDG 

4.3   MDG Construction Technique 

We now briefly discuss how class, sequence and activity diagrams can be integrated 
to construct an MDG. The process of integrating class, sequence and activity 
diagrams has schematically been shown in Fig. 4. The integration process is carried 
out over many steps[1][3]. The exact number of steps may vary depending on the 
number of sequence diagrams present in a given UML model.  

In Step-1, an arbitrarily selected sequence diagram SDi along with the information 
present in different class diagrams is used to construct a partial MDG MDG1. In 
addition, for all the objects participating in SDi, if the object’s corresponding activity 
diagram AD is available, the object’s state information is encompassed on the 
respective CA nodes in the MDG . Next, the process carried out in Step-1 is repeated  
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Fig. 4. Integration process for MDG 

during Step-2 on another arbitrarily selected sequence diagram SDj. This step also 
updates MDG1 constructed in previous step, resulting in a partial MDG MDG2.  

The same process is repeated till all the sequence diagrams have been considered. For 
integrating a model with n sequence diagrams, the Step-n will result in MDGn. The 
MDGn constructed after n steps is the final MDG obtained at the end of integration. 

5   Dynamic Slicing Technique 

A dynamic program slice is that part of a program that ‘‘affects’’ the computation of a 
variable of interest during program execution on a specific program input[4]. A slice 
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is constituted by the statements that affect the value of  the program with respect to 
the given variable occurrence .The various statements are statements using variables, 
expressions and assignments and control flow statements. It is an executable portion 
of the original program whose behavior is, under the same input, indistinguishable 
from that of the original program on a given variable ‘V’ at point ‘P’ in the 
program[8][9]. Weiser defines a program slice with respect to slicing criterion that 
consists of program point ‘s’ and a subset of program variables ‘v’ is now called 
executable backward static slice. Executable means the slice is required to be an 
executable program, backward means the direction edges are traversed when a slice is 
computed using a directed graph and static means they are computed as the solution 
to a static analysis problem (i.e., without considering the program’s input). 
 

• A dynamic slice consists of only those statements that actually affect the value of a 
variable at a program point for a given execution[9]. It computes those statements 
which influence the value of a variable occurrence for a specific program.  

• It requires the path to be same in the original program and in the slice.  
• A dynamic slice is constructed with respect to only one execution of the 

program (iteration number is taken into account). A dynamic slice preserves 
the effect of the program for a fixed input. 

• Based on the constructed intermediate representation shown in fig 4, we 
propose an algorithm for dynamic slicing of UML architectural models using 
state information. Our slicing algorithm is based on traversing the edges of our 
intermediate representation for any given scenario execution in the slicing 
criterion. Through model dependency graph (MDG) traversal, our slicing 
algorithm would identify the relevant model elements from an architecture 
based on the dependencies among them to compute dynamic architectural 
model slice.  

• This subsection presents our DSA algorithm in pseudocode form. It assumes 
that the information about the  classes and the interactions is available from a 
given UML model. 
 

Algorithm DSA 
Requires : SetClass = {CL(1) ... CL(n)} 

{* Set of classes in a model *} 
SetInteraction = {I1 ... Im } 

 
Initialization : Graph MDG = NULL 

List  ScenarioMsgList = NULL 
 

Input : SCd    = [CACL(n) , Smj , DM ] {* Slicing Criterion *} 
 
Output : DAMS(CACL(n) , Smj , DM ) 
 
Phase 1 : Incremental extraction of information from  structural 
and behavioral models to construct an MDG 

{* Call a procedure for MDG construction *} 
MDG = ConstructMDG(SetClass, SetInteraction); 
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Phase 2 : Traversal of MDG to compute a dynamic slice 
for every dependent node traversed from CACL(n) corresponding 
to Im (k) ∈ ScenarioMsgList based on DM     during execution of 
scenario Smj   do TraverseMDG(MDG, Im (k), DM ); 

DAMS(SCd )=Track DynSlice(MDG, Im (k), DM ); 
end  for 
DisplaySlice(DAMS(SCd )); 

End DSA 
 

• After  the  slicing  criterion  is  given  as  an  input,  DSA computes a dynamic 
slice on by executing  Phase 2 of the algorithm. 

6   Test Case Generation 

The complexity of testing a system model can be possibly be attributed to the fact that 
it involves testing a fully integrated system. With increasing complexity of  the 
systems it is expected that a very large set of test cases would be required to achieve 
full test coverage.Test cases can be generated by identifying all the possible paths in 
MDG. These can be selectively identified for a particular use case with  a specific 
scenario execution. Once the dynamic slice is computed for a particular slice 
criterion, it becomes evident that model element is contributed 

7   Conclusion 

We have proposed a technique for dynamic slicing using state information. Efficiently 
constructing precise slices of UML architectural models is a difficult problem since 
the model information is distributed across several diagrams with implicit 
dependencies among them. We first construct an intermediate representation called 
MDG.MDG integrates the structural and behavioral aspects of an architectural design. 
Then test cases are generated based on the path of MDG. The Dynamic slice is 
calculated based on test criteria. Here DSA algorithm has been imlemented to 
compute accurate slice. 
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Abstract. RF power harvesting is one of the diverse fields where still research 
continues. The energy of RF waves used by devices can be harvested and used 
to operate in more effective and efficient way. This paper highlights the 
performance of energy harvesting in an efficient way by using a simple voltage 
doubler. With slight modifications we attained high output voltage from 
harvested RF energy. The modified form of existing schottky diode based 
voltage doubler circuit is presented to achieve high output power for an average 
input RF power of 20 dBm. The performance of the circuit is studied with 
simulation results in ADS tools. 

Keywords: RF power scavengers, voltage doubler, Impedance matching, 
resonant circuits. 

1   Introduction to RF Energy Harvesting 

Nowadays common resource constrained wireless devices operated using battery 
faces disadvantages as follows:  

 

� Need for main supply to charge drained mobile phone batteries.  
� Need to carry charger at all times.  
� Use of batteries adds to size.  
� Use of Non renewable energy sources.  

 

A viable solution to the above shortcomings is thought of and it is-“Capturing the 
available energy from the external ambient sources - a technology known as “Energy 
Harvesting” .Other names for this technology are – Power harvesting , energy 
scavenging and Free energy derived from Renewable Energy.  

Elaborating further, Energy harvesters take the necessary fuel from the ambient 
external sources and obviously available freely for the user, cutting down the cost 
factor of charging batteries. The external ambient energy sources which are most 
considered and used for energy harvesting are Wind , Solar , Vibration, 
Thermoelectric, Temperature Gradient, Radio Frequency (RF) , Acoustic etc. Notable 
advancements in the low power consuming wireless electronic devices are also a 
driving factor for thirst in such RF power scavenging technologies. 
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2   Energy Harvesting through RF  

In this paper we focus on energy harvesting technique from electromagnetic energy. 
Radio waves are present everywhere since it is used for signal transmissions of TV, 
Radio, Mobile phones etc. Omni directional antennas are the major components used 
in communication systems to broadcast RF power in KW range. In practice for 
mobile communication, very few milli-watts of RF power can be scavenged from the 
atmosphere as the receiver sensitivity of the mobile phone antennas is very high. The 
major factor for such a tremendous reduction in the transmitted power is absorption 
by the objects (i.e. obstacles) present in the path of the RF waves and also loss of 
power in the form of heat in materials where it gets absorbed. Most of the wireless 
devices like mobile phones consume only microwatts to milliwatts range of power for 
their operation in sleep & active modes respectively. So we can readily tap the RF 
power available in the external environment using scavenging circuit and use it to 
operate our mobile phones. Now, we can see our proposed circuit for achieving such 
functionality. The figure [1] shown represents the block diagram of various 
ingredients to design our proposed circuit. 

 
Fig. 1. Block diagram 

3   System Overview  

The received RF power by an antenna is streamed through a rectifier circuit and then 
through a power converter circuit which increases the rectified voltage i.e. doubles 
/triples/quadruples. Finally the converted output DC power can be used for driving the 
device or it can also be used to recharge batteries. The significance of the Impedance 
Matching circuit is to match the impedance of antenna with that of rectifier circuit. 
This achieves higher efficiency in attaining the output power. The input power 
received by the antenna is transferred to the rectifier circuit only at the resonant 
frequency. By using impedance transformation circuit, operation of the circuit is 
restricted to a specific frequency range of 0.9GHz – 1.8GHz which is the operating 
band for mobile communication.  
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The figure [2] shown is a basic voltage doubler circuit which receives the input AC 
voltage.  

During the positive half cycle of the input voltage the upper diode will be forward 
biased whereas the lower diode will be reverse biased because of the polarities with 
which they are connected with the input side. Thus the upper diode acts as a short 
circuit whereas the lower diode acts as an open circuit. Thus the upper capacitor 
charges to +Vm (peak input voltage) through the upper diode with „+‟ polarity on its 
upper terminal and a „-„ polarity on its lower terminal.  

During the negative half cycle of the input voltage the upper diode will be reverse 
biased and lower diode will be forward biased because of the polarities with which 
they are connected with the input side. Thus, the lower diode acts as a short circuit 
whereas the upper diode acts as an open circuit. Thus the lower capacitor charges to 
+Vm (peak input voltage) through the lower diode with „+‟ polarity on its lower 
terminal and a „-„ polarity on its upper terminal. Because of the half wave 
rectification by the presence of the diodes in the circuit, the output taken across the 
two capacitors produces a rectified output voltage of +2Vm i.e. twice the input AC 
peak voltage. 

 
Fig. 2. Basic Voltage doubler circuit 

4   Our Proposed Design  

Figure [3] shown is our proposed circuit. In our design, in the front end of our circuit, 
we use ideal power source offering impedance of 50Ω to deliver power ranging from -
5dBm to 20dBm. Following the source, we include a resonant circuit to resonate in 
the frequency range of 0.9GHz to 1.8GHz.  

LC
f

π2

1=
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We attained the resonant circuit by adding inductor to the circuit. In order to achieve a 
wide band, the quality factor of inductor is reduced by adding resistance to the 
inductor. This helps us to boost the output power. The same circuit also acts as 
impedance matching circuit. 

Following, we have voltage doubler circuit in our design. During the positive half 
cycle, diode D1 gets forward biased and charges the capacitor C1. During negative 
half cycle, diode D2 gets forward biased and charges the capacitor C2. The output is 
taken across the load resistance RL. This circuit was designed implemented and 
simulated in ADS tool. The performance of our proposed circuits are described in the 
following section. 

 

Fig. 3. Circuit for RF energy harvesting 

5   Simulation Results  

Usually mobile phones receives a power ranging from -5dBm to 40dBm. When the 
mobile is in active mode or while we are talking over phone, the average signal power 
received by the receiving antenna of the mobile is an average power of 20 dBm.  

Figure [4] and figure [5] are graphs plotted for the input signal of 20dbm which is 
received by the antenna when the mobile is at active mode. 

If the graphs are plotted with 40dbm as input, then the output will be more, which 
is more than sufficient for the mobile phone to operate.  

From Figure [4] and [5] it is obvious that we may get a more efficient and rectified 
output voltage as well as current for the mobile to work at active state or while talking 
over phone for the desired operating frequency range of 0.9GHz to 1.9GHz. 
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Fig. 4. Graph plotted Current I Vs Frequency 

 

Fig. 5. Graph plotted Output voltage Vo Vs Frequency 

6   Major Advantages of the Circuit  

The components used here are:  
 

�  All schottky diodes of low series resistance which are the best diodes used for 
operations in RF region. And the switching property of the diode is superior.  

�  The capacitors used are of values that are easily available.  
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�  The inductor used in the circuit has low inductance value which is smaller in size 
also easily available.  
 

This proposed circuit can be readily and easily manufactured without the need to 
order for fabrication thereby proving to be a cost effective one.  

7   Conclusion  

Our proposed circuit generates a minimum rectified output voltage and current. This 
output can still be increased by reducing the capacitance values to the range of very 
low values and increasing the voltage multiplier stages. However this proposed circuit 
can conveniently capture the RF energy from the environment and convert it to a 
useful power which can be used to operate the mobile phones. Because of the 
minimum size of the above circuit, it can easily be implemented in the mobiles 
without any space constraints. As on whole this circuit can conveniently operate a 
mobile without the need for charging the battery separately. 
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Abstract. A Bluetooth ad hoc network can be formed by interconnecting 
piconets into scatternets. The constraints and properties of Bluetooth scatternets 
present special challenges in forming an ad hoc network efficiently. This paper, 
the research contributions in this arena are brought together, to give an 
overview of the state-of-the-art.  

Simply stated, Bluetooth is a wireless communication protocol. Since it's a 
communication protocol, you can use Bluetooth to communicate to other 
Bluetooth-enabled devices. In this sense, Bluetooth is like any other 
communication protocol that you use every day, such as HTTP, FTP, SMTP, or 
IMAP. Bluetooth has a client-server architecture; the one that initiates the 
connection is the client, and the one who receives the connection is the server. 
Bluetooth is a great protocol for wireless communication because it's capable of 
transmitting data at nearly 1MB/s, while consuming 1/100th of the power of 
Wi-Fi. We discuss criteria for different types of scatternets and establish 
general models of scatternet topologies. Then we review the state-of-the-art 
approaches with respect to Bluetooth scatternet formation and contrast them. 

Keywords: Bluetooth, Scatternet formation, Piconet, Ad hoc network. 

1   Introduction 

Bluetooth is a networking technology aimed at low-powered, short range applications. 
It was initially developed by Ericsson, but is governed as an open specification by the 
Bluetooth Special Interest Group . Bluetooth is a recently proposed standard for short 
range, low power wireless communication. Initially, it is being envisioned simply as a 
wire replacement technology. Its most commonly described application is that of a 
“cordless computer “consisting of several devices including a personal computer, 
possibly a laptop, keyboard, mouse, joystick, printer, scanner,etc., each equipped with 
a Bluetooth card. There are no cable connections between these devices, and 
Bluetooth is to enable seamless communication between all them, essentially 
replacing what is today achieved through a combination of serial and parallel cables, 
and infrared links. However, Bluetooth has the potential for being much more than a 
wire replacement technology, and the Bluetooth standard was indeed drafted with 
such a more ambitious goal in mind. Bluetooth holds the promise of becoming the 
technology of choice for adhoc networks of the future. This is in part because its low 
power consumption and potential low cost make it an attractive solution for the 
typical mobile devices used in adhoc networks. This paper includes some previous 
work done on bluetooth scatternet. This paper is organized as follows.  
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We briefly describe the salient features of the Bluetooth technology in Section II. 
We describe key technical challenges that need to be addressed for its successful 
deployment in large scale adhoc networks in Section III. We discuss certain design 
objectives in Section IV, and briefly review the existing research in Section V. In 
section VI ,We describe Survey on researches  that had been done previously and we 
conclude the paper in section VII.  

 

Fig. 1. An example Bluetooth topology is illustrated. The nodes are organized into 3 piconets. 
The masters of these piconets are M1; M2; M3 respectively. The remaininnodes are the slave 
nodes or bridge nodes. Slave nodes S1 and S2 can communicate via master M1: Nodes S1 and 
S3 can communicate via masterM1; bridge B and masterM2. 

2   Bluetooth Operation  

Bluetooth basics is as follows: 
 

1.Connection establishment  
2.Concept of an ad-hoc piconet  
 

In this section, we briefly describe the basic features of a Bluetooth network. 
Nodes are organized in small groups called piconets. Every piconet has a leading 
node called “master,” and other nodes in a piconet are referred to as “slaves.” A node 
may belong to multiple piconets, and we refer to such a node as a “bridge.” A piconet 
can have at most 7 members. Refer to figure 1 for a sample organization. Every 
communication in a piconet involves the master, so that slaves do not directly 
communicate with each other but instead rely on the master as a transit node. In other 
words, Bluetooth provides a half-duplex communication channel. Communication 
between nodes in different piconets must involve the bridge nodes. A bridge node 
cannot be simultaneously active in multiple piconets. It is active in one piconet and 
“parked” in others. Bluetooth allows different activity states for the nodes: active, 
idle, parked, sniffing. Data exchange takes place between two nodes only when both 
are active. Activity states of nodes change periodically. 

Connecting two devices via Bluetooth requires phases: 

1).inquiry: This process consists of a sender broadcasting inquiry packets, which 
do not contain the identity of the Inquiry sender or any other information. 
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_ Inquiry Scan: In this state, receiver devices listen for inquiry packets, and upon 
detection of any such packet, the device broadcasts an inquiry response packet. This 
contains the identity of the device and its native clock. 

 

2)  Page: When paging, a sender device tries to form a connection with a device 
whose identity and clock are known. Page packets are sent, which contain the 
sender’s device address and clock, for synchronization. 

_ Page Scan: In this state a receiver device listens for page packets. Receipt is 
acknowledged and synchronization between the devices is established 

3   Challenges in Bluetooth Design 

The Bluetooth specifications have left several design issues open to implementation, 
when it comes to its use as a networking technology. The objective is to allow 
designers flexibility so as to cater to the individual network requirements. However 
for adapting the technology towards large scale deployment in adhoc networks it is 
imperative that there be a systematic procedure for attaining some of the most 
common design objectives. We first examine the open issues and then discuss why 
these need to be carefully “nailed down” in order to satisfy certain universal design 
objectives. A predominant open issue is how to decide which nodes become masters, 
slave and bridges. In Bluetooth, nodes are assumed physically equivalent with respect 
to their Bluetooth capabilities, so that the master and slave states are purely logical. 
This is a useful feature in the context of adhoc networks where nodes will likely be 
reasonably homogeneous, but it also introduces several problems. This is because the 
decision for a node to become slave or master affects the connectivity that will be 
available to other nodes. In addition, a node needs to decide the number of piconets it 
should join, and when multiple choices are possible, which subset of piconets to 
choose. This latter issue arises because a node may have several masters within its 
communication range. Note that the master of one piconet can participate as a slave in 
another one. There are multiple facets to the decision of how many piconets a node 
should join. On one hand, bridge nodes that belong to multiple piconets improve 
connectivity, which reduces the number of communication hops needed to transfer 
data between any two nodes and can, therefore, improve overall throughput. On the 
other hand, the larger the number of piconets a node joins, the larger the associated 
processing, storage, and most important, communication overhead. This is because a 
node needs to store certain information about each of the piconets it participates, and 
furthermore can only be active in one piconet at the time. Specifically, at any one time 
a node can be active in one piconet and must be parked in the other piconets to which 
it belongs. Switching from one piconet to another involves a non-negligible 
processing overhead. In addition, while involved in communications in one piconet, a 
node is unavailable for communications in all the other piconet. This can also affect 
throughput, albeit this time negatively, as the participation of one node in multiple 
piconets proportionally reduces the capacity available for communications between 
any two of the piconets to which it belongs. Note that the impact of this constraint 
also depends on whether the node is involved in piconets only as a slave, or whether it 
is the master of one of the piconets. In the latter case, any period during which the 
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node is acting as a slave in some piconet, corresponds to a communication blackout 
for all the slaves of the piconet for which it serves as a master. Intuitively, this is an 
undesirable effect, even if its magnitude depends on the number of nodes involved in 
the affected piconet. As a matter of fact, the number of slaves that a piconet should 
have is itself an open issue. The Bluetooth specification imposes an upper bound on 
this number (7), but performance considerations should also be taken into account. 
For one, as discussed above, the number of piconets in which a master participates 
should be different from that of a slave. In general, even in the absence of any other 
constraints, e.g., assuming all nodes are capable of communicating with all other 
nodes, the best (throughput wise) configuration in terms of masters, slaves, and 
bridges is unclear. Having as few masters as possible can increase the number of 
nodes that are reachable either directly or in a small number of hops. However, it also 
means that more nodes are sharing the communication channel associated with each 
master. Similarly, the number of bridge nodes that should exist between different 
piconets is also unclear. Many bridges can facilitate load distribution and improve 
connectivity, but this comes at the cost of increasing the complexity of synchronizing 
communication Schedules an added overhead when switching from piconet to piconet 
(recall that a node can be active in only one piconet at the time). 

For Bluetooth to succeed as a technology on which adhoc networks can be built, it 
is not only essential to find light-weight solutions to the above problems, but those 
solutions must be fully distributed. In other words, they should not assume the 
existence of a central entity with access to the entire system/network state, and nodes 
decisions should only be based on information about their own state and that of their 
“neighbors.” However, the definition of what a node’s neighborhood consists of is 
itself not clear. Does it consist only of nodes belonging to the same piconet(s), or does 
it also include other nodes within communication reach? More generally, a 
neighborhood could be defined as all nodes that are k or less “hops” away (hop count 
corresponds to the number of masters/piconets that need to be traversed). Clearly 
there is a trade-off between the accuracy (or optimality) of the decisions that can be 
made under different scenarios. In general, the more information is available, the 
better the decisions. However, this comes at the cost of a higher latency, a higher 
processing cost, and a higher control overhead. It is, therefore, important to identify a 
design point that is both implementable and capable of providing a reasonably 
efficient operational solution. One of our goals is to start exploring the space of 
potential solutions to identify the range of available options. 

In this paper, we focus on an initial exploration of some of the above issues that are 
associated with the problem of “topology formation,” when attempting to build an 
adhoc network based on the Bluetooth technology. These are, however, not the only 
issues that one would need to address in the context of a Bluetooth adhoc network, 
and there are many other interesting questions dealing with actual data transmission. 
For example, how does a master decide the order of data transmission among slaves?. 
How does a bridge node decide its order of participation in different piconets. The 
scheduling should be designed so that a master completes its communication with a 
bridge node while it is active in its piconet. This requires giving priority to bridge 
nodes as compared to ordinary slaves, and the priority of a bridge node should also 
depend on the number of piconets it participates in. These issues are closely related to 
administering different quality of service to different end nodes. 
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4   Design Objectives 

We describe some of our design objectives in deciding how to best form Bluetooth 
topologies, and subsequently discuss the challenges involved in satisfying these 
objectives while exploiting the flexibility offered by the Bluetooth specifications. We 
are primarily concerned with three major objectives: 
 

1. Connectivity, 
2. Distributed operation and low overhead, 
3. Throughput maximization. 
 
Next, we briefly expand on those three objectives, and what it takes to achieve 

them. 
Maintaining end to end connectivity whenever feasible, i.e., when there exists a 

selection of node states (slave, bridge, master) that forms a connected topology, is 
obviously a desirable feature. Let us examine the challenges involved in achieving this 
objective within the Bluetooth design constraints. Observe first that any Bluetooth 
topology must satisfy some basic properties. For one, the partitioning of nodes into 
masters and slaves implies that the graph associated with any Bluetooth topology is a 
bi-partite graph. This is because both neither masters nor slaves ca communicate 
directly, and therefore the set of nodes associated with masters only has edges to the set 
of nodes corresponding to slaves. Similarly, the constraint that a piconet cannot contain 
more than 7 slaves implies that all nodes associated with masters must have a degree 
less than or equal to 7. This also implies that if at any time the total number of masters 
is less than one eighth of the total number of nodes, then certain nodes will not belong 
to any piconet and thus the topology remains disconnected. These are constraints that 
any topology formation algorithm must take into account.  It is not only the choice of 
role, i.e., master, slave, or bridge, that is important in determining connectivity, but the 
order in which nodes are assigned their role is also a key factor. In particular, because 
connectivity between piconets is ensured through bridge nodes and not all (slave) 
nodes are capable of playing such a role (the node must be able to “hear” the master of 
each piconet), connectivity between two piconets may be precluded if the 
corresponding node attempts to join one of the piconets after the piconet has become 
full, i.e., already has 7 slaves. This can possibly be fixed by having some slaves 
relinquish their membership in the piconet, but identifying when this is needed, e.g., 
connectivity might still exist between the piconets through a multi-hop path, and which 
node should leave the piconet, is a complex problem. Achieving connectivity is, 
therefore, a complex and possibly unachievable task, but it provides a benchmark 
against which heuristics can be evaluated. 

Our second design objective, namely a distributed operation and low overhead, is a 
must for any practical solution. As pointed out earlier, node state changes should be 
triggered in response to changes in the physical topology. Figure 2 gives an example 
of how the roles of existing nodes need to be changed to accommodate the arrival of a 
new node and maintain connectivity. In many instances, detecting and adjusting to 
topological changes is likely to require a certain amount of communications between 
nodes. One approach to minimizing overhead is to seek algorithms that rely only on 
local information, and hence have minimal communication overhead. However, it is 
unlikely that such simplistic algorithms will be able to efficiently accommodate all 
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possible scenarios. As a result, they will need to incorporate additional design 
objectives to compensate for their limited decision horizon. For example, a simple 
strategy would be to seek topologies that have significant redundancy, e.g., 
connectivity between piconets is achieved through multiple bridges or by having 
nodes serving as bridges between multiple piconets. Similarly, trying to keep piconet 
sizes small can improve the odds of success of local strategies. 

Our third design objective of maximizing throughput, while obviously desirable, 
unfortunately adds complexity of its own to an already complex problem. For 
example, the size of piconets, which plays a role in both determining connectivity and 
the overhead of any algorithm responsible for maintaining connectivity, also affects 
the throughput of the network. Consider a piconet with k slaves, and where every 
slave generates a traffic of intensity r per unit time. Such a configuration, the master 
needs to support a load of 2kr 2kr per unit time assuming it itself does not generate 
any traffic (the load on the master increases if the master generates traffic). If the 
master has a bandwidth of  BB, then we must have 2Kr ≤ B  and thus the nodal 
throughput r r that the piconet supports is inversely proportional to the number of 
members in the piconet. This would call for keeping K k small, and hence building a 
topology with many small piconets. On the other hand, a large number of small 
piconets will lead to long end to end routes, and this in turn may overload the transit 
piconets and, therefore, also limit the feasible nodal throughput. In general, the 
selection of the “right” size for piconets depends on how traffic is distributed between 
nodes and where nodes are located. For example, it is obvious that if nodes AA and B 
B are within communication range of each other and need to exchange a significant 
amount of traffic, then they should be assigned to the same piconet. However, other 
simple configurations do not necessarily yield similarly simple answers. For example, 
assuming a set of N , N nodes all capable of communicating with each other and a 
uniform traffic. Pattern, the best topology for such a configuration is not obvious. 

 

Fig. 2. The effect of arrival of a new node N is illustrated. The nodes labeled S are slaves in a 
piconet with master labeled M: The new node N is within the transmission range of M only. 
The piconet has the maximum possible number of members and thus M can not accept node N 
as its slave. Two different piconets with masters labeled M need to be formed now. 
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Another factor affecting throughput is the number of piconets a node participates 
in, and as discussed earlier this number should be different for masters and slaves. 
There are many possible options to consider, but for the sake of simplicity we propose 
that a master participate in only one piconet, and that a slave participate in up to K k 
piconets, where K k is, therefore, the only remaining design parameter. Realistic 
values for KK  are probably 22 or 33: This introduces further constraints on the 
topology construction algorithm, but they are expected to ensure minimum throughput 
levels in the network. 

5   Related Research 

In this section, we mention very briefly a number of previous works that have also 
been motivated by the need to extend the standard specifications, if the Bluetooth 
technology is to be used in building adhoc networks. 

Salonidis et. al. presents a distributed topology construction scheme in Bluetooth 
networks [6]. The basic assumption behind the scheme is that all nodes are within 
transmission range of each other. The nodes conduct a leader election algorithm. 

The winner knows the identity of all nodes and uses this information to design the 
desired topology. Thus the algorithm is not scalable if the number of nodes is large. 
This paper also shows that the average delay involved in synchronizing two nodes 
(the time spent in the inquiry and the page sequences before the nodes are able to 
exchange the clock information) is infinite if the nodes have a deterministic sequence 
of switching between inquiring and inquired (or paging and paged) modes. Bhagwat 
et al. presents a source routing mechanism for Bluetooth networks [1]. Das et al. [2] 
and Johanson et al. [4] present distributed scheduling policies for Bluetooth networks. 

6   Case Study 

This section surveys the current state-of-art for bluetooth scatternet formation 
platforms. 

In [1] A routing protocol which utilizes the characteristics of Bluetooth technology 
is proposed for Bluetooth-based mobile ad hoc networks. The routing tables are 
maintained in the master devices and the routing zone radius for each table is adjusted 
dynamically by using evolving fuzzy neural networks. Observing there exists some 
useless routing packets which are helpless to build the routing path and increase the 
network loads in the existing ad hoc routing protocols, they selectively use multiple 
unicasts or one broadcast when the destination device is out of the routing zone radius 
coverage of the routing table. The simulation results show that the dynamic 
adjustments of the routing table size in each master device results in much less reply 
time of routing request, fewer request packets and useless packets compared with two 
representative protocols, Zone Routing Protocol (ZRP) and Dynamic Source Routing 
(DSR). 

In [2] work targets small mobile computers with a Bluetooth wireless link. 
Embedded in cheap robots with data rich sensors, our target does not have enough 
processing power to do the required analysis on sensor data. We propose the use of 
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parallel processing. In this paper they outline DynaMP, a dynamic message passing 
architecture. Using an ad-hoc network with on-demand routing based on AODV. 
DynaMP has a resource discovery mechanism; it distributes code and data using Java 
class loading, with a caching mechanism to reduce network traffic. They assume the 
network is unreliable and provide a retry mechanism in distributing the problem. 

In [3] this paper studies the optimization of scatternets through the reduction of 
communication path lengths. After demonstrating analytically that there is a strong 
relationship between the communication path length on one hand and throughput and 
power consumption on the other hand, we propose a novel heuristic algorithm suite 
capable of dynamically adapting the network topology to the existing traffic 
connections between the scatternet nodes. The periodic adaptation of the scatternet 
topology to the traffic connections enables the routing algorithms to identify shorter 
paths between. They evaluate their approach through communicating network nodes, 
thus allowing for more efficient communications simulations, in the presence of 
dynamic traffic flows and mobility. 

In [4] The vision of ad-hoc networking with Bluetooth includes the concept of 
devices participating in multiple”piconets” and thereby forming a ”scatternet”. 
However, the details of scatternet support for Bluetooth are not specified yet. This 
paper presents a scheme for Bluetooth scatternet operation that adapts to varying 
traffic patterns. Basing on sniff mode, it does not require substantial modification of 
the current Bluetooth specification and may thus be incorporated into currently 
available Bluetooth products. They present simulation results that confirm the 
applicability of our approach to realistic scenarios. 

In [5] With the growth in the number of devices with an integrated Bluetooth 
module, the range of applications based on the Bluetooth technology becomes larger, 
going beyond peer-to-peer use-cases. This paper considers a hybrid network, 
consisting both of infrastructure and ad hoc parts, referred to as scatternet with 
infrastructure support. The introduction of the scatternet structure allows to extend the 
coverage and to enable access of a larger number of users. The formation algorithms 
are discussed and the importance of synchronization of the formation process for 
creation of a height- and width-balanced tree topology is illustrated. Simulation 
results presenting the impact of the link establishment policies on the resulting 
topology are given. 

In [6] this paper addresses the problem of scatternet formation for single-hop 
Bluetooth based personal area and ad hoc networks, with minimal communication 
overhead. In a single-hop ad hoc network, all wireless devices are in the radio vicinity 
of each other, recent scatternet formation schemes by Li, Stojmenovic and Wang are 
position based and were applied for multi-hop networks. These schemes are localized 
and can Construct degree limited and connected piconets, without parking any node. 
They also limit to 7 the number of slave roles in one piconet. The creation and 
maintenance require small overhead in addition to maintaining location information 
for one-hop neighbors. In this article they apply this method to single-hop networks; 
by showing that position Information is then not needed. Each node can simply select 
a virtual position, and communicate it to all neighbors in the neighbor discovery 
phase. Nodes then act according to the scheme by Li, Stojmenovic and Wang using 
such virtual positions instead of real ones. In addition, in this paper they  use 
Delaunay triangulation instead of partial Delaunay triangulation proposed in , since 
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each node has all the information needed. Likewise, they can also apply Minimum 
Spanning Tree (MST) as the planar topology in our new schemes. Finally, they design 
experiments to study both the properties of formatted scatternets (such as number and 
the performances of different localized routing methods on them. The experiments 
confirm good functionality of created Bluetooth networks in addition to their fast 
creation and straightforward maintenance. 

7   Conclusion 

This paper was intended as a brief introduction to the many challenges that the 
Bluetooth technology faces if it is to succeed as a technology for building adhoc 
networks and also gives the small description of related work that had been done in 
this area.. We have described many of the issues that need to be tackled and that have 
been left unspecified by the current standards. We identified a number of objectives 
that any solution should aim at meeting, and provided an initial investigation of some 
of these problems. This is obviously preliminary work, and we are actively 
investigating many of the problems outlined in this paper. We hope that the paper will 
also entice others in exploring what we feel is a promising and rich research area. 
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Abstract. In this digital age most of the government regulations are often 
available online, similarly with the advent of a number of electronic online 
forums the opportunity of gathering citizens’ petitions and stakeholders’ views 
on government policy has increased greatly, but the volume and the complexity 
of analyzing unstructured data makes difficult to extract useful information 
from this data. On the other hand, text mining(TM) has the capability to deal 
with this type of data. TM techniques can help policy makers by identifying the 
relatedness between existing regulations and proposed policy drafts. In this 
article we discuss how text-mining techniques can help in retrieval of 
information and relationships from unstructured data sources, thereby assisting 
policy makers in discovering associations between existing policies, proposed 
policies and citizens’ opinions expressed in electronic public forums. In this 
article, an integrated text mining based architecture for e-governance decision 
support is presented along with a discussion on the Indian scenario. 

Keywords: Text mining techniques, e- governance, public policy, public 
opinion, decision support systems. 

1   Introduction 

Data mining was conceptualized in the 1990s as a means of addressing the problem of 
analyzing the vast repositories of data that are available to mankind, and being added 
to continuously. Considering the fact that most data (over 80%) is stored as text, text 
mining has even higher potential [2]. Text mining is a relatively new interdisciplinary 
field that brings together concepts from statistics, machine learning, information 
retrieval, data mining, linguistics and natural language processing. It is said to be the 
discovery by computer of new, previously unknown information by automatically 
extracting information from different written resources [3]. Text mining is different 
from mere text search or web search where the objective is to discard irrelevant 
material to identify what the user is looking for. Essentially, in the context of text 
search, the user knows what he / she is looking for (in the form of keywords etc.), and 
the (written) material already exists. In text mining one of the key elements is that the 
aim is to discover unknown information by linking together existing text data to form 
new facts or hypotheses. Thus, in many ways text mining is similar to data mining, 
and indeed regarded by some as an extension of the same. The main point of 
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departure from the parent discipline of data mining is in the type of data that needs to 
be analyzed. Whereas data mining deals with mostly numeric structured data, text, the 
theme of text mining, is regarded as ‘unstructured’ data. Though, the task of text 
mining based DSS would seem to be more challenging than that of mining of 
structured data, the existence of vast amounts of information in electronically 
available text has led to intense research in text mining techniques, and many of the 
challenges have been overcome. 

The greatest potential of applications of text mining is in the areas where large 
quantities of textual data is generated or collected in the course of transactions. For 
example industries like publishing, legal, healthcare and pharmaceutical research, and 
areas like customer complaints (or feedback) handling and marketing focus group 
programs would be the best areas of application of text mining.Decision support 
systems (DSS) help leaders and managers make decisions in situations that are 
unique, rapidly changing, and not easily specified in advance [01]. Text Mining based 
DSS (TMbDSS) integrate unstructured textual data with predictive analytics to 
provide an environment for arriving at well-informed citizen-centric decisions in the 
context of e-governance. 

2   Technical Architecture for TMbDSS 

To implement any intelligence system the primary step is the selection of required 
sources, which in our case is, government policy database, citizens’ complaints from 
relevant web portals, online discussion forums, to allow citizens’ to discuss about 
prestigious government projects and last but not least is social network/media, which 
have gained immense popularity in modern times, one can also extract the political 
data from social network /media to understand the stakeholders opinions. As we are 
talking about the unstructured information from multiple sources and in different 
formats (pdf, doc, docs, xml, jpg, html etc.) we need use parsing system to transform 
the documents into the format, which has the capability to handle unstructured/semi-
structured data. Next task is the information (keyword/ features) retrieval; it includes 
tokenization, filtering, stemming, indexing and refinement. However, in some cases 
traditional keyword extraction techniques may not be able to support, we would then 
need to implement another technique to extract features which include generic 
features, domain-specific features and concepts extraction and then refine the 
regulation database. After the features and information have been stored in the 
textual/data warehouse, association rule analysis, clustering, categorizing, and 
summarization can be used to process them into meaningful information. 

As per Rao et al [4], Text mining techniques, though relatively new, are considered 
mature enough to be incorporated into almost all commercial data mining software 
packages. The features of some popular data mining software that have text mining 
modules are summarized in their paper. They have observed that text mining has made a 
transition from the domain of research to that of robust industrial strength technology, 
and can be used in mission critical applications like e-governance. Figure 1 will help us 
to understand the Text-Mining based DSS technical architecture. Yue Dai et al, have 
proposed a similar kind of architecture for a system for competitive intelligence based 
on analysis in a decision support system model called MinEDec (Mining Environment 
for Decisions), which is supported by text-mining technologies [5]. 
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Fig. 1. Text mining Decision support system technical architecture for government 

The most widely used text mining techniques are discussed briefly below to enable 
better understanding of their application in the field of e-governance, citizen 
participation and e-democracy. 

1. Information extraction: Information extraction algorithms identify key phrases and 
relationships within text. This is done by looking for predefined sequences in text, 
using a process called ‘pattern matching’.  

2. Categorization: Categorization involves identifying the main themes of a document 
by placing the document into a pre-defined set of topics. It does not attempt to 
process the actual information as information extraction does.  
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3. Clustering: Clustering is a technique used to group similar documents, but it differs 
from categorization in that documents are clustered based on similarity to each 
other instead of through the use of predefined topics. A basic clustering algorithm 
creates a vector of topics for each document and measures how well the document 
fits into each cluster.  

4. Question answering: Another application area of text mining is answering of 
question answering, which deals with how to find the best answer to a given 
question. Question answering can utilize more than one text mining techniques. 

3   Text Mining Applications in E-governance  

The transformation from conventional government services to E-government services 
heralds a new era in public services. E-government services can replace the 
government’s traditional services with services of better quantity, quality and reach, 
and increase citizen satisfaction, using Information and Communication Technology 
(ICT). E-governance aims to make the interactions between government and citizens 
(G2C), government and business enterprise (G2B) and inter-government department 
dealing (G2G) friendly, convenient transparent and less expensive [13]. A growing 
amount of informative text regarding government decisions, directives, rules and 
regulations are now distributed on the web using a variety of portals, so that citizens 
can browse and peruse them. This assumes, however, that the information seekers are 
capable of untangling the massive volume and complexity of the legally worded 
documents [7]. Government regulations are voluminous, heavily cross-referenced and 
often ambiguous. Government information is in unstructured / semi-structured form, 
the sources are multiple (government regulations comes from national, state and local 
governments) and the formats are different – creating serious impediment to their 
searching, understanding and use by common citizens. 

In the G2G arena, the government departments are in an even greater need of a 
system that is able to provide information retrieval, data exchange, metadata 
homogeneity, and proper information dissemination across the administrative 
channels of national, regional / state, and local governments [8]. The increasing 
demand for and complexity of government regulations on various aspects of 
economic social and political life, calls for advanced knowledge-based framework for 
information gathering, flow and distribution. For example, if policy makers intend to 
establish a new act, they need to know the acts related to the same topic that have 
been established before, and whether the content of the new act conflicts with or has 
already been included in existing acts [9]. Also, regulations are frequently updated by 
government departments to reflect environmental changes and changes in policies. 
Tools that can detect ambiguity, inconsistency and contradiction are needed [9] 
because the regulations, amended provisions, legal precedence and interpretive 
guidelines together create a massive volume of semi-structured documents with 
potentially similar content but possible differences in format, terminology and 
context. Information infrastructures that can consolidate, compare and contrast 
different regulatory documents will greatly enhance and aid the understanding of 
existing regulations and promulgation of new ones. 
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Government regulations should ideally be retrievable and understandable with ease 
by legal practitioners, policy makers as well as general public /citizens. Despite many 
attempts, it is recognized that e-government services are yet to render the desired pro-
citizen services and are mostly targeted towards internal efficiency [6]. Kwon et al 
[15], have proposed a system that helps rule makers understand and respond to the 
public comments, before finalizing proposed regulations. These public comments are 
opinion-oriented arguments about the regulations.  The facility of identification and 
classification of main subject of the claims / opinions provided by the tool helps rule-
writers preview and summarize the comments. The proposed solution identifies 
conclusive sentences showing the author’s attitude towards the main topic and 
classifies them to polar classes [15].  The researchers have applied a supervised 
machine learning method to identify claims using sophisticated lexical and structural 
features and to classify them by the attitude to the topic: in support of, opposed to, 
and proposing a new idea [13].     

4   Integrating Citizens Voice with E-governance through TMbDSS 

It is widely acknowledged that democracy requires well-informed citizens. 
Information creates trust and is the mechanism for ensuring that politicians serve the 
electorate. Democracy if effective when there is smooth flow of information between 
citizens and government [10]. E-governance in its present form has furthered this 
concept to a certain extent. However, the character of e-governance is mainly one-
way flow of information – from the government to the citizens, and authentic citizen 
participation is absent. With the integration of citizens’ participation in the entire 
process of governance with the help of Information and Communication Technology 
e-governance evolves into E-democracy and Citizen Participation in policy making 
can secure democracy, as it generates a continuous flow of information between 
citizens and the government, helping them in the decision-making process and the 
citizens can assume a more active role in society, exercising their opinion power with 
ease and agility [11]. 

In the usual form of democracy, the general election is the most important citizen 
participation process. It is significant because it formulates the country’s transfer of 
power from one civilian government to another. Since, elections are intermittent, it is 
important to have a system in place that has the capability to track public opinion on a 
more or less continuous basis, and encourage involvement and participation from the 
electorate on matters of public importance [10]. It is quite possible for citizens’ to 
have different opinions on government proposals. Government can use the online 
discussion forums and encourage citizens’ to discuss on public projects. Once the 
discussions phase is opened and finished its output are needs to be analyzed so that 
the underlying trends and preferences of citizens can be incorporated into the 
decision-making process of the pertinent administrative department [12]. Capturing 
citizens’ opinions through electronic participation / discussion media can be more 
reliable than traditional methods based on opinions polls and help avoid false opinion 
declaration. This also drastically changes the methods of surveying citizens’ opinion 
trends as well as the accuracy of the evaluation of their opinions. It reduces the cost,  
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increases reach, and provides almost real time information. Potentially, arguments 
that led to significant opinion shifts can be detected. However, the volume and the 
complexity of analyzing unstructured data make this far from straight forward.  Text 
mining can process unstructured data leading to greater understanding of the text in 
the context of others on the same topic. This is especially important when dealing 
with expressed public opinion, where the arguments for and against particular 
positions are important to identify and gauge, but is immensely difficult to extract due 
their storage in natural language format [13]. 

Cardeñosa [12] proposes a system, which has the capability to process the 
messages posted by citizens’ on e-message boards, e-mails and open debate threads 
etc. It collects the messages from online forums, classifies them, identifies the 
supporting expressions, and extracts the common features and regularities. The 
system uses association rule mining technique to identify the trend between the 
citizens’ opinions. These rules form the intelligent core of the system. The future 
refinements and extensions of the system are in the direction of building a more 
accurate voting pattern prediction system. Fatudimu [14] has applied text-mining 
techniques on the information collected through newspapers and applied natural 
language processing (NLP) and association rule mining to extract knowledge and 
understand the citizens’ voice on election issues. Luehrs et al, have discussed about 
Online Delphi Survey module and also discussed about how citizens’ discussions on 
public issues can be analyzed qualitatively and categorize by using text-mining 
algorithms based on standard Bayesian inference methods to extract the ‘concepts’ or 
main ideas out of a free text and to search for ‘similar texts’ based on comparison of 
these concepts [16].Scott et al, says that Social networking sites can be viewed as a 
new type of online public sphere, and he has discussed about the system which they 
have implemented to examines the linkage patterns of citizens’ who posted links on 
the Facebook “walls” of Barack Obama, Hillary Clinton,and John McCain over two 
years prior to the 2008 U.S [17]. Web logging (blogging) and its social impact have 
recently attracted considerable public and scientific interest. Tae Yano et al have 
collected blog posts and comments from 40 blog sites focusing on American politics 
during the period November 2007 to October 2008, contemporaneous with the 
presidential elections. They have concluded that predicting political discourse 
behavior is challenging, in part because of considerable variation in user behavior 
across different blog sites. Their results show that using topic modeling; one can 
begin to make reasonable predictions as well as qualitative discoveries about language 
in blogs [18].Muhlberger et. al, have implanted an Interactive Question Answering 
(QA), and Summarization into a viable learning and discussion facilitation agent 
called the Discussion Facilitation Agent (DiFA), which will try to keep users(citizens) 
informed, on the fly, about changes and developments in the deliberation content, and 
summarize key arguments at the conclusion. [19]. These systems though somewhat 
futuristic and still in the process of being researched, demonstrate that the concept of 
participation of citizens’ in democratic processes through electronic media is an 
achievable one. It is also evident from the way these systems work, that text mining 
capability is the cornerstone of the move towards e-democracy systems.  

In Figure-2, the central repository of documents (mostly in unstructured form) has 
been labeled ‘Proposed Govt policies/Govt policies. The citizens are encouraged to 
record their reactions through the ‘public forums / feedback’. Government can also 
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collect data corpus from Social networks. Print/Digital Media contains data in the 
form of ‘Public dialogue and stakeholders opinions. Each of these three corpuses 
contains huge amount of unstructured/semi structured Data. Knowledge/ insights 
extracted from these data bases can be used in forming new regulation/policies, 
understanding citizens’ opinions and answering their concerns. The main users of the 
system are Public Administrative officers (PA Officers), Moderators and Decision 
makers. It helps in the formulation of new policies, budget analysis, understanding the 
stakeholders’ opinion on national level projects and regulations with the help of text 
mining tools. Government agencies can better understand social behavior and 
demands, through analyzing citizens’ behavior patterns, information  extracted from 
this can be used to  provide citizen centric solution and maintain a closer relationship 
between government and citizens and enhance the citizens’ satisfaction on govt 
services. 
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Policy makers & Moderators  

Public forums 
/Social networks  

Associations rule 
& Clustering  

Opinion analysis 
&Question answering 

Knowledge 
/Insights 

PA Officer 

 

Fig. 2. Citizens’ and Stakeholders’ participation system 
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5   E-governance and E-democracy Projects in India 

E-governance is about more than streamlining processes and improving services. It’s 
about transforming Governments and renovating the way citizens participate in 
democracy.  Misra, has discussed about the need of Citizen-centric & Criteria-based 
systems and Involving People in Developing Agenda for Good Governance by 
receiving citizens’ voice. The lack of citizen-centricity in e-government acts as a 
spanner in the faster growth of Internet penetration in India [20]. Kanungo has 
discussed about the need of Citizen Centric e-Governance in India and discussed 
about the need to create a culture of maintaining, processing and retrieving the 
information through an electronic system and use that information for decision 
making [21]. 

5.1   Road Map for Text Mining Based DSS in India 

E-Government can advance the agenda on Governance and fiscal reform, 
transparency, anti- corruption, empowerment and poverty reduction .E-Governance in 
India has steadily evolved from computerization of Government Departments to 
initiatives that encapsulate the finer points of Governance, such as citizen centricity, 
service orientation and transparency. Paramjeet Walia (2009) has discussed about the 
initiative applications of Information and Communication Technologies (ICTs) in 
support of e-government initiatives in India [22], National portal of India is initiated 
as a Mission Mode Project under the National e-governance Plan (NeGP) [23] and 
other planning initiatives undertaken by the Government of India (GOI) have 
discussed about the importance of feedback pertaining to utility of the projects, which 
are part of NeGP and need of a systems to assess the usefulness and impact of e-
governance initiatives in India. The plan envisages creation of right environments to 
implement Government to Government (G2G), Government to Business (G2B), 
Government to Employee (G2E), and Government to Citizen. Among national portals 
in the Southern Asia region, India has the highest ranking portal with the highest 
online services score. It has the most e-services and tools for citizen engagement in 
the region but not included one among the top 20 countries in e-participation (United 
Nations E-Government Survey 2010) [24], there is not much literature available on 
this. Indian government should take the initiative to encourage citizens to send their 
feedback, complaints, and suggestions through e-portal and discuss various issues on 
government services in virtual discussion forums. 

Gupta, has discussed about the problems with existing systems and implemented 
an Indian Police Information System and that can be used to extract useful 
information from the vast crime database maintained by National Crime Record 
Bureau (NCRB) and find crime hot spots using crime data mining techniques such as 
clustering etc. [27]. Choudhury, has noted many e-government projects which are 
running in India (Rural and urban level projects, National level, state level, district 
level projects and so on) all these projects are taking about G2C and few of them are 
G2G [28] and we can find very few efforts towards C2G (e-democracy).Monga has 
discussed about the need of making policy based on computerization to overcome 
environmental changes and need of series of efforts to achieve this.  Need of 
establishing complete connectivity between various ministries and departments so that 
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transfer of files and papers could be done through Internet thereby choosing 
efficacious speed as an alternative to manual labor [29]. IIMs are working on Impact 
assessment of e-government projects, how e-government helps public sector to 
improve its performance, Critical success factors for individual projects etc. 

5.1 1   Multilingual and Cross Lingual Projects in India  
India is a multi-lingual (22 official languages) and multi-script Country. As the 
amount of textual data on the Internet increases, there are also an increasing number 
of people who want to retrieve information in their native language. Many citizens 
also have multilingual capabilities that allow them to understand more than one 
language [25].  It is therefore essential that tools for information processing in local 
languages are developed in India. Development of technologies in multilingual 
computing areas involves intensive indigenous R&D efforts due to variety of Indian 
languages. The focused areas of the Technology Development for Indian Languages  

Programme in India may be divided into following domains [30]:  
 

-- Translation Systems  - Cross Lingual Information Access and Retrieval 
-- Linguistic Resources   -- Human Machine Interface systems 
-- Language processing and Web tools -- Localization and content creation 
 

The CLIA (Cross Lingual Information Access) Project is a mission mode project 
funded by Government of India; it is an extension of the Cross-Language Information 
Retrieval paradigm (CLIR) ([25],[26]).By using CLIR users can give queries in their 
native language and retrieve documents, whether in the same language as the query is, 
are relevant documents are found in any other language. Gyan Nidhi: Multi-Lingual 
Aligned Parallel Corpus consists of text in English and 12 Indian languages. It aims to 
digitize 1 million pages altogether containing at least 50,000 pages in each Indian 
language and English. Vishleshika is a tool for Statistical Text Analysis for Hindi 
extendible to other Indian Languages text, it examines input text and generates 
various statistics, e.g.: Sentence statistics, Word statistics and Character statistics [31]. 
Karunesh Arora  et al (2004), have discussed the process for automatic extraction of 
phonetically rich sentences from a large text corpus for Indian languages. The 
importance of such a system and an algorithm to generate a set of phonetically rich 
sentences from a large text corpus is described along with the results for Hindi 
language [32]. C-DAC and other R&D centers are working on various projects related 
to Multilingual Information retrieval, Data Mining, statistics, machine learning and 
natural language processing projects.  

5.2   Steps for TMbDSS  

From the available literature, currently running e-government & e-democracy projects 
in R&D centers’ of Indian government and annual report of 2009-2010 from 
Department of Information Technology India [30], we can conclude that there were 
not many efforts towards Text mining based citizen-centric solutions using Text 
Mining. It also needs the centralized initiative but decentralized implementation 
framework for text mining based DSS.  From the definition of Text Mining and 
currently running ICT projects in India and technologies used in those projects such 
as  CLIR, Text analysis, NLP, Machine Learning, Data Mining, Text mining in 
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tourism and Multi-lingual Information retrieval. One can conclude that India has 
enough technical experts and domain expertise to start a Text mining project. 
Fallowing steps may be fallowed for implementation. 

─ Do the detailed study to find the ways and create a strategic plan 
─ Resources from Institutes like IITs, ISI, IIMs, C-DAC etc and form an 

association 
o IITs, ISI and institutes with similar capabilities and competent ,can 

work on core part of the project 
o C-DAC and IIMs can work as a bridge between R&Ds,Govt and 

Industry 
─ Start with an implementation of pilot project at national level to further extend 

to the states probably in their respective regional languages. 

All the national government documents are either in English or Hindi, So India 
could start a Bi-lingual TMbDSS project by using the fallowing sample architecture. 

 

6   Conclusion 

In this paper we have discussed need of text mining based DSS for government 
agencies, various text mining applications developed in e-government &e-democracy, 
architecture for system development process and then we have proposed a integrated 
framework which can be used by government organizations’ to develop text mining 
based  DSS. We have also studied e-government objectivities and need of Citizen-
centric & Criteria-based systems for India and provided a road map for Indian 
government to start a TMbDSS project. 
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Abstract. Memory impairment results from a variety of disease such as 
Alzheimer, Parkinson, brain trauma and Aging. These people are obsessed with 
their current state and emotions when dealing with their environment with 
deteriorating memory in them. There are about 30 million people worldwide 
afflicted with this instance. They lose their insight into their own condition, 
forgetting even their loved ones, disability to locate their residence and a 
myriad of other inabilities. Medicine has evolved fast enough but still there is 
not a definite method to diagnose or a treatment for their memory loss. The only 
finding has revealed is due to the depletion of the brain cells and loss in 
hormone secretion to carry sensory messages. The appropriate reason for this 
behavior of cells is a mystery unsolved. While not only losing their pensive 
they develop a cold behavior, socially and emotionally they become 
unbalanced. The most common form of assistance to them is by caregivers or 
life logging through writing their reminiscences, taking photos of their 
surrounding and their close people, mobile phones etc .While all these can be of 
some form of help to this people it will result only in more stress to their 
already damaged brain resulting in depression and other mental problems. The 
proposed tool IMPACT acts like a second brain with a repository of memory 
comprising of their previous experiences in multimedia format which is sensed 
and fetched when they come across a similar person or surrounding thus 
enabling them to recall their senses about that situation engaging cueing 
interaction. 

Keywords: image classification, feature extraction, segmentation, Fuzzy logic, 
audio recognition, cognition. 

1   Introduction 

The brain is the most superior organ a human is gifted with enabling him to acquire 
data, consolidate and retrieve it. The major challenges a person comes across when 
his brain cells deteriorate causing damage to his cognition capabilities. Many people 
around the world are diagnosed with memory loss and this disability resulting as a 
side effect of many diseases is expected to increase many fold.[2] This disease makes 
a person to lose his current and depress him to sole reliance upon others forgetting 
their activities, family members and even their purpose in life. IMPACT is the device 
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designed to trigger the cue of a person enabling him to recall his sense enabling him 
to know about his past, and direct his present. This device gives the person anew lease 
of life to lead an independent, active and a stress free life.  

2   Background 

One out of every hundred people around the world over the age of 50 have been 
diagnosed with dementia resulting as a side cause of trauma, aging Alzheimer etc.[1] 
Memory impairment can lead to feelings of uncertainty, irritation, frustration and fear 
in the person. Living with constant uncertainty about previous experiences can lead to 
a frightening loss of control in people’s lives. [3] Increasingly dependent on a 
caregiver to help make simple decisions, they are forced to relinquish their life. They 
can become easily depressed as they struggle with failures with the loss of control that 
pervades their life. By creating a pool of their memories with sensing their encounter 
through audio and video format and then offering a quick glimpse into their previous 
reflection with that situation allow people to reflect on their life and perceive 
themselves living and experiencing reality continuously through time. 

3   Component Specifications 

Image Sensor: The image sensor built in is a CMOS sensor which is a type of active 
pixel sensor. This converts the incoming light into voltage and the transfers to a 
memory. The technical specification of the sensor suitable will be of 

Capturing speed: 50frame per second 
Width: 1600 
Height: 1200 
Aspect ratio: 4:3 
Actual pixel count: 1,920,000 
Mega pixel: 4 
Night vision: Bright white light led. 

3.1 Processor 

Cortex-A8 processor is used with enabled NEON technology based packed SIMD 
processing. Registers are considered as vectors of elements of same type. The 
processor is enabled for accelerating multimedia application. Its frequency ranges 
from 600MHz to 1GHz with a superscalar micro architecture. 

3.2   Memory 

A ROM memory is used with a faster access mode for a cache for it. “Smart” memory 
card architecture is used with significantly increased performance by a fast dynamic 
random access memory which allows up to 8byte data transfers after every 27 ns after 
initial access. 
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3.3   Power 

A rechargeable Lithium-ion button cell is used with relatively 1000 mAh is 
implemented. 

3.4   Speaker 

A micro speaker is fit in so as to present the user with the recorded sound after 
comparison of the present sound wave with the previous alias one. 

3.5   Microphone 

It is built in the power range of 5v so as to capture analog sound and the send it for 
preprocessing before comparing for an alias sound wave pattern and presenting via 
speaker giving a glimpse of recording. 

Sample Rate: 150 kHz  
Bit Rate: 24bit  
Polar Patterns: Cardioid, Bidirectional, Omni-directional & Stereo  
Frequency Response: 20Hz – 20 kHz  
Sensitivity: 4.5mV/Pa (1 kHz)  
Max SPL: 80dB k 

 

Fig. 1. Block diagram of IMPACT 

IMPACT is enabled with an audio and video sensor with live capturing mode so as 
to record a particular experience of a person directed towards a central memory 
system in it.[2] It then fetches the already stored comparing with the recently recorded 
memory by feature matching of either audio or video pattern. 

[3] The intelligent memory pool works in a manner to avoid memory clogging 
causing low access speed. Each and every audio and video is first feature extracted an 
then stored in the database It stores in only the latest memory associated with that 
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particular event or person and the existing earlier encounters are automatically deleted 
thereby avoiding large memory space and fetching delay. 

 

Fig. 2. Working Layout of IMPACT 

5   Implementation and Working 

 

Fig. 3. Functional Block Diagram of Audio Recognition 

5.1   Audio Recognition 

The audio being recorded with the surrounding of the person i.e. a query audio is 
processed and segmented and then compared with the already existing featured audio 
database .After feature matching it is then played to the user allowing him to trigger 
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his cognition. Then the feature extracted query audio is stored in the memory deleting 
the previous edition of the event. 

 

Fig. 4. Functional Block Diagram of Video Recognition 

5.2   Video Recognition 

The image from the video camera is passed on to a frame buffer following the frame 
is isolated into regions for each object or regions. [6]Then a feature analyzer 
computes asset of global and local features for each region and based on those 
features selects several reference patterns forming an associated attribute memory. 
This attribute memory is compared and the relative video set is played to the user 
recollecting his past. The featured video is stored in the memory deleting the earlier 
one. The user interface is designed with several modes to facilitate the person for 
options with deletion, storing or fetching memory mode with it. 

6   Algorithm Deployed in IMPACT 

 
 

Fig. 5. Input Video frame 
 

Fig. 6. Region Isolated frame 1 
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Fig. 7. Region Isolated frame 2 
 

Fig. 8. Region Isolated frame 3 
 

 

Fig 9. Region Isolated frame 4 

6.1   Video Recognition 

6.1.1   Preprocessing 
In the video recognition a fuzzy logic approach of unified feature matching is done 
for region based image retrieval.[4] In this each frame is represented by a set of 
segmented region each of which is characterized by a fuzzy feature reflecting color, 
texture and shape properties. As a result each frame is associated with a family of 
fuzzy feature corresponding to regions. Fuzzy features naturally characterize the 
gradual transition between regions within an image and incorporate the segmentation 
related uncertainties into the recognition algorithm. 

6.1.2   Iconic Matcher 
The resemblance of two images is then defined as the overall similarity between two 
families of fuzzy features and quantified by an iconic matcher, which integrates 
properties of all the regions in the images. [4]Compared with similarity measures 
based on individual regions and on all regions with crisp-valued feature 
representations, the UFM measure greatly reduces the influence of inaccurate 
segmentation and provides a very intuitive quantification. 
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Fig. 10. Cepstral analyzed Query sound wave 
 

Fig. 11. Cepstral analyzed sound database 
 

6.2   Audio Recognition 

6.2.1   Processing 
The recorded incoming audio is first processed by neural networks in a way analyzing 
both text dependent and text independent sound avoiding external disturbances .[5] 
Each sound wave is extracted of its feature data including cepstral analysis of it. 

6.2.2   Feature Matching 
Each analyzed sound wave is compared with the already existing feature extracted 
database, and then if the feature corresponds then the previous audio wave cepstral 
analysis and the current ones are matched to get the highest occurrence of event. 

7   Conclusion 

This system IMPACT will allow the person with memory impairment to review a 
multimedia narrative of an experience as cues to help them not only to recall the 
experience but to be able to relive the experience. Instead of repetitively asking for 
assistance, they will be able to use this device as a tablet in recollecting their 
experience. 

8   Future Work  

This system has to be deployed with memory impaired individuals and their peers. 
The effectiveness of the device has to be evaluated and also more concentration has to 
be dealt in the user interface. Based on caregiver’s authored content enhancement of 
the richness of the review experience has to be done.  
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Abstract. Mobile Adhoc NETworks (MANET) are collections of wireless 
mobile devices with restricted broadcast range and resources and 
communication is achieved by relaying data along appropriate routes that are 
dynamically discovered and maintained through collaboration between the 
nodes. MANET is a self configuring, dynamic, multi hop radio network without 
any fixed infrastructure. The main challenge in the design of such networks is 
how to provide security for the information which is communicated through the 
network. Biometrics provides possible solutions for this problem in MANET 
since it has the direct connection with user identity and needs little user 
interruption.  

This proposed Multimodal Biometric-based Authentication Combined 
Security System provides authentication using face biometrics and security 
using fingerprint biometrics. The proposed system has three advantages 
compared to previous works. First, for authentication, eigenface of the sender is 
generated and is attached to the data to be transferred. Second, to enhance 
security, the data and the eigenface of the sender is encrypted by using the key 
which is extracted from the fingerprint biometric of the receiver. Third, to 
reduce a transmission-based attack, the fingerprint based cryptographic key is 
randomized by applying a genetic operator. Thus, this security system provides 
authentication, security and revocability for high security applications in mobile 
environments. 

Keywords: Mobile Ad hoc Networks, User Authentication, Data Security, Face 
Biometric, Fingerprint Biometric, Genetic Algorithm. 

1   Introduction 

Mobile ad hoc networks are seen as autonomous that can be quickly formed, on 
demand, for specific tasks and mission support. Communication generally happens 
through wireless links, in which nodes within a radio range communicate and 
coordinate to create a virtual and temporary communication infrastructure for data 
routing and data transmission. MANET can operate in isolation or in coordination with 
a wired network through a gateway node participating in both networks. This 
flexibility along with their self-organizing capabilities, are some of their biggest 
strengths, as well as their biggest security weaknesses. 
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The applications of MANET include the foremost situations such as 
emergency/crisis management, military, healthcare, disaster relief operations and 
intelligent transportation systems. So message security plays a vital role in data 
transmission in MANET. However, because of the absence of an established 
infrastructure or centralized administration, implementation of hard-cryptographic 
algorithms is a challenging prospect. So, in this paper, we present a novel security 
system using genetic based biometric cryptography for message security and 
authentication of the users in mobile ad hoc networks.  

1.1   Security Challenges in MANET 

Wireless ad hoc networks are vulnerable to various attacks [1]. Adversaries may 
attempt passive and active attacks to gain unauthorized access to classified 
information, modify the information, delete the information or disrupt the information 
flow. The best way to protect data information in a most fine-granular way is by 
providing security at the application layer. It is highly desirable to handle data 
confidentiality and integrity in application layer, since this is the easiest way to 
protect data from altering, fabrication and compromise. With the rapid evolution of 
wireless technology the reliance of ad hoc networks to carry mission critical 
information is rapidly growing. This is especially important in a military scenario 
where strategic and tactical information is sent. Therefore the ability to achieve a 
highly secure authentication is becoming more critical. 

Numerous countermeasures such as strong authentication, encrypting and 
decrypting the messages using traditional cryptographic algorithms and redundant 
transmission can be used to tackle these attacks.  Even though these traditional 
approaches play an important role in achieving confidentiality, integrity, 
authentication and non-repudiation, these are not sufficient for more sensitive 
applications and they can address only a subset of the threats. Moreover, MANETs 
[2] cannot support complex computations or high communication overhead due to the 
limited memory and computation power of mobile nodes.  

1.2   Necessity of Biometrics Security  

For mission-critical applications such as a military application may have higher 
requirements regarding data or information security. In such a scenario, we need to 
design a system which combines user authentication and data security. For that we 
combine both biometrics and cryptography which overcome the limitations of 
traditional security solutions. Biometrics refers to the methods for uniquely 
recognizing humans based upon one or more intrinsic physical or behavioral traits like 
fingerprints, iris, retina scans, hand, face, ear geometry, hand vein, nail bed, DNA, 
palm print, signature, voice, keystroke dynamics, and gait analysis etc.  

The trade offs among biometric technologies really depend on the application and 
security level involved. The best biometric technologies [3][4] that can easily be 
deployable in ad hoc networks are fingerprint and face recognition. Face images have 
been successfully used in civilian identification for years because of their uniqueness 
for each individual. As biometrics can't be borrowed, stolen, or forgotten, and forging 
is practically impossible, it has been presented as a natural identity tool that offers 
greater security and convenience than traditional methods of personal recognition.  
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Even though biometric has advantages, it also raises many security and privacy 
concerns as given below:  

i. Biometric is authentic but not secret. 
ii. Biometric cannot be revoked or cancelled. 
iii. If a biometric is lost once, it is compromised forever.  
iv. Cross-matching can be used to track individuals without their consent.  

To overcome these disadvantages, instead of using the original biometric, a set of 
features are taken from it and transformed using genetic algorithm. If a biometric is 
compromised, it can be simply reenrolled using another feature set and another 
genetic operation, thus providing revocability and the privacy of the biometric is 
preserved. 

1.3   Genetic Algorithms 

Genetic algorithms [5] are a family of computational models inspired by natural 
evolution. They belong to the field of evolutionary computation and are based on 
three main operators: Selection selects the fittest individuals, called parents that 
contribute to the reproduction of the population at the next generation, Crossover 
combines two parents to form children for the next generation and Mutation applies 
random changes to individual parents to form children. Two-point crossover operator is 
used here which has the ability to generate, promote, and juxtapose building blocks to 
form the optimal strings.  

This paper is organized into 4 sections. Section 1 introduces the background and 
initiatives of the research. It also discusses the challenges of message security, the 
necessity of biometric security in MANET and Genetic algorithms. Section 2 explains 
the related research works that has been done to provide security in MANET. Section 
3 proposes a new security scheme for MANET which combines genetic algorithm and 
biometrics. Section 4 analyses the results of various algorithms and section 5 contains 
conclusion and suggestions for future research. 

2   Related Work 

A few research works that has been done for data security in MANET, the various 
approaches of biometric security and Genetic algorithms in security are briefly 
presented.  

Qinghan Xiao [6] introduced a new strategy for authentication of mobile users.  
Each user has a profile which contains all the information of the ID holders. The 
group leader also maintains the biometric templates of the group members. Instead of 
a central authentication server, the group leaders act as distributed authenticators. 
Each group has a shared cryptographic key which is used for cryptographic 
communication within the group. The proposed approach is designed for high security 
small group coalition operations and may not be suitable for enterprise usage.  

Jie Liu et al. [7] proposed an optimal biometric-based continuous authentication 
scheme in MANET which distinguished two classes of authentications: user-to-device 
and device-to-network. This model focused on the user-to-device class and it can 
optimally control whether or not to perform authentication as well as which 
biometrics to use to minimize the usage of system resources.  
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B Ananda Krishna et al. [8] depicted a model which used multiple algorithms for 
encryption and decryption. Each time a data packet is sent to the application layer it is 
encrypted using one of these randomly selected algorithms. When responses are 
analyzed they give a random pattern and difficult to know neither algorithms nor 
keys. The proposed scheme worked well for heavily loaded networks with high 
mobility. 

A. Jagadeesan et al. [9] projected an efficient approach based on multimodal 
biometrics (Iris and Fingerprint) for generating a secure cryptographic key. At first, 
the minutiae points and texture properties are extracted from the fingerprint and iris 
images respectively and these features are fused at the feature level to obtain the 
multi-biometric template. Finally, the multi-biometric template is used for generating 
a 256-bit cryptographic key. 

B. Shanthini et al. [10] explained Cancelable Biometric-Based Security System 
(CBBSS), where cancelable biometrics is used for data security in mobile ad hoc 
networks. Fingerprint feature of the receiver is coupled with the tokenized random 
data by using inner-product algorithm and this product is discretized based on a 
threshold to produce a set of private binary code which is acting as a cryptographic 
key in this system. 

Kanade S et. al. [11] proposed a simple and effective protocol to securely share 
crypto-biometric keys which are generated from face and another protocol to generate 
and share session keys which are valid for only one communication session. This 
protocol achieves mutual authentication between the client and the server without the 
need of trusted third party. The stored templates are cancelable. The protocols are 
evaluated for biometric verification performance on a subset of the NIST-FRGCv2 
face database. 

B. Shanthini et. al. [12] proposed a security system based on fingerprint biometrics 
and genetic algorithms. In this proposed approach, a genetic two-point crossover 
operator is applied on fingerprint feature set and is used for data security in MANETs. 

Ae-Young Kim et. al. [13] designed a strong authentication protocol using the 
fuzzy eigenface vault based on smart card and tested the scheme. The proposed 
protocol has three advantages. First, to get security, accuracy and convenience they 
used eigenface in a fuzzy vault scheme which is suitable to combine biometric 
authentication and cryptography. Second, to enhance security, secret data which is for 
construction of the fuzzy eigenface vault is saved on a smart card. Third, to reduce a 
transmission-based attack, a transmission of message is occurred just one time in a 
login phase. Then, they analyzed security of the proposed protocol and since it has 
security and convenience, it is suitable for security services that combine biometric-
based authentication and cryptography.  

B. Shanthini et. al. [14] proposed a security system based on face biometrics and 
genetic algorithms. In this proposed approach, the face is cropped from the given 
image and the facial features are extracted which acted as cryptographic key. A 
genetic two-point crossover operator is applied on facial feature set to randomize the 
key and is used for encrypting the data transferred within mobile ad hoc networks. 

Zarza L et al. [15] explained the context of the study of Genetic Algorithms as an 
aiding tool for generating and optimizing security protocols. This paper explains how 
security protocols can be represented as binary strings, how GA tools are used to 
define genome interpretation in optimization problems. 
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3   Proposed Work 

In this proposed Secure Authentication System the face images are used for 
authentication and feature set extracted from fingerprint is used for encryption. For 
randomizing the cryptographic key a genetic two-point crossover operator is applied on 
fingerprint feature set by which the revocability is achieved. The main objective of the 
proposed security scheme is to improvise the existing data security approaches for 
MANET to suit technology enhancements and to study the network performance. 

3.1   Overall Processes Invoved in the System 

In this approach the facial and fingerprint images of a group of users involved in the 
communication are stored in the database. From the facial images the actual face is 
detected, cropped and normalized. Then the eigenface of sender is created and is 
attached with the actual data. Next, the feature set is extracted from the receiver’s 
fingerprint from which the cryptographic key is generated and is used to encrypt the 
data and the appended eigenface of the sender. This overall process can be seen in 
figure 1. At the receiver’s end, the reverse process takes place ie the receiver’s 
fingerprint biometric is used for decryption by which the original data and the sender’s 
eigenface are recovered. Now, eigenface recognition method can be used for 
authentication of the sender.  

 

Fig. 1. Overall Processes involved in the sender side 

3.2   Preprocessing of Facial Images and Eigenface Creation 

3.2.1   Face Detection 
In this process, a color based technique is implemented for detecting human faces in 
images. This method consists of two image processing steps. First, skin regions are 
separated from non-skin regions. After that, the human face within the skin regions is 
located and cropped. In order to segment human skin regions from non-skin regions 
based on color, a reliable skin color model of different people is needed [16]. 
Luminance can be removed from the RGB color representation in the chromatic color 
space. Chromatic colors are defined by a normalization process shown here:  r = 
R/(R+G+B)   &   b = B/(R+G+B). 
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Then the leftmost, rightmost, uppermost and bottommost blocks are thrown away out of 
the bound so as to get the tightly bounded region containing the bound and inner area. 

Ridge Thinning is to eliminate the redundant pixels of ridges till the ridges are just 
one pixel wide. The full fingerprint image is scanned and in each scan the redundant 
pixels are marked in each small image window (3x3). Finally all those marked pixels 
are removed after several scans. For this thinning the built-in morphological thinning 
function in MATLAB is used.  

 

Fig. 12. Fingerprint pre-processing and minutiae extraction (a) Original image (b) Normalized 
image (c) Enhanced image (d) Binarized image (e) Orientation field map (f) Region of interest 
(g) Thinned image (h) Removal of H breaks (i) Removal of spikes (j) Extracted minutiae (k) 
Removal of spurious minutiae. 

Removal of H breaks and spikes is done by applying other morphological 
operations like ‘clean’, ‘hbreak’ and ‘spur’ onto the thinned ridge image. 

Marking of fingerprint minutiae is made by following the given procedure. For 
each 3x3 window, if the central pixel is 1 and has exactly 3 one-value neighbors, then 
the central pixel is a ridge branch and it is marked.  If the central pixel is 1 and has 
only 1 one-value neighbor, then the central pixel is a ridge ending and it is also 
marked. Also the average inter-ridge width D is estimated at this stage. The average 
inter-ridge width refers to the average distance between two neighboring ridges. To 
approximate the D value, scan a row of the thinned ridge image and sum up all pixels 
in the row whose value is one. Then divide the row length with the above summation 
to get an inter-ridge width. Such kind of row scan is performed upon several other 
rows and column scans are also conducted and finally all the inter-ridge widths are 
averaged to get the D. Together with the minutia marking, all thinned ridges in the 
fingerprint image are labeled with a unique ID for further operation. The labeling 
operation is done by using the morphological operation: BWLABEL. 

False Minutia Removal eliminates the spurious minutiae which were occasionally 
introduced by the earlier stages. For example, false ridge breaks due to insufficient 
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amount of ink and ridge cross-connections due to over inking are not totally 
eliminated. These false minutiae will significantly affect the accuracy of the system 
and these are removed. 

Finally, the x,y positions of the marked minutiae are stored in a text file and these 
values are used for generating the cryptographic key. Figure 12 explains the different 
steps involved in fingerprint image preprocessing. 

3.4   Generation of Genetic-Based Biometric Key  

In this model all the group members of a small ad hoc network maintain the facial and 
fingerprint biometric templates of the other group members. Suppose a member wants 
to send a message to any other member, the feature set taken from the receiver’s 
fingerprint image is undergone into a genetic two-point crossover operation and the 
result is the cryptographic key in this system. Generation of cryptographic key is 
shown in figure 13. The same key is generated by the receiver by using his biometric 
and the same sort of cross over operations and is used for decryption. 

If this biometric based key is compromised a new one can be issued by using a 
different set of fingerprint features and different cross over operation and the 
compromised one is rendered completely useless. It can also be an application 
specific that is different sets of fingerprint features can be used with different cross 
over operations to generate respective cryptographic key for different applications. 

 

Fig. 13.Generation of cryptographic key from the fingerprint feature set 
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Example:  
 

 

3.5   Securing the Data 

Data is secured by applying this cryptographic key to encrypt the actual message 
appended with the eigen face of the sender using a simple cryptographic algorithm 
say Fiestel algorithm. The encryption and decryption processes are specified by the 
formulae:  
 

 
 

In Fiestal algorithm, a block of size N is divided into two halves, of length N/2, the 
left half called XL and right half called XR. The output of the ith round is determined 
from the output of the (i-1)th round. Different sub key is used for the iterations. But 
the number of iterations performed is reduced to show that security can be achieved 
by using simple algorithm. For example if the plaintext is of 512 bytes, then 
encryption is performed for every 64 bits with different 64 bit key and the process is 
repeated until all 512 bytes are encrypted. Fiestel structure is given in figure 14[1]. 

Algorithm for Encryption: 
1. Divide the plaintext into two blocks of size, 32 bytes, XL and XR 
2. For I = 1 to 32 

Do XL = XL XOR Key 
XR = F (XL) XOR XR 
Swap XL, XR 
Join XL, XR 

3. Repeat step 2 until the entire plaintext is encrypted 
 

Algorithm for Decryption: 
Do the reverse operation of Encryption process. 

3.6   Implementation of Security System in MANET  

The proposed scheme can be implemented over any unicast routing protocols like DSR 
or AODV which discover routes as and when necessary and the routes are maintained 
just as long as necessary. A typical MANET is shown in figure 15. Suppose User A 
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wants to send the message to User C, after the forward and reverse paths are set up by 
the route discovery method, the data will be sent through that path to the destination C. 
Before sending the data through that path, the data will be appended with the eigen 
face of the sender and encrypted by Fiestel algorithm using the genetic based 
fingerprint biometric key of the receiver. Once the cipher text is received by the 
receiver, the cipher text is decrypted by reversing the before said processes. 
 

 

 

Fig. 14. Fiestel Algorithm without
subkeys 

Fig. 15. MANET Structure 
 

4   Security Analysis 

4.1   The Security Functions of the Proposed System  

• Confidentiality: The privacy of the message is protected by this scheme. Suppose if 
the attacker wants to derive the original message from the encrypted text, he needs 
the cryptographic key. The key can be obtained only by using the fingerprint 
biometric of the receiver. Furthermore the biometric is not used as such instead a 
cancelable version is used. So, it is computationally infeasible to get the key. 

• Authentication: In our proposed scheme, the members of the ad hoc group can 
authenticate each other through their face biometric. If the receiver wants to verify 
whether the message is coming from the genuine sender, after decrypting the 
message he can separate the eigen face and can verify with the sender’s face 
biometric. 

• Integrity: In our proposed scheme, the recipient can verify whether the received 
message is the original one that was sent by the sender. If the attacker changes the 
cipher text, the original plain text can not be generated after decrypting with the 
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key created by using receivers biometric. By the property of one-way hash 
function, it is computationally infeasible for the attacker to modify the cipher text. 

4.2   Man-in-the-Middle Attack 

An attacker sits between the sender and the receiver and sniffs any information being 
sent between two ends is called man in the middle attack. Even though the attacker 
can get the cipher text he cannot view the original message since it is secured using 
genetic based biometric cryptography. 

4.3   Exhaustive Search Attack 

If the hacker does not have any information about the solution space or key statistics 
information, he has to perform an exhaustive search in the entire key space. If the key 
space is very large, the expected number of guesses by exhaustive search is also very 
large ie a longer key is more secure under exhaustive search attack. In the proposed 
approach, since different key is used for different iterations computationally infeasible 
to get the key by this method. 

4.4   Authentic Key Statistics Attack 

If the hacker knows the statistics of the authentic keys generated by the key generator 
system, he may try to guess the keys smartly [20]. Since we use eigen face for 
authentication it is also not feasible to guess easily and attack the system.  

4.5   Device Key Statistics Attack 

If the hacker knows the subject space of the system, he may probe the key generation 
system by inputting the subject information and collecting the statistics of the 
generated keys. Given such statistics, the hacker may have better ways to guess the 
cryptographic key. Since such attack focuses on the device the attack is named as 
device key statistics attack [20].  Our proposed system is intended to provide security 
for an ad hoc mobile application where each user will be allocated with independent 
devices and it is not at all possible to hack such system with this attack. 

5   Experimental Results  

This section reports the analysis of the security parameters like time taken for key 
generation, encryption and decryption for various algorithms like 3DES192, AES128, 
AES256 and GBBSS64 [12] in an ad hoc network environment. The graph shown in 
figure 16 is generated by using the timing measurements given in the following table 1. 

From the above chart we can understand that our proposed system achieves 
relatively high performance than other algorithms and same as GBBSS-64 in terms of 
less overhead and high security level. Since the key size is very small and algorithm is 
very simple compared to the other algorithms, the time taken to generate key, encrypt 
and decrypt is also less but slightly higher than GBBSS-64. 
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6   Conclusion and Future Work 

Although MANET is a very promising technology, challenges are slowing its 
development and deployment.  Traditional security mechanisms are not sufficient for 
the nodes roaming in a hostile environment with relatively poor physical protection. 
Therefore to strengthen the encryption algorithm and key, first the advantages of 
biometrics, cryptography and genetic algorithms are taken into our system. Secondly, 
security should be achieved by using simple algorithms that involve small inherent 
delays rather than complex algorithms which occupy considerable memory and delay.  
Finally, high security ad hoc networks may also need authentication which is also 
provided in this system. 

The method presented in this paper remains as a preliminary approach to realize 
biometric security in ad hoc networks which needs high security. This approach can 
be used in very critical, crucial and vital applications where data security and 
authentication is very important and members who have accessed that data is limited 
in number like military officers at war-field, scientists in a conference etc. There are 
many security problems still persist in these types of ad-hoc networks and as a future 
work, this paper can be extended to solve those problems with different biometrics 
and also with different multimodal biometrics. 
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Abstract. Integrating an efficient Error detection and correction scheme with 
less encoding and decoding complexity to support the distribution of keying 
material in a secure multicast communication is an important issue, since the 
amount of information carried out in the wireless channel is high which 
produces more errors due to noise available in the communication channel. 
Moreover, the key must be sent securely to the group members. In this paper, 
we propose a new efficient Key Distribution Protocol that provides more 
security and also integrates an encoding method in sender side and decoding 
method in the receiver side. To achieve higher level of security, we propose 
Euler’s totient function based key distribution protocol. To provide efficient 
error detection and correction method while distributing the Keying and re-
keying information, we introduce tanner graph based encoding stopping set 
construction algorithm in sender and receiver side of the multicast 
communication. Two major operations in this scheme are joining and leaving 
operations for managing multicast group memberships. The encoding and 
decoding complexity of this approach is computed in this paper and it is proved 
that this proposed approach takes less decoding time complexity. 

Keywords: Multicast Communication, Key Distribution, Euler’s Totient 
Function, Tanner Graph, Pseudo tree, Encoding Stopping set. 

1   Introduction 

Wireless multimedia services such as pay-per-view, videoconferences, some sporting 
event, audio and video broadcasting are based upon multicast communication where 
multimedia messages are sent to a group of members with less computation, 
communication cost due to the limitation of battery power. In such a scenario only 
registered members of a group can receive multimedia data. Group can be classified 
into static and dynamic groups. In static groups, membership of the group is 
predetermined and does not change during the communication. In dynamic groups, 
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membership can change during multicast communication. Therefore, in dynamic 
group communication, members may join or depart from the service at any time. 
When a new member joins into the service, it is the responsibility of the Group Centre 
(GC) to disallow new members from having access to previous data. This provides 
backward secrecy in a secure multimedia communication. Similarly, when an existing 
group member leaves from any group, he/ not have access she do to future data. This 
achieves forward secrecy. GC also takes care of the job of distributing the Secret key 
and Group key to group members. 

Most basic key distribution schemes mainly focuses on the domain of key 
computation which aims at reducing the storage and computation complexity. 
However, some of the literatures focus on packet loss and packet recovery [10], [14] 
in turn. In this paper we propose a new key distribution protocol along with error 
detection and correction techniques. Hence, this approach provides a good approach 
for the group members to construct the original key even if the keying/Rekeying 
information’s that are sent through the wireless channel are lost. The remainder of this 
paper is organized as follows: Section 2 provides the features of some of the related 
works. Section 3 discuses the proposed key distribution protocol and a detailed 
explanation of the proposed work. Section 4 integrates Error detection and correction 
with our proposed key distribution method. Section 5 gives the concluding remarks 
and suggests a few possible future enhancements.  

2   Literature Survey 

There are many works on key management and key distribution that are present in the 
literature [1], [2], [8]. In most of the Key Management Schemes, different types of 
group users obtain a new distributed multicast key for every session update. Among 
the various works on key distribution, Maximum Distance Separable (MDS) [4] 
method focuses on error control coding techniques for distributing re-keying 
information. In MDS, the key is obtained based on the use of Erasure decoding 
functions [5], [15] to compute session keys by the group members. Here, Group 
center generates n message symbols by sending the code words into an Erasure 
decoding function. Out of the n message symbols, the first message symbol is 
considered as a session key and the group members are not provided this particular 
key alone by the GC.  Group members are given the (n-1) message symbols and they 
compute a code word for each of them. Each of the group members uses this code 
word and the remaining (n-1) message symbols to compute the session key. The main 
limitation of this scheme is that it increases both computation and storage complexity. 
The computational complexity is obtained by formulating lr+(n-1)m where lr is the 
size of r bit random number used in the scheme and m is the number of message 
symbols to be sent from the group center to group members. If lr=m=l, computation 
complexity is nl. The storage complexity is given by [log2L]+t bits for each member. 
L is number of levels of the Key tree. Hence Group Center has to store n ([log2L]+t ) 
bits. A new group keying method that uses one-way functions [6] to compute a tree of 
keys, called the One-way Function Tree (OFT) algorithm has been proposed by David 
and Alan. In this method, the keys are computed up the tree, from the leaves to the 
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root. This approach reduces re-keying broadcasts to only about log n keys. The major 
limitation of this approach is that it consumes more space. However, time complexity 
is more important than space complexity. In our work, we focused on reduction of 
time complexity.  

Wade Trappe and Jie Song proposed a Parametric One Way Function (POWF) [3] 
based binary tree key Management. The storage complexity is given by logan+2 keys 
for a group centre. The amount of storage needed by the individual user is given as 
S=aL+1-1/a-1Keys. Computation time is represented in terms of amount of 
multiplication required. The amount of multiplication needed to update the KEKs 
using bottom up approach is 1. Multiplication needed to update the KEKs 
using top down approach is Ctu= (a-1)logan(logan+1)/2. The scheme MABS-B [10] 
provides perfect resilience against packet loss by eliminating the correlation among 
the packets that are sent. For ensuring such a scheme, Merkle tree which is based on 
hash functions is constructed and found to be very efficient for providing batch 
signature and verification. Meanwhile, due to the limitations in MABS-B, an efficient 
method for multicast communication with forward security, ForwardDiffSig was 
proposed [14]. This scheme was found to be very efficient in terms of speed, 
exhibiting low delay even for long keys.   

The contribution of this work is that a variation of LDPC (Low Density Parity 
Check) error correction codes [12], [16-18] has been proposed. LDPC is an error 
correcting code that constructs a parity check matrix M, which is multiplied with the 
original data words, d to provide a list of code words, c. If the original data word 
consists of 8 bits, then LDPC (8, 16) parity check matrix is generated. LDPC codes 
can also be described by their parity check matrix [19] or tanner graphs. So the degree 
of the bit node in a tanner graph is equivalent to the column weight of the 
corresponding column of the parity check matrix. Different Column of a parity matrix 
will have different column weights. Different row of a matrix will have different row 
weights. 

Initially, Tanner graphs [20] were developed for the process of decoding using 
LDPC codes, in fact, they can be used for the encoding of LDPC codes [11] In order 
to provide efficient error correction, and we make use of the idea of Tanner graphs. 
The Tanner graph may produce pseudo tree [13], based encoding stopping set [12]. In 
the proposed algorithm, the time complexity of error correction procedure is 
significantly minimized slightly and the proof is given in section 4. 

3   Key Distribution Protocol 

3.1   GC Initialization 

Initially, the GC selects a large prime number P. This value, P helps in defining a 
multiplicative group Zp* and a secure one-way hash function H(.). The defined 
function, H(.) is a hash function defined from  where X and Y are non-
identity elements of Zp*. Since the function H(.) is a one way hash function, x is 
computationally difficult to determine from the given function Z = y x (mod p) and y.  
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3.2   Member Initial Join 

Whenever a new user i is authorized to join the multicast group for the first time, the 
GC sends it (using a secure unicast) a secret key Ki which is known only to the user Ui 
and GC. Ki is a random element in Zp*. Using this Ki the Sub Group Keys (SGK) or 
auxiliary Keys and a Group key Kg are given for that user ui which will be kept in the 
user ui database. 

3.3   Rekeying 

Whenever some new members join or some old members leave the multicast group, 
the GC needs to distribute a new Group key to all the current members in a secure 
way with minimum computation time. When a new member joins into the service it is 
easy to communicate the new group key with the help of old group key. Since old 
group key is not known to the new user, the newly joining user can not view the past 
communication. This provides backward secrecy. Member Leave operation is 
completely different from member join operation. In member leave operation, when a 
member leaves from the group, the GC must avoid the use of old Group key/SGK to 
encrypt new Group key/SGK. Since old members, knows old GK/SGK, it is necessary 
to use each user’s secret key to perform re-keying information when a member 
departs from the services. In the existing key management approaches, this process 
increases GC’s computation time and communication time. However, the security 
levels achieved in the existing works are not sufficient with the current computation 
facilities. Therefore this work focuses on increasing the security level as well as 
attempts to reduce the communication time.  

 
The GC executes the rekeying process in the following steps: 
1. GC defines a one way hash function h(ki,y) where ki is the users secret 

information, y is the users public information  and computes its value as shown 
in equation (1). ,                                                     (1) 

2. GC computes Euler’s Totient Function φ n  [7] for the user ui using the 
function  ,  as shown in equation (2). Next it can compute ,  for 
the user uj. Similarly it can compute Totient value for ‘n’ numbers of user if 
the message has to be sent to ‘n’ numbers of user. , ,                                                  (2) 

3. It also defines a new function g(ki,y) which is obtained by appending ,  
with a value 1 in front of it.  , 1 ,                                                   (3)  

The purpose of concatenating the value 1 with ,   is to provide each user to 
recover the original keying information. This function is completely different from the 
function that was used in our previous paper [8]. The main purpose of not using GCD 
value in this paper is to reduce the computation time. Because computing GCD value 
for large integers increases computation time. 
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4. GC computes the new keying information  for the new GK  to be sent 
to the group members as shown below.  ∏ ,                                             (4) 

5. Perform encoding operation as explained in section 4.1. 
6. GC sends the newly computed  to the existing group members.  

Upon receiving the encoded information from the GC, an authorized user ui of the 
current group executes the following steps to obtain the new group key. 

1. Perform decoding operation as explained in section 4.2. If there is no error in 
the received data then process step 2 to 5. 

2. Calculate the value ,   where Ki is user’s secret key and y 
is the old keying information which is known to all the existing users. 

3. Compute , ,  
4. Append the value 1 in front of , . 
5. A legitimate user ui may decrypt the rekeying information to get the new group 

key by calculating the following value.  1  ,                                             (5) 

3.4   Tree Based Approach  

Scalability can be achieved by employing the proposed approach in a key tree based 
key management scheme to update the GK and SGK. Fig.1. shows a key tree in 
which, the root is the group key, leaf nodes are individual keys, and the other nodes 
are auxiliary keys (SGK).  In a key tree, the k-nodes and u-nodes are organized as a 
tree. Key star is a special key tree where tree degree equals group size [9]. In this 
paper we have discussed about a binary tree based key tree (N=2) wherein the 
rekeying operation used for member leave case is alone considered. For example, if a 
member M8 from the above figure leaves from the group, the keys on the path from 
his leaf node to the tree’s root should be changed. Hence, only the keys, K7,8,  K5,8, 
K1,8will become invalid. Therefore, these keys must be updated. In order to update the 
keys, two approaches namely top-down and bottom-up are used in the members 
departure (Leave) operation. In the top-down approach, keys are updated from root 
node to leaf node. On the contrary, in the bottom-up approach, the keys are updated 
from leaf node to root node. When member M9 leaves from the group, GC will start to 
update the keys, K7,8,  K5,8, K1,8 using bottom-up approach. In top-down approach, the 
keys are updated in the order K1,8, K5,8, K7,8. The number of multiplications required to 
perform the rekeying operation is high in top down approach than bottom up 
approach. So it is a good choice to use bottom up approach in key tree based key 
management scheme. In binary tree based approach, three updating are required for a 
group with a size of 8 members. The working principle of the top-down approach 
process can be described as follows: When a member M8 leaves from the service, GC 
computes the Totient value for the remaining members of the group. For simplicity, 
GC chooses K1,8(t-1) (old Group Key) as y. if y value is a primitive root of prime p, 
then this information is sent as a broadcast message to the remaining (n-1) users. 
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4   Error Correction Using LDPC Codes 

4.1   Encoding at Group Center 

Encoding process at group center consists of three phases.  

Phase 1: Conversion of original key information bits into binary values (0’s and 1’s) 
Phase 2: Construction of Parity Check Matrix according to size of the key 
Phase 3: Construction of Encoding stopping set 
Phase 4: Generation and distribution of code words to group members 

Algorithm: 
Consider an example, where the size of key information is 8 bits. If the original key 
information bit is 8 bits [1 1 0 1 0 0 1 1] and its corresponding (8, 16) parity check 
matrix will be generated as mentioned in phase 2 and used as shown below.  
 
 
                           
 
 
 
 
 
 
 
 

Parity Check Matrix of (8, 16) LDPC codes  
The group members are required to use the same size parity check matrix. From the 

parity check matrix the GC can construct the Tanner graph. The algorithm coverts the 
tanner graph into Pseudo tree based Encoding stopping set with maximum bit node 
degree 3 as explained in [12] .  

Reevaluated Bits: 
The reevaluated bits r1 and r2 are found in a twofold constraint encoding stopping set 
with key check nodes C7 and C8. The Key parity check equations for the check nodes 
C7 and C8 are computed by using Fig. 3. 

                                               C7 = X11 ⨁ X16  
 C8 = X4 ⨁ X6⨁X12⨁X15 

Encoding Process: 
The stages of encoding are given below: 
 

1. Fill the values of the information bits in the bottom most level, i.e.,[X5 X6 X7 X10 
X11 X12 X14 X15 ] = [1  1  0  1  0  0  1  1]. Assign X16 = 0 and X4 = 0. 
2. Encode the pseudo tree as shown in Fig. 2.and compute the parity bits as follows 

                  X8 = X6 ⨁ X10 ⨁ X14 ⨁ X16 = 1  
                  X1 = X7 ⨁ X14 = 1 

1   0   0   0   0   0   1   0   0   0   0   0   0   1   0   0 
0   1   1   1   1   0   0   0   1   0   0   1   1   1   0   0 
1   0   1   0   0   1   1   0   0   1   1   1   0   0   0   0 
1   0   0   1   1   0   0   1   0   1   1   0   1   0   1   1 
0   0   0   0   1   0   1   1   1   0   0   0   0   0   1   0 
0   0   0   0   0   1   0   1   0   1   0   0   0   1   0   1 
0   1   0   0   0   0   0   0   1   0   1   0   1   0   0   1 
0   1   1   1   0   1   0   0   0   0   0   1   0   0   1   0 
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the reevaluated bits are inverted as [X4   X16] = [0   1]. Even now if the error is not 
corrected then perform two bit error correction process. Again, the parity bit values 
are computed from bottom to top (i.e.) calculate all the parity bit values up to reach 
the last check nodes. If the key check node [C7 C8] values after parity computation 
are [0 0], then error has been rectified. 

Case 2: Key Information Bits 

This is the case, where the error has been occurred in the original key information bits 
or aggregation of information bits and reevaluated bits. Considering the example of 
received code words as follows,  [X5 X6  X7  X10  X11  X12  X14  X15  X4  X16  
X8  X1  X9  X3  X13  X2 ] = [1  1  1  1  0  0  1  1  0  1  0  1  0  1  1  0], X7 
information bit value 0 is changed to 1. During the decoding process some parity bit 
values will be changed and hence the key check node values will not end up as [0   0]. 
Hence, on finding such error, the correction follows the steps given below: 

Step 1: For correcting the error, all combination of reevaluated bits are changed and 
even after changing if the key check node [C7   C8] values does not become [0   0], 
migrate to step2. 

 

Step 2:This is the final stage of correction wherein, each information bit from left to 
right in the leaf node are changed until the key check nodes [C7   C8] value becomes 
[0   0], and the error has been rectified. There are also some cases, where even during 
such a change the key check node values may not become [0  0] and in such a 
situation, combination of two, three, …, n information bits are changed in leaf node 
from left to right to obtain the key check node value to be [0   0].  

Case 3: Parity Bits 

In the second case, the error would have occurred in the parity bits: For example, 
considering the bits received are  [X5 X6  X7  X10  X11  X12  X14  X15  X4  X16  
X8  X1  X9  X3  X13  X2 ] = [1  1  0  1  0  0  1  1  0  1  0  1  1  1  1  0]. In this 
example X9 parity bit value 0 is changed to 1. During the decoding process while 
calculating the parity bit values, X9 = 0 will be obtained which is not in coincidence 
with the received codeword, where X9 bit value is 1. This error can be rectified 
automatically while correcting the information bits. The following proof gives the 
information regarding the number of changes for the different types of errors. 

Lemma: 
Any arbitrary LDPC codes has O ) time complexity during decoding process for n 
bit errors. 

Proof: 
Let ‘s’ be the number of leaf nodes which includes ‘n’ information bits and ‘r’ re-
evaluated bits received from the GC. The received bits are substituted in the encoding 
stopping set generated at group member’s side. Now we apply the decoding process in 
encoding stopping set. 
An error is said to occur: 

1. If the values of the level 1 check nodes (i.e., key check nodes) are not zero. 
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2. If the computed parity bit values and received parity bit values at each level, 
in encoding stopping set are unequal. 

We need to correct these errors. In case, if the re-evaluated bits are corrupted, then 
complexity of correcting the re-evaluated bit is 3. Depending upon the number of 
encoding stopping sets the complexity may increase. If there are two encoding 
stopping set then the decoding time complexity is 6, in which 3 for first encoding 
stopping set and another 3 computation for second encoding stopping set and so on. 
On occurrence of error in the information bits, the following procedure has to be 
followed. 

Since the number of corrupted bits and their position are unknown, we correct 
them step by step procedure. First we change the 1st  bit of the leaf nodes from left to 
right. Next, we compute the new parity bit values. If the key check node values are 
equal to zero, then the error is corrected.   

Even now, if the key check node values are unequal to zero, then the second bit of 
the information bit is changed and the procedure is repeated until reaching the last 
information bits in the leaf level. From this it is very clear that the complexity for 
correcting one bit error is O(n). If still error persists, the above procedure is repeated 
for all combination of two information bits. Now the time complexity becomes 
O(n+(n(n-1)/2)). Even then if the error is uncorrected, then the combination of ‘i’ 
(i=3,4,…..,n) information bits are changed to calculate the new parity bit value, and 
the error is corrected. Hence the time complexity for the decoding procedure is O ) 
as follows. For example if the total number of received information bits is 4 bits and 
all the four information bits are corrupted, then the decoding time complexity can be 
computed as shown below. 

 

                      = n + (n ( n –op 1) /2) +(( n – 1 ) ( n – 2 ) / 2 )+1 
                     = n+( /2)+( 3 2 /2)+1         =  n+2   = O ) 

5   Concluding Remarks 

In this paper, a binary tree based key distribution protocol for n bit numbers as the key 
value has been proposed for creating and distributing keys in order to provide 
effective security in multicast communications. The major advantages of the work are 
recovering the original keying information bits if the keying information’s are 
corrupted. In order to do that we introduced two algorithms in this proposed work. 
First, Euler’s Totient function is used to achieve higher level of security in the key 
computation process. Second, Encoding stopping set is constructed in the sender and 
receiver side in order to verify whether the received key material has no errors. If any 
error is found in the received key at receiver side, decoding algorithm can correct the 
error in O(n ) time. The main advantage of this approach is that the proposed 
approach can correct n-bit errors in less decoding time. However the main concern of 
our proposed approach is that it also increases the computation time since the amount 
of multiplication required is high than the approach discussed in our previous work 
[8]. The communication time can also be improved by using the N-ary tree based 
algorithm used in our previous work. Further extensions to this work are to devise 
techniques to reduce the storage complexity which is the amount of storage required 
to store the key related information, both in GC and group members’ area.  
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Abstract. Data warehouses have been developed that stores information 
enabling the knowledge worker to make better and faster decisions. As a 
decision support information system, a data warehouse must provide high level 
quality of data and quality of service. Various metrics have been defined and 
theoretical validated to measure the quality of the data warehouse in a consistent 
and objective manner and if quality measured, it can be managed and improved. 
Now, in this paper we will use these design quality metrics and empirically 
validated these metrics by conducting an experiment using regression analysis 
and deriving the conclusions according to the analysis so that they can be used 
by researchers and users. 

Keywords: Object Oriented Conceptual Modeling, Metrics, Regression Analysis, 
Empirical Validation. 

1   Introduction 

Data warehouses have been developed to answer the increasing demands of 
information required by the top managers and economic analysts of organizations. 
Quality is the key issue in the building the data warehouse and gives the confidence 
that particular information meets some context specific quality requirements [8]. A 
lack of quality in the data warehouse can have disastrous consequences for the 
organizations. One of the main issues that influence the quality is designing the data 
warehouse using various data models i.e. conceptual, logical and physical [14]. 
Conceptual modeling forms the basis of the data warehouse and is concerned with the 
real world view and understanding of data. Various conceptual model metrics are 
defined to measure a quality factor in a consistent and objective manner [9] and gives 
the best ways to help professionals and researchers.  Here our goal is to empirically 
validate the object oriented conceptual model metrics using the correlation and 
regression analysis technique. 

2   Related Work 

In this the related work is defined for the two main topics covered in this paper:  
(i) Object Oriented Conceptual Multidimensional modeling (ii) Quality metrics 
proposed in the data warehouse. 
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2.1   Object Oriented Conceptual Multidimensional Modeling 

An approach in [5] has been proposed as an object-oriented (OO) conceptual MD 
modeling approach. This proposal is a profile of the Unified Modeling Language 
(UML) which use the standard extension mechanisms (stereotypes, tagged values and 
constraints) provided by the UML. The extension used the Object Constraint 
Language OCL for expressing well-formedness rules of new defined elements. 
Another approach is given in [12] i.e. YAM2 allows the representation of several 
semantically related star schemas, as well as summarizability and identification 
constraints. In [6] the authors propose an approach that provides a theoretical 
foundation for the use of object-oriented databases and object-relational databases in 
data warehouse, multidimensional database, and online analytical processing 
applications. 

2.2   Quality Metrics for the Data Warehouses 

Metrics are proposed for OO conceptual modeling and theoretical validation and 
empirical validation is done in [1] but the models taken were few in number. Various 
OO conceptual model quality metrics are proposed in [4] but are not empirically 
validated.  Si-Said and Prat [3] have proposed some metrics for measuring 
multidimensional schemas analyzability and simplicity. But these metrics proposed so 
far has not been empirically validated. Various metrics have been proposed [2] to 
assure the quality of data warehouse logical models validated both formally and 
empirically [8]. In [4] authors present a framework to design metrics in which each 
metric is part of a quality indicator we wish to measure. In [15] there is a review of 
research in conceptual model quality and identifies the major theoretical and practical 
issues which need to be addressed. 

3   Conceptual Modeling 

Multidimensional modeling has been widely accepted as the foundation of data 
modeling for data warehouses [10]. The first design steps accomplished in data 
warehouses involve producing a conceptual schema by using a conceptual model that 
conveniently represents the multidimensional modeling properties. Conceptual 
modeling describes entity classes, and characteristics i.e. attributes and associations 
between pairs of those things of significance i.e. relationships. We now need objective 
metrics for this purpose and we should empirically validate those metrics. 

3.1   Object Oriented Conceptual Modeling 

In conceptual modeling, we have used the extension of the UML (Unified Modeling 
Language).This is an object-oriented conceptual approach for data warehouses that 
easily represents main data warehouse properties at the conceptual level[1].Tables 2 
and 3 summarize the defined stereotypes along with a brief description and the 
corresponding icon in order to facilitate their use and interpretation. These stereotypes 
are classified into class stereotypes (Table 2) and attribute stereotypes (Table 3).  
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Table 1. Stereotypes of Class 

NAME DESCRIPTION ICON 
FACT Classes of this stereotype represent facts in a 

MD model 
#F 

DIMENSION Classes of this stereotype represent dimensions 
in a MD model 

#D 

BASE Classes of this stereotype represent dimension 
hierarchy levels in a MD model 

#B 

Table 2. Stereotypes of Attribute [1] 

ICON  DESCRIPTION ICON 
   OID It represent OID attributes of fact, dimension or 

base classes in a MD model 
OID 

   Fact 
Attributes 

It represent attributes of Fact classes in a MD 
model 

FA 

Descriptor It represent descriptor attributes of dimension or 
base classes in a MD model 

D 

Dimension 
 Attribute 

It represent attributes of dimension or base 
classes in a MD model 

DA 

In figure 1, we are interested in analyzing the car sales (Fact Car_Sales) of a big    
showroom. Here we have taken 20 real world examples of an object oriented data 
warehouse conceptual model using UML and calculated the values of the metrics.  

 
Fig. 1. Example of an object oriented data warehouse conceptual model using UML 
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3   Metrics Definition 

Following are the metrics definition [1] for measuring the understandability of data 
warehouse conceptual models.  

Table 3. Metrics Definition [1] 

 METRICS DEFINITION 
NDC(S) Number of dimension classes of the star S (equal to the number of 

aggregation relationships) 
NBC(S) Number of Base classes of Star S 

NC(S) Total number of classes of the star S 
NC(S) = NDC(S) + NBC(S) + 1 

RBC(S) Ratio of base classes. Number of base classes per dimension class of the 
star S 

NAFC(S) Number of FA attributes of the fact class of the star S 

NADC(S) Number of D and DA attributes of the dimension classes of the star S 

NABC(S) Number of D and DA attributes of the base classes of the star S 

NA(S) Total number of FA, D and DA attributes of the star S 
NA(S) = NAFC(S) + NADC(S) + NABC(S)

NH(S) Number of hierarchy relationships of the star S 

DHP(S) Maximum depth of the hierarchy relationships of the star S 

RSA(S) 
Ratio of attributes of the star S. Number of attributes FA divided by the 
number of D and DA attributes 

Table 4. Values of metrics 

Metrics/
Schema

NDC NBC   NC RBC NAFC NADC NABC NA NH DHP RSA

S01 4 4   9    1 2 18 4 24 3 3 0.09
S02 3 7   11 2.34 1 13 7 21 3 3 0.05
S03 4 4    9    1 3 17 4 24 2 3 0.14
S04 4 0    5    0 2 23 0 25 0 0 0.08
S05 4 4    9    1 2 20 4 26 2 3 0.08
S06 3 7   11 2.34 2 13 7 22 3 3 0.1
S07 4 5   10 1.25 2 12 5 19 2 3 0.11
S08 3 7   11 2.34 2 15 7 24 2 4 0.09
S09 5 8   14 1.6 2 22 8 32 3 3 0.06
S10 5 4   10 0.8 2 13 4 19 2 2 0.11
S11 5 4   10 0.8 2 21 4 27 2 3 0.08
S12 5 4   10 0.8 2 22 4 28 2 3 0.07
S13 3 4    8 1.37 2 15 4 21 2 3 0.10
S14 3 4    8 1.37 2 16 4 22 2 2 0.1
S15 4 2    7 0.5 2 14 2 18 1 2 0.12
S16 3 0    4 0 4 15 0 19 0 0 0.26
S17 5 7   12 1.4 2 18 7 27 3 4 0.08
S18 4 2    6 0.5 3 12 2 17 1 2 0.21
S19 4 6   10 1.5 2 15 6 23 3 2 0.09
S20 5 3    8 0.6 2 27 3 32 1 3 0.06  
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4   Experimental Settings  

The experimental setting is done to validate the metrics for data warehouse 
conceptual models for the purpose of evaluating if they are useful with respect of the 
data warehouse understandability and efficiency.  

4.1   Subjects  

There are 10 students from the University School of Information Technology, Guru 
Gobind Singh Indrapastha University, (Delhi) which have participated in the 
experiment.  

We give a set of questions for each schema to all the subjects. For each design, the 
subjects had to analyze the schema and answer some questions about the design. In 
this experiment we have taken fix number of questions in each schema Questions for 
schema car_sales are as follows:- 

 

Schema 1- CAR SALES 
 

1. Which classes do we need to use for knowing the model of the car? 
2. Which classes do we need to know that which sales representative has helped 

in the maximum sales? 
3. Which classes do we need to answer the total sales price in a year? 
4. If we want to increase our car sales then in which class do we add our 

promotion advertisement? 

The starting time and finish time in which the subjects answers these questions is 
noted down in seconds and we get the understanding time i.e. time taken to solve the 
questions. 

Table 5. Understanding time 

Subject/
Schema

1 2 3 4 5 6 7 8 9 10

S01 60 70 72 58 64 84 74 73 65 50
S02 45 40 56 49 35 41 51 32 29 47
S03 52 45 51 47 40 36 54 41 62 32
S04 35 40 41 36 32 31 28 25 30 26
S05 50 53 51 46 56 65 74 29 35 44
S06 48 39 26 28 37 35 40 27 36 22
S07 32 31 38 26 28 40 34 50 51 41
S08 63 68 75 74 80 59 65 71 78 69
S09 81 86   100 89 79 67 71 86 74 89
S10 56 68 78 45 61 50 53 51 48 89
S11 46 53 52 48 70 68 61 55 42 40
S12 45 53 55 61 60 59 57 45 39 41
S13 40 35 39 25 29 34 31 41 28 27
S14 22 27 36 31 29 34 32 33 24 22
S15 32 37 39 41 45 29 24 26 33 38
S16 38 40 48 36 22 24 29 35 34 27
S17 86 74 96 102 68 67 88 77 84 70
S18 50 45 46 38 29 27 36 37 47 45
S19 56 58 60 84 74 63 41 45 50 61
S20 68 74 77 84 63 59 69 78 81 88  
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Table 6. Efficiency 

      Subject/
      Schema

1 2 3 4 5 6 7 8 9 10

S01 0.06 0.05 0.05 0.06 0.06 0.04 0.05 0.05 0.04 0.08
S02 0.08 0.1 0.07 0.08 0.11 0.09 0.05 0.12 0.1 0.08
S03 0.07 0.06 0.07 0.04 0.1 0.11 0.07 0.09 0.06 0.12
S04 0.11 0.1 0.09 0.11 0.12 0.09 0.1 0.12 0.13 0.15
S05 0.08 0.07 0.07 0.06 0.07 0.06 0.05 0.06 0.11 0.09
S06 0.08 0.1 0.15 0.14 0.1 0.08 0.07 0.11 0.11 0.09
S07 0.12 0.12 0.1 0.15 0.14 0.1 0.08 0.08 0.07 0.04
S08 0.06 0.05 0.05 0.05 0.05 0.05 0.06 0.05 0.05 0.05
S09 0.04 0.04 0.04 0.04 0.05 0.04 0.05 0.04 0.05 0.04
S10 0.07 0.04 0.05 0.08 0.06 0.08 0.07 0.07 0.08 0.04
S11 0.06 0.05 0.07 0.08 0.05 0.05 0.06 0.07 0.09 0.1
S12 0.06 0.07 0.05 0.06 0.06 0.05   0.05 0.08 0.1 0.09
S13 0.07 0.11 0.1 0.16 0.13 0.11   0.12 0.07 0.14 0.14
S14 0.1 0.11 0.08 0.12 0.13 0.11   0.12 0.12 0.08 0.09
S15 0.09 0.1 0.1 0.09 0.08 0.1   0.16 0.15 0.12 0.1
S16 0.1 0.1 0.08 0.11 0.18 0.16   0.13 0.11 0.11 0.14
S17 0.04 0.05 0.04 0.03 0.05 0.05   0.04 0.05 0.04 0.05
S18 0.08 0.08 0.08 0.1 0.13 0.11   0.11 0.08 0.08 0.08
S19 0.07 0.05 0.06 0.04 0.05 0.06   0.07 0.08 0.08 0.06
S20 0.05 0.05 0.03 0.03 0.06 0.06   0.04 0.03 0.04 0.04

 

5   Empirical Validation Using Regression Analysis 

Regression analysis is also used to understand which among the independent variables 
are related to the dependent variable, and to explore the forms of these relationships. 
Regression models involve the following variables: 

• The independent variables X. 
• The dependent variable Y 

Correlation is a statistical technique that can show whether and how strongly pairs 
of variables are related. For example, height and weight are related; taller people tend 
to be heavier than shorter people. 

5.1   Hypothesis 

Null Hypothesis H(N): There is no a statistically significant correlation between the 
metrics and the understandability time of the data warehouse conceptual data models. 

Valid hypothesis H(V): There is a statistically significant correlation between the 
metrics and the understandability time of the data warehouse conceptual data models. 

5.2   Variables Used 

Here we used two types of variables:- 
Independent Variables- The independent variables are the variables for which the 

effects should be evaluated. In our experiment this variable is metrics being 
researched. Table 4 presents the values for each metric in each DW conceptual 
schema provided in the experiment. 
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Dependent variables: The dependent variable is the time taken to solve the 
questions. 

Efficiency can be calculated as: 

Efficiency =         Number of correct answers 
                        Time 

5.3   Analysis and Interpretation 

We used the data collected in order to test the hypotheses previously formulated. We 
decided to apply a non-parametric correlational analysis, and parametric correlation 
analysis avoiding assumptions about the data normality. In this way, we made a 
correlation statistical analysis using the Kendall Tau’s statistic, Spearman Rho and 
Pearson and we used a level of significance a = 0.05. 

The descriptive statistics in which we calculated the mean of the understanding 
time and the efficiency is calculated by using SPSS Statistical tool. 

Based on descriptive statistics i.e. mean we have find the correlation between the 
dependent and the independent variable using regression analysis. 

Table 7. Descriptive Statistics 

Mean/ 
Schema 

Mean understanding  time Mean Efficiency 

S01 67.00 0.054 
S02 42.50 0.088 
S03 46.00 0.079 
S04 32.40 0.112 
S05 50.30 0.072 
S06 33.80 0.103 
S07 37.10 0.098 
S08 30.20 0.052 
S09 82.20 0.043 
S10 59.90 0.064 
S11 53.50 0.068 
S12 51.50 0.067 
S13 32.90 0.115 
S14 29.00 0.106 
S15 34.40 0.109 
S16 33.30 0.122 
S17 81.20 0.044 
S18 40.00 0.092 
S19 59.20 0.062 
S20 74.10 0.042 

6   Results 

The results of understanding time and the efficiency i.e. correlation and p-value are 
shown below 
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Table 8. Results for Understanding time  

KENDALL’S TAU

Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION 0.543 0.362 0.449 0.174 -0.148 0.228 0.362 0.411 0.356 0.451 -0.317

P-VALUE 0.003 0.036 0.008 0.296 0.426 0.170 0.036 0.013 0.047 0.013 0.057

SPEARMAN RHO

Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION 0.649 0.461 0.449 0.256 -0.178 0.344 0.461 0.577 0.440 0.562 -0.483
P-VALUE 0.002 0.041 0.008 0.277 0.454 0.138 0.036 0.008 0.052 0.010 0.031

PEARSON

Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION 0.622 0.494 0.603 0.195 -0.215 0.470 0.494 0.691 0.416 0.537 -0.431
P-VALUE 0.003 0.027 0.005 0.409 0.363 0.037 0.027 0.001 0.068 0.015 0.058  

Table 9. Results of efficiency 

KENDALL’S TAU

Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION -0.518 -0.398 -0.483 -0.207 0.201 -0.305 -0.398 -0.508 -0.393 -0.464 -0.405

P-VALUE 0.004 0.021 0.004 0.214 0.281 0.067 0.021 0.002 0.028 0.010 0.015

SPEARMAN RHO
Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION -0.627 -0.483 -0.603 -0.311 0.245 -0.398 -0.483 -0.644 -0.467 -0.563 0.555

P-VALUE 0.003 0.031 0.005 0.182 0.297 0.082 0.031 0.002 0.038 0.010 0.01

PEARSON
Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

CORRELATION -0.650 -0.536 -0.658 -0.247 0.301 -0.455 -0.536 -0.688 0.416 -0.504 0.511
P-VALUE 0.002 0.015 0.002 0.294 0.197 0.044 0.015 0.001 0.068 0.024 0.021

 
 

Analyzing table 8 and 9 we can conclude that there exist a correlation between 
understandability and metrics, efficiency and metrics as p-value is lower than or equal 
to a=0.05 and that some metrics are not correlated with time and efficiency. 

6.1   Results Summary 

The result summary is shown below: 

Table 10. Results for understanding time 

   Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

KENDALL 
TAU

SPEARMAN

PEARSON
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Table 11. Results for efficiency 

  Metric NDC NBC NC RBC NAFC NADC NABC NA NH DHP RSA

KENDALL 
TAU

SPEARMAN

PEARSON  

7   Conclusion 

As data warehouse is used for making strategic decisions quality of the information is 
crucial for any organization. One aspect to assure their quality is to guarantee the 
quality of the models used in their design (conceptual, logical and physical). In this 
paper, we have chosen a set of metrics of conceptual modeling in order to assure the 
quality .We have taken 20 real world schemas examples which helps us measure the 
understandability and the efficiency of designers and users in working with the 
schemas. Then, we have performed experiments in order to proof the validity of the 
metrics. After these experiments we can conclude that several metrics are correlated 
with the understandability of the models (mainly those measuring the number of 
elements in the conceptual schema such as the number of classes, associations, 
attributes, and so on) and with the efficiency of the subjects when dealing with those 
models (those measuring the number of classes, dimensions, and the number of 
hierarchy levels defined in dimensions). Now future work is proposal of more quality 
metrics and validation of those metrics to be used by the researchers. 
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Abstract. Retrieval of documents is used for finding relevant documents to user 
queries and plagiarism is the act of copying the contents of one’s work without 
any acknowledgement. Paraphrasing is a type of plagiarism where the contents 
from source may be changed. This paper proposes a new document retrieval 
system and paraphrase plagiarism detection of text documents using multi-
layered self organizing map (MLSOM). In the proposed system tree structure is 
extracted for the document that hierarchically represents the document features 
as document, pages and paragraphs. To handle the tree-structured documents in 
an efficient way, MLSOM is used as a clustering algorithm. Using MLSOM the 
documents can be compared for detecting plagiarism and it finds out the local 
similarity. Paraphrased plagiarism can be detected by finding the similarity 
between sentences of two documents which is a kind of local similarity 
detection.  

Keywords: Plagiarism detection, paraphrase, multi-layer self organizing map, 
sentence similarity. 

1   Introduction 

Text Retrieval refers to the retrieval of unstructured records, that is, records consisting 
primarily of free-form natural language text which is also known as Information Retrieval 
(IR). Of course, other kinds of data can also be unstructured, e.g., photographic images, 
audio, video, etc. The records that IR addresses are often called “documents”. An IR 
system prepares for retrieval by indexing documents and formulating queries, resulting in 
document representations and query representations, respectively; the system then matches 
the representations and displays the documents found and the users selects the relevant 
items. 

Document retrieval (DR) more commonly referred to as Information Retrieval which is 
the computerized process of producing a list of documents that are relevant to an 
inquirer’s request by comparing the user’s request to an automatically produced index of 
the textual content of documents in the system. Document Retrieval systems are based on 
different theoretical models, which determine how matching and ranking are conducted. 
The most prevalent models are Boolean, Vector Space, Probabilistic, and Language 
Modeling. Within the indexing aspect of each model, the system processes, represents, and 
weights the substantive content of documents and queries for matching.  
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The easy access to the Internet has made disseminating knowledge across the 
world much easier. Documents can easily be searched, copied, saved, and reused for 
different purposes. Document retrieval (DR) and categorization has also become 
important in facilitating the handling of large number of documents. As a result, 
plagiarism detection (PD) has become increasingly important when more information 
can be electronically exchanged, reused, and copied. 

Plagiarism is defined as “the passing off of another person’s work as if it were 
one’s own, by claiming credit for something that was actually done by someone else”. 

The different plagiarism methods are: Copy-paste plagiarism, Paraphrasing, 
Translated plagiarism, Artistic plagiarism, Idea plagiarism, Code plagiarism and 
Misinformation of references where the paraphrasing deals with lexical synonymy or 
substitution of words. 

2   Prior and Related Work 

The literature survey on document retrieval and plagiarism detection is as follows: 

2.1   Document Retrieval 

Yates et al [1] presented the basic model for document retrieval namely Boolean model. 
Boolean model is the earliest and easiest model. It does not use either term frequencies or 
term weights for the inverted files. Boolean operators- AND, OR, and NOT- are used both 
for representing the user’s need and in the internal matching of the query to the inverted 
file. The main disadvantage of Boolean model is its inability to relevance rank documents. 

Zobel et al [2] presented the probabilistic model for retrieval that assigns the odds 
of relevance score to each term in a document based on that term’s frequency in a set 
of relevant documents. The issues of probabilistic model are its problematic 
assumption that probabilities are based on a binary condition of relevance, the 
assumption of term independence, which is not realistic, and the lack of actual 
relevance data in the system’s initial assignments. 

Liu et al [3] describes the language model for retrieving the documents. It is a 
statistical method for ranking documents in a collection based on the probability that 
they might have generated the query. The documents in the collection are evaluated 
and ranked based on the probability of their language model generating that query. 
Speeding up the retrieval process is an important issue.  

Yuqing et al [4] suggested Self Organizing Map (SOM) a versatile neural network 
used for generating a topologically ordered map and clusters. Based on topologically 
ordered map of documents, SOM facilities users to find similar documents that are 
close to each other on the SOM map. SOM is computationally efficient in performing 
fast DR because it compares a query document with only the neurons instead of all 
documents in the database. All of the above models for document retrieval rely on 
term frequency information. 
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2.2  Plagiarism Detection 

The existing works on plagiarism detection is as follows: 

Kappe et al [5] gave the three broad categories of detecting textual plagiarism: 1) 
comparing the query over a database, 2) comparing core sentences/phrases through a 
search engine, and 3) comparison by stylometric analysis. Kang et al. [6] proposed a 
method based on linguistically motivated plagiarism patterns that allows partial match 
when sentences are made different by changing words or structure. Heintze [7] 
developed a string-matching finger-print based system. It calculates the document 
fingerprint from character level instead of words. The main disadvantage with this 
system is it’s losing of semantic information.  

Monostori et al. [8] used suffix trees to detect plagiarism at a superior speed. It 
requires less space, but suffix trees do not range well and the algorithm is applicable 
only to a small data set. 

George et al. [9] used document tagging approach for detecting plagiarism. The 
principle underlying document tagging is to conceal some information (a marker) in 
source documents so that any re-use of those documents will be evident from the 
presence of the hidden markers.  

Mihai C. Lintean et al [10] uses word semantics and weighted dependencies to 
compute word similarity.  

Issues in existing system: 
The issues in the existing system observed from the literature survey are: 

• Flat featured documents does not contain any contextual information  
• No global and local characteristics of the documents in the legacy DR systems 
• Existing models of plagiarism detection detects only direct plagiarism 
• Paraphrased plagiarism is difficult to detect as words can be substituted, reordered, 

splitted etc. 

3   Proposed System 

From the related work of document retrieval plagiarism detection system it is identified 
that contextual information of documents and paraphrases are not handled. The proposed 
system proposes a new document retrieval (DR) and plagiarism detection (PD) system 
using Multi layer Self-organizing map (MLSOM). In this system a document is 
represented by a rich-tree structure. Instead of keyword based retrieval, the system 
compares a full document as a query for efficient document retrieval and plagiarism 
detection. The tree structure representation of documents is handled in an efficient way 
using MLSOM algorithm which serves as a clustering algorithm. The tree structure is 
extracted by partitioning the document into pages and paragraphs where document is at the 
top layer, paragraphs at the bottom layer. Paraphrased plagiarism of type synonymy can be 
identified by finding the paragraph similarity between two documents. Paragraphs of the 
two documents are compared by extracting the sentences and performing the word 
similarity. The word similarity can be found out by performing semantic similarity 
computation. 
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Fig. 1. Architecture of DR and PD of text documents 

Fig. 1 gives the architectural model of the proposed system which consists of 
document retrieval and plagiarism detection system. In document retrieval model, the 
user gives the query for which the similar documents are retrieved. Preprocessing is 
done where the words are stemmed to its root, stop words are removed. Then the tree 
structure is constructed for the document. After tree construction features are 
extracted for the accurate retrieval of the documents. In plagiarism detection of 
paraphrase of type synonymy or lexical substitution, paragraph similarity is used. In 
paragraph similarity check, the sentences of the source and potential (plagiarized) 
document are extracted for which the word similarity is computed. After the 
extraction of words semantic similarity is computed. If the similarity of words 
exceeds the threshold, the document is plagiarized with the synonymy from the source 
document. 

4   System Description 

The proposed system contains the following modules: 

4.1    Document Retrieval 

The document retrieval consists of the following tasks: 
 

Preprocessing: Preprocessing of the documents includes removing non-textual 
information from the documents and also the articles (“a”, “an”, “the”), which would 
disturb the triples while not conveying much information, were removed. After 
preprocessing of documents has done, tree structure is constructed. 
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Tree Construction: The documents are partitioned into a tree structure where the 
document is in the root node, and paragraphs represent the bottom level nodes. Tree 
structure data can be used effectively for both DR and PD. For DR, similarity 
between two documents can be measured using the whole tree, where root nodes give 
global similarity and the second level nodes give the local similarity. The tree 
structure of the document includes the contextual information as it contains the details 
of a document like sections, paragraphs etc.  
 
Feature Extraction: For each document word histogram is constructed. The 
normalized histogram is projected into lower dimensional PCA feature. Based on 
PCA the features of the nodes are extracted. The word histograms are used for 
counting the frequency of occurrence of words in a given document. The word 
histograms are extracted and stored in database which is used in document retrieval 
and plagiarism detection.  
 
Document Retrieval: In MLSOM retrieval, tree structure is extracted for the query 
document and the node features are calculated. The nodes are matched from bottom 
level to top level and the most matched neurons are found. The neurons are sorted in 
descending order and the associated documents are appended to the retrieval list. The 
documents in the retrieval list are sorted according the query documents and 
documents are returned to the user. This sorting helps to retrieve the documents based 
on relevancy. The MLSOM algorithm for performing the retrieval is given as follows: 

MLSOM algorithm: 
 

Initialize SOM for all layers 
Loop from bottom to top layer 
 Create input vector for each node 
 Loop for training SOM 
find the winner neuron 
end of training loop 
for each node find final winner neuron until top layer 
end of layer loop 

4.2   Plagiarism Detection 

After the retrieval of documents the source and potential document is compared to 
detect the paraphrasing among the documents. Plagiarism detection consists of the 
following tasks:  
 
Paragraph Extraction: From the retrieved documents the paragraphs are extracted 
and it is used to find the sentence similarity for lexical substitution or synonymy in 
the words from the source and plagiarized documents. Using MLSOM local similarity 
of the documents is found out.  
 
Word Extraction: From the extracted paragraphs the sentences are delimited in order 
to perform paraphrase detection among the words in source and plagiarized 
documents. 
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Semantic similarity computation: It is used to find the degree of similarity of 
contents between the source and plagiarized documents when the words in the 
document are substituted with its synonym. After extracting the words from the 
paragraphs, word-based similarity is used for detecting the plagiarism where 
paraphrases can be identified by the comparison of words and if the count exceeds the 
threshold the document is said to be plagiarized. 

 

Fig. 2. Paraphrase Detection 

Fig. 2 shows the synonymy detected during the comparison of query document 
with the documents stored in database. A word-to-word comparison is performed to 
detect the paraphrase (synonymy substitution) of words. For example, the word 
‘Character’ can be paraphrased with its synonym substitute ‘type’. Wordnet provides 
the synset for words and from the word forms, paraphrase is identified. 

The SSDP (Semantic Similarity Detection of Paraphrases) algorithm for finding 
the paraphrases among the documents computes the word similarity by performing 
the comparison between the query and the retrieved documents.  

 
SSDP Algorithm: 

 
begin 
initialization of variables 
perform document comparison 
for each source and plagiarized document 
 extract words 
 compute word similarity 
 save count of word similarity 
if count > threshold 
 print result as plagiarized 
else 
 print result as non-plagiarized 
end 
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5   Experimental Results 

The performance of document retrieval is measured using: 

precision = 
                                        (1) 

recall =                                     (2) 

F_score = 
  /                                                   (3) 

 
The performance of MLSOM is compared with the flat feature document system 

and the experimental results are shown in Table 1 and graphs. 

Table 1. Retrieval Results from MLSOM and Flat Feature 

 
No of 

Documents 
Retrieved 

 
Feature 

MLSOM Flat- Feature 

Precision Recall F_score Precision Recall F_score 

5 0.72 0.675 0.72 0.5 0.4 0.5 

10 0.75 0.75 0.78 0.4 0.375 0.4 

15 0.8 0.875 0.8 0.375 0.25 0.375 

20 0.875 0.9 0.875 0.2 0.2 0.2 

 

Table 1 shows the comparative results for MLSOM and flat feature with the 
measures precision, recall and F_score. The performance measures of MLSOM are 
higher than the flat feature. 

 

Fig. 3(a). Precision  
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Fig. 3(a) gives the graph comparing the precision measure comparing MLSOM and 
flat feature documents. The precision measure of MLSOM is better than the flat 
feature. 

 

Fig. 3(b). Recall 

Fig. 3(b) gives the graph comparing the recall measure of MLSOM and flat 
feature. The recall measure for MLSOM performs better than flat feature 

 

Fig. 3(c). F_score 

Fig. 3(c) gives the F_score graph comparing MLSOM and flat feature where the 
F_score measure for MLSOM is higher than the flat feature. 
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6  Conclusion 

This paper describes the new document retrieval system using MLSOM for retrieving 
the text documents. SOM has been extended as MLSOM and it is used efficiently for 
performing both retrieval and plagiarism. The proposed system extracts the tree 
structure of the documents as it presents the contextual information which was absent 
in many of the DR models. Tree construction extracts the level-by-level features of 
the document. As MLSOM incorporates both the global and local characteristics of 
the documents the performance of retrieving the documents is faster than that of the 
legacy DR systems. Also MLSOM serves the clustering algorithm and the speed of 
the retrieval is achieved. The performance results of MLSOM are better while 
compared with flat featured documents.  
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Abstract. Building Automation is one of the critical issues in recent scenarios. 
The process of Building Automation is called as Building automation System 
(BAS).The BAS includes different kind of information that enables to work 
towards intelligent building system. There was a Web Services technology for 
integrating different BAS but it supports only HTTP protocol which is stateless. 
This paper presents the next generation internet technology Windows 
Communication Foundation (WCF) to integrate different building automation 
systems in the development of BAS. WCF includes various contracts which 
writes and reads Building Automation Control Network (BACnet) data points 
from BACnet network. These contracts will be called by other enterprise 
applications for realize BAS integration and get real-time data on BACnet 
network as a facilities Management.BMS will be applied in a BAS which 
consists of BACnet network. The applications use sensors, actuators and 
controllers for controlling Building Management System (BMS). This paper 
presents a Service Oriented Architecture (SOA) for BMS using WCF and 
Extensible Application Markup Language (XAML) which will provides client 
side GUI for BMS reused for different kind of applications. Finally, it discusses 
about challenges in providing security to BMS.  

Keywords: Service Oriented Architecture, Building management system, 
Building automation system, Windows Communication Foundation, XAML.  

1   Introduction 

The building management systems used to monitor and control building facilities in 
BASs. Desktop and Web based BAS have been developed .How ever using traditional 
Web, Desktop applications same code has to rewritten for each application. Here 
single XAML is reused between desktop, mobile, browsers and based upon the type 
of device the application will run. In simple XAML used for seamless user experience 
of mobile, web and desktop applications. The BAS must be loosely coupled so that 
the controllers can communicated with any other application.  It is difficult to for 
integration across BASs which may adopt different communication protocols e.g., 
Lon protocol, bacnet protocol and integrating BAS with existing enterprise 
applications. Emerging Windows Communication Foundation based on Service 
Oriented Architecture will solve the problems. 
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BAS explains functionalities provided by building control system, which is a 
computerized, intelligent network of electronic devices, designed to monitor and 
control the mechanical and lighting systems in building. American Society of 
Heating, Refrigeration and Air-conditioning Engineers (ASHRAE) and Organization 
for the Advancement of Structured Information Standards (OSAIS) are international 
organizations to promote the development of service oriented architecture in BAS 
domain. A Building Automation System (BAS) is an example of a distributed control 
system. Modern Building Automation System do not only provide improved comfort  
but offer significant energy cost savings, especially in office buildings and production 
halls, because of intelligent control systems such as lighting and sunblind functions. 
The main application of Building Automation System is to increasing user comfort at 
minimum operational cost and get optimized control schemes for Heating, Ventilation 
and Control Systems (HVAC), shading and lighting. 

In this paper, Windows Communication Foundation and XAML used for 
developing next generation of BMS.Windows Communication Foundation allow to 
build distributed and loosely coupled systems E.g. BASs. It will support different 
types of protocols like tcp, udp. It is stateful protocol. The proposed BMS will applied 
to an intelligent building whose BAS is within a BACnet network. A set of Windows 
Communication Foundation endpoints which can read write BACnet data points from 
the BACnet network based on the BACnet protocol stack. The Windows 
Communication Foundation service which is installed in the controller can be invoked 
XAML easily.  

The rest of the paper is organized as follows: Section II describes the related work 
and Section 3 presents the description of architecture of BAS integration based on 
Windows Communication Foundation. Section 4 describes the proposed development 
of BAS using Windows Communication Foundation. Section 5 describes challenges 
in providing security in Building Automation System. Finally, conclusions are 
presented in section.  

2   Related Work 

The approaches that have been profoundly established they are standard 
communication protocol and cross-protocol gateways not met the desired 
expectations. There is a need for building systems and services integration [9].There 
exists individual automated building systems for Heating Ventilation and Air 
condition system and current solutions are not satisfactory level for integrating 
Building Management Systems [10].The task of building automation and 
communication  Infrastructure that is necessary to required to address integration 
problems[11]. 

Sensors will get the HVAC details those details can be accessed by integrated 
building systems or enterprise applications using service oriented architectures web 
service[1].Web services can be installed on controllers for providing communication 
across different protocols[2].Using AJAX and web services installed on controller can 
provide asynchronously retrieve data from controller using web services[4].Enterprise-
wide architecture, for facilities management automation provides BMSs and building 
automation and control systems will access to additional information that will enable  
building to be used more effectively [12]. 
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Service oriented architecture and their applicability is building management system 
and building automation system [6].controlling and managing building automation 
system through Windows phone mobile [14].Security threats that may arise for 
building automation system [13]. 

3   Windows Communication Foundation for BAS Integration 

3.1   Principle of Windows Communication Foundation 

For integrating different Building Management Systems CORBA (Common Object 
Request Broker) RMI (Remote Method Invocation), COM (Component Object 
Model), DCOM (Distributed Component Object Model) is used. They are specific to 
platform. Although Web Services is platform independent it is stateless and supports 
only http protocol for communication.  

As Building Automation System is example of distributed control system it is 
based on distributed application’s “Service-oriented” architecture. The Windows 
Communication Foundation is a unified programming model for building service 
oriented applications. Mainly WCF is used for their purposes-unifications, service 
orientation, rich integration. Unifications means unifies today’s all distributed 
technologies and used for on-machine, cross machine, and cross internet. Service 
Orientation means codifies best practices for building distributed applications. Rich 
integration means integrates with our own distributed stacks and interoperates 
applications running on other platforms. 

 

Fig. 1. Sketch map of General BAS with different controllers, sensors, actuators 

Compared to Web Services, WCF allows sending messages not only using http, but 
also using TCP and MSMQ and supports formats other than SOAP, which includes 
Representational State Transfer Protocol and Plain old XML (POX).It acts as on 
abstract layer, separating platform and programming language specific details from 
how application is invoked.  

WCF is based on Service Oriented Architecture in which Service Provider who 
provides service. The Service provider will publish service in Service Broker from 
which a Requester binds to Service Provider using policy. 
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3.2   Windows Communication Foundation – Based Architecture for BAS 
Integration 

It includes mainly three different types of integration problems that can be solved. 
Figure 1 gives a sketch map of BAS integration based on Windows Communication 
Foundation .The integration of different functional BAS subsystems (security, 
lighting and  so on ),integration among different protocols(BACnet, Lon talk) and 
integration between building automation system and existing enterprise applications. 
Windows Communication Foundation can be installed in controllers which have 
strong control functions. Windows Communication Foundation service is not to 
replace field bus standard communication protocols like bacnet but it adopts existing 
communication protocols and field bus network. 

 

Fig. 2. Sketch map of BAS Integration based on Windows Communication Foundation 

Functional components resort to protocol drivers to communicate with field 
equipments in the field networks Lon talk and BACnet networks. Figure 2 illustrates 
the software architecture of the BAS integration. These functions are wrapped with 
public operational contract methods. Here the web server is used for only for browser 
based applications for storing silver light web pages and will parse specific protocol 
request (SOAP, REST, and HTTP) and forward request to Windows Communication 
Foundation Service. For PDA and Multi touch screen will directly access installed 
Windows Communication Foundation service on BACnet controller. 

 
Fig. 3. Windows Communication Foundation based software architecture for Software 
Integration 
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The publicly available operational contracts can be invoked by other applications 
for accessing data on BASs on Internet. These contracts can read and write data to 
Field Devices. 

4   Design of Proposed BMS Using Windows Communication 
Foundation and XAML 

4.1   Brief Description of XAML 

XAML is a declarative markup language. It is used for creating rich interactive user 
interfaces at client side. XAML language is used by Windows Presentation 
Framework (WPF) and Silverlight.Advantages of XAML are design/code (behavior) 
separation .At a time both designers and developers can share work and it will take 
hardware acceleration support to create new levels of visual complexity.  For 
developing desktop applications Windows Presentation Framework used, for browser 
and pda applications silver light used. XAML language applications will run 
resolution independently and uses vector based rendering. 

4.2   Invoking Windows Communication Foundation Services with XAML 

Based on type of device the application will run. If it is browser based application 
xbap is returned by the server and user modifications will invoke WCF operation 
contract. Mobile or Touch Screen will invoke proxy of WCF Service from mobile, 
which will call BACnet device’s publically exposed contracts.  

The BMS will be applied to a BAS which has BACnet network. The public 
Windows Communication Framework contracts, which can read and write BACnet 
data points from the BACnet which can be developed by BACnet protocol stack. 

The XAML is reused among Windows Presentation Framework and Silver light 
applications. So that single application can be used to control pda, touch screen and 
browser based applications. Here using XAML in phone can access WCF services 
[6].XAML uses vector based rendering and resolution independent. So XAML will 
provide rich internet client applications. 

 
Fig. 4. Architecture for Invoking BAS Windows Communication Foundation with XAML 
Application 
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5   Security Issues in Proposed System 

The functions that will control building management system i.e., control functions has 
provided with unauthorized access. The Windows communication Foundation 
controller can access only after service provider agreement. It prevents malicious 
access to building management system 

6   Conclusions 

From the past two decades new protocols are coming in Building Automation System. 
Integration among these protocols, and integrate existing applications supported by 
these protocols and supporting new applications always challenge. 

Technology is making so many things easier to us. Up to now Web services 
methods which can read and write BACnet data points from the BACnet network, are 
developed based on BACnetwork provided, web services are based upon single http 
protocol and these are stateless. As Windows Communication Foundation which is 
supporting TCP, REST and so on can be used. In future Windows Communication 
Foundation which can read and write BACnet data points from the BACnet network 
which are developed on BACnet network are provided. 

XAML is next generation client slide application which can be used by PDA, 
Multitouch screen Browser and desktop applications. So reusing XAML code among 
applications will save amount of time and will give high performance as it is Vector 
based and resolution independent. 

Here we propose next generation Building Management System which can real 
control and monitor Building Automation System using PDA, Touch Screen, Browser 
and desktop Applications. The BMS can be applied to a typical BAS within a Bacnet. 
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Abstract. In this paper we are mainly concerns on the image processing and 
computer vision concepts for interpretation of gestures .By using gestures we can 
convey instructions   to the machine (computer) or commands to a robots .This is 
known as Human machine interaction (Human computer interaction (HCI).Hand 
gestures are an ideal way of exchanging information between human and 
computer, robots, or any other device. In this paper we are calculating skeleton 
of the hand by using distance transformation technique and are using for 
recognition instead of the entire hand, because of its robust nature against 
translation, rotation and scaling. Skeleton is computed for each and every hand 
posture in the entire hand motion and superimposed on a single image called as 
Dynamic Signature of the particular gesture type. Gesture is recognized by using 
the Image Euclidean distance measure by comparing the current Dynamic 
Signature of the particular gesture with the gesture Alphabet set. 

Keywords: Static Gesture, Local Orientation Histogram (LOH), Euclidean 
distance, Dynamic Gesture, Skeleton, Dynamic Signature, Image Euclidean 
Distance (IMED). 

1   Introduction 

The main idea of this paper is to direct some devices or robots in industries and 
homes by using hand gestures. For example if we want to switch on and off the 
devices in a industry from a certain distance by using hand gestures. This hand 
gesture will control the devices by sending the proper information to the devices; this 
information will be conveyed by hand gesture. For identifying hand gesture we are 
making use of the local orientation histograms (LOH),Euclidean distance measure, 
skeleton concept and image Euclidean distance measure (IMED). 

1.1   Hand Gesture  

Human Robot Interaction (HRI) or Human Computer Interaction (HCI) having utmost 
importance in our daily lives. Gesture recognition can be the one of the best 
approaches in this direction. It is the process in which the gestures made by some user 
or sender are recognized by the end user like machine or devices. Gesture recognition 
and classification is one of the interested areas in Machine or computer vision 
domain.  
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Gestures are classified as 1.Facial gestures 2.hand Gestures 3.Combination of hand and 
face gestures. In this paper we mainly concerns on hand gestures.  

From the initial intention to the final recognition, gesture follows a motion in space and 
time [1].Kendon distinguishes the hand gesture into three phases. I.e. a single hand gesture 
is made of 1. Preparation 2.Stroke 3.Retraction.Among this three phase’s stroke carries 
meaningful information than the other two phases and also it is present between the 
preparation and retraction. The other two phases consists of moving the arms from the 
beginning to the rest position and vice versa. 

Hand gestures can be categorized as a Static and Dynamic Hand gestures. Static Hand 
gestures are characterized by the hand posture which is determined by a particular palm-
finger configuration. While Dynamic Hand gestures Characterized by start and end stoke 
of hand and general hand stroke motion [1].  

1.2   Hand Gesture Analysis 

In this paper analysis of hand gesture is done by vision based technique. Vision based 
analysis is a natural and difficult one because of limitations of machine vision. Some 
of the limitations are segmentation of moving hand part against a clutter background, 
tracking of the hand movement, Skin color of hand for extracting hand part. In this 
paper properties of an image (intensity values) are used for recognition of hand. 

1.3  Gesture Recognition Process 

Gesture recognition can be divided into two tasks; 1. Extraction of features 
2.Classification. Feature extraction mainly uses the low level information of an image 
and generates high level information for classification. Features calculated based on 
distance, velocity, area, centroid, energy information and angle information [2, 3, and 
4]. In this paper angle feature was used for identification of static gestures by using 
Local Orientation Histogram(LOH) and Image Euclidean distance (IMED) measure 
for dynamic gestures. Image Euclidean Distance (IMED) was used for classification 
of hand gesture.   

2   Proposed Approach 

Dynamic signature and Skeleton concept was used for dynamic hand gesture 
recognition and local orientation histogram for static gesture recognition. In this paper 
we are considering some assumptions (Constraints) such as. 

1. Maintenance of constant distance between the camera and hand 
2. Gestures are performed against a black background or uniform background. 
3. Gestures are performed in the known region of space. 
4. Taking only the Hand images no other body parts for our simplification. 
5. Gesture alphabets are priori known to the user.  

Generally gesture is a sequence of images Instead of taking all the images 
considering only some sample of images that will cover the entire motion of gesture, 
due to this the unwanted information and processing time will be reduced. For 
identification dynamic gestures in the entire hand movement some start and stop 
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images (posture or static hand gesture) are used. After identification of start posture 
then only the dynamic hand gesture starts and ends only after identification of stop 
images. For the identification of start and stop images Local Orientation Histograms 
(LOH) are used because of the simple and fast calculation. The computation time is 
less because of dealing directly with pixel values. The Dynamic gesture is the motion 
present between the start and stop images. 

2.1   Preprocessing Stage 

This will be done before carrying out the actual processing. The main idea behind this 
mechanism was removal of the noise and shadows. RGB normalization reduces the 
intensity variations and removes shadows present in the image. For removal of noises 
some smoothing techniques and filters was used. Adaptive segmentation of the hand 
image is carried out because of the skin colors of human beings. Hole filling of hand 
part also require for filling of the small dots present in the hand area, by using some 
morphological operations to the hand image. Blob removal is necessary for deletion 
of the some small dots in the hand image based on the minimum object size. The 
Object size  means the number of white pixels present in the binary image of the 
corresponding hand image. These all preprocessing steps are required because of 
Skeleton mainly depends on the Hand segmentation. 

2.2   Extracting Features 

Here we are mainly using two techniques. 
1. Local Orientation Histogram: LOH mainly used for recognition of static gestures 

(start and stop gestures).It mainly works based on the algorithm proposed by freeman 
and Roth [6]. 

2. Dynamic Signature: Dynamic signature means the superimposition of skeleton 
images on a single image. The Dynamic signature gives the entire motion on a single 
image itself. The main idea behind using of the skeleton was robust against rotation 
translation and scaling. In order to perform the gesture classification the gesture 
notations are already known. A set of samples are required for each gesture.  

2.3   Classification Mechanism 

The current dynamic signature feature values are compared with database feature 
values the best match will lead to recognition of the unknown gesture. 

3   Preprocessing Steps 

The accuracy of the gesture recognition mainly depends on the preprocessing steps. 
For extracting the hand part background subtraction was used. After histogram based 
adaptive segmentation applied on image for extracting the hand part. Hole filling 
algorithm (some morphological operations) used for removal of the black spots in the 
hand part. Minimum Object size concept was used for removal of white dots present 
on the hand image. If the object size is less than a particular threshold value then that 
objects removed from the image. 
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Fig. 1. Gesture Recognition Diagram 

 

a                  b                      c               d             e 

Fig. 2. a. Original Image. b. Background image. c. Background subtraction d. Threshold  
e. Blob Removal. 

4   Static Gesture Recognition 

LOH used for static hand gesture recognition. LOH mainly used for recognition of 
start and stop gesture. The orientation histograms are comparatively easier and simple 
for computation. 
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4.1   Local Orientation Histogram 

LOH [6] are also easier and faster for computation. LOH are robust against 
illumination changes. LOH used as features for each gesture and applied on the hand 
part of the gray image of the original image. The gray level image having hand part 
against a uniform black background. The local orientations histogram name itself 
indicates that directions of local gradients. The gradients are obtained by applying the 
sobel masks along the x and y directions. The sobel edge detection mask values are  

x-direction{0,1,2,-1,0,1,-2,-1,0} (1) 

y-direction{-2,-1,0,-1,0,1,0,1,2} (2) 

convolute on the gray hand image. we can get the gradient directions gx and gy. 

Gradientmagnitude= 2 2 (3)

Orientation(or)angle=arctan(gx,gy). (4)

We are eliminating the pixels whose gradient amplitude is less than a mean 
gradient amplitude multiply by a particular constant( 1.5) and for the remaining pixels 
LOH is calculated. , , (5) 

where i is the angle in degrees. 
i=arctan(gx,gy). 
M,and N are image height and widths.  is the matrix of gradient 

orientations. =1 if x=0and zero otherwise. Local Orientation Histogram of static 
gestures can be seen in [7]. 

The main idea of using the orientation histogram is that for each gesture there will 
be a different orientation histogram. If there is a small change in the hand posture it 
gives different orientation histogram and The calculation of local orientation 
histogram is easy and fast. 

4.2   Recognition of Static Gesture 

After finding out the local orientation histogram for a image Euclidean distance 
measure used for the current and database LOHs.The database having different LOHs 
for Different static gestures. The minimum Euclidean distance between the current 
and database is the matched LOH for the current static gesture. The higher number of 
training samples will leads to high recognition rate. 

5   Dynamic Gesture Recognition 

Skelton concept used for identification of dynamic gestures. Instead of taking several 
skeleton images taking single image which will covers entire gesture motion called as 
Dynamic signature.  
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5.1   Skeleton Calculation 

Dynamic signature is the superimposition of all skeleton images in the gesture. This 
Dynamic signature covers the entire gesture motion. Skeleton means compact 
representation of an object and preserves the topology of the object. Skeleton is robust 
against translation rotation and scaling [8].  

Skeleton is extracted by using several methods like by using chamfer distance 
transform [9, 10], Thinning methods [11] (morphological operations). Skeletons are 
generated by using opencv’s library (open source Package that is developed by Intel.)   
[12].Distance transformation method used for generating skeleton. 

 

                              a                      b                       c                  d 

Fig. 3. a. Binary hand image. b. Skelton after applying distance transforms. c.Binary Image of 
b. d. Noise Removal. 

5.2   Dynamic Signature 

Dynamic signature means superimposition of all the Skeleton images between the 
start and stop images. It indicates the entire gesture motion between start and stop 
images within a single image. Fig 5 indicates the entire gesture motion. 

 

Fig. 4. Dynamic signature 

This Dynamic signature mainly having three steps 1.preparation (skeletons are 
overlaid indicates starting of the gesture.) 2. Stroke (skeletons are apart due to the fast 
movement of the hand). 3. Resting position (Skeletons are again overlapped). 

This Dynamic gesture recognition time mainly depends on the position of the 
gesture in the image. For improving the robustness we created the extreme left and 
right positions for gesture. We consider the entire motion between these extreme left 
and right positions. 

5.3   Dynamic Gesture Recognition Process 

The recognition performed by comparing the obtained dynamic signature with the 
database images. The comparison is done by using distance measures. The following 
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distance measures are used for recognition. Euclidean distance measure, Image 
Euclidean distance measure [15, 16], hausdroff distance [17, 18, 19], Chamfer 
Distance, baddeleys distance [13, 14]. 

As in the field of computer vision the most commonly used distance is Euclidean 
distance. It will discard the image structures and cannot represent the actual 
relationship between the images. If there is a small variation in the image it will rise 
to the large Euclidean distance value between two images. Image Euclidean distance 
measure [15] considers the spatial relationship of the pixels into account .IMED is 
robust to noise and small deformation.  

IMED=∑ ∑ 1 2 1 2  (6) 

Where M and N are image height and width. 

X1 is a vector x1={x1, x2,-----xMN}  x1,x2 are intensity values of an image. 
Similarly X2 is an another image vector with intensity values of an image x2={x1, 

x2,-----xMN} 
gij is thematic coefficient indicating the spatial relationship between pixels . 

gij=  (7)

Where dij is the spatial distance between the pixels on the image lattice and  is the 
width parameter. 

If pixel1 location is (k,l) and pixel2 location is (k1,l1) then  

            dij is 1 2 1 2                                          (8) 

6   Computation Time 

The computation time for the dynamic signature is higher because of the skeleton 
computation, which requires several analyses of the image pixels and also the image 
Euclidean distance takes lot of computation time because of in this each and every 
pixel is compared with the each and every pixel of another page. 

The computation of the local orientation histogram is easier and takes less 
processing time because only one time scanning of the image is sufficient for 
calculation of LOH. 

7   Conclusion 

Gesture recognition can be done by considering both static gestures and dynamic 
gestures (Dynamic signature i.e. overlapping of skeleton images). 

Static gesture recognition can be done based on freeman –both LOH method [6]for 
identification of start and stop gestures.LOH calculation  is fast and easy one and also 
robust to illumination changes. The current gesture orientation histogram is compared 
with the database orientation histograms by using Euclidean distance measure .The 
best match will have less Euclidean distance value. 
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The Dynamic signature [7] means the superimposition of all skeleton images. It 
covers the entire gesture motion in a single image. The current dynamic signature is 
compared with database dynamic signatures by using image Euclidean distance [15, 
16]. The best match having less IMED value. The algorithm is performed on 8 
gestures and the recognition rate is 90% in simple conditions (uniform background, 
limited alphabet, fixed distance between the camera and hand region). 
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Abstract. Data quality has become a major area of concern in data warehouse. 
The prime aim of a data warehouse is to store quality data so that it can enhance 
the decision support systems effectively. Quality of data is improved by 
employing data cleaning techniques. Data cleaning deals with detecting and 
removing errors and discrepancies from data. This paper presents a novel 
framework for detection of exact as well as approximate duplicates in a data 
warehouse. The proposed approach decreases the complexity involved in the 
previously designed frameworks by providing efficient data cleaning 
techniques. In addition, appropriate methods have been framed to manage the 
outliers and missing values in the datasets. Moreover, comprehensive 
repositories have been provided that will be useful in incremental data cleaning.  

Keywords: Data warehouse, data cleaning, data quality, data mining. 

1   Introduction 

Data warehouse is subject-oriented, non-volatile, time variant and integrated 
repository of data to aid the decision support systems of the organization [16]. Data is 
extracted from multiple heterogeneous operational systems of the organizations and 
loaded in a data warehouse under a unified schema in order to facilitate reporting and 
analysis. The prime aim of data warehouses is to maintain data in a manner that 
enables its usage for other tasks such as Data mining [12]. Data mining is referred to 
the process of gathering useful and valuable information from a large pool of data 
[14]. This process of discovering knowledge makes sense only when it discovers the 
information in a pure form i.e. the information obtained is correct, accurate, 
unambiguous and consistent. In fact, one of the key aspects of a data warehouse is to 
store quality enriched data. Data quality can be augmented by data cleaning 
techniques [2], [8], [10]. 

Data cleaning is the act of identifying and eradicating inconsistencies and 
redundancies (often called ‘dirty data’) from the data [15]. It is an integral component 
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of a warehousing environment and its need cab be realized in database processing, 
updating and maintenance. While integrating data from varied information sources 
numerous discrepancies are generated like- discrepancies in schema formats, naming 
conventions, syntax errors, missing values, etc. due to numerous reasons [3], [8]. 
Thus, the prime goal of data cleaning is to improve the quality of data and make it as 
error-free as possible. A lot of data cleaning techniques have been designed to deal 
with the dirty data in their own way, but, only a few have been implemented so far. 

In this paper we propose a novel data cleaning framework, DWCLEANSER that 
only handles the exact duplicate fields but also focuses on approximate duplicate data. 
Moreover, it provides a comprehensive metadata support to the whole cleaning 
process. In addition, provisions have also been suggested to take care of outliers and 
missing fields. 

The paper is organized as follows. In the next section follows an overview of 
literatures being reviewed. In section 3, we briefly describe the existing framework. 
Section 4 highlights the major drawbacks in the existing framework. In section 5 we 
present our proposed framework DWCLEANSER along with the offered 
improvements. Our proposed algorithm has been discussed in section 6.  In section 7 
we draw a comparison between the existing and proposed framework. Lastly, we 
conclude the paper in section 8. 

2   Literature Review 

The framework designed in [1] is a sequential, token-based framework that offers 
fundamental services of data cleaning. The process comprises of six steps like- 
attribute selection, token formation, cluster creation, computation of similarity, 
eliminating duplicates and finally merging the cleaned data. The authors have 
provided a more detailed version of the same framework in [2] where they have 
discussed about the algorithms and functions to be used in each step. 

In [3] the author focuses on the detection and elimination of approximate 
duplicates by combining three strategies namely, Smith-Waterman algorithm, Priority 
Queue and Union-Find structures. But, the only limitation was that author did not 
address the issue of handling singleton records (records that do not match any 
cluster). 

In [5] the authors have suggested improvements in the algorithms discussed in [3]. 
They have suggested provisions to handle the singleton records and reduced time and 
space complexity involved in the whole cleaning process. 

In [7] the authors have described about the merge-purge techniques where the 
records are initially sorted and then matched by employing a sliding window 
approach. 

The data quality problems have been classified into single-source and multi-source 
in [8]. Also they have been discussed at two levels; schema-level and instance-level 
and emphasized integrating the need to cover schema and instance related data 
transformations. 



 DWCLEANSER: A Framework for Approximate Duplicate Detection 357 

The duplicate detection methods have been extended to fuzzy duplicates in [14]. 
Detection of fuzzy duplicate datasets is very crucial in context of analysis and 
integration processes. 

3   Existing Framework 

The framework for data cleaning has been initially designed in [1], and then, further 
extended in [2]. It is a token-based sequential framework basically designed for 
detection and elimination of duplicate data in a data warehouse. The framework 
comprises of six steps described below [1], [2]: 

 

Fig. 1. Existing framework 

1) Selection of attributes: Attributes are identified and selected for further 
processing in the following steps. 

2) Formation of tokens: The selected attributes are utilized to form tokens for 
similarity computation. 

3) Clustering/Blocking of records: The blocking/clustering algorithm is used to 
group the attributes based on the calculated similarity and block-token key. 

4) Similarity computation for selected attributes: Jaccard similarity method is 
used for comparing token values of selected attributes in a field. 
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5) Detection and elimination of duplicate records: A rule based detection and 
elimination approach is employed for detecting and eliminating the duplicates in 
a cluster or in many clusters. 

6) Merge: The cleansed data is combined and stored. 

4   Pitfalls in Existing Framework 

We have presented below the major drawbacks in the framework proposed in [1] and 
its extended work in [2]. The table summarizes the limitations of each step of the 
framework design discussed in the previous section. 

Table 1. Pitfalls in existing approach 

STEPS DISADVANTAGES 
Selection of attributes • Missing values are not handled properly. 

• Not all quality attributes discussed. 
• More emphasis on high rank attributes what about other 
rankings. 
• Not addressed the issue that if high ranked attribute fails 
to detect the duplicates then what will happen. 
• Integrity constraints not taken into consideration 
• No highlight on prime attributes or key 

Formation of tokens • Limited focus on LOG tables. 
• Rules not stored in repository to reduce time and effort 

Clustering/Blocking of 
records 

• Approximate duplicates or match not addressed. 
• Block-key value selection not specified precisely. 
• Outliers not handled. 
• Nothing mentioned about the representative of the cluster. 

Similarity computation • Approximate duplicates not handled. 
• Handling of numeric fields not addressed properly. 

Detection and 
elimination of duplicates 

• Outliers not addressed. 
• Handling of approximate duplicates not addressed. 
• Limited metadata support. 

Merge • No method of merging specified. 
• Limited metadata support. 

 
After highlighting the major pitfalls in the existing framework, we have designed a 

novel framework as described in the following section. 

5   Proposed Framework: DWCLEANSER 

We have designed an improved framework called DWCLEANSER that will be more 
effective in handling exact and approximate duplicate detection and their eradication. 
The devised framework is described below: 
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•

•
•
•
•
•
•

 

Fig. 2. Proposed Framework 

5.1   Field Selection 

Data is present in a warehouse in the form of records. Records consist of multiple 
fields. In this foundation step of the designed framework the records are decomposed 
into fields. Then these fields are further analyzed for gathering data about their type, 
relationship with other fields, key fields and integrity constraints like- key fields, 
checks, assertions, etc so that we have enough metadata about the decomposed fields. 

While analyzing fields we might encounter missing data. Missing fields are usually 
interpreted as one of the following: (1) value is missing; (2) value not known [14]. 
These fields are stored in a separate temporary table and preserved in the repository 
along with their source record, relation name, data types and integrity constraints if 
any. Then, they are reviewed by the DBA to verify the reason for their existence. This 
is necessary because: (1) if the data is missing it can be recaptured; (2) if the value is 
not known efforts can be made to gather the data to complete the record or fill the 
missing field with a valid value. Moreover, if no valid data can be collected the values 
is preserved in the repository for further verification and not used in the cleaning 
procedure. Once the missing field gets filled up it can be treated the same way as 
other fields in the procedure. 

5.2   Computation of Rules 

Certain rules are computed that will be utilized during the implementation of the 
cleaning process. Rules and their computation methodology are as follows: 
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(1) Threshold value: 
The threshold value is calculated based on the experiments conducted in [3]. Values 
lower than the thresholds increase the number of false positives. False positives are 
records detected as duplicates when in fact they are not. Values above thresholds are 
not able to detect all duplicates [3], [5]. Values in between can be used to recognize 
approximate duplicates. 

 

Fig. 3. Threshold values 

Fields with high thresholds detect exact duplicate data sets but not always. Hence, 
we choose a conservative threshold value lower than the threshold so that it may help 
us in detecting approximate duplicates as well.  
 

(2) Rules for classification of fields: 
Selected fields are classified on the basis of their data types namely: numeric, 
characters and strings. 

Numeric are the numbers or numeral value fields. Characters are only alphabetic 
fields. Strings are further decomposed into numeric and character fields [3]. 

 

(3) Rules for data quality attributes: 
The previous framework only focused on 3 quality attributes of data specifically- 
completeness, accuracy and consistency [5]. In this framework we will formulate 
rules for calculating values of other quality attribute values as well. 

• Validity: One criterion for calculating integrity is completeness as mentioned in 
[6], [8]. The other criterion is validity of tuples or fields in a record [8]. It is 
calculated as follows [8], [10]: 

 
 

 
 

 
 
 
 

• Integrity: Another criterion for validity is integrity constraints [6], [8].  
 
 

M= Set of entities in any mini real-world.
R= A relation 
Validity=    No. of tuples in R representing entities in M      

          X 100 
Total no. of tuples in R 
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5.3   Formation of Clusters 

For initial cluster formation we use the recursive record matching algorithm [3] with a 
slight modification that here we can use it for matching of fields rather than whole 
record. The clusters are stored in priority queue as described in [3]. The highest priority 
cluster is stored as the head of the queue. Priorities of clusters in the queue are assigned 
on the basis of their ability to detect duplicates data sets. The cluster that detected the 
recent match is stored assigned the highest priority, the cluster that detected a duplicate 
value before it assigned next higher priority and so on [5]. A priority queue data 
structure provides easy and smooth access and storage mechanism [5]. 

5.4   Match Score 

Match scores are assigned by applying Smith-Waterman algorithm as described in 
[3]. It is an edit-distance based strategy to assign scores to each good match or a bad 
miss [5]. The calculations done in this method are stored in a matrix.  

5.5   Detection of Exact and Approximate Duplicates 

When a new field is to be matched against any data set present in a cluster we use 
Union-Find structure as discussed in [3]. If it fails in detecting any match then we 
employ Smith-Waterman which has been described in [3], [5]. 

5.6   Handling of Outliers and Missing Fields 

Records that do not match any of the clusters present are called “outliers”. These 
outliers are referred as ‘singleton records’ in [3], [5]. These singleton records may be 
stored in a separate file. This file can be stored in the repository for future analysis 
and comparisons. 

5.7   Updating Metadata/Repository 

Metadata and repositories will be an integral part of our proposed framework.  We 
will now discuss the important components of repositories in context of our 
framework: 

1. Data dictionary: Will store the information about the relations, their sources, 
schema, etc. 

2. Rules directory: All the calculated values of thresholds, quality attributes, 
matching scores, etc. are stored in this directory for any assistance. 

Check (integrity constraints, if any) 
If there are they valid, 
Done 
If not then, 
Review the constraints and validate them 
Else 
Put assertions. 
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3. Log files: They are used to store information about the selected fields and their 
source record. Another important feature about this file is that it stores the 
classification of the fields based on their data type explicitly under 3 categories- 
numeric, strings and characters. 

4. Outlier & Missing field files: It stores the outliers and missing fields and their 
related information like-type, source relation, etc.  

6   Proposed Algorithm for Duplicate Detection and Elimination 

 
 
 

7 Comparison of existing and proposed framework 

 

 
 
 
 
 

• Records are decomposed into fields. 
• Rules are computed for each and every field: optimum threshold values are selected, quality attributes are calculated and 

classification is made on the basis of data types. 
• Initial clusters are formed by applying RECURSIVE RECORD MATCHING ALGORITHM in [3], [5] on the fields. And 

stored in a priority queue data structure. Each cluster has a representative element which is obtained by applying UNION-
FIND algorithm. 

• Whenever a record appears for matching we conduct two passes. In the first pass, it is compared with the representative field 
of every cluster in the queue.  

• If a match is found. Then the field is united in that cluster. The cluster is made the head of the queue with the highest priority. 
Then, we apply UNION-FIND algorithm to find new representative of the cluster [3], [5]. 

• In the next pass we apply SMITH-WATERMAN TECHNIQUE [3], [5] to generate a match score so that we can detect 
approximate duplicates. 

• But in case no match is found in both the passes then the field is not discarded. It is compared with the outlier fields stored in 
a separate file in the same fashion. If it matches with any of the outlier fields it is united with that field to form a cluster and 
that cluster is moved to the head of the queue.  

• Else it is stored in the outlier file as another outlier field [5]. 

 

7   Implementation Details 

The proposed framework has been implemented in JAVA as front-end for forms & 
reports and ORACLE 10g as back-end for creation of data warehouse. 
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8   Comparison of Existing and Proposed Framework 

Table 2. Comparison of the two frameworks 

 EXISTING DWCLEANSER 

Focus 
Exact duplicates Duplicate 

+ 
approximate 

Outlier detection 
Not addressed Not addressed 

Metadata support 
Limited 

Support in form of LOG tables 
Extensive metadata support 

Quality attributes 
Only 3 attributes computed More attributes are computed 

Clustering techniques 
Blocking algorithm 

+ 
Any clustering technique 

Union-find 
+ 

Priority queue 
algorithm 

Similarity computation 
Jaccard function Edit-distance based Smith-

Waterman 
+ 

Recursive matching 

Handling of Missing data 
Not addressed Missing data handled efficiently 

Storage structures 

supported

Not mentioned Files 
+ 

Priority queue 

Computation time 
More: less metadata support, 

clustering algorithm not 
specified, similarity function 

takes time 

Less: comprehensive metadata, edit-
distance based similarity algorithm, 

efficient clustering algorithms 

9   Conclusion 

In this paper we have explored the approach and techniques being followed for 
detection and removal of duplicate data from a data warehouse. After a thorough 
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analysis of the existing framework we have concluded that it deals only with the exact 
duplicate data and does not provide sufficient metadata to enhance the whole process. 
In addition, it does not even addresses the issue of handling outliers while performing 
clustering and similarity computation functions. 

Hence, we have proposed a new framework, DWCLEANSER that will handle the 
detection and removal of exact as well as approximate duplicates. Furthermore, in 
order to speed up its performance and reduce the computation time we have designed 
extensive metadata. Moreover, outliers and missing data fields have also been 
managed appropriately.  
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Abstract. Energy consumption is a critical design issue in embedded systems, 
especially in battery-operated systems. Dynamic Voltage Scaling and Dynamic 
Frequency Scaling allow us to adjust supply voltage and processor frequency to 
adapt to the workload demand for better energy management. For a set of real-
time tasks with precedence and resource constraints executing on a distributed 
embedded system, we propose a dynamic energy efficient scheduling algorithm 
with weighted First Come First Served (WFCFS) scheme, which also considers 
the run-time behaviour of tasks, to further explore the idle periods of 
processors. Our algorithm is compared with the Service-Rate-Proportionate 
(SRP) Slack Distribution Technique which uses FCFS and Weighted scheduling 
schemes. Our proposed algorithm achieves about 6 percent more energy savings 
and increased reliability over the existing one. 

Keywords: Real-time system, Distributed system, Slack, Precedence constraints, 
Resource Constraints. 

1   Introduction 

Many embedded command and control systems used in manufacturing, chemical 
processing, avionics, telemedicine, and sensor networks are mission-critical. These 
systems usually comprise of applications that must accomplish certain functionalities 
in real-time [1]. Dynamic voltage scaling (DVS) is an effective technique to reduce 
CPU energy. DVS takes advantage of the quadratic relationship between supply 
voltage and energy consumption, which can result in significant energy savings. By 
reducing processor clock frequency and supply voltage, it is possible to reduce the 
energy consumption at the cost of performance of processors [2]. Battery powered 
portable systems have been widely used in many applications. As the quantity and the 
functional complexity of battery powered portable devices continue to rise, energy-
efficient design of such devices has become increasingly important. Also these 
systems have to concurrently perform a multitude of complex tasks under stringent 
time constraints. Thus minimizing power consumption and extending battery lifespan 
while guaranteeing the timing constraints has become a critical aspect in designing 
such systems. The focus is on task scheduling algorithms to meet timing constraint 
while minimizing system energy consumption. 
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In order to make energy efficient, in the scheduling, the execution time of the tasks 
can be extended up to the worst case delay for each task set. The time gap between 
the actual execution time and the deadline is called slack time [3]. In real-time system 
designs, Slack Management is increasingly applied to reduce energy consumption and 
optimize the system with respect to its performance and time overheads.. In this paper 
homogeneous distributed embedded systems executing a set of dependent tasks of a 
real-time application, which are normally represented by a task graph, is considered. 
The algorithm aims to reduce the energy consumption without missing any deadlines 
for a hard real-time task and with minimum deadline misses for soft real-time tasks 
[4]. Resources should be allocated efficiently among tasks and also care should be 
taken to see that no deadlock occurs [5].  Therefore it is necessary to introduce 
resource management mechanisms that can adapt to dynamic changes in resource 
availability and requirement.  

This paper is organized in the following way. The related work is addressed in 
Section 2. The various models used in this work are described in Section 3. Proposed 
algorithm is described in Section 4. Section 5 discusses the simulation and analysis of 
results. Finally Section 6 concludes this paper with future work.  

2   Related Work 

The two most commonly used techniques that can be used for energy minimization in 
distributed embedded systems are Dynamic Voltage Scaling (DVS) [6] and Dynamic 
Power Management (DPM) [7]. The application of these system-level energy management 
techniques can be exploited to the maximum  if we can take advantage of almost all of the 
idle time and slack time in between processor busy times. Hence, the major challenge is to 
design an efficient scheduling algorithm which can exploit the slack time and idle time of 
processors in the distributed embedded systems to the maximum. Various energy-efficient 
slack management schemes have been proposed for these real-time distributed systems. 
The static scheduling algorithm uses critical path analysis and distributes the slack during 
the initial schedule [8]. The dynamic scheduling algorithm [9] provides best effort service 
to soft aperiodic tasks and reduces power consumption by varying voltage and 
frequencies. Resource adaptation techniques for energy management in distributed real-
time systems need to be coordinated to meet global energy and real-time requirements. 
This issue is addressed based on feedback-based techniques [10],[11] to allocate the 
overall slack in the entire system. 

One of the existing work for distributed embedded real-time system uses Service Rate 
Proportionate (SRP) slack distribution technique[12] for energy efficiency. Both the 
Dynamic and the Rate-Based scheduling schemes have been examined with this 
technique. It introduces SRP a dynamic slack management technique to reduce power 
consumption. The SRP technique improves performance/overhead by 29 percent 
compared to contemporary techniques. The existing system do not consider resource 
constraints among the dependent tasks. Hence to consider resource constraints among 
dependent real-time tasks, a scheduling algorithm known as Weighted First Come 
First Served (WFCFS) with an efficient dynamic slack management technique is 
proposed, such that energy efficiency of the processors increases still maintaining the 
precedence, resource and timing constraints. 
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3   Models 

In this section, we briefly discuss the system, application, precedence, resource and 
slack management models that we have used in our work. 

3.1   System and Application Model 

A distributed embedded system with p homogeneous processors each with its private 
memory is considered for scheduling the given real-time application. The system 
requires the complete details of the task processing times (i.e.) the execution time and 
deadline before program execution. Each processing element (PE) in the system is 
voltage scalable and, can support continuous voltage and speed changes. We assume 
that the energy consumption, when the processor is idle, is ignored.  

The real-time applications can be modeled by a task graph G = (V,E), where V is 
the set of vertices each of which represents one computation (task), and E is the set of 
directed edges that represent the data dependencies between vertices. For each 
directed edge (vi, vj), there is a significant inter-processor communication (IPC) cost 
when the data from vertex vi in one PE is transmitted to vertex vj in another PE. The 
data communication cost in the same processor can be ignored. Each real-time 
application has an end-to-end deadline D, by which it has to complete its execution 
and produce the result.  

The frequency selection is influenced by making a task more or less urgent by 
shifting its deadline back and forth. The range within which the local deadline at node 
i can be varied is bounded by [Si−,Si+]. The values for S can be derived from the local 
task parameters.  If wceti represents the worst case execution times of the local task at 
node i, then  

 

3.2   Precedence Model 

Tasks of a real-time application considered in this paper have precedence constraints. 
For example, a task Ti can become eligible for execution only after a task Tj has 
completed because Ti may require Tj’s results. For implementing precedence 
constraints DAG is used. 

Precedence constraints between tasks can also be modelled as resource 
dependencies. The precedence constraint that Tj precedes Ti is equivalent to the 
situation where Ti requires a logical resource (before it can start its execution) that is 
available only after Tj has completed its execution. 

Thus, if Tj has completed its execution before Ti arrives, then this logical resource 
is immediately available for Ti and Ti becomes eligible to execute upon arrival. 
Furthermore, if Tj has not completed its execution when Ti arrives, then the logical 
resource is not available and, therefore, Ti is conceptually blocked upon arrival. Later, 
when Tj completes its execution, the logical resource becomes available and Ti is 
unblocked.  
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3.3   Resource Model 

To model non-CPU resources and resource requests, we make the following 
assumptions: 

1) Resources are reusable and can be shared, but have mutual exclusion 
constraints. Thus, only one task can be using a resource at any given time. 
This applies to physical resources, such as disks and network segments, as 
well as logical resources, such as critical code sections that are guarded by 
semaphores. 

2) Only a single instance of a resource is present in the system. This requires 
that a task explicitly specify which resource it wants to access. This is 
exactly the same resource model as assumed in protocols such as the Priority 
Inheritance Protocol and Priority Ceiling Protocol [13]. 

3) A task can only request a single instance of a resource. If multiple resources 
are needed for a task to make progress, it must acquire all the resources 
through a set of consecutive resource requests. In general, the requested time 
intervals of holding resources may be overlapped. 

4) We assume that a task can explicitly release resources before the end of its 
execution. Thus, it is necessary for a task that is requesting a resource to 
specify the time to hold the requested resource. We refer to this time as 
HoldTime [14]. The scheduler uses the HoldTime information at run time to 
make scheduling decisions. 

3.4   Slack Management Model 

In real-time system designs, slack management is increasingly applied to reduce 
power consumption and optimize the system with respect to its performance and time 
overheads. This slack management technique exploits the idle time and slack time of 
the system through DVS in order to achieve the highest possible energy consumption.  
In energy efficient scheduling, the set of tasks will have certain deadline before which 
they should finish their execution and hence there is always a time gap between the 
actual execution time and the deadline. It is called slack time. 

Conventional real-time systems are usually over estimated to schedule and provide 
resources using the wcet. In average case, real-time tasks rarely execute up to their 
worst case execution time (wcet). In many applications, actual case execution time 
(acet) is often a small fraction of their wcet. However, such slack times are only 
known at runtime through resource reclaimers. This slack is passed to schedulers to 
determine whether the next job should utilize the slack time or not. 

The main challenge is to obtain and distribute the available slack in order to 
achieve the highest possible energy savings with minimum overhead. But most of 
these do not address dynamic task inputs. Only a few that attempt to handle dynamic 
task inputs assume no resource constraints among tasks. But in reality, few tasks need 
exclusive accesses to a resource. In exclusive mode no two real-time tasks are 
allowed to share a common resource. If a resource is accessed by a real-time task, it is 
not left free until the task’s execution is completed. Other tasks in need of the same 
resource must wait until the resource gets freed. Our proposed algorithm handles this 
issue through the Restriction Vector (RV) [15] algorithm. 
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Our slack management algorithm decides when and at which voltage should each 
task be executed in order to reduce the system's energy consumption while meeting 
the timing and other constraints. Our solution includes two phases: First we use static 
power management schemes based on wcet to statically assign a time slot to each 
task. Then we apply dynamic scheduling algorithm to further reduce energy 
consumption by exploiting the slack arising from the run-time execution time 
variation. Here a small amount of slack time called unit slack is added to all the tasks 
and finally we find the subset of tasks that can be allocated this slack time so that total 
energy consumption is minimized while the deadline constraint is also met. 

4   Proposed System 

We proposed a new algorithm called Weighted FCFS which increases the efficiency 
of the system by reducing the total energy consumption. In addition to this, deadline 
hit ratio is a major factor to be considered in a soft real-time system for better QoS. 
Our proposed algorithm increases the deadline hit ratio and there by improving the 
quality of the system. 

4.1   System Architecture 

Number of tasks and processors are taken as input from the user. Random generator 
module generates input task parameters required for the scheduling algorithms. The 
directed acyclic graph is also generated randomly. 

In the weighted FCFS method weight is assigned to each task based on the number 
of tasks on which it depends. First the tasks are inserted into the queue in the non 
decreasing order of the arrival time. Then the tasks in the queue are sorted according 
to the increasing order of their weight.  

4.2   Restriction Vector (RV) Algorithm 

Resource reclaiming [16] refers to the problem of utilizing resources left unused by a 
task when it executes less than its wcet, because of data-dependent loops and  
 

 

Fig. 1. Overall Architecture of the System 
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conditional statements in the task code or architectural features of the system, such as 
cache hits and branch predictions, or both. Resource reclaiming is used to adapt 
dynamically to these unpredictable situations so as to improve the system’s resource 
utilization and thereby improve its schedulability. 

The resource reclaiming algorithm used is a restriction vector (RV) based algorithm 
proposed in [15] for tasks having resource and precedence constraints. Two data 
structures namely restriction vector (RV) and completion bit matrix (CBM) are used in 
the RV algorithm. Each task Ti has an associated p component vector, RV i[1 . . . p], 
where p is the number of processors. RVi[j] for a task Ti contains the last task in T< i(j) 
that must be completed before the execution of Ti begins, where T< i(j) denotes the set of 
tasks assigned to processor Pj that are scheduled in feasible schedule (pre-run schedule) 
to finish before Ti starts. CBM is an n X p Boolean matrix indicating whether a task has 
completed execution, where n is the number of tasks in the feasible schedule. 

4.3   Dynamic Slack Management Algorithm 

The dynamic slack management algorithm for energy efficiency  contains three major 
functions. The first one assigns tasks to the PEs of distributed embedded system. The 
second function deals with dynamic slack management. The third function calculates 
the power consumption ratio. 

5   Simulation and Analysis of Results 

A simulator was developed to simulate voltage scalable processor which dynamically 
adjusts the processor speed according to the proposed algorithm. A continuous 
voltage scaling model is used and hence the processor speed can be adjusted 
continuously from its maximum speed to a minimum speed which is assumed to be 
25% of its maximum speed.  

For simulation, scheduling task sets and task graphs are generated using the 
following approach: 

• Task sets are randomly generated with parameters such as arrival time, acet, 
wcet and resource constraints. 

• The wcet is taken randomly and acet is also randomly generated such that it 
is 40 to 100 percent of wcet. 

• The overall deadline is generated such that it is always greater than or equal 
to the sum of acet of all the tasks in DAG. 

Task graph is randomly generated using adjacency matrix where 0 represents the 
tasks that are not dependent on any other tasks and 1 represents the dependency, with 
varying breadth and depth. 

5.1   Performance Parameters 

The performance parameters considered for evaluating and comparing our system 
with the existing system are Deadline Hit ratio and Power Consumption Ratio.  
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Deadline hit is defined as the number of input tasks which completes its execution 
process before its deadline. Deadline hit ratio is defined as the ratio of number of 
times the system meets the deadline to the total number of execution. 

Power consumption ratio is defined as the ratio of  power consumed by actual 
execution time to the power consumed by the sum of actual execution time and slack 
time. 

5.2   Results and Discussion 

The comparison of energy consumption between the existing and the proposed 
algorithms were analyzed. For each set of tasks (varied between 5 to 50) the number 
of processors is kept constant and the energy consumption for a minimum of ten 
DAGs are noted. The average values of all those DAGs were calculated. This method 
was repeated by changing the number of processors and comparison was made 
between the existing and the proposed algorithms. 

Table 1 picturises the power consumed by the existing and proposed algrithms. If  
the number of processors in the distributed embedded system is two the algorithms 
were not able to schedule more than 10 tasks, as all task set cases above 10 missed 
their deadline. From the table it is seen that the average power consumption of the 
proposed algorithm is 6 percent more than the exixting ones.  

Table 1. Comparison of power Consumption between Existing (FCFS,WS) and Proposed 
(WFCFS) Algorithms 

 

The deadline hit ratio is also compared among the existing and proposed 
algorithms by varying the number of tasks from 5 to 50 and the number of processors 
from 2 to 10. The maximum number of tasks is taken to be 50, because real-time 
applications with dependent tasks above 50 is very very rare. The number of 
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processors is also limited to 10, as this number itself rare for a distributed embedded 
system. For sample, the comparison for deadline hit ratio when number of processors  
p = 4 is shown in Fig. 2. Upto p = 6 the proposed algorithm gives better deadline hit 
ratio compared to the existing ones. For p>=7, all the algorithms resulted in 100% 
deadline hit ratio. 

Similarly, the comparison for power consumption ratio when number of processors  
p = 6 is shown in Fig. 3 as a sample. For all cases from p = 2 to 10, proposed 
algorithm WFCFS with the dynamic slack management technique consumed less 
power than the existing FCFS and Weighted Scheduling algorithms with the SRP 
slack management technique, when resource contraint is added to the real-time 
application in addition to the precedence and time constraints. 

 

Fig. 2. Comparison Of  Deadline Hit Ratio For Existing (FCFS, Weight) and Proposed 
(Weighted FCFS) Algorithms for No. of Processors (p) is 4 

 

Fig. 3. Comparison of  Power Consumption Ratio between Existing (FCFS, Weight) and 
Proposed (Weighted FCFS) Algorithms for No. of Processors (p) is 6 
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6   Conclusion 

In this work, an energy efficient real-time scheduling algorithm for distributed 
embedded systems is presented. This scheduling algorithm is capable of handling task 
graphs with precedence and resource constraints in addition to timing constraints. The 
major contribution of this work is the development of modified FCFS scheduling 
algorithm called Weighted FCFS. The proposed dynamic slack distribution technique 
efficiently utilizes the available slack and in turn increases the efficiency of the 
system. It also exploits the idle intervals by putting the processor in power down 
modes to reduce the power consumption. The proposed system increases the deadline 
hit ratio when compared to the existing system and thus increases the reliability. 
Simulation results show that almost 6 percent less power is consumed by the proposed 
algorithm compared with the existing algorithms. 

Fault tolerant issues may be considered for such real-time distributed embedded 
systems as future enhancement. Another important future work may be extending this 
technique for a heterogeneous distributed real-time system. 
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Abstract. Texture is the core element in numerous computer vision 
applications. The objective of this paper is to present a novel methodology for 
learning and recognizing textures. A local binary pattern (LBP) operator offers 
an efficient way of analyzing textures. A multi-level local binary pattern 
operator which is an extension of LBP is proposed for extracting texture feature 
from the images. The operator finds the association of LBP operators at 
multiple levels. This association helps to identify macro features. Depending on 
the size of the operator, octets are framed and LBP responses of the octets are 
noted. Their occurrence histograms are combined to frame the texture 
descriptor. The proposed operator is gray-scale invariant. The operator is 
computationally simple since it can be realized with few operations in the local 
neighborhood. A non-parametric statistic named G-Statistic is used in the 
classification phase. The classifier is trained with images of known texture class 
to build a model for that class. Experimental results prove that the approach 
provides good discrimination between the textures. 

Keywords: Texture Classification, Multi-level Local Binary pattern, Non-
parametric classifier. 

1   Introduction 

Texture can be used as a measure for interpreting the images. Texture can be regarded 
as the visual appearance of a surface or material and the visual appearance of the view 
is captured with digital imaging and stored as image pixels. For a well-defined 
texture, intensity variations normally exhibit both regularity and randomness, and 
therefore texture analysis requires careful design of statistical measures. The degrees 
of randomness and of regularity will be the key measure when characterizing a 
texture. A surface is taken to be textured if there are large numbers of texture 
elements (or ‘texels’) present in it. The components of a texture, the texels, are 
uniform micro-objects that are placed in an appropriate way to form any particular 
texture.  Image resolution is also very important in texture perception since low-
resolution images normally contain very homogenous textures. Textures provide 
discriminatory information and assists in pattern recognition and segmentation tasks. 
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Texture plays an important role in natural vision, and it has been widely applied to 
several surface characterization problems. Haralick et al. [1] applied texture analysis 
methods to remotely sensed images for doing terrain analysis. They attempted to 
classify regions of images to predefined classes to form a description of the sensed 
scene. Oliver [2] used texture analysis and classified regions of SAR images to forest 
and non-forest classes. Texture has also been utilized for characterizing the surface of 
more concrete objects. Most of the real-world applications utilize texture analysis. In 
biomedical engineering and medical image analysis texture has been used for 
different purposes. Characterization of textured materials is usually very difficult and 
the goal of characterization depends on the application. The ultimate goal of texture 
characterization systems is to classify textures into different categories or to recognize 
different textures. 

Typically methods for texture analysis are divided into two main categories with 
different computational approaches: the stochastic and the structural methods. 
Structural textures are often man-made and have very regular appearance, for 
example, of line or square primitive patterns that are systematically located on the 
surface (e.g. brick walls). In structural texture analysis the properties and the 
appearance of the textures are described with different rules to specify the kind of 
primitive elements present in the surface and their location details. Stochastic textures 
are usually natural and consist of randomly distributed texture elements, which again 
can be, for example, lines or curves but placed at random (e.g. tree bark). The analysis 
of these kinds of textures is based on statistical properties of image pixels and regions. 
There exists other categorization of textures, for example, artificial vs. natural, or 
micro textures vs. macro textures. Irrespective of the categorization, texture analysis 
methods try to describe the properties of the textures in a proper way. It depends on 
the applications what kind of properties should be sought from the textures under 
inspection and how to do that. This is rarely an easy task. 

Applications have different requirements for recognition: usually accuracy is the 
most important property, but sometimes also speed, usability and configurability 
should be prioritized. There is no universal recognition method for different texture 
characterization tasks. In most general image analysis tasks, texture recognition 
methods must detect different textures in the images, but also consider images on a 
higher level. 

To exploit texture in applications, the measures should be accurate in detecting 
different texture structures, but still be invariant or robust with varying conditions that 
affect the texture appearance. Computational complexity should not be too high to 
preserve realistic use of the methods. Different applications set various requirements 
on the texture analysis methods, and usually selection of measures is done with 
respect to the specific application. One of the major problems when developing 
texture measures is to include invariant properties in the features. In a real-world 
environment, it is very common that illumination changes over time, and causes 
variations in the texture appearance. Texture primitives may also rotate and locate in 
many different ways, which also causes problems. On the other hand, if the features 
are too invariant, they might not be discriminative enough.  
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2   Related Work 

The gray-level co-occurrence matrix approach is based on studies of the statistics of 
pixel intensity distributions. The early paper by Haralick et al.[3] presented 14 texture 
measures and these were used successfully for classification of many types of 
materials for example, wood, corn, grass and water. However, Conners and Harlow 
[4] found that only five of these measures were normally used, viz. “energy”, 
“entropy”, “correlation”, “local homogeneity”, and “inertia”. However, the size of the 
co-occurrence matrix is high and suitable choice of d (distance) and θ (angle) has to 
be made for successful texture classification. 

A novel texture energy approach is presented by Laws [5]. This involved the 
application of simple filters to digital images. The basic filters used were common 
Gaussian, edge detector, and Laplacian-type filters and they tried to highlight points 
of high “texture energy” in the image. Ade tried for a revised approach and developed 
a method using eigen filters[6]. Each eigenvalue that exhibited the variance of the 
original image were extracted by the corresponding filter. The filters that give rise to 
low variances were considered as unimportant for texture recognition. 

Recent developments include the work with automated visual inspection in work. 
Manthalkar et al., [7] aimed at rotation invariant texture classification and Pun and 
Lee [8] aimed at scale invariance. Local frequency analysis had been used for texture 
analysis.  

Ojala T & Pietikäinen M [9] proposed a multichannel approach to texture 
description by approximating joint occurrences of multiple features with marginal 
distributions, as 1-D histograms, and combining similarity scores for 1-D histograms 
into an aggregate similarity score. Ojala T introduced a generalized approach to the 
gray scale and rotation invariant texture classification method based on local binary 
patterns [10]. The current status of a new initiative aimed at developing a versatile 
framework and image database for empirical evaluation of texture analysis algorithms 
is presented by him. 

Another frequently used approach in texture description is using distributions of 
quantized filter responses to characterize the texture (Leung and Malik), (Varma and 
Zisserman) [11][12]. Ahonen T, proved that the local binary pattern operator can be 
seen as a filter operator based on local derivative filters at different orientations and a 
special vector quantization function [13]. A rotation invariant extension to the blur 
insensitive local phase quantization texture descriptor is presented by Ojansivu V 
[14].  

3   An Overview of Local Binary Pattern 

The local binary pattern (LBP) operator is a very powerful and gray-scale invariant 
method of analyzing textures. The LBP operator usually combines characteristics of 
statistical and structural texture analysis. It describes the texture with micro-
primitives, often called textons, and their statistical placement rules. Ojala et al. 
(1996) introduced the LBP texture feature to complement and improve the 
performance of the local image contrast measure. For each pixel in an image, a binary 
code is produced by thresholding its neighborhood (8 pixels) with the value of the 
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center pixel. A histogram is then constructed to collect up the occurrences of different 
binary patterns representing different types of curved edges, spots, flat areas etc. tons, 
and their statistical placement rules.  

The original 8-bit version of the LBP operator considers only the eight nearest 
neighbors of each pixel and it is rotation variant, but invariant to monotonic changes 
in gray-scale. The dimensionality of the LBP feature distribution can be calculated 
according to the number of neighbors used. The basic 8-bit LBP can represent 28 

different local patterns, so the dimensionality of the feature vector is 256. Later, the 
definiton of the LBP was extended to arbitrary circular neighborhoods of the pixel to 
achieve multi-scale analysis and rotation invariance (Ojala et al. 2002)[15]. The 
neighborhood of the center pixel is considered to be circular, and P neighbor samples 
are selected from the circular perimeter of radius R. Neighbor samples were 
interpolated on the circle with equal space. In the multi resolution model of the LBP, 
separate operators at different scales are constructed and the final feature vector is 
obtained by concatenating individual feature vectors one after another.  

Maenpaa et al. [15] introduced the concept of ‘uniform’ patterns, where the 
maximum number of bit-wise changes from one to zero or vice versa in the circular 
neighborhood is limited. Usually the maximum number of bit changes was allowed to 
be two. With this approach, the number of different binary codes is reduced 
dramatically, but the discrimination performance remained good. 

The derivation of the LBP follows that was represented by Ojala et al. [15]. Texture T 
is defined as the joint distribution of the gray levels of P+1 (P>0) image pixels: 

T = t(gc,g0,g1,…,gP-1),                                                   (1) 

where gc corresponds to the gray value of the center pixel of a local neighborhood. 
gp(p=0,1,2,…,P-1) correspond to the gray values of P equally spaced pixels on a circle 
of radius R (R>0) that form a circularly symmetric set of neighbors. 

3.1  Achieving Gray-Scale Invariance 

Without losing information, gc is subtracted from gp : 

T = t(gc,g0-gc,g1-gc,…,gP-1-gc)                                             (2)  

Assuming that the differences are independent of gc , the distribution is factorized: 

T = t(gc)t(g0-gc,g1-gc,…,gP-1-gc)                                            (3) 

Since t(gc) described the overall luminance of an image, which is unrelated to local 
image texture, it was ignored and T is represented as 

T = t(g0-gc,g1-gc,…,gP-1-gc)                                                   (4) 

To achieve invariance with respect to any monotonic transformation of the gray 
scale, only the signs of the differences are considered: 

T = t(s(g0-gc), s(g1-gc),…,s(gP-1-gc))                                       (5) 

where 

     
1, 00, 0                                                           (6) 
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Now, a binomial weight 2p is assigned to each sign s(gP-gc) transforming the 
differences in a neighborhood into a unique LBP code: ,   ∑  2                                      (7) 

3.2   Achieving Rotation Invariance 

For rotation invariance, a transformation was defined as follows: 

, , , 0,1, … , 1                   (8) 

where the superscript  stands for “rotation invariant”. The function , , 
circularly shifts the P-bit binary number x, i times to the right. 

The concept of “uniform” patterns was introduced in Mäenpää et al [15]. It was 
observed that certain patterns seem to be fundamental properties of texture, providing 
the vast majority of patterns, sometimes over 90%. These patterns are called as 
“uniform” because they have at most two one-to-zero or zero-to-one transitions in the 
circular binary code. 

A uniformity measure U was used to define the “uniformity” of a neighborhood G: 

 

                    ∑                       (9) 

Patterns with a U value of less than or equal to two were designated as “uniform”. 
For a bit P bit binary number, the U value was calculated as follows: ∑   , ,                                      (10) 

where x is a binary number. The function ,  , extracts the ith bit from a binary 
number x : , ,   1                                              (11) 

The rotation invariant uniform 2  pattern code for any “uniform” pattern is 
calculated by simply counting ones in the binary number. All other patterns are 
labeled “miscellaneous” and given a separate value: 

 
(12)

4   Proposed Multi Level Local Binary Pattern 

An operator is devised by enlarging the spatial support area and combining the 
association of LBP responses. Existing LBP quantifies the occurrence statistics of 
individual rotation invariant patterns corresponding to certain micro-features such as 
spots, flat areas and edges. In our work, we have extended this to capture macro-
features. For a given block of image, the squared neighborhood is considered to 
obtain the LBP value. The LBP operators of size 5x5 and 7x7 are considered for the 
study. For each operator of specific size, the neighbors of centre pixel are grouped in 
octets and for each octet the LBP value is computed. Their occurrence histograms are 
concatenated to form the feature vector. The grouping of neighbors for different 
operator sizes is shown in Fig. 1. 
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Fig. 1. Octet Representation of 5x5 and 7x7 Operator (Black box represents the centre pixel 
and other gray shades represent octets) 

Our proposed approach has two phases :  

• Building a model for Textures 
• Recognition of Textures 

4.1   Building a Model for Texture Class 

Learning of Textures involves capturing the descriptors of each category and building a 
model for that. The algorithm for building a model for the texture class is given below. 

1. For each training image of class Ci 
Perform block processing depending on Operator size 

For each block of the training image 
Extract LBP code for octets 

2. Compute the occurrence frequency of LBP Codes for each octet 
3. Combine the responses to form a feature vector 
4. Build the model probability of that class. 

4.2   Recognition of Texture 

A non parametric classifier is used to classify the unknown sample. Each sample 
undergoes block processing and LBP codes are extracted from the octets. The occurrence 
frequency responses are combined to generate the feature vector of the sample. This is 
compared with the model histograms of the texture class using G-Statistic measure. 

4.3   Non parametric Classification Principle 

In classification, the dissimilarity between a sample and a model LBP distribution is 
measured with a non-parametric statistical test. This measure is called as G statistic 
and is given as  

  , 2 ∑ 2 ∑             (13) 

where S and M denote (discrete) sample and model distributions respectively.  and 
correspond to the probability of bin b in the sample and model distributions. B is 

the number of bins in the distributions. 
In the classification setting, each class is represented with a single model 

distribution Mi. Similarly, an unidentified sample texture can be described by the 
distribution S. L is a pseudo-metric that measures the likelihood that the sample S is 
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from class i . The most likely class C of an unknown sample can thus be described by 
a simple nearest-neighbor rule: ,                                               (14) 

5   Experiments and Results 

We demonstrate the performance of our approach with two different problems of 
texture analysis. Experiment #1 is conducted on datasets to study the performance of 
the proposed operator for texture classification. Image data includes 16 source 
textures captured from the Outex database. Experiment #2 involves a new set of 
images derived from Brodatz album to study the behavior of proposed approach on 
regular and random textures. Image data included 12 textures from Brodatz album 
which are classified as regular and random textures. Three different spatial resolutions 
are realized for , with (P,R) values of (8,1), (16,2), (24,3) in the experiments 
for the corresponding squared neighborhoods as illustrated in Fig.1. 

5.1   Experiment #1 

The image data included 16 texture classes from Outex database as shown in Fig. 2.  

 
Fig. 2. Sample Images used in Experiment #1 

  
    Canvas     cloth             cotton        grass     

  
     Leather        matting         paper      pigskin 

  
       Raffia     rattan          reptile        sand 

  
    Straw  weave           wood         wool 
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For each texture class, there were sixteen 128x128 source images. In the original 
experimental setup, the texture classifier was trained with several 32x32 sub images 
that are extracted from the training image. These sub images are extracted by dividing 
the source image of size 128x128 into disjoint 32x32 images. From each image 16 
samples are extracted and totally 256 samples are generated for each texture class. In 
other words, 4096 samples are used in the experiment out of which 50% is used for 
training and remaining for testing. For each texture class, a model histogram is built. 
The model for the texture classes are shown in Fig, 3.  

 

Fig. 3. Model Representation of Textures 

Results in Table 1 correspond to the percentage of correctly classified samples. It 
clearly indicates that the performance is increased with the proposed multi-level LBP 
operator. 

Table 1. Classification Accuracy of Textures on various Operators 

Textures 
Classification Accuracy (in %) 

3x3 operator 5x5 operator 7x7 operator 
canvas 98 100 100 
cloth 90 96 100 
cotton 76 100 100 
grass 64 70 78 
leather 90 84 92 
matting 70 80 80 
paper 84 92 94 
pigskin 46 72 80 
raffia 72 68 84 
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Table 1. (continued) 

rattan 94 92 96 
reptile 84 92 96 
sand 48 54 68 
straw 78 82 84 
weave 70 82 86 
wood 90 84 96 
wool 68 76 80 

  Average 76.38 82.75 88.375 

5.2   Experiment #2 

The behavior of the proposed operator on different texture characteristic is studied. 
The image data included 12 texture images from Brodatz album which are grouped as 
regular and random. Sample images are shown in Fig 4. The texture discrimination 
capability of proposed approach is studied on these sets. Each texture image is of size 
64x64. The training dataset consisted of 480 samples (40 samples per texture class) 
and the test data consisted of 720 samples (60 samples per texture class).  

 

 

                  D4                D12            D19              D33             D109          D110 

 

                 D20              D49            D67              D75            D95             D104 

Fig. 4. Sample Images: Top Row contains Random Texture images and Bottom Row has 
Regular Texture Images 

The model Representation of the regular Textures and Random Textures are shown 
in Fig. 5 and Fig. 6. 
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Fig. 5. Model Representation of Regular Textures 

 

Fig 6. Model Representation of Random Textures 

Table 2 presents the classification accuracy of the proposed operator on regular and 
random textures. 
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Table 2. Classification Accuracy of Regular and Random Textures 

Textures Classification Accuracy (in %) 
3x3 operator 5x5 operator 7x7 operator 

Regular 97.8 98.3 99.1 
Random 95.2 96.8 97.2 

 
We compared the performance of our operator with the LBP operators of circular 

neighborhood. The proposed operator performance is better than the existing LBP 
operator.  

We have also compared the performance of our feature extraction method with 
other approaches. Table 6 shows the comparative study with other Texture models. 

Table 3. Comparison with other texture models 

Texture model Recognition rate in % 
GLCM 78.6 
Autocorrelation method 76.1 
Laws Texture measure 82.2 
LBP 
(circular neighborhood) 

95.8 

Our Approach 97.4 

6   Conclusion 

A novel multi level Local Binary Pattern Operator is proposed and their behavior on 
different texture characteristics are studied. The proposed operator uses squared 
neighbors and hence no interpolation calculation is required. Also octets are framed 
based on the size of the operators and hence only one mapping table is sufficient to 
compute the LBP code. The performance of the proposed operator increases with the 
operator sizes. It is observed that the efficiency of the proposed operator on regular 
textures are appreciable. 
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Abstract. This paper proposes MR image segmentation based on Fast Fourier 
Transform based Expectation and Maximization Gaussian Mixture Model 
algorithm (GMM). No spatial correlation exists when classifying tissue type by 
using GMM and it also assumes that each class of the tissues is described by 
one Gaussian distribution but these assumptions lead to poor performance. It 
fails to utilize strong spatial correlation between neighboring pixels when used 
for the classification of tissues. The FFT based EM-GMM algorithm improves 
the classification accuracy as it takes into account of spatial correlation of 
neighboring pixels and as the segmentation done in Fourier domain instead of 
spatial domain. The solution via FFT is significantly faster compared to the 
classical solution in spatial domain — it is just O(N log 2N) instead of O(N^2)  
and therefore enables the use EM-GMM for high-throughput and real-time 
applications. 

Keywords: Fast Fourier Transform (FFT), Frequency domain, Expectation -
Maximization, Gaussian Mixture Model (EM-GMM), Computational 
complexity, Tissue classification. 

1   Introduction 

Fully automatic segmentation of brain tissues in Magnetic Resonance Imaging (MRI) 
is of great interest for clinical studies and research.MRI depends on the response of 
the magnetic fields to produce digital images that provides structural information 
about the brain tissue. This noninvasive procedure becomes standard neuro-imaging 
modality in examining the structures of the brain.  

MRI has been known as the best paraclinical examination for lesions which can 
reveal abnormalities in 95% of the patients [1].The process of interpretation of MR 
images by a specialist for detection of abnormalities is a difficult and time-consuming 
task, and result directly depends on the experience of the specialist. A reason for such 
a difficulty is related to the complexity of images and anatomical borders are having 
visually vague edges. Therefore an automatic segmentation method to provide an 
acceptable performance is needed [2]. 
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MRI of the normal brain can be divided into three regions other than background 
as white matter, gray matter, cerebrospinal fluid (CSF) fluid or vascular structure. 
Because most brain structures anatomically defined by boundaries of these classes, a 
method to segment these tissues into these categories is an important step in 
quantitative morphology of brain.[3]. 

Classification of human brain in magnetic resonance (MR) images is possible via 
supervised techniques such as artificial neural networks and support vector machine 
(SVM) [4] and unsupervised classification techniques unsupervised such as self 
organization map (SOM) [4] and fuzzy c-means combined with feature extraction 
techniques.[5]. 

Other supervised classification techniques, such as k-nearest neighbors (k-NN) also 
group pixels based on their similarities in each feature image [6, 7, 8, 9] can be used 
to classify the normal/pathological T2-wieghted MRI images. The use of 
unsupervised machine learning algorithms (ANN and k-NN) to obtain the 
classification of images under two categories, either normal or abnormal.[10]. 

Intensity based methods center around the classification of individual voxels and 
include methods such as neural network classifiers [11][12], k-nearest neighbor 
classifier[13],and Gaussian mixture modeling (GMM)[14].  

The model suffers from an assumption of spatial independence of voxel intensities. 
Spatial correlation was encoded by extending GMM to Hidden Markov Random Field 
(HMRF) model[15]. 

Statistical approaches to image segmentation based on pixel intensity is the 
Expectation Maximization algorithm (EM) algorithm. The main disadvantage of EM 
algorithm is it fails to utilize strong spatial correlation between neighboring pixels. 
This EM algorithm used along with Gaussian multi resolution algorithm (GMEM) 
which has high reliability and performance under different noise levels.[16]. 

2   Materials and Methods 

Lustig et al. (2004) discusses a fast and accurate discrete spiral Fourier transform and 
its inverse. The inverse solves the problem of reconstruction of an image from the 
acquired MRI data along a spiral k-space Trajectory.[17]. Rowe and Logan 
(2004)[18], Rowe (2005)[19] and Rowe et al. (2007)[20] proposes the use of  Fourier 
transform to reconstruct signal and noise of fMRI data that utilizes the information of 
phase functions of Fourier transform of images. 

The classification performance of Fourier transform was compared with that of 
wavelet packet transform. Kunttu et al. (2003) has applied Fourier transform to 
perform classification of images.[22] 

The techniques of applying Fourier transform in communication and data process 
are very similar to those to Fourier image analysis, therefore many ideas can be 
borrowed from is discussed(Zwicker and Fastl, 1999, Kailath, et al.,2000 and Gray 
and Davisson, 2003).[21],[23],[24]. Similar to Fourier data or signal analysis, the 
Fourier Transform is an important image processing tool which is used to decompose 
an image into its sine and cosine components. Comparing with the signal process, 
which is often using 1-dimensional Fourier transform, in imaging analysis, 2 or higher 
dimensional Fourier transform are being used. Fourier transform has been widely 
applied to the fields of image analysis. 
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Paquet et al. (1993)[25] introduced a new approach for the segmentation of planes 
and quadrics of a 3-D range image using Fourier transform of the phase image. Li and 
Wilson (1995) established a Multiresolution Fourier Transform to approach the 
segmentation of images based on the analysis of local information in the spatial 
frequency domain.[26]. 

Wu et al. (1996) presented an iterative cell image segmentation algorithm using 
short-time Fourier transform magnitude vectors as class features[27]. Escofet et al. 
(2001) applied Fourier transform for segmentation of images and pattern 
recognition.[28]. Zou and Wang (2001) proposed a method to exploit the auto-
registration property of the magnitude spectra for texture identification and image 
segmentation. These methods can potentially be applied to many of those previous 
segmentation problems.[29]. 

Harte and Hanka, 1997, designed an algorithm for large classification problem 
using Fast Fourier Transform (FFT). [30].This paper was trying to deal with curse of 
dimensionality problem, which is the purpose of this paper too. The classification 
performance of Fourier transform was compared with that of wavelet packet 
transform. Kunttu et al. (2003) applied Fourier transform to perform image 
classification.[31]. 

Rowe and Logan (2004), Rowe (2005) and Rowe et al. (2007) used Fourier 
transform to reconstruct signal and noise of fMRI data utilizing the information of 
phase functions of Fourier transform of images.[31]. 

Mezrich (1995) proposes imaging modalities that one can choose the dimension of 
K-space and therefore choose the proper number of frequencies of the observed 
signal. Wu et al. (1996) obtained the K-space using so called “short-time Fourier 
transforms magnitude vectors”. Lustig et al. (2004) also proposed a fast spiral Fourier 
transform to effectively choose the K-space. Li and Wilson (1995) proposed 
Laplacian pyramid method to filter out the high frequencies by using a unimodal 
Gaussian-like kernel to convolve with images. The problem with those selection 
methods and procedures did not work on the possibility that even some low 
frequencies are not necessarily important. 

A new algorithm is proposed making use of Fast Fourier Transform which works 
in frequency domain in which a new image is made by summing the product of the 
kernel weights with the pixel intensity values under the kernel. The previous 
procedure of moving the kernel around and making new voxel values is the definition 
of convolution which takes into account of spatial correlation among the neighboring 
pixels and it combines the advantage of conventional EM algorithm for segmentation. 

3   Proposed Work 

3.1   System Overview 

Figure1 shows the overall system flow diagram. 
The proposed system starts with MRI image and noise added to the image and after 

that FFT is applied. The output of both real and imaginary parts is given as input of 
EM-GMM algorithm. The image is smoothed in frequency domain and convolution is 
faster as compared to spatial domain. The output is classified into three classes as 
white matter, gray matter and cerebrospinal fluid (CSF). The solution via FFT is 
significantly faster compared to the solution in spatial domain. 
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3.2   Algorithm for the Proposed Approach 

Step 1: Read and display the Input I0 Image of size M×N. 
Step 2: Add Gaussian noise of 0.1 and 0.01 to the input image and apply  

FFT to each Gaussian noise added images.           
Step 3: Apply EM algorithm to the output of Fourier transformed images. 
Step 4: Apply Gaussian Mixture Model algorithm to the output of  

Expectation  and Maximization to classify the images into three classes. 
Step 5:  Assign color to the classified images. 
Step 6: Compute segmentation accuracy. 
Step7: Display the classified   gray matter, white matter and CSF in MRI  

brain image as segmented image S. 

 

Fig. 1. The Flow chart of FFT based EM-GMM model. The input image 0I  is the image to be 
segmented and output is the segmented image S0. 

3.3   Data Modeling 

Statistical models are used to represent the image data by considering the image as a 
random processes particularly, a mixture of random processes. The process is 
assumed to be independently identically distributed functions (iid), a Gaussian 
distribution functions. 

Representing the model by using the equation, 

1

( / ) ( | )
K

i k i k
k

f x p G xφ θ
=

= ∑                                (1) 

where K is the number of processes or classes that need to be extracted from the 

image, 1,2,...k k Kθ ∀ =  is a parameter vector of class K and its of the form 

,k kμ σ⎡ ⎤⎣ ⎦  such that ,k kμ σ  are the mean and standard deviation of the  distribution k 

respectively, kp is the mixing proportion of class k ( 0 1kp< < , 1,2,...k K∀ =  

and 1kpk
∑ = . ix  is the intensity of pixel i and φ  = 1 1 1{ ,..... , ,..... , ,.... }k k kp p μ μ σ σ  

is called as the parameters of the mixture. 
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3.4   Fast Fourier Transform 

A discrete Fourier transform (DFT) converts a signal in the time domain into its 
counterpart in frequency domain. If (xi) be a sequence of length N, then its DFT is  
given by the sequence (Fn)  

1
kkp
=∑

                                                                 
(2) 

An efficient way to compute the DFT is by applying Fast Fourier transform (FFT). 
By using FFT the computational complexity can be reduced from O(n2) to O(n log n). 
Input signal of the FFT in origin can be a complex and of arbitrary size. The result of 
the FFT contains the frequency data and the complex transformations. 

3.5   Fast Fourier Transform for Image Processing 

The need of Fourier Transform arises because of the fact that in MRI/fMRI 
measurements are not voxel values. Mainly measurements are spatial frequencies. 
These spatial frequencies got by applying Gx & Gy magnetic field gradients to 
encode then   complex-valued DFT of the object is measured. 

3.6   Expectation and Maximization Algorithm 

Expectation Maximization is widely used in image processing. Instead of classifying 
pixels into classes, it is possible to assign the probability belong to classes. 

Suppose we are having a random sample 1 2{ , ,..... } ~ ( / )nX X X X f x θ= . 

1
arg max ( | )

n

i
i

f x
θ

θ π θ
=

=                                             (3) 

1
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n

i
i

f x
θ

π θ
=

=                                              (4) 

This optimization problem is nontrivial when f complex is and it gives a 

motivation for the development of the EM algorithm. The data is augmented with 

latent (unobserved) data cX   such that the complete data 

( , ) ~ ( ) ( , )c m c mX X X f x f x x= =                   (5) 

The conditional density for the missing data   mX is  

( , | )
( | , )

( | )
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=                                          (6) 

Rearranging terms, 
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=                               (7) 
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This optimization problem is nontrivial when f is complex and it gives a 

motivation for the development of the EM algorithm. We augment the data with latent 

(unobserved) data cX  such that the complete data 

( , ) ~ ( ) ( , )c m c mX X X f x f x x= =                (8) 

The expected log-likelihood for the complete data by 

0 0( | , ) [ln ( | | , )]cQ X E f X Xθ θ θ θ=
                                 

(9) 

Maximizing the likelihood as 

1. E-step: compute  1( | , )jQ Xθ θ
∧

−  

2. M-step: maximize 1( | , )jQ Xθ θ
∧

−  and take  1arg max ( | , )jQ X
θ

θ θ θ −=  

If the above procedure is iterated, we get the sequence of estimators, 

0 1 2, , . . . . . . . .θ θ θ θ
∧ ∧ ∧ ∧

= it converges to the maximum likelihood 

estimator 0θ
∧

. 

4   Experimental Results 

In order to test the performance of proposed algorithm, a good comparison between 
FFT based EM-GMM algorithm and without applying FFT based EM-GMM 
introduced. Data set is the manually segmented image of MRI human brain.  The 
performance of FFT based GMM against different noise levels and complex structure 
of brain MRI images is computed and comparisons are made. 

4.1   Segmentation Accuracy 

The accuracy of algorithm is computed by using the confusion matrix, where the 
overall accuracy of segmentation is computed by total number of correctly classified 
pixels divided by total number of pixels. i.e. 

AC = ( , ) / ( , )
x x y

x x x y∑ ∑ ∑                             (10) 

The accuracy of any of the class for example class  x  is computed by dividing the 
correctly classified pixels of this class over the total number of pixels that have been 
assigned to this class. i.e 

AC =  ( , ) / ( , )x y
x x x y∑

                                            
(11) 

Figure 2 and Figure 3 display the original images and noise variance of 0.001 
added to original image. Figure 4 and figure 5 shows the magnitude and phase of 
Fourier transformed image respectively. obtained by the EM algorithm. The overall 
accuracies are computed and reported in TABLE I. 
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The accuracy of segmentation is dropped from 97% to 90% when noise variance 
increased from 0.01 to 0.1. This algorithm is sensitive to noise it is not suitable for 
images with heavy noise.  

Many of the pixels are misclassified although surrounded pixels are correctly 
classified and it is due to the fact that EM fails to utilize the strong spatial correlation 
between neighboring pixels. The reason is that Gaussian mixture assumes that all 
pixels are independently and identically distributed. This is result got by without 
applying FFT convolution. 

• By moving the kernel around and making new voxel values is the definition 
of convolution which takes into account of spatial correlation among the 
neighboring pixels and it combines the advantage of conventional EM 
algorithm for segmentation. This procedure reduces the number of 
misclassified pixels because it takes into account of spatial correlation 
among the neighboring pixels. 

 

Figure 10 shows the speed of execution of FFT based EM-GMM algorithm 
compared to convolution in spatial domain. It is just O(N log 2N) instead of O(N^2)  and 
therefore enables the use EM-GMM for high-throughput and real-time applications. 

 

Fig. 2. Original Image 

 

 

Fig. 3. Gaussian noise of variance 0.001 added
to original Image 

 

 

Fig. 4. Gaussian noise of 0.1 added to 
Original Image 

 

Fig. 5. Gaussian Filtered Image 
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Fig. 6. Magnitude of Fourier Transformed 
Image 

 

Fig. 7. Phase of Fourier Transformed  Image 

 

Fig. 8. Circle filtered Image 

 

Fig. 9. Gaussian filtered Image 

 

Fig. 10. Magnitude of Circle Mask 

 

Fig. 11. Magnitude of Gaussian Mask 
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Fig. 12. Execution Times of convolution in   DFT versus FFT 

Table 1. Accuracies of EM,EM-GMM and FFT based EM-GMM when applied to MRI brain 
image 

Noise level 0.01 0.1 

EM 96% 87% 

EM-GMM 97% 90 

FFT based EM-GMM 98% 93 

 

 

Fig. 13. Original Image with variance 0.1 

 

Fig. 14. Results obtained with FFT based EM-
GMM 
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Fig. 15. Bar chart represents the comparision between EMGMM and FFT-EMGMM for  
different noise variance levels 

5   Conclusion 

A new FFT-based EM-GMM algorithm is proposed for the segmentation of white 
matter ,gray matter and CSF is proposed  in this paper.The proposed algorithm is 
based on working with Fast Fourier Transform before applying EM-GMM algorithm 
for segmentation. Since convolution is done in frequency domain and image 
smoothing is faster in frequency domain as compared to spatial domain. It increases 
correlations between neighboring pixels so the disadvantage of conventional EM-
GMM algorithm got eliminated. In the conventional EM-GMM algorithm no spatial 
correlation exists and because of this segmentation accuracy got reduced. This 
disadvantage overcome by FFT based EM-GMM algorithm which eliminates the 
misclassified pixels which are laying on the boundary between classes or tissues. Also 
the  solution via FFT is significantly faster compared to the classical solution in spatial domain 
— it is just O(N log 2N) instead of O(N^2) . 
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Abstract. Intrusion detection is a classification problem where the 
classification accuracy is very important. In network intrusion detection, the 
large number of features increases the time and space cost. As the irrelevant 
features make noisy data, feature selection plays essential role in intrusion 
detection. The process of selecting best feature is the vital role to ensure the 
performance, speed, accuracy and reliability of the detector. In this paper we 
propose a new feature selection method based on Genetic Algorithm in order to 
improve detection accuracy and efficiency. Here the Genetic Algorithm is used 
for the best feature selection and optimization. The Back Propagation Neural 
Network is used to evaluate the performance of the detector in terms of 
detection accuracy. To verify this approach, we used KDD Cup99 dataset.  

Keywords: Intrusion Detection, Feature Selection, Genetic Algorithm, Back 
Propagation Network. 

1   Introduction 

With the development of network and information technology, network is becoming 
increasingly important in daily life. In order to protect the network and information, 
intrusion detection is applied to network security issues. Intrusion detection is a kind 
of security technology to protect the network against the intrusion attacks. It includes 
two main categories. One is misuse detection and the other is anomaly detection. 
Misuse detection can exactly detect the known attacks, but it can do nothing against 
the unknown attacks. However, anomaly detection can detect the unknown and new 
attacks.  

There are many methods that have been applied to intrusion detection such as 
wavelet analysis [1], fuzzy data mining [2] and intelligent Bayesian classifier [3]. But 
many experiments [4], [5], [6] show that there is a high detection accuracy when 
Support Vector Machine (SVM) is used in intrusion detection. But it is very critical to 
select features in intrusion detection. Because some features in data may be irrelevant 
or redundant. Furthermore, they may have a negative effect on the accuracy of the 
classifier. In order to improve intrusion detection performance, we must select 
appropriate features and optimize them. In this paper, we mainly study intrusion 
detection based on BPN, and use Genetic Algorithm (GA) to select and optimize 
features. 
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An intrusion is an unauthorized access or use of computer system resources. 
Intrusion detection systems are software that detect, identify and respond to 
unauthorized or abnormal activities on a target system Intrusion detection techniques 
can be categorized into misuse detection and anomaly detection. Misuse detection 
uses patterns of well-known attacks or vulnerable spots in the system to identify 
intrusions. However, only known attacks that leave characteristic traces can be 
detected this way. Anomaly detection, on the other hand, attempts to determine 
whether deviations from the established normal usage patterns can be flagged as 
intrusions [7].  

Although misuse detection can achieve a low false positive rate, minor variations 
of a known attack occasionally cannot be detected [7]. Anomaly detection can detect 
novel attacks, yet it sufferers a higher false positive rate. Earlier studies on intrusion 
detection have utilized rule-based approaches to intrusion detection, but had a 
difficulty in detection new attacks or attacks that had not previously define 
patterns[8][9][10].  

In the last decade, the emphasis has shifted to learning by example and data mining 
paradigm. Neural Networks have been extensively used to detect both misuse and 
anomies pattern [9] [10] [11] [12] [13] [14] [15]. Recently, kernel-based methods 
such as support vector machine (SVM) and their variants are being used to detect 
intrusion [14] [16] [17]. One way in which fuzzy ARTMAP differs from many 
previously fuzzy pattern recognition algorithm is that it learns each input as it is 
received online, rather than performing an off-line optimization of a criterion 
function. 

2   Related Works 

The approach of information gain ratio and k-means classifier can be used in the 
feature selection. We used IGR measure as a means to compute the relevance of each 
feature and the k-means classifier to select the optimal set of MAC layer features.  

In the experimental section, we study the impact of the optimization of the feature 
set for wireless intrusion detection systems on the performance and learning time of 
the classifier based on neural network [20].  In  [21], explored the benefits of using a 
genetic algorithm that restricts the space search. This algorithm performs better than 
sequential algorithms, and is even superior to other unconstrained genetic algorithms. 

In [23] we dealt with the problem of feature selection for SVMs by means of GAs. 
In contrast to the traditional way of performing cross-validation to estimate the 
generalization error induced by a given feature subset we proposed to use the 
theoretical bounds on the generalization error for SVMs, which is computationally 
attractive. 

A balanced accuracy model is proposed to mitigate class bias during feature set 
evolution [24]. Experiments compare the selection performance of genetic algorithms 
using various fitness functions varying in terms of accuracy, balance, and feature 
parsimony.  

A generic algorithm is proposed for feature selection with a Feature Quality Index 
(FQI) metric [25]. We generate feature vectors by defining fuzzy sets on Hough 
transform of character pattern pixels. Each feature element is multiplied by a mask 
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vector bit before reaching the input of a multilayer perceptron (MLP). The genetic 
algorithm operates on the bit string represented by the mask vector to select the best 
set of features. 

A method for automated classification of ultrasonic heart (echocardiography) 
images is proposed in [25]. The feature of the method is to employ an artificial neural 
network (ANN) trained by genetic algorithms (GA's) instead of the back propagation. 

A two-step feature selection algorithm is proposed, [26] which utilizes data’ 
statistical characteristic and depends on no intrusion detection algorithm. It firstly 
eliminates the irrelevant features and then eliminates the redundant features. And 
secondly Feature Selection for Sound Classification in Hearing Aids through 
Restricted Search Driven by Genetic Algorithms. 

A hybrid method is proposed in [27], for the speech processing area, to select and 
extract the best features that represent a speech sample. The proposed method makes 
use of a Genetic Algorithm along with Feed Forward Neural Networks in order to 
either deny or accept personal access in real time 

3   Methodology 

3.1   Intrusion Detection 

The Mass data comes from the Internet, which is partly extracted as behavioural data, 
and then the behavioural data is waiting for feature selection. Firstly, the extracted 
data is served with pre-treatment, including data discretion and data formatting. After 
this, the data usually is of very high dimension. It is requisite to transform the data 
into a lower dimension feature space through feature selection in order to eliminate 
any irrelevant or redundant features for improving the detection accuracy and 
efficiency of IDS.  

The Feature Reduction module of Figure 1 plays that role. Then, classification 
rules are elicited according to the results of feature reduction. Finally, the Mass Data 
is classified complying with the classification rules. When the system detects any 
intrusion data which meets the alarm conditions, it will trigger the alarm system. 

Mass Data 

Classification 

Internet 

Behavioral Data

Data pre-Processing 

Feature Reduction 

Alarm System

 

Fig. 1. Process of Intrusion Detection 
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3.2   Feature Selection 

Feature selection is the most critical step in building intrusion detection models. 
During this step, the set of attributes or features deemed to be the most effective 
attributes is extracted in order to construct suitable detection algorithms. A key 
problem is how to choose the optimal set of features. As not all features are relevant 
to the learning algorithm, and in some cases, irrelevant and redundant features can 
introduces noisy data that distract the learning  algorithm, severely degrading the 
accuracy of the detector and causing sloe training and testing processes. Feature 
selection was proven to have a significant impact on the performance of the classifier 
[20],[21],[22],[23],[26].  

3.3   Feature Optimization with GA 

GA is an adaptive method of global-optimization searching and simulates the 
behaviour of the evolution process in nature. It maps the searching space into a 
genetic space. That is, every possible key is encoded into a vector called a 
chromosome. One element of the vector represents a gene. All of the chromosomes 
make up of a population and are estimated according to the fitness function 
[22],[23],[24]. A fitness value will be used to measure the “fitness” of a chromosome. 
Initial populations in the genetic process are randomly created. 

GA uses three operators to produce a next generation from the current generation: 
reproduction, crossover, and mutation. GA eliminates the chromosomes of low fitness 
and keeps the ones of high fitness [26],[27]. This whole process is repeated, and more 
chromosomes of high fitness move to the next generation, until a good chromosome 
(individual) is found. 

(i) Chromosome Encoding 
Encoding is the first step in GA. For a data record, we convert each value of its 
feature into a bit binary gene value, 0 or 1. In our experiments, we choose the subsets 
of KDD Cup99, 1999 kddcup.data_10_percent and corrected [8], as the training 
dataset and test dataset. Because the values of feature No.2, No.3, and No.4 are all 
symbols, it is not necessary to optimize these three features. It is just all right to 
eliminate them before encoding and add them to the record after optimization.  

For feature that has a numeric value, if its value isn’t 0, we convert it to 1; 
otherwise we convert it to 0. For example, a record (0,tcp,http, 
SF,181,5450,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,8,8,0.00,0.00,0.00,0.00,1.00,0.00, 0.00 ,9 
,9,1. 00, 0. 00, 0.11,0. 00, 0. 00,0. 00,0.00,0.00.can be converted (01100000100 
00000000110 0001001110100000) after encoding. 

(ii)Fitness Function 
We adopt the value of fitness function to decide whether a chromosome is good or not 
in a population. The following equations are used to calculate the fitness value of 
every chromosome.  

F(x)=Ax+βN0                                                           (1) 

                                         A= (α1, α2, .α n) 
                                         X=(x1, x2…xn)T 
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Where N0 is the number of 0 in a chromosome, β is the coefficient, xn means the nth 
gene (0 or 1), and αn means the weight of the nth gene. We calculate the weight by 

      Nn 

n =------- 
     Nall  

(2)

Where Nn means the number of the nth feature in dataset when its value isn’t 0, and 
Nall means the total number of the nth feature in dataset. 

3.4   Back Propagation Network 

Back propagation is a systematic method for training multi-layer artificial neural 
network. It has a mathematical foundation that is strong if not highly practical. It is 
multi-layer forward network using extend gradient-descent based delta-learning rule, 
commonly known as back propagation rule. Back propagation provides a 
computationally efficient method for changing the weights in a feed forward network, 
with differential activation function units, to learn a training set of input-output 
examples.  

The network is trained by supervised learning method. The aim of this network is 
to train the net to achieve  a balance between the ability to respond correctly to the 
input patterns that are used for training and the ability to provide good responses to 
the input that are similar 

     

Fig. 2. Back Propagation Neural Network 

Back propagation learning will be given by as follows: 
 

1. Calculate errors of output neurons 
δα = outα (1 - outα) (Targetα - outα) 
δβ = outβ (1 - outβ) (Targetβ - outβ) 
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2. Change output layer weights 
W+Aα = WAα + ηδα outA  
W+Aβ = WAβ+ ηδβ outA 
W+Bα = WBα + ηδα outB  
W+Bβ = WBβ + ηδβ outB 
W+Cα = WCα + ηδα outC  
W+Cβ = WCβ + ηδβ outC 
 
3. Calculate (back-propagate) hidden layer errors 
δA = outA (1 – outA) (δαWAα + δβWAβ) 
δB = outB (1 – outB) (δαWBα + δβWBβ) 
δC = outC (1 – outC) (δαWCα + δβWCβ) 
 
4. Change hidden layer weights 
W+λA = WλA + ηδA inλ  
W+ΩA = W+ΩA + ηδA inΩ 
 
W+ΩB = W+ΩB + ηδB inΩ 
W+λB = WλB + ηδB inλ 

5   Overall System Architecture 

The proposed intrusion detection system has four main      phases which are data Pre-
processing and feature selection, selection of an optimal parameters using Genetic 
algorithm, classification of attacks and testing of the IDS (fig 3). 

 

Trai
ning 
Data 

Data pre-
processing 
and Feature 
Selection 

Optimiz
ation 
Using 
GA 

Classifi
cation

Testing 

 

Fig. 3. Proposed IDS 

4   Data Set 

The data we used to train and test the classifier is DARPA KDD CUP99 and it is 
collected from [8]. The data set contains forty one features and it is reduced to six 
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optimal set of features by applying Genetic Algorithm. The classifier is trained using 
the complete set of features (41 features), which are the full set of data attributes 
collected from [8], and the reduced set of features (six features).The  complete and 
reduced set of features is given by the table1 and 2. 

Table 1. Complete Feature Set 

Duration protoc
ol type 

servi
ce 

Flag src_b
ytes 

dst_b
ytes 

land 

Wrong_ 
fragment 

Urgent hot num_f
ailed_l
ogins 

logge
d _in 

num_
comp
romis
ed 

root 
_shell 

su_attem
pted 

num_r
oot 

num
_file
_crea
tions 

num_s
hells 

num_
acces
s_file
s 

num_
outbo
und_c
mds 

is_host_
login 

is_guest
_login 

Count srv_c
ount 

serror
_rate 

srv_s
error_
rate 

rerror
_rate 

srv_rerr
or_rate 

same_sr
v_rate 

diff_sr
v_rate 

srv_d
iff_h
ost_r
ate 

dst_ho
st_cou
nt 

dst_h
ost_sr
v_cou
nt 

dst_h
ost_s
ame_
srv_r
ate 

dst_host
_diff_sr
v_rate 

dst_host
_same_s
rc_port_
rate 

dst_ho
st_srv_
diff_ho
st_rate 

dst_h
ost_s
error
_rate 

dst_ho
st_srv
_serro
r_rate 

dst_h
ost_re
rror_r
ate 

dst_h
ost_sr
v_rerr
or_rat
e  

Table 2. Optimal Feature Set 

num_failed_logins same_srv_rate 
dst_bytes Hot 
Service dst_host_rerror_rate 

 

5   Experimental Result and Analysis 

The optimal set of features is generated by using the fitness value of each feature 
[Table 3a to 3d]. 

The neural network based classifier (BPN) is trained using the complete set of 
features, which are the full set of data attributes, and the optimal set of features, from 
the experimental result we evaluate the performance of the classifier.  

The performance evaluation of the classifier trained with the reduced set of 
features and the full set of features is given in Fig: 4 
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Fig. 4. Detection Accuracy 

Table 3. Fitness Value for Feature 1 To 41 

Table 3a. Fitness Value for Features 1 To 10 

 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

Fitness1 0.0820 0.0656 0.0745 0.0745 0.0781 0.0656 0.0911 0.0713 0.0781 0.0820 

Fitness2 0.0656 0.0781 0.0863 0.0656 0.0683 0.0713 0.0863 0.0713 0.0683 0.0820 

Fitness3 0.0820 0.0863 0.0911 0.0656 0.1025 0.0781 0.0964 0.0607 0.0781 0.0863 

Fitness4 0.0911 0.0911 0.0781 0.0964 0.0863 0.0713 0.0713 0.0781 0.1025 0.0745 
 

Table 3b. Fitness Value for Features 11 To 20 

 F11 F12 F13 F14 F15 F16 F17 F18 F19 F20 

Fitness1 0.0781 0.0863 0.0820 0.0863 0.0683 0.0863 0.0863 0.0911 0.0820 0.0713 

Fitness2 0.1093 0.0820 0.0713 0.0713 0.0713 0.0781 0.0565 0.0745 0.0745 0.0529 

Fitness3 0.0964 0.0745 0.0745 0.1025 0.0863 0.0964 0.0781 0.0911 0.0911 0.0745 

Fitness4 0.0656 0.0863 0.0863 0.1025 0.1025 0.0656 0.0911 0.0745 0.1025 0.0745 
 

Table 3c. Fitness Value for Features 21 To 30 

 F21 F22 F23 F24 F25 F26 F27 F28 F29 F30 

Fitness1 0.0607 0.0781 0.0911 0.0781 0.0911 0.0713 0.0820 0.0656 0.0863 0.0781 

Fitness2 0.0863 0.0781 0.0745 0.0820 0.0745 0.0683 0.0713 0.0745 0.0683 0.0863 

Fitness3 0.0820 0.0964 0.0820 0.0745 0.0745 0.0586 0.0820 0.0820 0.0863 0.0683 

Fitness4 0.0745 0.0911 0.0911 0.0863 0.0781 0.0863 0.0781 0.1171 0.0683 0.0863 
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Table 3d. Fitness Value for Features 31 To 41 

 F31 F32 F33 F34 F35 F36 F37 F38 F39 F40 F41 

Fitness1 0.0820 0.0820 0.1025 0.0683 0.0781 0.0683 0.0911 0.0863 0.0964 0.0863 0.0911 

Fitness2 0.0820 0.0781 0.0713 0.0683 0.0745 0.0863 0.0631 0.0781 0.0631 0.0863 0.0781 

Fitness3 0.0745 0.0863 0.0656 0.0820 0.0745 0.0781 0.0820 0.1025 0.0631 0.0820 0.0863 

Fitness4 0.1025 0.0745 0.0781 0.0713 0.0781 0.0656 0.0781 0.0781 0.0781 0.0820 0.0781 
 

6   Conclusion and Future Work 

In this paper, we proposed an intrusion detection method based on GA and BPN. 
Because some features in data may be irrelevant or redundant, we first apply GA to 
select and optimize features, and then apply BPN to classify. The experimental results 
show that BPN can achieve good classification accuracy, and the accuracy can be 
improved obviously after feature selection and optimization. 

In future a comparative study can be done on the impact of the reduced feature set 
on the performance of classifiers-based ANNs, in comparison with other 
computational models such as SVMs, MARSs, and LGPs. 
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Abstract. IEEE 802.15.4 is a new standard addressing the needs of low-rate 
wireless personal area networks or LR-WPAN with a focus on enabling 
wireless sensor networks. The standard is characterized by maintaining a high 
level of simplicity, allowing for low cost and low power implementations. It 
operates primarily in the 2.4GHz ISM band, which makes the technology easily 
applicable and worldwide available. However, IEEE 802.15.4 is potentially 
vulnerable to interference by other wireless technologies working in this band 
such as IEEE 802.11 and Bluetooth. This paper gives a short overview of the 
IEEE 802.15.4 and carefully analyzes the properties and performance of IEEE 
802.15.4 through simulation study and channel measurement. Furthermore, this 
paper analyzes one of the association scheme named Simple Association 
Process (SAP) and compares SAP with the original IEEE 802.15.4 protocol. 
The analytic results are validated via ns-2 simulations.  

Keywords: IEEE 802.15.4, IEEE 802.11, ISM band, LR-WPAN, SAP. 

1   Introduction 

IEEE 802.15.4 is a new standard to address the need for low-rate low power wireless 
communication. In December 2000, IEEE standard committee set up a new group to 
develop the low-rate wireless personal area network (LR-WPAN) standard, called 
802.15.4[1]. IEEE 802.15.4 is used to provide low complexity, low-cost and low-
power wireless connectivity among inexpensive devices. This characteristic 
determines its huge potential in industry, agriculture, home networks, portable 
electronic system, medical sensor and so on. The task of this group is to establish the 
criterion of physical layer and MAC layer. 1The application of higher layer, 
connectivity test and marketing extension are handled by ZigBee alliance which was 
founded in August 2002. It can operate both as a PAN coordinator or a common 
device. RFD can only be used as a common device. Depending on the application 
requirements, the LR-WPAN may operate in either of two topologies: the star 
topology or the peer-to-peer topology. 

The IEEE 802.15.4 standard was specifically developed to address a demand for 
low-power, low-bit rate connectivity towards small and embedded devices. 
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Furthermore the standard is trying to solve some problems that were inadequately 
taken into account by Bluetooth technology. Since the release of the standard in 2003 
and the emergence of the first products on the market there have been several 
analytical and simulation studies in the literature, trying to characterize the 
performance of the IEEE 802.15.4 [1], [2].Furthermore, a lot of effort has been put on 
the energy efficiency characterization and optimization of the protocol stack for 
wireless sensor networks [3]–[6]. Unfortunately there is not enough reported results 
on the practical insights gained from measurement campaigns. The IEEE 802.15.4 
and IEEE 802.11b/g are envisioned to support complimentary applications and 
therefore it is very likely that they will be collocated. Since both types of devices 
operate in the 2.4GHz ISM frequency band, it is of great importance to understand 
and evaluate the coexistence issues and limitations of the two technologies. 
According to [7] the IEEE 802.15.4 network has little or no impact on IEEE 802.11’s 
performance. However IEEE 802.11 can have a serious impact on the IEEE 802.15.4 
performance if the channel allocation is not carefully taken into account [8]. Both of 
these studies are theoretical and simulation based. 

Most nowadays researches are focused on analysis mathematically or simulation 
the performance of IEEE 802.15.4. Literature [9] evaluated the throughput and energy 
consumption of network in contention access period (CAP) in IEEE802.15.4. J. Misic 
et al. in [10] studied the uplink, downlink traffic and stability of IEEE 802.15.4 
beacon network under different communication parameters. In [11], the throughput 
and energy efficiency performances of 802.15.4 were assessed by simulations. 

This paper analyzes the initialization procedure of IEEE 802.15.4 network and the 
improved association scheme named Simple Association Process (SAP). SAP  
reduces redundant primitives, avoid collisions and decrease association delay. It is 
compared with original protocol and validated by simulations. 

The reminder of the paper is organized as follows: section II gives an overview of 
the IEEE 802.15.4 standard. Section III gives the association scheme called Simple 
Association Scheme .Section IV gives the Simulation Study. In section V, we present 
results from measurements made to characterize the basic behavior of IEEE 802.15.4 
Finally, we conclude the paper in section VI. 

2   Overview of the IEEE 802.15.4 

We shall now give a brief overview of the IEEE 802.15.4 standard [12], focusing on 
the details relevant to our performance study. For a more comprehensive introduction 
to the IEEE 802.15.4 technology, as well as some foreseen application scenarios, we 
refer the reader to [13]. The 802.15.4 is a part of the IEEE family of standards for 
physical and link-layers for wireless personal area networks (WPANs). The WPAN 
working group focuses on short range wireless links, in contrast to local area and 
metropolitan area coverage explored in WLAN and WMAN working groups, 
respectively. The focal area of the IEEE 802.15.4 is that of low data rate WPANs, 
with low complexity and stringent power consumption requirements. Device 
classification is used for complexity reduction. The standard differentiates between 
full function device (FFD), and reduced function device (RFD), intended for use in 
the simplest of devices. An RFD can only communicate with an FFD, whereas an 
FFD can communicate with both other FFDs, and RFDs. The IEEE 802.15.4 supports 
two PHY options. The 868/915MHz PHY known as low-band uses binary phase shift 
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keying (BPSK) modulation whereas the 2.4GHz PHY (high-band) uses offset 
quadrature phase shift keying (OQPSK) modulation. Both modulation modes offer 
extremely good bit error rate (BER) performance at low Signal-to-Noise Ratios 
(SNR). Figure 1 compares the performance of the 802.15.4 modulation technique to 
Wi-Fi and Bluetooth. The graph clearly illustrates that IEEE 802.15.4 modulation is 
anywhere from 7 to 18 dB better than the IEEE 802.11 and IEEE 802.15.1 
modulations , which directly translates to a range increase from 2 to 8 times the 
distance for the same energy per bit, or an exponential increase in reliability at any 
given range. The IEEE 802.15.4 physical layer offers a total of 27 channels, one in the 
868MHz band, ten in the 915MHz band, and, finally, 16 in the 2.4GHz band. The raw 
bit rates on these three frequency bands are 20 kbps, 40 kbps, and 250 kbps, 
respectively. Unlike, for example, Bluetooth, the IEEE 802.15.4 does not use 
frequency hopping but is based on direct sequence spread spectrum (DSSS). In this 
paper we are focusing solely on measurement in the 2.4GHz frequency band as that is 
the area where inter-technology problems can be prominent and due to the fact that it 
is a tempting for larger scale sensor deployments. 

 

Fig. 1. Theoretical bit error rate in an AWGN channel for IEEE 802.15.4, IEEE 802.11b and 
IEEE 802.15.1 

The IEEE 802.15.4 MAC layer is fundamentally that of CSMA/CA system 
together with optional time slot structure and security functionality. The network can 
assume either a star topology, or operate in peer-to-peer mode. In each case an FFD 
device acting as a coordinator manages the local network operations. The standard 
defines four frame types, namely beacon frames, data frames; acknowledgment 
frames and MAC control frames. Beacon frames are used by the coordinator to 
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describe the channel access mechanism to other nodes. Two fields found in beacon 
frames are relevant for further discussion. The beacon order (BO) subfield specifies 
the transmission interval of the beacon, called the beacon interval (BI) by the identity 
BI = B ×  2BO, where B is a base super frame duration, and 0 _  BO _  14. If BO = 15 the 
coordinator transmits beacon frames only when requested to do so, such as on receipt 
of a beacon request command. The super frame order (SO) subfield specifies the 
length of time during which the superframe is active, superframe duration (SD), as SD 
= B × 2SO symbols. If SO = 0, the superframe following the transmission of the frame 
is not active. Data frames are used to send varying amount of payload (2–127 bytes), 
while acknowledgment frames are used to increase reliability for data frame and 
control frame transmissions. Finally, the control frames are used to carry out network 
management functions, such as association to and disassociation from the network.  

3   Simple Association Process 

According to the simulation, it can be seen that the time of device association is 
wasted by many redundant primitives in the original IEEE 802.15.4 protocol. Thus 
overfull collisions will occur and the coordinator will be overloaded when many 
devices want to associate the PAN in a short period of time. Some of the devices will 
retransmit their association request when meet failure and the total association time of 
all the nodes are increasing rapidly. SAP reduces redundant primitives. It can be 
found that T_scan_duration and T_ResponseWaitTime take the majority of 
association time. T_scan_duration can not be changed, but T_ResponseWaitTime can 
be decreased by cutting down some communication handshake procedures. When 
receiving Association request command, the coordinator should check resources and 
allocate an address, then send Association response command to the device directly. 

This processing time should be an integer multiple of T_beacon_period and we use  
2288s in simulation. In SAP, the device need not send Data request command and 
only wait for the association response command of the coordinator. SAP is developed 
to reduce association primitives and association delay.. The simulation result of Tavg is  
about 0.20438s. The number of association primitives is decreased to 57 and listed in 
Table 1. 

Table 1. The number of association primitives in IEEE802.15.4 and SAP 
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4   Simulation Study 

In order to evaluate the performance of IEEE  802.15.4 association process, and to 
consider the application to the home network, the paper analyses the situation of 
various devices to associate PAN in star topology by using ns2 simulator. The 
experiment has totally N nodes, all of which use the identical interval (Tinter) to start 
associating for each independent simulation. Figures 2 (a) and 2 (b) show the impact 
of different intervals on the total time until all the nodes are associated within a 
variety of networks with different scales. We use Ttotal to denote the total time until all 
the nodes are associated. Let Tdi be the time of the ith device associated the network. 

4.1   Comparing the Original Protocol with the SAP 

We can see that SAP can bring a significant improvement on decreasing the total time to 
join the PAN, as compared to the original protocol under the different parameter values. 
The two methods all increase with N. Each device of the original protocol costs about 
0.5752s to associate PAN SAP used 0.20438s instead. As N is increasing, Tinter decreases, 
SAP performs better than the original protocol. On the contrary, the differences between 
two methods reduce as Tinter is increasing. Especially, when Tinter is bigger than 0.5s, the 
devices usually associate the network orderly without collisions and the Ttotal increases 
linearly. The difference between above two schemes is nearly fixed. 

 

Fig 2. Association message sequence chart of the original 802.15.4 protocol 
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Fig. 3. Association message sequence chart of the SAP 

5   Channel Measurements 

Depending on the RF environment and the power output consumption required for a 
given application, IEEE 802.15.4 compliant wireless devices are expected to transmit 
in a range of 10–75 meters. In his section we evaluate through measurements, using 
off-the-shelf IEEE 802.15.4 radio, the PER (Packet Error Rate) and the RSSI 
(Received Signal Strength Indicator) both in indoor and outdoor environments in 
order to examine the basic characteristics of the IEEE 802.15.4 communication 
channel. Additionally we measured the run lengths distribution both in indoor and 
outdoor environments. We used the results to calibrate the error model in ns-2 in 
order to more realistically map the measurement and the simulation environment used 
for performance analysis of the MAC. The measurements for PER and RSSI in the 
indoor scenario were made up to 32 meter distance between the transmitter and the 
receiver with PSDU sizes of 20, 40, 80 and 127 bytes. For both the transmitter and the 
receiver we used the evaluation CC2420EB board from Chipcon [10]. The system 
operates at 2.4GHz band and offers a bit rate of 250 kbps. In the outdoor scenario the 
measurements were done up to maximum of 70 meters between the sender and the 
receiver and fixed packet size of 20 bytes. As a transmitter in this case, we used a 
Telos MoteIV running TinyOS [11]. In every measurement event 5000 packets were 
sent at a rate of 20 packets/s.  

The results were averaged over several trials. The respective results are shown in 
Figure 4 for the indoor environment and Figure 5 for the outdoor environment. Packet 
error rate measurements indicate that the 802.15.4 radio has a rather good 
performance indoor since the PER is less than 3.5% at 32 m distance. It should be 
further mentioned that the indoor measurements were done in a softly partitioned 
office environment without any serious obstacles for the propagating signal. The 
outdoor measurements were performed only with the smallest possible packet length, 
because we wanted to test the behavior of the 802.15.4 for real outdoor applications 
where the aim is to send as little data as possible to be more energy efficient. 



 Performance Evaluation of IEEE 802.15.4 Using Association Process 415 

 

Fig. 4. RSSI in indoor environment 

 

Fig. 5. RSSI in outdoor environment 

Recent studies have revealed the existence of three different reception regions in a 
wireless link: connected, transitional and disconnected. The transitional region is 
often quite significantly characterized by high variances in the reception rates and the 
asymmetric connectivity [12]. It is particularly important concept, since we are 
ultimately interested in how to dimension reliably home and sensor networks. Being 
in the transitional region can have a significant impact on the performance of the 
upper-layer protocols and particularly on the routing protocols. The unpredictability 
in the transitional region (due to high variance of the link quality) itself makes many 
adaptive algorithms suboptimal or unfair. Figure 6 shows the packet reception rate 
(PRR = 1−PER) vs. distance for an off-the-shelf receiver in a real indoor and outdoor 
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environment. Our results show that the outdoor channel is not very stable since the 
transitional region is rather large. We assume that this is due to multi-path fading the 
wireless link experienced during the measurements. As mentioned earlier in this 
section, in order to appropriately chose and error model for the simulation studies, we 
measured the run lengths distribution in a single IEEE 802.15.4 link in indoor and 
outdoor environment. We want to remind the reader that a run is defined as a 
sequence of error free packets. We compared the results with the Complementary 
Cumulative Distribution Function (CCDF) of the run lengths of the independent 
(Bernoulli)1 and two-state Markov (Gilbert-Elliot) error model2. It can be noticed that 
both error models reproduce the measured run lengths distribution very well for 
communication distance of 20m and packet size of 35 bytes (MAC load of 20 bytes). 
The reason for the good fit of the both error models, which are suitable for modelling 
of a wired channel, is the good reliability and stability of the 802.15.4 channel up to 
30m (see Figure 4). In the outdoor environment (we do not show the results due to 
space limitations) both error models fit very well up to 20m, where the PER is less 
than 1%. For longer distances both the independent and the two-state Markov model 
do not closely follow the measured results. The model that fits better is the two-state 
Markov model with a transition probability from bad to bad state given by a 
parameter _  = 0.5. In the previously mentioned Markov model _ was set to 0.001. 

 

Fig. 6. Analytical prediction of the transitional region 

6   Conclusion 

The overall goal of this paper was to contribute and help through measurements and 
simulations towards dimensioning of the sensor networks for future  applications 
using IEEE 802.15.4 technology. Using these measurements, we calibrated the ns-2 
simulator in order to be able to produce more real simulation environment and 
evaluate the IEEE 802.15.4 in a reliable way. Our results clearly showed that the 
simulated throughput is far away from the maximum transmission capacity of the 
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channel and higher throughput can be achieved by relatively small increase in the 
back off order. Comparing SAP with the original IEEE 802.15.4 protocol, the number 
of association service primitives in SAP is 31.3% less than in the original protocol, 
and the simulation results show that the association time decreases 64.5%. SAP will 
get better performance as the number of devices increases and the interval time of 
association request decreases. It can be widely used in home networks and sensor 
network applications. 
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Abstract. Looking into the growth of information in the web it is a very tedious 
process of getting the exact information the user is looking for. Many search 
engines generate user profile related data listing. This paper involves one such 
process where the rating is given to the link that the user is clicking on. Rather 
than avoiding the uninterested links both interested links and the uninterested 
links are listed. But sorted according to the weightings given to each link by the 
number of visit made by the particular user and the amount of time spent on the 
particular link. 

Key words: Search Key word, User Profiling, Interesting links. 

1   Introduction 

While a search is being made for a particular word. Each user may have different 
views for a single word. For example if the search word is given as card. A child may 
be in need of some games in cards, an adult may want information regarding the 
ATM cards, an lay man would be in need of some ID card. So each person is in need 
of different information for a single word. 

[4] Traditional approaches of mining user profiles are to use term vector spaces to 
represent user profiles and machine learning. [7] There are two kinds of method to 
learn users’ interests. One method is the static method. The e-learning system sets 
questions or asks users to register, from which we can find out each user’s 
information, such as age, major, courses to learn, courses learned, education 
background and so on. The other method is the dynamic method. The system observes 
each user’s action through his session with the system. Then an analysis of his logs 
and queries are done to learn his interestingness. 

Therefore the user profiling method was evolved. For performing search in a 
database or the web the user information like the name, address, occupation, 
Qualification, Area of interest etc are provided by the user. A separate data base table 
is maintained for the user. Whenever the user logs inside with his/her user name and 
password he would be able to do a personalized search. The search key given by the 
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user would provide the list of links that are related. For the data file a separate 
database is present giving the keywords in the links. These key words will not include 
is, as, for, not etc. Only ten key words are considered. The search key matching the 
key words present in the database will get listed. The first time the user does the 
search he will get the normal list of links. The link that is clicked and used by the user 
is recorded in the database. So the next time the same user logs into the search engine 
and searches for the same search key the order of listing will change. The link that 
was clicked and used by the user would get the higher weightings, this gets into the 
first position in the list. Each time the search made by the user gets updated in the 
database. In this system not only the interested links but also the uninterested links 
gets displayed. But this may occupy the last few places in the list. 

TextStat 3.0 software is used to find the key words in the document that has to be 
searched. This will give the frequently occurring words, omitting the is, was, the etc . 
this is the text where the match has to be found. These frequently occurring texts is 
called as the key word which are used to identify the particular link.  

Incase of web usage mining the mining process is done based on the number of 
time the web site is visited and How much time spent on the web site[8][10][11]. 

• Preprocessing: Data preprocessing describes any type of processing 
performed on raw data to prepare it for another processing procedure. The 
different types of preprocessing in Web Usage Mining are: 

1. Usage Pre-Processing: Pre-Processing relating to Usage patterns of 
users. 

2. Content Pre-Processing: Pre- Processing of content accessed. 
3. Structure Pre-Processing: Pre-Processing related to structure of the 

website. 
• Pattern Discovery: Data mining techniques have been applied to Extract 

usage patterns from Web log data. The following are the pattern discovery 
methods. 

1. Statistical Analysis 
2. Association Rules 
3. Clustering 
4. Classification 
5. Sequential Patterns 
6. Dependency 

2   User Profiling 

User profiling strategies can be broadly classified into two main approaches[2]: 

1. Document-based 
2. Concept-based approaches. 

Document-based user profiling methods aim at capturing users’ clicking and 
browsing behaviors. Users’ document preferences are first extracted from the click 
through data, and then, used to learn the user behavior model which is usually 
represented as a set of weighted features. 
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On the other hand, concept-based user profiling methods aim at capturing users’ 
conceptual needs. Users’ browsed documents and search histories are automatically 
mapped into a set of topical categories. User profiles are created based on the users’ 
preferences on the extracted topical categories.  

3   Related Works 

There are many algorithms present which would list only the interested links of that 
particular user. Therefore if the user is in need of some more options he has to either 
log out and perform a normal search or has to go for any other process of searching. 

3.1   Weighted Association Rule (WAR) 

Each item in a transaction is assigned a weight to reflect the interest degree, which 
extends the traditional association rule method. [3]Weighted association rule (WAR) 
through associating a weight with each item in resulting association rules. 

Each Web page is assigned to a weight according to interest degree and three key 
factors, i.e. visit frequency, stay duration and operation time. 

3.2   PIGEON 

Personalized Web page recommendation model called PIGEON  abbr. for 
PersonalIzed web paGe rEcommendatiON) via collaborative filtering and a topic-
aware Markov model. [5]A graph-based iteration algorithm to discover users’ 
interested topics, based on which user similarities are measured. 

3.3   Single Level Algorithm 

This is a New pattern mining algorithm, for efficiently extracting approximate 
behavior patterns so that slight navigation variations can be ignored when extracting 
frequently occurring patterns.[6] This algorithm is particularly useful with websites 
that have a large number of web – pages. 

3.4   FCA (Formal Concept Analysis) 

An approach that automatically mines web user profile based on FCA (formal concept 
analysis) methods from positive documents. [4]The formal concepts with their 
weights as patterns are represented to denote topics of interest. Based on the patterns 
discovered, the process of assessing documents relevance to the topics is found. 

3.5   Other Method 

• Joachims’ method assumes that a user would scan the search result list from 
top to bottom.[2] If a user has skipped a document di at rank i before 
clicking on document dj at rank j, it is assumed that he/she must have scan 
the document di and decided to skip it. Thus, we can conclude that the user 
prefers document dj more than document di 
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• Click through method - Click through data are important implicit feedback 
mechanism from users.[2] This gives the clicks made by the user on the 
same link or the different link. 

• Open Directory Project (ODP) - [2]If a profile shows that a user is 
interested in certain categories, the search can be narrowed down by 
providing suggested results according to the user’s preferred categories 

• Personalized query clustering method 
This method involves these activities [2] 
1. Filtering the result by user profile 
2. Re-rank the retrievals from search engine 

4   Tables Generated 

For maintaining all the information regarding the search various tables are created. 

4.1   User Profile 

This table consists of the details that are provided by the user when they create a new 
account to use the search engine. The details may be user name, password, address, 
occupation, area of interest etc., These information’s are stored in this table. 

4.2   Users Search Keys 

This table consists of the search key words used by the particular user, The option 
selected from the list. The number of times the search made by the user for the same 
search key, The number of times the selection of the same link made, the time spent 
on that particular link etc., are updated to the table. According to this information the 
weights for the links is put up. These weights would help in giving higher preference 
while listing the most interested links of the user in the next time of search. 

4.3   Keywords Matching the Document 

This table consists of the key words of the document and the link of the document 
which has to be listed while searching for the particular search key is made by the user. 

5   Search Process  

Every time the user logs inside the search engine. The login is verified with the 
username and password in the user profile database. Once the verification is 
successful it would link to the personalized search screen and the user can perform a 
search for a particular search key. 

First step the search key is compared with the Key words matching the document 
table to analyze what are the links that has to be listed for the user. After the list of 
options (links) being listed the user activity is being listened by updating the details of 
the link he / she is clicking on and time duration they use the link data. This update is 
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made in the user search keys table. The search key along with the link clicked by the 
user is noted in the table. The time duration the user is using the particular link is also 
found. This information would also contribute in providing the weights for each link. 
Not only the frequently visited link but also the highly utilized link is used. According 
to this information the weights for the links is put up. These weights would help in 
giving higher preference while listing the most interested links of the user in the next 
time of search. 

The interested links include the frequently used and the amount of time spent on 
the particular link. This link occupies the first position in the list during the next time 
of search for the next time of search for the same search key. The fig.1 shows the 
procedure done while the user logs inside the search engine for the first time. Starts 
from the creation of login to the list of search link matching the search key 

The next time when the same user logs in and performs a search for the same 
search key. The same process is carried out. The search key is compared with the key 
words of the document in the “Key words matching the document” table and listing 
option is generated. But since the user has already searched for the same key word the 
order of listing is differed according to the weightings generated from the previous 
search. 

The higher weighted link takes up the first position in the listing. The listing now 
will not only gives the interested link but also the uninterested link are listed. 

 

Fig. 1. Process for the first time of search 
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Fig. 2. Second time of search done by Same user for the same search key 

6   Tools and Algorithm Used 

For developing these type of system various tools and algorithms are Used. They are 
discussed below: 

6.1   Validation of User 

The user name and password is validated by comparing with the user Profile table. 
Only a valid user can perform this personalized search. Therefore the user who does 
not have a valid username and password has to sign in as a new user providing all the 
details. Then the user can continue with the personalized searching. 
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6.2   Extracting Key words from the Documents 

TextStat 3.0 software tool is used to find the frequently used text omitting the words 
like is, was, are, the etc., [9] this tool provides information like 

• Number of paragraphs: 
• Number of words: 
• Number of sentences: 
• Number of printable characters (including spaces): 
• Number of spaces: 
• Number of tabulations: 
• Number of Carriage Return: 
• Number of Line Feed: 
• Number of non-printable characters (others than the above): 
• Number of words per sentence: 
• Number of syllables per word (approximate): 
• Flesch index: 
• Start of list: 

These are the information provided by the software. The last option gives the list of 
each word with the number of times repeated. 

6.3   Identifying the Weights 

By default the user is specified with a weight of zero. Each time the user puts on a 
search key and clicks an option the weight of that particular link gets incremented. 
These weights provide the interest of the user. Thus the next time of search made by 
the user for the same search key would have the high weighted link in the first option 
of the list. 

7.4   Extracting Options from the Weights 

The lists of options are generated not only by just considering the link that match 
the key word but also the weights of the link. These weights are considered only for 
the second time of search by the user for the same key word. 

The original GSP algorithm [1] 
F1={frequent 1-sequences}; 

For (k=2;Fk-1?Ø;k=k+1) do 
Ck=Set of candicate k-sequences; 

For all input-sequences ε in the databse do 
Increment count of all α Ck contained in ε 
Fk={α Ck | α.sup?min_sup}; 

Set of frequent sequences = kFk 
 
The evolved WTGSP algorithm [1] 

WTGSP { 
F1={frequent 1-sequences}; 
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For (k = 2; fk-1 ? Ø; k = k+1) do 
Ck = Set of candicate k-sequences; 

For all input-sequences ε in the databse do 
Increment count of all α Ck contained 
in ε With GETWeight(α) 
Fk = {α Ck | α.sup ? min_sup}; 

Set of frequent sequences = kFk 
} 

Real function GetWeight(Date ItemDate) { 
int AllRecordsDistance = MaxDate - MinDate; 
int ItemDistance = ItemDate - MinDate; 
Real Weight = ItemDistance / AllRecordsDistance + 0.3; 
Return Weight; 
} 
 

The Proposed WMGSP Algorithm 
WMGSP { 

F1={frequent 1-sequences}; 
For (k = 2; fk-1 ? Ø; k = k+1) do 

Ck = Set of candicate k-sequences; 
For all input-sequences ε in the databse do 

Increment count of all α Ck contained 
                                            in ε With GETWeight(α) 

Fk = {α Ck | α.sup ? min_sup}; 
Set of frequent sequences = kFk 
} 

 
Real function GetWeight(Date ItemDate) { 

int AllRecordsDistance = MaxDate - MinDate; 
int Minutes = startime – endtime; 
Real Weight = Minutes / AllRecordsDistance + 0.3; 
Return Weight; 
} 

By utilizing the weight generated by the Weight Minute GSP algorithm. The 
efficiency of determining the weights are even more refined by analyzing the 
utilization time period of the particular link. 

7   Conclusion 

In this system the utilization concept is provided for a definite set of data set. If the 
web server is connected and utilize a wide range of data it would be even more 
efficient. The time duration is calculated in terms of minutes if they are done in 
seconds it would give an even more fine output. A very effective mining of highly 
utilized data are listed to the user. This decreases the time of search and provides the 
exact information the user is in need of. The user can get a very effective personalized 
searching mechanism done. It uses the information of the utilization of the link by the 
user which helps to sort information for the same user during the next time of search. 
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Abstract. Due to mobility constraints and high dynamics, routing is a more 
challenging task in Vehicular Ad hoc NETworks (VANETs). In this work, we 
evaluate the performance of the routing protocols in vehicular network 
environments. The objective of this work is to assess the applicability of these 
protocols in different vehicular traffic scenarios. Both the position-based and 
topology-based routing protocols have been considered for the study. The 
topology-based protocols AODV and DSR and position-based protocol LAR 
are evaluated in city and highway scenarios. Mobility model has significant 
effects on the simulation results. We use Intelligent Driver Model (IDM) based 
tool VanetMobiSim to generate realistic mobility traces. Performance metrics 
such as packet delivery ratio and end-to-end delay are evaluated using NS-2. 
Simulation results shows position based routing protocols gives better 
performance than topology based routing protocols. 

Keywords: VANET, Routing Protocols, AODV, DSR, LAR, City Scenario, 
Highway Scenario, Intelligent Driver Model. 

1   Introduction 

Vehicular ad hoc network is important technology for future developments of 
vehicular communication systems. Such networks composed of moving vehicles, are 
capable of providing communication among nearby vehicles and the roadside 
infrastructure. Modern vehicles are equipped with computing devices, event data 
recorders, digital map, antennas, and GPS receivers making VANETs realizable. 
VANETs can be used to support various functionalities such as vehicular safety [1], 
reduction of traffic congestion, office-on-wheels, and on-road advertisement. Most of 
the nodes in a VANET are mobile, but because vehicles are generally constrained to 
roadways, they have a distinct controlled mobility pattern [2]. Vehicles exchange 
information with their neighbors and routing protocols are used to propagate 
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information to other vehicles. Some important characteristics that distinguish 
VANETs from other types of ad hoc networks include:  

• High mobility that leads to extremely dynamic topology. 
• Regular movement, restricted by both road topologies and traffic rules. 
• Vehicles have sufficient power, computing and storage capacity. 
• Vehicles are usually aware of their position and spatial environment. 

Unlike conventional ad hoc wireless networks a VANET not only experiences 
rapid changes in wireless link connections, but may also have to deal with different 
types of network topologies. For example, VANETs on freeways are more likely to 
form highly dense networks during rush hours, while VANETs are expected to 
experience frequent network fragmentation in sparsely populated rural freeways or 
during late night. High and restricted node mobility, sort radio range, varying node 
density makes routing a challenging job in VANETs.  

A number of routing protocols have been proposed and evaluated for ad hoc 
networks. Some of these are also evaluated for VANET environment, but most of 
them are topology based protocols. Position based protocols (like Location Aided 
Routing (LAR) [3] [4]), which require information about the physical position of the 
participating nodes, have not been studied that much and require more attention. The 
results of performance studies heavily depend on chosen mobility model. The 
literature shows that the results of many of performance studies are based on mobility 
models where nodes change their speed and direction randomly. Such models cannot 
describe vehicular mobility in a realistic way, since they ignore the peculiar aspects of 
vehicular traffic such as vehicles acceleration and deceleration in the presence of 
nearby vehicles, queuing at roads intersections, impact of traffic lights, and traffic 
jams. These models are inaccurate for VANETs and can lead to erroneous results.  

In this paper performance evaluation of Ad Hoc OnDemand Distance Vector 
(AODV) [5], Dynamic Source Routing (DSR) [6], and LAR in city and highway 
traffic environments under different circumstances is presented. To model realistic 
vehicular motion patterns, we use the Advanced Intelligent Driver Model which is the 
extension of Intelligent Driver Model (IDM) [7]. We evaluate the performance of 
AODV, DSR, and LAR in terms of Packet Delivery Ratio (PDR) and End-to-End 
Delay (EED).  

The rest of the paper is organized as follows: Section 2 presents related work, 
while section 3 briefly depicts the mobility model for VANETs. Section 4 presents 
simulation methodology and describes reported results. Finally, in section 5, we draw 
some conclusion remarks and outline future works.  

2   Related Work 

Routing protocols can be classified in two broad categories: topology based and 
position based routing protocols [8] [9]. Topology based approaches, which are 
further divided into two subcategories: reactive and proactive, use information about 
links to forward the packets between nodes of the network. Prominent protocols of 
this category are AODV, and DSR. Position-based routing (e.g. LAR) requires some 
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information about the physical or geographic positions of the participating nodes. In 
this protocol the routing decision is not based on a routing table but at each node the 
routing decision is based on the positions of its neighboring nodes and the position of 
the destination node. 

Several studies have been published comparing the performance of routing 
protocols using different mobility models, and different traffic scenarios with 
different performance metrics. A paper by Lochert et al. [10] compared AODV, DSR, 
and Geographic Source Routing (GSR) in city environment. They show that GSR 
which combines position-based routing with topological knowledge outperforms both 
AODV and DSR with respect to delivery rates and latency. A study by Jaap et al. [11] 
examined the performance of AODV and DSR in city traffic scenarios.    Another 
study presented by Juan Angel Ferreiro-Lage et al. [15] compared AODV and DSR 
protocols for vehicular networks and concluded that AODV is best among the three 
protocols. LAR is described in [3] is to reduce the routing overhead by the use of 
position information. Position information will be used by LAR for restricting the 
flooding to a certain area called request zone. Authors found that LAR is more 
suitable for VANET. 

3   Mobility Model  

Simulation is a popular approach for evaluating routing protocols; however the 
accuracy of the results depends on the mobility model used. Mobility model has 
significant effects on the simulation results. Random waypoint (RWP) model, which 
is widely used for MANET simulations, is unsuitable for VANET simulations as the 
mobility patterns underlying an inter-vehicle communication are quite different. The 
mobility model used for studying VANETs must reflect as close as possible, the 
behavior of vehicular traffic. In this work, we discuss the Intelligent Driver Model 
(IDM). 

3.1   The Intelligent Driver Model 

The Intelligent Driver Model (IDM) [12] is a car-following model that characterizes 
drivers’ behavior depending on their front vehicles. Vehicles acceleration/deceleration 
and its expected speed are determined by the distance to the front vehicle and its 
current speed. Moreover, it is also possible to model the approach of vehicles to 
crossings. Another advantage of the IDM is that it uses a small set of parameters that 
which can be evaluated with the help of real traffic measurements. The instantaneous 
acceleration of a vehicle is computed according to the following equation:                                                 1                                                   1  

Where v is the current speed of the vehicle, v0 is the desired velocity, S is the distance 
from the preceding vehicle and S* is the desired dynamical distance to the 
vehicle/obstacle, which computed with the help of equation (2). 
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                                                  . ∆2√                                                   2  

Where desired dynamical distance S* is a function of jam distance S0 between two 
successive vehicles. T is the minimum safe time headway. The speed difference with 
respect to front vehicle velocity is Δv. a and b are maximum acceleration and 
maximum deceleration. 

4   Experiments and Evaluations  

Extensive simulations have been carried out to evaluate and compare the 
performances of LAR, AODV, and DSR in VANETs by using the network simulator 
NS-2 [13] in its version 2.32. It is freely available and widely used for research in 
mobile ad hoc networks. The movements of nodes are generated using VanetMobiSim 
tool. The awk programming is used to analyze the simulation results. It is assumed 
that every vehicle is equipped with GPS receiver and can obtain its current location. 

4.1   System Model  

Vehicles are deployed in a 1000m*1000m area. A Manhattan grid like road network 
is assumed to have eight vertically and horizontally oriented roads and 16 crossings. 
The vehicle moves and accelerates to reach a desired velocity. When a vehicle moves 
near other vehicles, it tries to overtake them if road includes multiple lanes. If it 
cannot overtake it decelerate to avoid the impact. 

Table 1. Mobility model parameters  

Parameter Value 

Maximum Acceleration  0.9 m/ s
2
 

Maximum Deceleration  0.5 m/ s
2
 

Maximum safe deceleration  4 m/ s
2
 

Vehicle Length  5 m  
Traffic light transition  10s  
Lane change threshold  0.2 m/ s

2
 

Politeness  0.5  
Safe headway time  1.5 s  
Maximum congestion distance  2 m  

 

When a vehicle is approaching an intersection, it first acquires the state of the 
traffic sign. If it is a stop sign or if the light is red, it decelerates and stops. If it is a 
green traffic light, it slightly reduces its speed and proceeds to the intersection. The 
other mobility parameters are given in table 1. 
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Table 2. Simulation parameters  

Parameter Value

Simulation time  1500 seconds  
Simulation area  1000m x 1000m  
Transmission range  250m  
Node speed  30 km/hr (city) and 100 km/hr (highway) 
Traffic type  CBR  
Data payload  512 bytes/packet  
Packet rate  4 packets/sec  
Node pause time  20 s  
Bandwidth  2 Mbps  
Mobility model  IDM based  
Interface queue length  50 packets  
No. of vehicles  
MAC  and Channel Type 

10 to 80  
IEEE 802.11, Wireless Channel 

 
Vehicles are able to communicate with each other using the IEEE 802.11 DCF 

MAC layer. The transmission range is taken to be 250 meters. The traffic light period 
is kept constant at 60 seconds. Simulations are repeated varying the speed, that is, 30 
km/h (city) and 100 km/h (highway) and varying the node density. The other 
simulation parameters are given in Table 2. Only one lane case is taken for city 
scenario. However, in highway scenario, first one lane case is considered and later it 
is generalized to multiple lanes.  

4.2   Results and Discussion 

The protocols are evaluated for packet delivery ratio and average end-to-end delay at 
varying node densities (10 to 80 vehicles). Hereafter the terms node and vehicle are 
used interchangeably. 

4.2.1   Packet Delivery Ratio (PDR) 
Packet delivery ratio is defined as the ratio of data packets received by the 
destinations to those generated by the sources. Mathematically, it can be defined as:                                                                                                                                    3  

Where, Sa is the sum of data packets received by the each destination and Sb is the sum 
of data packets generated by the each source. 

Fig. 1 depicts the fraction of data packets that are successfully delivered during 
simulations time versus the number of nodes. In city scenario, all the three protocols 
exhibit good performance for low node densities as shown in Fig. 1(a) and none of the 
protocols clearly outperforms the others. But with the increase in density, 
performance of the protocols decreases. It can be observed that the performance of the 
DSR reduces drastically while LAR is slightly better among the three. 
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In highway scenario all the protocols show relatively better performance as 
depicted by Fig. 1(b) and position based routing protocol clearly outperform the 
topology-based routing protocols with LAR exhibiting best results. Though, PDR 
again decreases with increasing density, but it is not that much low as observed in city 
scenario. Fig. 1(c) and Fig. 1(d) show that performance of the protocols degrades in 
highway scenario with lane changing (LC). It further slightly degrades with increase 
in the number of lanes. Again DSR is the worst and LAR has a slight edge over the 
other protocols. 

 

(a) City Scenario using IDM-IM 

 

(b) Highway Scenario using IDM-IM 

Fig. 1. PDR as a function of node density 
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(c) Highway Scenario using IDM-LC (lane=2) 

 

(d) Highway Scenario using IDM-LC (lane=4) 

Fig. 1. (continued) 

4.2.2   Average End-to-End Delay (EED) 
The average time it takes a data packet to reach the destination. This includes all 
possible delays caused by buffering during route discovery latency, queuing at the 
interface queue, retransmission delay at MAC, and propagation delay. This metric is 
calculated by subtracting time at which first packet was transmitted by source from 
time at which first data packet arrived to destination. Mathematically, it can be 
defined as:                                                          Average EED                                                          5  
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Where S is the sum of the time spent to deliver packets for each destination, and N is 
the number of packets received by the all destination nodes. 

Finally, Fig. 2 summarizes the variation of the average latency by varying node 
density. Average latency increases with increasing the number of nodes. DSR 
consistently presents the highest delay. This may be explained by the fact that its 
route discovery process takes a quite long time compared to other protocols. LAR has 
the lowest delay though compared to DSR and AODV it is low only slightly. In city 
scenario the position-based routing protocol exhibit lower delay compared to AODV 
especially at higher densities. Delay of all the protocols clearly increases in highway 
scenario with lane changing. 

 

(a) City Scenario using IDM-IM 

 
(b) Highway Scenario using IDM-IM 

Fig. 2. Delay as a Function of Node Density 
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c) Highway Scenario using IDM-LC (lane=2) 

 

(d) Highway Scenario using IDM-LC (lane=4) 

Fig. 2. Delay as a Function of Node Density 

Overall, it can be concluded that LAR showed the best performance in the 
simulated scenarios with highest PDR. Moreover, it has the highest throughput and 
shown the lower delays also. We can say that DSR is not a suitable protocol for 
VANET whether it is city scenario or highway scenario. AODV also showed the good 
performance with better PDR and lower delays. 

5   Conclusion and Future Work 

In this paper, performance of three routing protocols AODV, DSR, and LAR were 
evaluated for vehicular ad hoc networks in city and highway scenarios. We used 
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Advanced Intelligent Driver Model to generate realistic mobility patterns. The three 
protocols were tested against node density for various metrics. It is found that position 
based routing protocol (LAR) outperforms topology based routing protocols (DSR 
and AODV) in different VANET environment. For most of the metrics LAR has the 
better performance. 

Overall, it can be concluded that position based routing protocol gives better 
performance than topology based routing protocols in terms of packet delivery ratio 
and end-to-end delay for both the vehicular traffic scenarios. For future work, we 
want to study the impact of traffic signs, traffic lights and transmission range on the 
performance of the routing protocols. Future work will also include the evaluation of 
other position based routing protocols as they are more suitable in vehicular traffic 
environment. 
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Abstract. A Building Management System (BMS) is a computer-based control 
system installed in buildings that controls and monitors the building’s 
mechanical and electrical equipments such as ventilation, lighting, power 
systems, fire systems, and security systems. The aim is at integrating elements 
of BMS using an open standard known as BACnet. BACnet stands for Building 
Automation Control and Network. It is the most widely used protocol in 
industry for automation control, which is used to control/monitor the status of 
different units. Any security system installed in a company can also be 
controlled using the same philosophy.  

The main objective is to use BACnet protocol, an open standard protocol to 
develop BMS client application, capable of displaying, controlling and 
monitoring all BACnet entities, irrespective of the manufacturer and also to 
develop a gateway to interface Fire panels to communicate over network using 
BACnet protocol. 

Keywords: Building Management System, BACnet Protocol, BACnet Client, 
BACnet Gateway. 

1   Introduction 

The word “BACnet” [1] has become recognizable in the building controls 
industry as the “Automation and Controls Network”. However, do you really 
understand its capabilities? Do you know what benefits it brings to your 
buildings? BACnet is a very capable open protocol, but it does have its limits. 
This paper explores the role of BACnet as one of the leading protocol standards 
today, points out its current limitations, and shows where the standard is 
heading. You will also learn how to create a comfortable multi-protocol building 
today while planning for the secure BACnet system of tomorrow. 

A Building Management System (BMS) [7] is a computer-based control system 
installed in buildings that controls and monitors the building’s mechanical and 
electrical equipment such as ventilation, lighting, power systems, fire systems, and 
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security systems. A BMS consists of software and hardware. A BMS is most common 
in a large building. 

Organizations use multiple systems to monitor and control their buildings, ranging 
from Fire and Intrusion alarm to access control, video surveillance and building 
automation systems. But some of the 3rd party Building Management System (BMS) 
Clients available in market support different protocols for each of these systems. 
BACnet protocol is an industry standard protocol that is widely used in the heating 
and ventilation industry. It can also be applied to the security systems domain like a 
Fire Alarm System. Hence BACnet protocol is used to integrate Intrusion, Access 
control, CCTV, Fire alarm systems into a single operating system.  

BACnet is a communications protocol for Building Automation and Control 
networks. It is an ASHRAE, ANSI, and ISO standard protocol. The BACnet protocol 
provides mechanisms for computerized building automation devices to exchange 
information, regardless of the particular building service they perform. The BACnet 
protocol defines a number of services that are used to communicate between building 
devices. 

2   Motivation 

The development of the proposed work is divided into two parts. First part is to 
develop a BACnet client capable of displaying all the BACnet entities present in the 
network. The scope of the client is to monitor as well as control (if required) the 
different BACnet entities present in the network. This development will be employing 
a third party BACnet stack (library) for making all the calls to BACnet entities. The 
BACnet client developed will be used to monitor fire alarm systems. Further it can be 
extended to any type of system. The second part is to develop a generic Gateway 
using BACnet protocol. The gateway is a software solution which communicates with 
the actual fire system in its proprietary protocol, and performs the complex job of 
creating and mapping BACnet objects into equivalent objects in the actual fire 
system. Gateway will be developed in generic nature, for Fire panels developed at 
BOSCH which can also be extended further for intrusion and video systems. 

3   Literature Survey 

3.1   The Safety Components 

As climate control has several components, so does safety. Perhaps more! The main 
systems used to make a facility safe are physical and electronic security, fire and life 
safety, and emergency power and lighting. Physical security is the use of doors, locks, 
fences, gates, walls, etc., to keep intruders out or to provide containment. Physical 
security is made efficient by the use of electronic security, which in some 
implementations may eliminate the physical security requirements. Electronic security 
is the use of intrusion sensors, access control, and digital CCTV devices, including 
digital video recorders.  

Fire and life safety systems are ready to go into action when excessive heat, smoke, 
or chemical levels are detected or when manually called upon. Response may come in 
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the form of a call to the fire department, sprinkler, and chemical dousing methods, 
smoke evacuation, and room pressurization to contain chemical and biological 
hazards. Emergency power keeps critical building systems running. What is critical 
depends on the facility. Simple facilities may not require any emergency power. 
However, emergency backup power is becoming critical to more and more facilities 
such as hospitals, laboratories, and production facilities where a loss of power could 
endanger the building’s occupants. Lighting systems are a simple but effective form 
of security. A well-lit parking lot or entrance deters incidences and provides instant 
comfort to those using the facility. Emergency lights assure a clear egress path during 
a fire or power loss event. 

3.2   Building Management System 

Building Management Systems (BMS) [2,3] had their genesis in simple monitoring 
and switch panels that allowed building managers to observe and control large 
building loads — such as heating, air conditioning, and lighting. Monitoring and 
control of these loads was performed through simple current loop systems, with very 
little qualitative information about these assets gathered. Building Management 
Systems have increased in sophistication over the years and now include operations 
such as building security, and feature characteristics such as modern communications 
networks based on TCP/IP and server based management platforms — including 
Web- based solutions. Building Management Systems are offered by a wide variety of 
vendors. 

A BMS consists of software and hardware; the software program, usually 
configured in a hierarchical manner, can be proprietary, using such protocols as C-
bus, Profibus, and so on. Vendors are also producing BMS's that integrate using 
Internet protocols and open standards such as DeviceNet, SOAP, 
XML, BACnet and Modbus. Its core function is to manage the environment within 
the building and may control temperature, carbon dioxide levels and humidity within 
a building. As well as controlling the building's internal environment, BMS systems 
are sometimes linked to access control or other security systems such as closed-circuit 
television (CCTV) and motion detectors. Fire alarm systems and elevators are also 
sometimes linked to a BMS, for example, if a fire is detected then the system could 
shut off dampers in the ventilation system to stop smoke spreading and send all the 
elevators to the ground floor and park them to prevent people from using them in the 
event of a fire. 

Before the modern computer-controlled BMSs came into being, various 
electromechanical systems were in use to control buildings. Many facilities 
management offices had panels consisting of manual switches or more commonly, 
lights showing the status of various items of plant, allowing building maintenance 
staff to react if something failed. Some of these systems also include an audible 
alarm. Advancements in signal communications technology have allowed the 
migration of early pneumatic and "home run" hard wired systems, to modems 
communicating on a single twisted pair cable, to ultra fast IP based communication on 
"broad band" or "fiber optic" cable. 
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Functions of Building Management System 

To create a central computer controlled method which has three basic functions: 

• Controlling 
• Monitoring 
• Optimizing 

the building’s facilities, mechanical and electrical equipments for comfort, safety and 
efficiency. 

Benefits of BMS 

• Ease of information availability problem diagnostics 
• Effective use of maintenance staff 
• Computerized maintenance scheduling 
• Good control of internal comfort conditions 
• Save time and money during the maintenance 
• Central or remote control and monitoring of building 
• Increased level of comfort and time saving 

Efficient and Simple - Monitoring, control, administration and maintenance of all 
these systems can be a huge challenge because individual systems only serve 
individual purposes. To completely secure and manage a building, you need a number 
of functions – and if you want them all, they have to run alongside each other. This 
approach is not only inefficient, unreliable and expensive, but also difficult to upgrade 
when your requirements change. 

A single system-but still flexible - This is where the Building Integration System 
comes in. The idea is one solution that offers everything – combining different 
building management functions on one platform, and providing simple responses to 
difficult questions. But because every organization has unique building management 
requirements, the Building Integration System is modular. This means that, like with 
building blocks, you can add or remove single elements or create new combinations, 
which gives you maximum flexibility. This guarantees that you get the solution you 
need. 

Complete solution for integrated building management - No matter how 
comprehensive and complex your building management requirements are, the BIS 
responds flexibly and is also extremely easy to use. The Building Integration System 
combines a number of technical systems: fire and intrusion alarm, video monitoring, 
access control and evacuation systems. All on one modular platform. 

4   BACnet Protocol 

Supported by the American Society of Heating, Refrigerating and Air Conditioning 
Engineers (ASHRAE) [4], BACnet was adopted as an ANSI standard in 1995. It has 
also been adopted as ISO 16484-5 and as European standard EN/ISO 16484-5. It is a 
software based protocol so it can run on current and future hardware platforms. 
Developed specifically for Building Services, BACnet defines how all the elements of 
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the Building Management System interoperate. In BACnet terms, interoperate means 
that two or more BACnet devices may share the same communications networks, and 
ask each other to perform various functions on a peer-to-peer basis. Although BACnet 
does not require every system to have equal capabilities, it is possible for designers of 
system components at every level of complexity to have access to functions of other 
automation system peers. There are two key concepts in BACnet that are critical to 
understand. First, is the idea that BACnet is applicable to all types of building 
systems: HVAC, Security, Access Control, Fire, Maintenance, Lighting etc. The same 
mechanism that gives BACnet this flexibility has other important benefits: vendor-
independence and forward-compatibility with future generations of systems. This is 
accomplished using an object-oriented approach for representing all information 
within each controller. The second key idea is that BACnet/IP can communicate with 
different Local Area Network (LAN) technology for transporting BACnet application 
messages via BACnet gateways.  

Thus the key part of BACnet is its application layer and it defines the following: 

• a method of abstracting the functionality of control and monitoring devices 
(objects) 

• application layer messages (services) 
• the encoding of BACnet application layer messages 

The combination of these components delivers important benefits to owners and 
specifiers of BACnet systems. 

4.1   BACnet’s Method of Exchanging Messages 

In defining the format for BACnet communications, the Standards Committee chose a 
flexible, object-oriented approach. All data in a BACnet system is represented in 
terms of "objects," "properties" and "services." This standard method of representing 
data and actions is what enables BACnet devices from different manufacturers to 
interoperate. Understanding this object-oriented approach and its terms is essential to 
understanding BACnet.  

4.2   Objects 

BACnet's object-oriented approach to accessing and organizing information provides 
a consistent method for controlling, examining, modifying and interoperating with 
different types of information in different types of devices, which is both vendor-
independent and forward-compatible with future BACnet systems. All information in 
a BACnet system is represented in terms of objects. An object might represent 
information about a physical input or output, or it may represent a logical grouping of 
points that perform some function. Every object has an identifier (such as AI-1) that 
allows the BACnet system to identify it. In this regard, an object is much like what is 
now commonly known as a "data point" in the HVAC community. Where an object 
differs from a data point is that a data point would typically have a single value 
associated with it, whereas an object consists of a number of prescribed properties, 
only one of which is the present value. It is only through its properties that an object 
is monitored and controlled. All objects have some required properties and some that 
are optional.  
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4.3   Properties 

As indicated in the discussion of objects above, objects are monitored and controlled 
only through their properties. BACnet specifies 123 properties of objects. Three 
properties-Object-identifier, Object-name, and Object-type-must be present in every 
object. BACnet also may require that certain objects support specific additional 
properties. The type of object and the type of device in which that object resides 
determine which properties are present. BACnet defines not only what the properties 
of standard objects are, but also what types of behavior are to be expected from each 
property.  

Standard objects also have optional properties, which need not be implemented by 
every vendor, but if they are implemented then they must behave as the standard 
describes. These standard objects may also have proprietary properties that are added 
by vendors at their discretion to provide additional features. A BACnet device may 
also implement proprietary object types that can provide any type of feature or set of 
properties that the vendor chooses. The key to the object mechanism is that every 
object and every property, whether standardized or proprietary, is accessible in the 
same manner.  Some properties can accept writes, and others can only be read.  

4.4   Services 

When a property is read or written to, that act is known as a service. Services are how 
one BACnet device gets information from another device, commands a device to 
perform certain actions (through its objects and properties, of course), or lets other 
devices know that something has happened. The only service that is required to be 
supported by all devices is the Read-property service. There are a total of 32 standard 
services on the application layer which is subdivided into 5 categories. Namely, 
Alarm and Event Service, Object Access Service, File Access Service, Remote 
Device Management Service, Virtual Terminal Service. 

As a system developer or user, you don't need to be concerned with the execution 
or processing of service requests, which will be transparent and automatic. As a 
specifier or engineer, however, you will need to know what objects and services are 
supported by which devices. This information is found in the device's protocol 
implementation conformance statement (PICS).  

4.5   Conformance Classes and the Device PICS 

Because not all devices need to have the same level of functionality, BACnet defines 
conformance classes that categorize the capabilities and functionality of devices. All 
devices of a certain conformance class will have a minimum set of required features 
(in the form of objects and services). Some other features can be optional. BACnet 
insists that this information is made public in a Protocol Implementation 
Conformance Statement (PICS)-basically a list of features that the software/device 
supports. The PICS lists what objects are present in the device and whether the device 
initiates a service request (asks or commands) or executes the request (responds or 
acts). The PICS also provides you with the conformance class of the device. By 
comparing a device's PICS with project requirements or with another vendor's PICS, 
you can determine how well a BACnet product "fits" a given application.  
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PICS Uses 
PICS is a written document, created by the manufacturer of a device, that identifies 

the particular options specified by BACnet that are implemented in the device. A 
BACnet PICS is considered a public document that is available for use by any 
interested party.  

The following are the important uses of PICS: 

─ the protocol implementer, as a check list to reduce the risk of failure to conform 
to the standard. 

─ the supplier and producer of the implementation, as a basis for what is desired 
and what is supplied. 

─ the user of the implementation, as a basis for initially checking the possibility of 
inter working with another implementation. 

─ a protocol tester, as the basis for selecting appropriate tests against which to 
assess the claim for conformance of the implementation. 

“For the operator, the main advantages are that it offers a ‘single seat’ (one 
computer and one software interface) of control for all of their systems and allows 
multiple systems to use the same devices and interfaces in the occupied space,” said 
Richard Westrick, Jr., Manager, Applications Engineering for Lithonia Lighting’s 
Control Systems Division. In an effort to bridge the gap between existing control 
networks and the BACnet networks, and to appease engineers who are specifying 
BACnet because of its promise, some manufacturers have turned to BACnet 
Gateways [6]. The function of a BACnet Gateway is to convert data from the format 
used by one control network into the BACnet format. This allows the manufacturer to 
state that a product supports BACnet because BACnet packets can be received by the 
gateway and forward it to the non-BACnet system, and vice versa.  

5   Existing Scenario 

There are two types of Building Management Systems that are being used. One of 
them is shown below: In figure 1, the BMS Client will interface many of the 
building’s mechanical and electrical equipments like Fire detection system, Access 
control etc. This client will interface all these systems to a single PC. This BMS uses 
OPC (OLE for Process Control) as the protocol for the communication between 
equipments and the client. BMS uses OPC sever, which will be interconnected to the 
equipments. These equipments or the devices will send the information to the gateway 
and the gateway in turn will send the information to the BIS client for displaying. The 
client will display the information which can be easily understood by the client. 

OPC protocol is a De-facto-Industry Standard, based on Microsoft COM 
(Component Object Model)/DCOM (Distributed Component Object Model) 
technology. No optional object properties are present. Configuration of DCOM in 
complex network environment can be tricky. Many times firewalls do not allow for 
port 15 (OPC/DCOM) to be open as several virus attacks (like W32Lovsan) will 
come through this port. The number of services offered is very less. 

All these disadvantages forced the developers to use of different protocol. This 
became the reason for the use of BACnet Protocol in the industry. 
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Fig. 1. Building Management System using OPC Protocol and Single Client 

The other type of Building Management System that is used is shown below. In 
figure 2, each equipment like Fire/Smoke detectors system, Intrusion detection 
systems, access control etc will be separately connected to different clients. Each 
client will interface with the equipments through separate gateways. Every client will 
receive information only about the particular device to which it is connected. It will 
display information about that particular device. More clients are needed to interface 
with different types of equipments. 

 

Fig. 2. Building Management System using Different Clients and Protocols 

Having all the climate and safety systems installed and working within their realm 
of expertise will elevate the level of comfort within the facility. However, having each 
system work independently of the others will not provide the highest level of comfort. 
When all the systems are working in concert with one another, the safety of the 
facility is improved with the added intelligence. So, there is a need to unite all the 
systems in a building using a single open protocol. To accomplish this, BACnet 
protocol is used. Client should be generic in nature and should display information 
about all the systems in the building. 
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6   Uniting Buildings Under a Single Open Protocol 

The goal is to have all these systems interoperate despite the existence of multiple 
protocols within a site. Here is where things get technical. The power meters may 
speak Modbus, the lighting panel may speak LonTalk, the fire panel and lights may 
speak BACnet or any other protocol, and the security system is a proprietary system. 
How can these all be linked up with your BACnet or proprietary HVAC system? 

The oldest method of integration is to use hardwired points. Dependable, 
hardwired integration, however, is not always cost-effective or informative. With 
hardwired points, you are only getting an “off” or an “on” value and you need an 
input/output set for each point to be exchanged. Hardwiring is required for some life/ 
safety sequences, but you will want to limit its use to applications that require it. 

The next method of integration is through software “drivers”. Drivers integrate by 
translation. Drivers actually take a message from system A and translate using the 
language of system B to a mapped point. With drivers, it is possible to get more 
detailed information exchanged between systems. You may read and write analog, 
digital, and even text values. Some drivers even pass alarm information between 
systems. However, all drivers have their drawbacks. To configure a driver, often 
representatives from both vendor systems need to coordinate; and if one vendor 
upgrades their system after the initial setup, communication may be lost.  

As a response to the difficulties of hardwired points and drivers, several open 
systems have been developed and utilized by manufacturers. With an open system, 
the protocol language is shared between two or more vendors. Since both systems 
speak the same language, interoperability is made a lot easier. Some open protocols 
like BACnet are designed to link systems of the same type whereas others attempt to 
link systems of many types. Furthermore, the levels of services offered by open 
protocols differ. Some open systems only permit data sharing whereas others are 
capable of offering rich services such as alarming, scheduling, trending, and device 
management between systems. 

Interoperability is achieved most easily through the use of open protocol systems 
with rich services. Having rich services exchanged between systems enables one user 
interface to be the primary monitoring and response center for all events. A single 
user interface that can have graphics, schedules, alarms, and logs for trending, 
activity, and events is preferred over separate workstations for each system.  

With one user interface for all building systems, there is a clearer assessment of 
each event. The user can monitor smoke evacuation and view video camera feeds 
while receiving fire alarm messages- all from the same screen. 

The BMS Client can be any component (hardware/software) that understands 
BACnet protocol. The BMS client will be responsible for displaying BACnet objects 
created by the Gateway. Any change in the state of any BACnet object must be 
visible in the BMS Client. The BMS client should also be capable of sending 
commands to the Gateway (E.g.: Reset Command for a Life Safety Object). The 
Gateway and the BMS client communicate over Ethernet and must be uniquely 
addressed in a BACnet internetwork. 



446 V.B. Chaitra, M. Velammal, and M. Raju 

 

Fig. 3. BMS Client using BACnet Protocol 

The Gateway will be a software component, installed on a PC. Gateways, also 
called protocol converters, can operate at network layer and above. Typically, a 
gateway must convert one protocol stack into another. It will be responsible for 
communicating with the fire panel on one side and the BMS BACnet Client on other 
side. It will act as an intermediary between fire panel and BMS BACnet Client. The 
Gateway must be capable of creating BACnet objects, updating their states and handle 
commands from the BMS BACnet client. BACnet Objects will be created based upon 
the SI (Security Item) Type of the Security Item. Each fire panel has an Ethernet port 
over which it reports the Security Items (SI) as well as their states. In a networked 
panel system with more than one fire panel connected, all panel ports must be 
connected to the Gateway via the Ethernet switch. Hence, the Gateway PC must have 
2 Network Interface Cards, one for communicating with the Panel(s) and the other to 
communicate with the BMS client. 

The commands would be converted and forwarded to the panel. Alarms/Events on 
the other hand would be interpreted on receipt by the gateway. These would then be 
converted into BACnet objects and passed onto the BMS application via the BACnet 
stack. The Gateway and the BMS client communicate over Ethernet and must be 
uniquely addressed in a BACnet internetwork. 

Each Fire Panel has an Ethernet port over which it reports the SI Items as well as 
their states. In a networked panel system with more than one Fire Panels connected, 
all panel ports must be connected to the Gateway via the Ethernet switch. Hence, the 
Gateway PC must have 2 Network Interface Cards, one for communicating with the 
Panel(s) and the other to communicate with the BMS client. 

Only one instance of the BACnet Client can be opened on one PC. Hence the 
Client application and BACnet Gateway server must not run on the same PC. BACnet 
stack should be installed in both client and the server PCs. 
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Fig. 4. Gateway using BACnet Protocol 

7   BACnet – Open Protocol with Rich Services 

Open protocols are capable of proving the best means of achieving interoperability 
between building systems. However there are different levels of openness. When 
evaluating an open protocol certain questions should be asked. The table below 
provides the results of applying these questions towards the BACnet protocol. 

Table 1. What makes BACnet Protocol Open 

 BACnet 

Is the Protocol used by multiple vendors? Yes 

Is the protocol ”freely“ distributed? Yes 

Is the protocol hardware chip independent? Yes 

Is the protocol software dependent? Yes 

Is the standard developed in an open 
manner? 

Yes 

 
An important item that was incorporated into the BACnet standard by the 

committee was the concept of rich services, services that go beyond the standard data 
sharing functions. Without rich services, the total system looses functionality. When 
using a single user interface to manage an entire facility, you want to be able to 
receive alarms and trend data, edit schedules and manage devices. The table below 
shows the services that are offered by BACnet. 
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Table 2. BACnet Rich Services 

 BACnet 
Data Sharing ( Read/Write points) Yes 
Scheduling Yes 
Trending Yes 
Alarm and Event Management Yes 
Device Management Yes 

 
The next point is how well the protocol “natively” interoperates. Although other 

protocol may offer the same range of building systems control; however, the 
integration level between these other open systems are not as high as the integration 
level between BACnet systems. This is the result of richness of BACnet services. The 
table below shows the interoperability of the systems in a building with BACnet 
protocol.  

Table 3. BACnet’s Building System Support 

 BACnet 
HVAC Yes 
Smoke Control Yes 
Fire Annunciation Panels Yes 
Intrusion Some 
Access Control Rare 
CCTV Yes 
Power Monitoring Yes 
Lighting Yes 

8   Conclusion 

This paper focuses on the use of BACnet Protocol to efficiently manage a building. 
BACnet makes a great core for building control. BACnet is a robust open protocol 
that is poised to be the total building protocol of the future with all the necessary 
security refinements. It also emphasizes on building a generic client, capable of 
communicating with any kind of BACnet device has to be developed which also will 
monitor and control different BACnet entities present in the network and this 
application will run irrespective of the manufacturer of BACnet server/BACnet 
supported devices. It also focuses on building a Gateway must be capable of creating 
BACnet objects, updating their states and handle commands from the BMS BACnet 
client.  Safety and comfort go hand and hand. But only when climate, lighting, CCTV, 
access control, intrusion, and fire systems communicate with each other in a rich 
manner can the highest level of safety and comfort be achieved. 
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Abstract. This paper presents a new evolutionary algorithm developed for 
scheduling and allocation for an elliptic filter. It involves the scheduling of the 
operations and resource allocation for elliptic filter. The Scheduling and 
Allocation Algorithm is compared with different scheduling algorithms like As 
Soon As Possible algorithm, As Late As Possible algorithm, Mobility Based 
Shift algorithm, FDLS, FDS and MOGS using Elliptic Filter. In this paper 
execution time and resource utilization is calculated for different Elliptic Filter 
and reported that proposed Scheduling and Allocation increases the speed of 
operation by reducing the control step. The proposed work to analyse the 
magnitude, phase and noise responses for different scheduling algorithm in an 
elliptic filter. 

Keywords: Data Flow Graph, Scheduling Algorithm, Elliptic Filter, Control 
Step. 

1   Introduction 

In this process, the scheduling and allocation algorithm is designed with an objective 
to minimize the control steps which in turn reduce the cost function. Elliptic filter is a 
signal processing filter with equalized ripple behavior in both the pass band and stop 
band. The process tasks are scheduling and allocation[1]. The first step in the 
scheduling and allocation algorithm design, which is the case of transforming elliptic 
filter program into structure, includes operation scheduling and resource allocation. 
The scheduling and allocation algorithm are closely interrelated. In order to have an 
optimal design, both task should be  performed simultaneously. However, due to time 
complexity, many systems   perform them separately or introduce iteration loops 
between the two subtasks. Scheduling involves assigning the operation to so- called 
control steps. A control step is the fundamental sequencing unit in the synchronous 
system; it corresponds to a clock cycle.  

Allocation involves assigning the operation and values to resources i.e., providing 
storage, functional units and communication paths are specifying their usage. 
Therefore, allocation is usually further divided into three subtasks: variable binding, 
operation assignment and data transfer binding. Variable binding refers to the 
allocation of register to data, i.e., values that are generation one control step and used 
in another must be assigned to registers. Few systems have a one-to one 
correspondence between variables and registers, while other allow register sharing for 
those variables, which have disjoint life times. Operation assignment binds operation 
to functional units (e.g., an adder or an ALU). Data transfer bindings represent the 



 Implementation of Scheduling and Allocation Algorithm 451 

allocation of connections (e.g., buses, multiplexer) between hardware components 
i.e., registers and functional units to create the necessary information paths as required 
by the specification and the schedule. 

There is a variety of scheduling algorithms that differ in the way of searching for 
the best solution. Mostly they optimize only the number of functional units. In our 
evaluation process, it turned out that scheduling algorithm obtained the best results in 
terms of utilization of functional units and computation time [2]. Therefore it is 
reasonable to use the principles of the evolutionary algorithm to find some of the 
optimum solutions. 

However, there are different approaches to sewing the same problem, but it is not 
important how close the algorithm comes to the optimum solutions: what matters is 
how those schedules are allocated in the final design. Therefore, since the subtasks of 
scheduling and allocation are heavily interrelated, the algorithm cannot be judged in 
terms of optimization until the final result of the allocation subtask is known. So, 
when a new scheduling algorithm is created the allocation criteria has to be taken in to 
account [3]. 

The main steps involved in scheduling and allocation algorithm for an elliptic 
filter. 

Description of the behaviour of the system. 
Translation of the description in to a graph (e.g., CDFG)[5]. 
Operation scheduling (each operation in the graph is assigned to a control step). 
Allocation of the resources for the digital system (here the resources can be 

functional units assigned to execute operation derived from the graph CDFG). 
Portioning the system behaviour in to the hardware and software module for the 

scheduled CDFG to estimate buffer size and delay. 
Usually, allocation, scheduling and assignment are widely recognized as 

mandatory backbone tasks in high-level synthesis. 

2    Previous Approach 

Techniques for combined scheduling and check point insertion in high-level synthesis 
of digital systems. More generalized CDFGs are needed to be designed. Ravi kumar 
(1998) present an adaptive version of the well-known simulated annealing algorithm 
and described application to a combinatorial optimization problem arising in the high 
level synthesis of digital systems. It takes 29 registers for the 5 functional registers[4]. 
Scheduling method for reducing the number of scan register for a cyclic structure. In 
order to estimate the number of scan register during scheduling, and they proposed a 
provisional binding of operational units and showed a force-directed scheduling 
algorithm with the provisional binding [2] cluster based register binding is performed 
that binds each carrier of DFG to a register. A set of resources consisting of functional 
units and registers is assigned to each cluster, and instead of binding the resources to 
and sharing them among individual operations or carriers, the set of resources is bound 
to and shared among the clusters. Such as approach, help to reduce the average active 
cycles of those clocked elements [3]. Multi objective genetic scheduling(MCGS) 
algorithm which shows less cost function than other scheduling algorithm for an 
elliptic wave filter. The proposed scheduling and allocation algorithm shows less 
execution time and cost function [1].  
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3   Nodes Assignment

In general the nodes in a CD
Operational nodes: The

operations. 
Call nodes: This node de
Control nodes: This nod

constructs. 
Storage nodes: These n

variables and signals. 

Fig. 1. Opera

4   CDFG Generation

The control data flow graph
an operation node or a con
edges in a CDFG represent 
An edge can be conditi
constructs[4].The Table 1 
Hardware Oriented Approa

. 

 

DFG can be classified as one of the following types. 
ese are responsible for arithmetic logical or relatio

enotes calls to sub program modules. 
de is responsible for applications like conditional and lo

nodes represent assignment applications associated w

 

ational nodes for Elliptic wave filter benchmark 

n 

h is a directed a cyclic graph in which a node can be eit
ntrol node (representing a branch, loop, etc.,).the direc
the transfer of a value or control from one node to anoth
on, while implementing a if/care statements or lo
shows the estimated functional units and registers 

ach. 

onal 

oop 

with 

ther 
cted 
her. 
oop 
for 



 Implementation of Scheduling and Allocation Algorithm 453 

Table 1. Hardware oriented approach 

   Functional     
unit 

Register 

Binary  
partitioning 

Proposed work 
 

merging 1      4 

Source level 
partitioning 

Papa&silc(2000) ASAP 
 

     8    11 

Papa&silc(2000) ALAP      9     13 
Papa&silc(2000) FDS      6    11 
Papa&silc(2000) LS      6    11 
Papa&silc(2000) FDLS      6    11 
Papa&silc(2000) MOGS      6    11 
Proposed work SAA      5    11 

Deniz Dal 
&NazaninMansouriI

(2008) 

    -      5    12 

5   Hardware Components  

A very essential hardware component is the functional unit (FU). This is a 
combinatorial or sequential logic circuit that realizes Boolean functions, such as an 
adder, a multiplexer or an arithmetic unit( ALU). Another essential component 
inherent to synchronous logic is the register, which makes it possible to store data in 
the circuit. Both FUs and registers operate on words, which means that each input or 
output is actually realized by a number of signals carrying a bit. A register is a 
simplest form of a memory element, separate registers are not very efficient, as 
individual wires have to be connected to each register. Registers are then combined to 
form register files. The simplest way to make connections between hardware 
components is by using wires. The hardware can be used much efficiently; it is 
possible to change the connection between the components during a computation. 
One way to realize this is to use multiplexing. Even more efficient hardware design is 
possible if buses and tri-state drivers are used. 

6   Scheduling 

Scheduling algorithm can be constructive or transformational (based on their 
approach). Transformational algorithms start with some schedule (typically parallel or 
maximally serial) and separately apply transformations in an attempt to bring the 
schedule closer to the design requirements[3]. The transformations allow operations 
to be parallelized or serialized whilst ensuring that dependency constraints between 
operations are not violated. In contrast, constructive algorithm builds up a schedule 
from scratch by incrementally adding operations. A simplest e.g., of the constructive 
approach scheduling is As Soon As Possible (ASAP) scheduling. 
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The root nodes are calculated from the graphical description and the critical path is 
determined. The algorithm merges the node that has data dependency, which is of same 
type and has minimum two extend an input that is decomposed in to parallel form. 

The condition is that, last node should have single output edge, if predecessors 
have one output edge than the both nodes are merged and formed in to single node. If 
the node has more than one output edge the node should not be disturbed and a cut in 
the path is set and the current node is moved to previous cycle where it meets the 
hardware constraint problem are shown in Fig.2. If the problem satisfies the 
condition, a node is inserted in the previous cycle else it chooses the critical path. If 
the critical path is cut, the control step of the CDFG is reduced, which leads to a 
reduction in clock cycle of the entire system without any change in the hardware 
constraint. 

A cut in the critical path, i.e., between node 3and node 4 converts, the most serial 
is converted in to most parallel form, and leads to a reduction in a single control step 
without affecting the hardware constraints of 3 adder and 2 multiplier. Hardware is 
allocated according to data dependency of the nodes are shown in Fig.3. 

8   Experimental Results 

The proposed scheduling algorithm cost less and also has reduced control steps when 
compared to other scheduling algorithms and utilizes minimum number of hardware 
resources. A cut established between hardware and software partitioned nodes 
determines the edge cut and buffer size is determined from the life time of the edge. 
The proposed scheduling and allocation algorithm proves to achieve better solution 
for two way portioning. Table 2 shows the control step and Execution time. Table 3 
represents the software Oriented Approach using ARM processor. 

Table 2. Software oriented approach using LABVIEW 

Algorithm Number of Functional 
Unit  

Number of 
Control Step  

Number of 
Execution 
Time (ms)  

 
ASAP 

     +       *   
 
16 

 
 
34.24 3 2 

     ALAP 3 2 16 38.88 

     MBS 3 2 16 39.52 

     SAA 4 2 13 22.56 
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Table 3. Sof

Algorithm No. of 
Ripple 

ASAP      6 

ALAP      8  

MBS      2  

SAA      2  
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Fig. 5. Front panel for responses of ASAP using LABVIEW 

10   ALAP Scheduling Algorithm  

In this Front panel of ALAP scheduling algorithm using ARM processor the analog 
inputs are connected and more ripple and cluster are analysed in between (0-1000) 
execution time. The number of ripple in ALAP is 8 and ripple execution time is 24ms.  
The number of cluster in between (0-1000) is 5 and cluster execution time is 45ms are 
shown in fig.6.  

 

Fig. 6. Front panel of ALAP using ARM processor 
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In this Front panel of ASAP scheduling algorithm the first figure shows the 
magnitude response are analysed using LABVIEW in which the ripple frequency is 
10MHZ. The second figure shows the phase response of ASAP in which the ripple 
frequency is 11MHZ and third figure represents the noise response of ASAP are 
shown in fig.7. 

 

Fig. 7. Front panel for responses of ASAP using LABVIEW 

11   Conclusions 

The scheduling and allocation algorithm is designed by converting most serial form in 
to most parallel form and placing a cut in the serial path which leads to a decrease in 
the critical path length without any change in functionality. The scheduling and 
allocation algorithm proposed reduces the execution time and cost function by 
reducing control step (one step). An effort is not made to reduce the critical path 
length in the earlier reported works. However, the use of scheduling and allocation 
algorithm shortens the control step to 16 without modifying the functionality. Four 
partitioning methods are performed for scheduled control data flow graph. In the first 
method, the partitioning is done such that, the operation that takes more number of 
cycles is placed in hardware units. Other methods uses clique partitioning to minimize 
the number of resources used. Buffer size and system delay for hardware/ software 
partitioning is also calculated to obtain communication cost. 
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Abstract. Today's viewers can be overwhelmed by the amount of content that 
is made available to them.  In a world of hundreds of thousands, sometimes 
hundreds of millions of choices, we need powerful and effective interfaces to 
help viewers manage their viewing choices and find the content that's right for 
them. 

The project explores how the merging of ubiquitous consumer electronics 
and the sociable web improve the user experience of these devices, increase the 
functionality of both, and help distribute content in a more sociable way. The 
source of motivation for this project is the very idea of providing ‘lean back’ 
mode to communicate via social networking sites that can be achieved using a 
remote control for T.V like device. All one needs to communicate in this mode 
is a T.V (with a remote), a STB that is provided with IP.  

This project saves the time and money of customers as they need not have a 
computer or a dedicated internet connection to utilize services of social 
networking sites. This project also acts as a add-on feature from the service 
provider to the customers. This project can also be extended to include still 
more useful services of World Wide Web. The future fields would be to allow 
the customer to do TV shopping, Net surfing 

Keywords: Set Top Box, Twitter, OAuth. 

1   Introduction 

Interactive television (generally known as ITV or sometimes as iTV when used as 
branding) describes a number of techniques that allow viewers to interact with 
television content as they view it. 

Interactive television represents a continuum from low interactivity (TV on/off, 
volume, changing channels) to moderate interactivity (simple movies on demand 
without player controls) and high interactivity in which, for example, an audience 
member affects the program being watched. The most obvious example of this would 
be any kind of real-time voting on the screen, in which audience votes create 
decisions that are reflected in how the show continues. A return path to the program 
provider is not necessary to have an interactive program experience. Once a movie is 
downloaded for example, controls may all be local. The link was needed to download 
the program, but texts and software which can be executed locally at the set-top box 
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or IRD (Integrated Receiver Decoder) may occur automatically, once the viewer 
enters the channel. 

The term "interactive television" is used to refer to a variety of rather different 
kinds of interactivity (both as to usage and as to technology), and this can lead to 
considerable misunderstanding. At least three very different levels are important (see 
also the instructional video literature which has described levels of interactivity in 
computer-based instruction which will look very much like tomorrow's interactive 
television). 

The simplest, Interactivity with a TV set is already very common, starting with the 
use of the remote control to enable channel surfing behaviors, and evolving to include 
video-on-demand, VCR-like pause, rewind, and fast forward, and DVRs, commercial 
skipping and the like. It does not change any content or its inherent linearity, only 
how users control the viewing of that content. DVRs allow users to time shift content 
in a way that is impractical with VHS. Though this form of interactive TV is not 
insignificant, critics claim that saying that using a remote control to turn TV sets on 
and off makes television interactive is like saying turning the pages of a book makes 
the book interactive. In the not too distant future, the questioning of what is real 
interaction with the TV will be difficult. Panasonic already has face recognition 
technology implemented its prototype Panasonic Life Wall. The Life Wall is literally 
a wall in your house that doubles as a screen. Panasonic uses their face recognition 
technology to follow the viewer around the room, adjusting its screen size according 
to the viewers distance from the wall. Its goal is to give the viewer the best seat in the 
house, regardless of location. 

Interactive TV is often described by clever marketing gurus as "lean back" 
interaction, as users are typically relaxing in the living room environment with a 
remote control in one hand. This is a very simplistic definition of interactive 
television that is less and less descriptive of interactive television services that are in 
various stages of market introduction. This is in contrast to the similarly slick 
marketing devised descriptor of personal computer-oriented "lean forward" 
experience of a keyboard, mouse and monitor. This description is becoming more 
distracting than useful as video game users; for example, don't lean forward while 
they are playing video games on their television sets, a precursor to interactive TV. A 
more useful mechanism for categorizing the differences between PC and TV based 
user interaction is by measuring the distance the user is from the Device. Typically a 
TV viewer is "leaning back" in their sofa, using only a Remote Control as a means of 
interaction. While a PC user is 2 ft or 3 ft from his high resolution screen using a 
mouse and keyboard. The demand of distance, and user input devices, requires the 
application's look and feel to be designed differently. Thus Interactive TV 
applications are often designed for the "10ft user experience" while PC applications 
and web pages are designed for the "3ft user experience". This style of interface 
design rather than the "lean back or lean forward" model is what truly distinguishes 
Interactive TV from the web or PC. However even this mechanism is changing 
because there is at least one web-based service which allows you to watch internet 
television on a PC with a wireless remote control. 

In the case of Two-Screen Solutions Interactive TV, the distinctions of "lean-back" 
and "lean-forward" interaction become more and more indistinguishable. There has 
been a growing proclivity to media multitasking, in which multiple media devices are 
used simultaneously (especially among younger viewers). This has increased interest 



462 K. Vijay and A. Nandeppanavar 

in two-screen services, and is creating a new level of multitasking in interactive TV. 
In addition, video is now ubiquitous on the web, so research can now be done to see if 
there is anything left to the notion of "lean back" "versus" "lean forward" uses of 
interactive television. 

For one-screen services, interactivity is supplied by the manipulation of the API of 
the particular software installed on a set-top box, referred to as 'middleware' due to its 
intermediary position in the operating environment. Software programs are broadcast 
to the set-top box in a 'carousel'. On UK DTT (Freeview uses ETSI based MHEG-5), 
and Sky's DTH platform uses ETSI based WTVML in DVB-MHP systems and for 
OCAP, this is a DSM-CC Object Carousel. The set-top boxes can then load and 
execute the application. In the UK this is typically done by a viewer pressing a 
"trigger" button on their remote control (e.g. the red button, as in "press red"). 

Interactive TV Sites have the requirement to deliver interactivity directly from 
internet servers, and therefore need the set-top box's middleware to support some sort 
of TV Browser, content translation system or content rendering system. Middleware 
examples like Liberate are based on a version of HTML/JavaScript and have 
rendering capabilities built in, while others such as OpenTV and DVB-MHP can load 
microbrowsers and applications to deliver content from TV Sites. In October 2008, 
the ITU's J.201 paper on interoperability of TV Sites recommended authoring using 
ETSI WTVML to achieve interoperability by allowing dynamic TV Site to be 
automatically translated into various TV dialects of HTML/JavaScript, while 
maintaining compatibility with middlewares such as MHP and OpenTV via native 
WTVML microbrowsers. 

Typically the distribution system for Standard Definition digital TV is based on the 
MPEG-2 specification, while High Definition distribution is likely to be based on the 
MPEG-4 meaning that the delivery of HD often requires a new device or set-top box, 
which typically is then also able to decode Internet Video via broadband return paths. 

2   Literature Survey 

2.1   History 

Before the mid-1950s all British television sets tuned only VHF Band I channels. 
Since all 5 Band I channels were occupied by BBC transmissions, ITV would have to 
use Band III. This meant all the TV sets in the country would require Band III 
converters which converted the Band III signal to a Band I signal. By 1955, when the 
first ITV stations started transmitting, virtually all new British Televisions had 13-
channel tuners, quickly making Band III converters obsolete. 

Before the All-Channel Receiver Act of 1962 required US television receivers to 
be able to tune the entire VHF and UHF range (which in North America was NTSC-
M channels 2 through 83 on 54 to 890 MHz), a set-top box known as a UHF 
converter would be installed at the receiver to shift a portion of the UHF-TV spectrum 
onto low-VHF channels for viewing. As some 1960s-era twelve-channel TV sets 
remained in use for many years, and Canada and Mexico were slower than the US to 
require UHF tuners to be factory-installed in new TV's, a market for these converters 
continued to exist for much of the 1970s. 

Cable television represented a possible alternative to deployment of UHF 
converters as broadcasts could be frequency-shifted to VHF channels at the cable 
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head-end instead of the final viewing location. Unfortunately, cable brought a new 
problem; most cable systems could not accommodate the full 54-890 MHz VHF/UHF 
frequency range and the twelve channels of VHF space were quickly exhausted on 
most systems. Adding any additional channels therefore needed to be done by 
inserting the extra signals into cable systems on non-standard frequencies, typically 
either below VHF channel 7 (midband) or directly above VHF channel 13 
(superband). 

These frequencies corresponded to non-television services (such as two-way radio) 
over-the-air and were therefore not on standard TV receivers. Before cable-ready TV 
sets became common in the late 1980s, a set-top box known as a cable converter box 
was needed to receive the additional analog cable TV channels and convert them to 
frequencies that could be seen on a regular TV. These boxes often provided a wired or 
wireless remote control which could be used to shift one selected channel to a low-
VHF frequency (most often channels 3 or 4) for viewing. Block conversion of the 
entire affected frequency band onto UHF, while less common, was used by some 
models to provide full VCR compatibility and the ability to drive multiple TV sets, 
albeit with a somewhat non-standard channel numbering scheme. 

Newer television receivers greatly reduced the need for external set-top boxes, 
although cable converter boxes continue to be used to descramble premium cable 
channels and to receive digital cable channels, along with using interactive services 
like video on demand, pay per view, and home shopping through television. Satellite 
and microwave-based services also require specific external receiver hardware, so the 
use of set-top boxes of various formats never completely disappeared. 

2.2   Technology Gap 

Earlier the STBs were perceived as the equipments that used to convert the signal 
received from the service provider and then convert it into the format needed by the 
T.V. 

However, these days with the advent of technology the STBs are supporting the IP 
protocol and they run JVM1.3  and support a hard disk it has become more of a 
platform for launching the end user application that can provide interaction when 
connected to IP. 

3   Motivation 

With the advent of the ubiquitous computing there has been a sharp increase in the 
need to decrease the communication gap between people.  

Earlier, people used to write letters to communicate with people, with the advent of 
telegraph the whole communication scenario has changed very rapidly.  However, 
with the advent of the telephone, there has been a huge increase in the need of 
communication in real-time. From the fixed land line the communication scenario has 
now arrived to 3G technology. In spite of all these the newer way of communicating 
with people i.e. through the social networking websites has attracted more attention. 

However to communicate with people via the social networking sites, one needs a 
PC and an Internet connection. Since the user is required to be present in front of the 
PC to communicate , this approach is called ‘lean forward’ approach since the user 
has to lean forward to use the keyboard and mouse which are the input devices. 
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The source of motivation for this project is the very idea of providing ‘lean back’ 
mode to communicate via social networking sites. The ‘lean back’ mode of 
communication / interaction is generally achieved through a remote i.e. like in case of 
T.V., thus providing the end users the access to social networking sites like 
twitter.com. All one needs to communicate in this mode is a T.V (with a remote), a 
STB that is provided with IP. 

4   Existing System 

The new STBs are designed around a set of protocols collectively known as 
Multimedia Home Platform (MHP) [4].  The multimedia home-software platform 
progressively integrates DVB digital-video processing protocols with Internet 
protocols in what is known as DVB-MHP (Digital Video Broadcasting with 
Multimedia Home Platform). The end user might have the features that we have come 
to expect, including:  

• EPG (Electronic Programming Guide)  
• Gaming  
• Telebanking 
• Home shopping  
• PVR (Personal Video Record)  
• Router functions (NAT, DHCP, routing, private addressing) 
• Security features  
• Distance Learning 
• Video on Demand (VOD)  
• Wireless Interface 802.11e 
• Wireless Interface for phones at 900MHz 

In addition to boasting a rich feature set, the STB needs to be able to make effective 
use of the bandwidth that it receives from the service provider.  This box should be 
designed to fetch and store your programs when you are either away from home or 
not watching TV.  These functions are currently available from TiVo services.  
Incorporating fetch-and-store functions on a set-top box will help to mitigate the 
limited bandwidth that ADSL or VDSL might provide. 

5   System Architecture of a Developed STB 

Fig.1 [1] shows the block diagram of the digital set-top box. It receives RF signals from 
the optical/coax hybrid cable, selects a particular frequency and demodulates 64QAh4 
modulated MPEG-TS (transport stream) packets and passes them on to the MPEG-TS 
decoder. The decoder separates the stream into its component units; MPEG-2 video, 
MPEG-audio and private data and sends them to the appropriate units. For example 
private data send to the CPU, can contain graphic menus for movie selection. This is 
processed by the CPU, sent to the graphics generator and used to realize processor 
generated graphics. This is sent through the broad MPEG-TS channel ensuring fast 
response time. This can also be used to send data to the flash memory which contains 
basic software so software maintenance is easy. Upstream data from the CPU is sent to 
the Ethernet circuit, and then transferred to the telephony set-top-box. 
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Fig. 1. Block Diagram of a developed Set Top Box 

5.1   Software Architecture of Existing System 

The new software [2] stack is shown in Fig. 2. It provides a uniformed API to the 
applications (Native API & JavaScript API), thus application developers can focus on 
their implementations, regarding the platform they are using. Besides, a porting 
interface is provided to shield the differences underlying. 

The porting interface collects all the requirements from the upper modules, and a 
full implementation of which can makes all the modules platform-independent. 

 

Fig. 2. Software Architecture of Developed Set Top Box 

6   Proposed System 

The proposed system as shown in fig 3 inherits all the features of the existing system; 
however, it provides the facility to connect to the social networking sites when the IP 
is provided to the STB.  
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It can be noticed that the change in the architecture of the proposed system is the 
incorporation of the Application being developed at the top most level. 

The major advantage of this is that, the properties of the STB like the CA will also 
be applicable to the application being developed. Thus it provides value added 
services for the customer and controls the access to the application from the 
developer’s point of view. 

 

Fig. 3. Software Architecture of Proposed System 

7   Protocol Used 

In the traditional client-server authentication model, the client uses its credentials to 
access its resources hosted by the server.  With the increasing use of distributed web 
services and cloud computing, third-party applications require access to these server-   
hosted resources. 

OAuth [3] introduces a third role to the traditional client-server   authentication 
model: the resource owner. In the OAuth model, the   client (which is not the resource 
owner, but is acting on its behalf) requests access to resources controlled by the 
resource owner, but hosted by the server. In addition, OAuth allows the server to 
verify not only the resource owner authorization, but also the identity of   the client 
making the request. 

OAuth provides a method for clients to access server resources on behalf of a 
resource owner (such as a different client or an end- user).  It also provides a process 
for end-users to authorize third- party access to their server resources without sharing 
their credentials (typically, a username and password pair), using user- agent 
redirections. For example, a web user (resource owner) can grant a printing service 
(client) access to her private photos stored at a photo sharing  service (server), without  
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Fig. 4. The flowchart for the authentication process using OAuth1.0 

sharing her username and password with the  printing service. Instead, she 
authenticates directly with the photo sharing service which issues the printing service 
delegation-specific credentials. 

In order for the client to access resources, it first has to obtain permission from the 
resource owner. This permission is expressed in the form of a token and matching 
shared-secret. The purpose of the token is to make it unnecessary for the resource 
owner to share its credentials with the client. Unlike the resource owner 
credentials,tokens can be issued with a restricted scope and limited lifetime, and 
revoked independently. 
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This specification consists of two parts. The first part defines a redirection-based 
user-agent process for end-users to authorize client access to their resources, by 
authenticating directly with the server and provisioning tokens to the client for use 
with the authentication method. The second part defines a method for making 
authenticated HTTP [RFC2616] requests using two sets of credentials, one identifying 
the client making the request, and a second identifying the resource owner on whose 
behalf the request is being  made.  

7.1   Advantages of Using OAuth 

The advantages of using OAuth from the end user point of view: 

o Don't have to create another profile on the net. 
o Fewer passwords to remember. 
o Do not have to submit a password to your application if he / she does not 

completely trust us. 
o User can prevent access to the application from the OAuth Provider. 
o Allows for exciting extra functionality and synergies when taking advantage 

of the social graph and other data and features made available by the OAuth 
provider.  

From the developers / Service Providers Point of View the advantages of using 
OAuth are: 

o Save time on developing authentication, display of user profile and social 
interaction as friends lists, status updates, profile, photos, etc. 

o Do not need support for password renewal, forgotten password, 
authentication of users, and support to let users remove themselves from the 
service, etc. 

o Lower risk and fewer bugs in connection to authentication when using a 
ready-made proven API. 

o Low-risk for ID theft, etc. The service already has good support to prevent 
this. Authentication takes place at provider, the OAuth tokens is encrypted 
and not in our application. 

o If the OAuth standard is extended with support for info cards or other 
functionality in the future, it would be supported in your application 
automatically. 

o Easier to manage / maintain / configure 
o Less data to store on your servers. 

8   Design 

Design is one of the most important phases of software development. The design is a 
creative process in which a system organization is established that will satisfy the 
functional and non-functional system requirements. Large Systems are always are 
decomposed into sub-systems that provide some related set of services. The output of 
the design process is a description of the Software architecture. 
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The application has a Graphical User Interface (GUI) that allows the User to 
navigate through the tweets and update the status. The application then process the 
commands from the Remote Control Unit (RCU) and communicates with the server. 

8.1   Design Considerations 

8.1.1   General Constraints 

• It will be a set top box based application. In the present scenario, it will not be used 
as a web-based or a distributed application. 

• The system needs to get an IP address from the home network. 
• It will not be like a fully fledged browser system, since set top box does not 

support all features required by networking sites. 
• In the present scenario, all the credentials and interaction with the user interface 

needs to happen over the set top box remote control. 
• The box must use a middleware that conforms to the Open Middleware Standards. 

8.2   Detailed Design 

8.2.1   Level -0 Data Flow Diagram 
The level 0 DFD is also known as the context level diagram. For this project the 
context level diagram shows the system as a whole which interacts with the social 
site. The user interacts with the system using the GUI displayed on the TV. The inputs 
to the system are the credentials and the input data given by the user through the 
remote control actions. The system sends the requests to the site server and received 
the response. All the interactions between user and site server passes through the 
system. 

The level 0 DFD is also known as the context level diagram. For this project the 
context level diagram shows the system as a whole which interacts with the social 
site. The user interacts with the system using the GUI displayed on the TV. The inputs 
to the system are the credentials and the input data given by the user through the 
remote control actions. The system sends the requests to the site server and received 
the response. All the interactions between user and site server passes through the 
system. 

The Level – 0 DFD is as shown in fig. 5.  

 

Fig. 5. Level – 0 DFD 
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8.2.2   Level –1 Data Flow Diagram 
The level 1 DFD as shown in fig. 6 shows the sub modules of the system. The system 
is divided into four main components. The four components are Twitter API, REST 
API and Http/ OAuth and JSON.  

The Twitter API mainly comprises of the Factory methods and the Twitter 
Exception Handling Mechanism and the functions like Updating / retrieving the 
statuses etc. The REST API consists of the RESTful services, which perform tasks 
analogous to session handling. The Http /OAuth module comprises of the Http Client 
implementation and the OAuth implementation. The Java Script Object Notation 
(JSON) provides static methods to convert comma delimited text into a JSONArray, 
and to covert a JSONArray into comma delimited text. Comma delimited text is a 
very popular format for data interchange. It is understood by most database, 
spreadsheet, and organizer programs. Each row of text represents a row in a table or a 
data record. Each row ends with a NEWLINE character. Each row contains one or 
more values. Values are separated by commas. A value can contain any character 
except for comma, unless is wrapped in single quotes or double quotes. The first row 
usually contains the names of the columns. A comma delimited list can be converted 
into a JSONArray of JSONObjects. The names for the elements in the JSONObjects 
can be taken from the names in the first row. 

 

Fig. 6. Level – 1 DFD 

The user passes the credentials to the TwitterAPI that creates the Twitter Objects 
and then sends them to the REST API for performing the tasks analogous to session 
handling. This extracts the data i.e. the credentials and then passes it to the Http / 
OAuth in the corresponding format. This module then wraps the user data and passes 
it to the server which sends the appropriate response. This response is then handled by 
the JSON and is converted into comma delimited text format.  

9   Conclusion 

This paper focuses on the integration of ubiquitous electronics with the web. It 
provides the user a seamless way of transition between TV Watching and usage of 
Social Networking Sites. In addition it also provides Value added service for the 
customer thereby, defining a new dimension to the level of interactivity of the 
interactive TV. 
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Comparison between K-Means and K-Medoids 
Clustering Algorithms 
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Abstract. Clustering is a common technique for statistical data analysis, 
Clustering is the process of grouping similar objects into different groups, or 
more precisely, the partitioning of a data set into subsets according to some 
defined distance measure. Clustering is an unsupervised learning technique, 
where interesting patterns and structures can be found directly from very large 
data sets with little or none of the background knowledge. It is used in many 
fields, including machine learning, data mining, pattern recognition, image 
analysis and bioinformatics. In this research, the most representative algorithms 
K-Means and K-Medoids were examined and analyzed based on their basic 
approach.  

Keywords: Clustering, partitional algorithm, K-mean, K-medoid, distance 
measure. 

1   Introduction 

Clustering can be considered the most important unsupervised learning problem; so, 
as every other problem of this kind, it deals with finding a structure in a collection of 
unlabeled data. A cluster is therefore a collection of objects which are similar between 
them and are dissimilar to the objects belonging to other clusters. Besides the term 
data clustering as synonyms like cluster analysis, automatic classification, numerical 
taxonomy, botrology and typological analysis.  

There exist a large number of clustering algorithms in the literature. The choice of 
clustering algorithm depends both on the type of data available and on the particular 
purpose and application. If cluster analysis is used as a descriptive or exploratory tool, it 
is possible to try several algorithms on the same data to see what the data may disclose. 
In general, major clustering methods can be classified into the following categories.  

1. Partitioning methods 
2. Hierarchical methods 
3. Density-based methods 
4. Grid-based methods 
5. Model based methods  
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Some clustering algorithms integrate the ideas of several clustering methods, so 
that it is sometimes difficult to classify a given algorithm as uniquely belonging to 
only one clustering method category. 

2   Partitional Clustering 

Partitioning  algorithms  are  based on specifying  an initial  number  of  groups, 
and iteratively  reallocating objects  among  groups  to  convergence. This 
algorithm typically determines all clusters at once. most  applications adopt one of 
two popular heuristic methods like 

 k-mean algorithm 

 k-medoids algorithm 

2.1   K-Means Algorithm 

K means clustering algorithm was developed by J. McQueen and then by J. A. 
Hartigan and M. A. Wong around 1975. Simply speaking k-means clustering is an 
algorithm to classify the objects based on attributes/features into K number of group. 
K is positive integer number. The grouping is done by minimizing the sum of squares 
of distances between data and the corresponding cluster centroid. Thus the purpose of 
K-mean clustering is to classify the data. 

K-means demonstration 

Suppose we have 4 objects as your training data points and each object have 2 
attributes. Each attribute represents coordinate of the object. 

Table 1. Sample data points 

SNO Mid-I Mid-II 
A 1 1 
B 2 1 
C 4 3 
D 5 4 

We also know before hand that these objects belong to two groups of Sno (cluster 1 
and cluster 2). The problem now is to determine which Sno’s belong to cluster 1 and 
which Sno’s belong to the other cluster.  

The basic step of k-means clustering is simple. In the beginning we determine 
number of cluster K and we assume the centroid or center of these clusters. We can 
take any random objects as the initial centroid or the first K objects in sequence can 
also serve as the initial centroid.  

Then the K means algorithm will do the three steps below until convergence Iterate 
until stable (= no object move group):  

1. Determine the centroid coordinate  
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2. Determine the distance of each object to the centroid  
3. Group the object based on minimum distance  

Suppose we have several objects (4 types of Sno) and each object have two 
attributes or features as shown in table below. Our goal is to group these objects into 
K=2 group of Student-number (Sno) based on the two features (Mid-I, Mid-II).  

Each Sno one point with two attributes (X, Y) that we can represent it as 
coordinate in an attribute space as shown in the figure below.  

Initial

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

0 1 2 3 4 5 6

Mid-Ii

M
id

-I
I

Mid-II

 

Fig. 1. Initial data points distribution on XY Scatter graph 

1. Initial value of centroids : Suppose we use Sno A and Sno B as the first 

centroids. Let and denote the coordinate of the centroids, then 

and  

 

Fig. 2. Iteration0 data points distribution on XY Scatter graph 

2. Objects-Centroid distance: we calculate the distance between cluster centroid 
to each object. Let us use Euclidean distance, then we have distance matrix at 
iteration 0 is  
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Each column in the distance matrix symbolizes the object. The first row of the 
distance matrix corresponds to the distance of each object to the first centroid and the 
second row is the distance of each object to the second centroid. For example, 

distance from medicine C = (4, 3) to the first centroid is 

, and its distance to the second centroid is 

, etc.  

3. Objects clustering : We assign each object based on the minimum distance. 
Thus, medicine A is assigned to group 1, medicine B to group 2, medicine C to 
group 2 and medicine D to group 2. The element of Group matrix below is 1 if 
and only if the object is assigned to that group.  

 

4. Iteration-1, determine centroids : Knowing the members of each group, now 
we compute the new centroid of each group based on these new memberships. 

Group 1 only has one member thus the centroid remains in . Group 

2 now has three members, thus the centroid is the average coordinate among 

the three members: .  

 

Fig. 3. Iteration 1 data points distribution on XY Scatter graph 
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5. Iteration-1, Objects-Centroids distances : The next step is to compute the 
distance of all objects to the new centroids. Similar to step 2, we have distance 
matrix at iteration 1 is  

 

6. Iteration-1, Objects clustering: Similar to step 3, we assign each object based 
on the minimum distance. Based on the new distance matrix, we move the 
medicine B to Group 1 while all the other objects remain. The Group matrix is 
shown below  

 
7. Iteration 2, determine centroids: Now we repeat step 4 to calculate the new 

centroids coordinate based on the clustering of previous iteration. Group1 and 
group 2 both has two members, thus the new centroids are 

and  

 

Fig. 4. Iteration 2 data points distribution on XY Scatter graph 

8. Iteration-2, Objects-Centroids distances: Repeat step 2 again, we have new 
distance matrix at iteration 2 as  
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9. Iteration-2, Objects clustering: Again, we assign each object based on the 
minimum distance.  

 

We obtain result that . Comparing the grouping of last iteration and this 

iteration reveals that the objects does not move group anymore. Thus, the computation 
of the k-mean clustering has reached its stability and no more iteration is needed. We 
get the final grouping as the results  

Table 2. Clustering Group formed after K-Means have applied 

SNO Mid-I Mid-II Group 
A 1 1 1
B 2 1 1
C 4 3 2
D 5 4 2

 

2.2   K-Medoid 

The K-medoids algorithm is a clustering algorithm related to the K-means algorithm. 
Both algorithms are partitional and both attempt to minimize squared error, the 
distance between points labeled to be in a cluster and a point designated as the center 
of that cluster. In contrast to the K-means algorithm K-medoids chooses data points as 
centers. 

K-medoid is a classical partitioning technique of clustering that clusters the data set 
of n objects into k clusters. It is more robust to noise and outliers as compared to k-
means. A medoid can be defined as that object of a cluster, whose average 
dissimilarity to all the objects in the cluster is minimal i.e. it is a most centrally 
located point in the given data set. 

K-medoid clustering algorithm is as follows: 

1) The algorithm begins with arbitrary selection of the k objects as medoid points out 
of n data points (n>k) 
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2) After selection of the k medoid points, associate each data object in the given data 
set to most similar medoid. The similarity here is defined using distance measure that 
can be Euclidean distance, Manhattan distance or Minkowski distance 
3) Randomly select non-medoid object O’ 
4) Compute total cost, S of swapping initial medoid object to O’ 
5) If S<0, then swap initial medoid with the new one (if S<0 then there will be new 
set of medoids) 
6) Repeat steps 2 to 5 until there is no change in the medoid. 

Consider a data set of ten objects as follows, and Cluster the data set of ten objects 
into two clusters i.e k = 2. 

Table 3. Sample data 

SNO Mid-
I 

Mid-
II 

X1 2 6 
X2 3 4 
X3 3 8 
X4 4 7 
X5 6 2 
X6 6 4 
X7 7 3 
X8 7 4 
X9 8 5 
X10 7 6 

 

Data Distribution
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Fig. 5. Initial Data Distribution  

 

Initialise k centre 
Let us assume c1 = (3,4) and c2 = (7,4) 
So here c1 and c2 are selected as medoid. 
Calculating distance so as to associate each data object to its nearest medoid. Cost is 
calculated using Minkowski distance metric with r = 1. 
The Minkowski distance of order p=1 between two points P=(x1,x2,x3,……….xn) and 
Q=(y1,y2,y3,………..yn) €€  Rn  is defined as: 

 

n
( i yi 

P )1/p   

i=1
(1)

Then so the clusters become: 
Group1 = {(3,4)(2,6)(3,8)(4,7)} 
Group2 = {(7,4)(6,2)(6,4)(7,3)(8,5)(7,6)} 
Since the points (2,6) (3,8) and (4,7) are close to c1 hence they form one cluster whilst 
remaining points form another cluster. 
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Table 4. Cluster 1 data Table 5. Cluster 2 data 
 

c1 Data 
objects 
(Xi)

Cost 
(distance)

3 4 2 6 3
3 4 3 8 4
3 4 4 7 4
3 4 6 2 5
3 4 6 4 3
3 4 7 3 5
3 4 8 5 6
3 4 7 6 6

 

c2 Data 
objects 
(Xi)

Cost 
(distance)

7 4 2 6 7
7 4 3 8 8
7 4 4 7 6
7 4 6 2 3
7 4 6 4 1
7 4 7 3 1
7 4 8 5 2
7 4 7 6 2

 

So the total cost involved is 20. 
Where cost between any two points is found using formula 
where x is any data object, c is the medoid, and d is the dimension of the object which 
in this case is 2 

           d
Cost(x,c)  = C

 

          i=1  

(2) 

Total cost is the summation of the cost of data object from its medoid in its cluster so 
here: 

Total Cost={ cost((3,4),(2,6))+ cost((3,4),(3,8))+ cost((3,4),(4,7))} 
+ {cost((7,4),(6,2))+ cost((7,4),(6,4))+ cost((7,4),(7,3)) 
+ cost((7,4),(8,5)) + cost((7,4),(7,6))} 

         =20 

 

Fig. 6. K-Medoid result after iteration-1 
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Selection of nonmedoid O′ randomly 
Let us assume O′ = (7,3) 
So now the medoids are c1(3,4) and O′(7,3) 
If c1 and O′ are new medoids, calculate the total cost involved. By using the formula 
in the step 1. 

Table 6. Cluster 1 after  Iteration Table 7. New Medoid data 
 

c1 Data 
objects 
(Xi)

Cost 
(distance)

3 4 2 6 3
3 4 3 8 4
3 4 4 7 4
3 4 6 2 5
3 4 6 4 3
3 4 7 4 4
3 4 8 5 6
3 4 7 6 6

 

O Data 
objects 
(Xi)

Cost 
(distance)

7 3 2 6 8
7 3 3 8 9
7 3 4 7 7
7 3 6 2 2
7 3 6 4 2
7 3 7 4 1
7 3 8 5 3
7 3 7 6 3

 

 

Fig. 7. New Medoid O1  in cluster 2 

Total Cost =3+4+4+2+2+1+3+3 
       = 22. 
So cost of swapping medoid from c2 to O′ is 
S  = current total cost – past total cost 
     = 22 – 20 
     = 2 >0. 
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So moving to O′ would be bad idea, so the previous choice was good and algorithm 
terminates here.It may happen some data points may shift from one cluster to another 
cluster depending upon their closeness to medoid. 

3   Conclusion 

The partition based algorithms work well for finding spherical-shaped clusters in 
small to medium-sized data points. The advantage of the K-Means algorithm is its 
favorable execution time. Its drawback is that the user has to know in advance how 
many clusters are searched for. It is observed that K-Means algorithm is efficient for 
smaller data sets and K-Medoids algorithm seems to perform better for large data sets. 
If the number of data points is less, then the K-Means algorithm takes lesser execution 
time. But when the data points are increased to maximum the K-Means algorithm 
takes maximum time and the K-Medoids algorithm performs reasonably better than 
the K-Means algorithm. The characteristic feature of this algorithm is that it requires 
the distance between every pair of objects only once and uses this distance at every 
stage of iteration. 
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Abstract. We look at the performance of routing lookups when tech-
niques for restructuring binary search trees are applied. We try to obtain
near-optimal routing lookups with bounded worst-case performance. For
this, we look at the problem of constructing search trees so that the av-
erage lookup time is minimized while keeping the worst-case lookup time
within a fixed bound.

Keywords: Routing lookups, restructuring binary search trees, perfor-
mance.

1 Introduction

Internet routing is a complex process. For every incoming packet, a router must
lookup a routing table so as to determine the packet’s next hop destination. This
process has become more difficult due to the constantly increasing size of routing
tables. Routers perform a longest prefix match in order to find out the next hop
of a packet. This is done as follows. A set of destination address prefixes is
maintained in a routing table. For a given packet, the lookup operation consists
of determining the longest prefix in the routing table that matches the first few
bits of the destination address of the packet. A variety of data structures and
algorithms have been employed for routing lookup (see [3], [4], [10], [11],[17],
[21], [23]). The objectives have included minimization of lookup time as well
minimization of space usage. It is reasonable to assume that the frequencies with
which prefixes are likely to be accessed is known. This is reasonable provided
there are no sudden bursts in the traffic. Given these, the aim is to design a
routing lookup scheme for minimizing the average lookup time.

2 The Algorithm of Gupta et al.

Binary search trees may be used for designing routing lookup schemes that
minimize the average lookup time. A binary search tree is a data structure that
is extensively used for information storage as well as retrieval. The reader may
refer [20] for a survey of binary search trees. A binary search tree T for a set of
keys from a total order may be defined (as in [20]) as a binary tree in which each
node has a key value and all the keys of the left subtree are less than the key at
the root and all the keys of the right subtree are greater than the key at the root.
This property must hold recursively for the left and right subtrees of the tree T .
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Assume that we are given n keys and also the probabilities of accessing each key
and those occurring in the gap between two successive keys. The optimal binary
search tree problem is to construct a binary search tree on these n keys that
minimizes the expected access time. One important variant of this problem is
when only the gaps have non-zero access probabilities. This problem is known
as the optimal alphabetic search tree problem. Knuth studied the problem of
building optimal binary search trees [16] and gave a quadratic time algorithm
by using dynamic programming. There are numerous algorithms for building
optimal binary search trees [20] as well as heuristics for building nearly-optimal
binary search trees (see for example [1], [19], [20]). Algorithms are known for
constructing optimal alphabetic binary search trees (see [9], [13], [14]). There
are also many heuristics for building nearly-optimal alphabetic search trees [20].

Gupta et al. [11] make use of a binary search tree built on the intervals cre-
ated by the routing table prefixes. They study the problem of constructing binary
search trees to minimize the average lookup time while keeping the worst case
lookup time within a fixed bound. It is easy to note that when binary search trees
are used the worst-case depth of a binary search tree could be very prohibitive
depending on the distribution of the access probabilities. This essentially means
that we may encounter very long lookup times for some prefixes. Consequently, we
must try to control the depth of the binary search trees to some reasonable value
so that there is no significant degradation in performance in some bad cases. So
we need to build depth-constrained binary search trees. The problem of building
optimal binary search trees with restricted maximal depth was studied by [8].

The approach used by Gupta et al. [11] necessitates the construction of depth-
constrained alphabetic binary search trees. Algorithms for constructing optimal
depth-constrained alphabetic binary search trees were presented by [8], [15],
[18] and [24]. Among these algorithms, the fastest algorithm in terms of com-
putational complexity is due to Larmore and Przytycka [18]. This algorithm
has a complexity of O(nD log n) where D is the worst-case number of memory
accesses permissible and n is the number of prefixes. This algorithm is unfortu-
nately rather complicated and difficult for implementation purposes. Gupta et
al. [11] obtained an easy to implement algorithm that is nearly optimal and has
a pre-processing time complexity of O(n log n). They considered the problem of
finding the minimum average length alphabetic tree for an m-letter alphabet.
Each letter corresponds to an interval (Note: Each prefix matching the incoming
packet’s destination address may be viewed as an interval on the number line.
The leaves of the tree store the intervals created by the routing table prefixes).
We need to obtain a small upper bound on the maximum depth of an alphabetic
tree that may be used for performing routing lookups. The Larmore and Przyty-
cka algorithm [18] is quite complicated but finds an optimal solution. However, it
is not really necessary to find the optimal solution since an approximate solution
that is close to the optimal solution is also acceptable in practice. Gupta et al.
[11] argue that since the probabilities associated with the intervals induced by
the routing prefixes change frequently and are not known exactly there is re-
ally no need to find an optimal solution. Since neither routing tables nor access



484 S.V. Nagaraj

patterns are static so the time taken to build the data structures is important.
A good approximate solution is useful if it is easy to obtain and is close to the
optimal solution. Gupta et al. [11] make use of a lemma stated by Yeung [25]
(see Lemma 2 of their paper) that produces a near-optimal alphabetic tree which
may or may not satisfy the depth constraint. They then suggest some steps so
that this near-optimal alphabetic binary tree may be processed so that the depth
constraint is satisfied. For this they solve an optimization problem.

3 Restructuring Ordered Binary Trees

Instead of taking the approach of Gupta et al. [11], it is possible to restructure
the near-optimal tree (produced by the lemma 2 in their paper or for that matter
by any algorithm for constructing optimal or nearly optimal alphabetic search
trees) by applying the ideas in Evans and Kirkpatrick (see [5] and [6]). Evans and
Kirkpatrick consider the problem of restructuring an ordered binary tree T so
that the in-order sequence of its nodes is preserved with the objective of reducing
its height to some target value h. Such a restructuring will no doubt cause the
downward displacement of some of the nodes of T . Their article [5] describes
efficient algorithms to achieve height-restricted restructuring while minimizing
the maximum node displacement. Evans and Kirkpatrick [5] show that any L-
leaf tree T with fixed but unknown leaf access frequencies can be restructured
into a tree R of height at most 1 + lg L such that the expected depth of R
exceeds the expected depth of T by at most 2. Here lg denotes logarithm to
the base 2. In their paper Gupta et al. [11] describe a heuristic for constructing
near-optimal depth-constrained alphabetic trees. Unfortunately, it is not easy to
prove any optimal properties of this heuristic, although, it seems to perform well
in practice. As mentioned earlier, we may apply tree restructuring in this case
too by first constructing near-optimal alphabetic trees using heuristics and then
employing restructuring.

Theorem 2.1 of Evans and Kirkpatrick [5] shows that an optimal binary search
tree with keys stored at leaves can be restructured to have worst-case search cost
within one of optimal without increasing the average search cost by more than
two. In fact, their result also applies to the average search cost of any key.
Theorem 2.2 of their paper [5] is especially useful for routing lookups since it
implies that even without any information regarding the key access frequencies,
an optimal or near-optimal binary search tree can be restructured to have worst-
case search cost within one of optimal at the expense of an additional increase
of at most lg lg L in the expected search cost for any L-leaf tree. In order to
illustrate the usefulness of Theorems 2.1 and 2.2 of Evans and Kirkpatrick [5],
we must explain the circumstances under which it is necessary to compute new
trees when using the algorithm of Gupta et al [11]. The computation of a new
tree when using the algorithm of Gupta et al. may be necessitated due to changes
in the routing table or due to changes in the access patterns of the routing table
entries. Gupta et al. [11] assume that the average frequency of routing updates
may be of the order of a few updates per second. However, as mentioned by
them in some cases the frequency of those updates could even be of the order of
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over hundred updates per second. Gupta et al. [11] suggest that several updates
to the routing table be batched and the tree be computed accordingly. They
believe that changes in the routing table structure are more easily managed
than changes in the access frequencies which are harder to predict. Here we
may employ Theorem 2.2 of Evans and Kirkpatrick [5] as mentioned earlier.
This theorem does not require the knowledge of key access frequencies. So it is
possible for us to employ tree restructuring periodically to control the depth of
binary search trees and consequently the worst-case lookup time.

Gupta et al. [11] claim that well-known algorithms for constructing optimal
alphabetic trees such as [9], [13] [14] cannot be used in their setting since they
do not incorporate a maximum depth constraint. However, we can use these
algorithms by first constructing optimal alphabetic trees and then employing tree
restructuring to satisfy depth constraints. We must note that tree restructuring
can be done in linear time (see [5], [6], [7]).

Gagie [7] obtained some improvements to the tree restructuring techniques
of Evans and Kirkpatrick ([5] and [6]). Improvements to the results of Evans
and Kirkpatrick ([5] and [6]) and Gagie [7] were obtained by Bose and Douieb
[2]. In their paper, they argue that there is really no need to keep static search
trees unbalanced. They demonstrate that a balanced tree is always a better
option than an unbalanced one since the balanced tree has similar average access
time and much better worst case access time. Bose and Douieb present several
methods to restructure an unbalanced binary search tree T into a new tree R
that preserves many of the properties of T while having a height of lg n + 1
(which is one unit off of the optimal height). They show that it is possible to
ensure that the depth of the elements in R is no more than their depth in T plus
at most lg lg n + 2. They also guarantee that the average access time P (R) in
tree R is no more than the average access time P (T ) in tree T plus O(lg P (T )).
Bose and Douieb [1] developed a method to build a binary search tree in O(n)
time that gives the best known upper bound on the path length of a binary
search tree and produces a near-optimal binary search tree. So their method is
useful for constructing nearly optimal binary search trees quickly. Their method
also improves on results in [22]. Bose and Douieb [2] present tree restructuring
methods that focus on reducing the worst-case drop of any given key. They also
develop a method that focuses on the relative drop. By this, they mean that in
the worst case, the amount that a node will drop is proportional to its depth
in the original tree instead of being proportional to the number of nodes in the
tree. Finally, they develop a hybrid drop approach that combines the worst-case
and relative drop approaches.

4 Conclusion

The application of restructuring ordered binary trees for routing lookups has
been considered. We have considered tree restructuring as an alternative as well
as supplementary approach to the algorithm of Gupta et al. [11] for construct-
ing search trees so that the average lookup time is minimized while keeping the
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worst-case lookup time within a fixed bound. Tree restructuring helps to control
the maximum depth of binary search trees without significant changes in the
expected search cost.
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Abstract. Agent and Multi agent systems are becoming a new way to design 
and control of complex systems. Induction motor is widely used in industrial 
applications. But due to its highly non linear behavior its control is very 
complex. Recently by adapting non linear speed control techniques the dynamic 
performance of electric drives can be improved.  

In this paper agent based approach is developed to control speed of 
Induction motor. Design and simulation of Multi Agent System is developed for 
Indirect vector controlled 3-phase Induction motor. To implement Multi Agent 
system classical controller (PI) & various intelligent controllers such as Fuzzy 
Logic & Neural Network are developed. The system is developed on simulink 
toolbox in MATLAB. The speed responses of controllers in terms of rise time, 
steady state error and overshoot are compared. And also results are compared 
with that of Multi Agent system.  

Keywords: Induction motor, Vector control, Artificial Neural Network (ANN), 
PI controller, Fuzzy Logic (FLC), Multi Agent System (MAS). 

1   Introduction 

An agent represents an abstract entity that is able to solve a defined problem. Agents 
are combined into a multi-agent system, such that the overall multi-agent system can 
solve a more complex problem. 

Induction motors are widely used in industries due to its robust construction, low 
maintenance and ease of availability in wide power range. But Induction Motors also 
suffer from disadvantage of controllability due to complex mathematical model and 
its nonlinear behavior. 

In this paper the Multi Agent System is developed for indirect vector control of 
Three Phase Induction Motor in which motor is operated like separately excited 
D.C.Motor. This method enables the control of field and torque of Induction Motor 
independently.  

2   Multi Agent System 

Agent is a system, which has the ability to accomplish the tasks that the user has 
defined. A multi-agent system is a system comprising two or more agents or 
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intelligent agents. Multi-Agent Systems (MAS) are systems where there is no central 
control: the agents receive their inputs from the other system or other agents and use 
these inputs to apply the appropriate actions. 

Such systems are assembled from autonomously interacting agents. Agents are 
small software programs, which have some type of intelligence. Their individual 
behavior is able to control complex system. Coordination between agents is the one of 
the important element in the construction of MAS. [3] 

The basic characteristics of MAS are lack of global control, decentralized data and 
asynchronous computation. Distributed problem, Robustness, Scalability, Simpler 
implementation, Parallism are some of the advantages of MAS. [3] 

3   Indirect Vector Control 

The Figure.1 shows Vector controlled Induction motor drive system. The Induction 
motor is fed by current controlled voltage source inverter. The motor current is 
decomposed into two components direct axis current ids and quadrature axis current iqs 
with respect to synchronously rotating reference frame. These currents produce flux 
and torque respectively. To improve performance of Drive Indirect Vector control 
method is preferred. This method uses indirect procedure to ensure presence of rotor 
flux in the direct axis.  

Indirect vector control is complex, but it is inherently four quadrant speed control. 
It can easily cover zero speed. 

The inverter generates currents ia,ib,ic as dictated by the corresponding command 
currents ia

*, ib
*,ic

* from the controller. The machine terminal phase currents ia, ib, ic are 
converted to ids

* and iqs
* components by Park’s transformation.  

These current components are then converted to synchronously rotating reference 
frame by the unit vector components cosθe and sinθe before applying them to the de-qe 
machine model. The controller makes two stages of inverse transformation, so that 
control currents ids

* and iqs
* correspond to the machine currents ids and iqs respectively. 

 

Fig. 1. Vector Control Scheme of Induction Motor 
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Fig. 2. Speed Control of Induction Motor using Intelligent Controller 

When iqs
* is controlled it affects the actual iqs current only, but does not affect the 

flux Ψr. Similarly, when ids
* is controlled, it controls the flux only and does not affect 

the iqs component of current. [1] 
With the help of a classical controller PI and various Intelligent controller (FLC & 

Neural Network controller), the speed error is converted into a torque controlling 
current component iqs, of the stator current. This current component is used to regulate 
the torque along with the slip speed. [1] 

Figure.2 shows the block diagram of speed control system using different 
Controllers. 

4   Artificial Neural Network 

The ANN is an Artificial Intelligent technique which is machine like human brain 
with properties such as learning capability and generalization. It is a system of 
interconnecting neurons in a network which work together to form the output 
function. Neuron is a fundamental processing component of a neural network. [2] The 
performance of ANN relies on member neurons of network collectively. So that it can 
still perform its overall function even if some of the neurons are not functioning. 
Thus, they are very robust to error failure. It required a lot of training to understand 
the model of the system. To approximate complicated nonlinear functions is the basic 
property of ANN. [2] 

Here, Neural network is used to produce torque producing component of current 
iqs. [4], [5] 

The input data (error) and output data (torque producing current component) of PI 
controller are used to train the neural network. 

Tansig and Purelin transfer function are used for two input layers. Proper learning 
rate and proper training parameters are chosen to minimize error. [8] 

5   Fuzzy Logic Speed Controller: Principle and Design 

Basic structure of the fuzzy logic controller to control the speed of the induction 
motor consists of three important stages: Fuzzification, Decision Making Unit and 
Defuzzification Unit. 
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The inputs of the Fuzzification Unit are selected as error and rate of change of 
error. The output of the controller is torque controlling current component. The two 
input variables error and rate of change of error are calculated at every sampling 
instant say n. 

               e(n)=wref(n)-we(n) 

                                                    Δe (n)=w(n)-w(n-1) 

Where, wref(n) is the reference speed at instant n and we(n) is measured speed at 
instant n.[7] 

In Fuzzification stage the crisp variables e(n) and Δe(n) are converted into fuzzy 
variables which can be identified by membership function. The fuzzification maps the 
error and change in error to linguistic labels of fuzzy sets.  

The proposed controller uses following linguistic labels: NB (Negative Big), NM 
(Negative Medium), NS (Negative Small), NVS (Negative Very Small), Z(Zero), 
PVS (Positive Very Small), PM(Positive Medium), PB(Positive Big). 

 

Fig. 3. Fuzzy Inference System 

Here, the triangular membership functions are used to define both inputs (error and 
rate of change of error) and output (torque controlling current component).  

In the second stage of FLC the input variables are processed by an inference engine 
that executes 49 rules as shown in Table 1. 

Each rule can be interpreted as: if error is Negative Big and rate of change of error 
is Negative Big then output is Negative Big.  

The output of the decision-making unit is given as input to the de-fuzzification unit 
and the linguistic format of the signal is converted back into the numeric form of data. 
In this paper, the center of gravity or centroids method is used to calculate the final 
output, which finally commands the induction motor via 2Φ-3Φ block.  
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Table 1. Rules of Fuzzy Logic Controller 

 

6   Multi Agent Approach 

Figure. 4 shows block diagram of speed control of Induction Motor using Multi Agent 
System. Frame work of MAS is as shown in figure. 5. Five rules are defined to 
operate various developed controllers as shown in Table 2. 

 

Fig. 4. Multi Agent System 

 

Fig. 5. Multi Agent Frame work 
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Table 2. Rules For MAS 

Sr 
no. 

Steady 
State 
eroor 

Rise 
Time 

Reference 
change 

Controller 

1 High Low Low Neural 

2 Low High Low Fuzzy 

3 Low Low High Neural 

4 High  High High Fuzzy 

5 High High Low PID 

7   Results and Discussion 

To implement Multi Agent system the conventional controller (PI), Neural Network 
Controller & Fuzzy Logic Controller are developed. All are constructed into 
MATLAB/SIMULINK environment. Simulation tests were carried out on the PI, 
Fuzzy and Neural Network Controller. Results are compared in terms of Time 
response.  

Figure.6, figure.7 and figure.8 show speed response comparison of PI controller, 
ANN Controller and Fuzzy Logic Controller at set reference speed, 100 rad/sec. Here 
we can see that rise time and settling time of the drive using ANN Controller is very 
less compare to that of PI controller & Fuzzy Logic controller.  

No overshoot is found with the use of ANN Controller and Fuzzy Logic Controller 
as compared to PI controller. The steady state error is also acceptable using ANN and 
Fuzzy Logic Controller. Simulink model is also tested using Multi Agent System. 

 

Fig. 6. Speed Response using PI Controller 
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Fig. 7. Speed Response using ANN 

 

Fig. 8. Speed Response using FLC 

Figure.9 shows speed response of MAS based on selection of Neural Network 
controller. The speed response is slower than that of Neural Network controller for 
the same reference speed which is due to operation time of Decision maker, Fuzzy 
agent and critic agent. 
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Fig. 9. Speed Response using MAS on the Selection of Neural Network Controller 

Table 3. Comparison Table 

Controller  PI 
Controller 

NN 
Controller 

FLC 

Rise Time High  Less 
compare to 
PI & FLC 

Less 
compare 
to PI 

Steady 
State Error 

Large  Less 
compare to 
PI & FLC 

Less 
compare 
to PI 

Overshoot  20%  No 
overshoot 

No 
overshoot 

8   Conclusion 

Vector control scheme to control speed of Induction motor is developed. To control 
speed of Induction motor classical controller (PI) and various Intelligent Controller 
such as Fuzzy Logic and Neural Network controller are developed and their responses 
are compared in terms of Rise time, Steady state error and overshoot. By using Fuzzy 
controller and Neural network controller the transient response of Induction machine 
has been improved greatly and dynamic response of the same is made faster. 

Multi Agent framework is prepared. The Multi Agent System is implemented using 
three controllers (PI, FLC, Neural Network controller). The system is robust to the 
error failure. 

By using Multi Agent System time required to reach steady state value is 
somewhat high compare to that of separate control because system will consider 
operational time of Decision maker, Fuzzy agent and critic agent is considerable. 
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Abstract. Extensible Markup Language was designed to carry data which 
provides a platform to define own tags. XML documents are immense in nature. 
As a result there has been an ever growing need for developing an efficient 
storage structure and high-performance techniques to query efficiently. Though 
several storage structures are available, QUICX (Query and Update Support for 
Indexed and Compressed XML) compact storage structure proved to be 
efficient in terms of data storage. The major reason for performance loss in 
query processing is identified to be the storage structure used as well as the lack 
of efficient query processing techniques. The approach (IQCX) focuses on 
indexing and querying the compressed data stored in QUICX, thereby 
increasing the compression ratio. Proposed indexing technique exploits the high 
degree of redundancy exhibited by the XML documents. Thus indexing 
enhances the query performance, compared to querying without indexing.  

Keywords: XML, XPath, Indexing, Query Processing. 

1   Introduction 

XML is flexible in managing data. Its design goals mainly focus on simplicity, and 
increasing the usability over the Internet. XML documents are huge in size thus an 
efficient storage structure is required. In the QUICX [9] structure, the XML document 
which is given as input is parsed and the details are stored in three different structures 
namely metatable, metadata and containers. Meta table stores the tag id, name of the 
node, level id, parent id and the file id. Meta data stores the tag id of the nodes in the 
same order as it is in the XML document. The actual data within the nodes is stored in 
containers and 50 records in each. This is how the entire XML document is divided 
and stored.  

The proposed indexing technique is based on the redundant records found in the 
containers. If more redundant records are present in a container then it is chosen for 
indexing. The information available in the Meta data file is sometimes used for 
indexing. Once the file is indexed, the original container is removed and only the 
index is maintained. This is because the index file contains the data as well as the 
location where it is present in the original container. Hence, there will be no loss of 
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data and the indexing technique leads to the deletion of some of the huge containers 
thereby reducing the memory wasted in storing them and increasing the compression 
ratio. Querying the XML data using index is carried. This proves that there is a 
decrease in the overall execution time though considerable amount of time is spent in 
creating the index file.  

2   Related Work 

Xlight [11] is used to store all types of XML documents and is composed of five 
tables. Document, Path, Data, Ancestor, Attribute. Querying becomes complex due to 
merging of tables for data retrieval. IQCX approach overcomes this problem by 
storing data in containers; the index file generated is used to retrieve only particular 
records required. DRXQP [7] technique stores the encoded value of element paths, 
attributes, contents of the element paths and attributes, and XML processing 
instructions in a dynamic relational structure termed as Multi-XML Data-Structure 
(MXDS). The encoded values are calculated based on the parent-child relationship. 
Encoding and query processing becomes complex when the size of the original XML 
document increases. RFX (Redundancy Free Compact Storage Structure) [8] 
Compact Storage is where the XML documents are stored, with no redundancy of 
elements. An entirely new technique is developed to process XPath queries in the 
RFX, exploiting the self optimized nature of Compact Storage, using Strategy List. 
QUICX[9] is an efficient compact storage structure that supports both query and 
update efficiently. Navigation-Free Data Instance [6] is the combination of the 
runtime generated path tables and token buffers of a given XQuery Q over data 
stream D. Token Buffers store the offset of nodes related to the query. Considerable 
amount of memory is wasted in storing the offsets and time is also wasted in 
calculating them. Indexing structure, extended inverted index technique [1], used in 
information retrieval is proposed for processing queries efficiently. Four types of 
indexes are defined and are stored in relational RDBMS. More memory space is 
required to store the details. A new methodology is proposed with multi dimensional 
approach for retrieving attributes [4]. Frequently occurring strings are given minimal 
length code and infrequent strings are given greater length code. Assigning such 
codes increases the memory requirement to store it. The XML compressor in XQzip, 
is proposed by imposing an indexing structure, which is called as Structure Index 
Tree (SIT) [2], on XML data. XQzip supports a wide scope of XPath queries such as 
multiple, deeply nested predicates and aggregation. But IQCX technique proves that 
executing aggregate queries using the index takes lesser time when compared to 
executing such queries in XQzip. IQCX also supports other queries.  

3   Indexing XML Data 

Redundancy found in data can be used to index files which enhance querying 
efficiency by reducing the time required to locate the record of interest. Once the  
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index is generated, the original file can be removed. The indexing architecture shown 
in Fig. 1 involves getting the query as input from the user. Based on the query, the 
index file is searched for. If it is available, then it is loaded and the corresponding 
record is located using the index.  

 

Fig. 1. Architecture for indexing XML data 

 
Procedure index_without_Metadata() 
/* generating index file */ 
Begin 
1. Input the file to be indexed 
2. Find out the records which are different 
3. Find out the position numbers where each and every record is present. 
4. For each and every record present 
5. Write to the index file the record followed by ‘>’  
 6. Append the position numbers (separated by ‘>’) where the particular record is present.  
End For 
End 
Procedure index_speaker_with_Metadata() 
/* generating index file */ 
Begin 
1. Input the file to be indexed 
2. Input the Metadata file. 
3. Traverse the Metadata file and count the number of lines spoken by each speaker.  
   (i.e count the number of 21s after each 20) 
4. For each and every speaker in the speaker container  
5.  Write to the index file the name of the speaker followed by ‘>’  
6.  For each and every set of line numbers 
7.   Append the starting line number followed by ‘+’ followed by total number of lines spoken at that  

instance – 1. 
8.    Append ‘>’  
    End For 
  End For 
End 

 
The index file is created either using the Meta data file as shown in Fig. 2 or 

without using the Meta data file as shown in Fig. 3. Algorithm for creating the index 
files with or without using Meta data table is given below. 

There are 58 containers (58 different tags) storing the data in the dataset 
Shakespeare. Let us take some sample records from the container 20.cont which has 
the names of the speakers, 21.cont which has the lines spoken by each speaker and the 
corresponding Meta data file. 
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Contents of 20.cont 
PHILO>CLEOPATRA>MARK ANTONY>CLEOPATRA>DUKE VINCENTIO> 
PHILO>  
Contents of Meta data file 
1>2>3>4>20>21>21>19>2>3>20>21>21>21>21>21>21>19>20>21>21>2>3>20>
21>20>21>21>21>19>20>21>21>21>21> 
Contents of the Index file 
PHILO>1+1>15+3> 
CLEOPATRA>3+5>11+0> 
MARK ANTONY>9+1> 
DUKE VINCENTIO>12+2>  

Fig. 2. Indexing Speaker Container using Meta data file 

Contents of 15.cont 
ACT I>ACT II>ACT III>ACT IV>ACT V>ACT I>ACT II>  
Contents of the Index file 
ACT I>1>6> 
ACT II>2>7>12> 
ACT III>3> 
ACT IV>4> 
ACT V>5> 

Fig. 3. Indexing Title Container without using Meta data file 

Meta data file is traversed once and the number of lines each and every speaker has 
spoken is found out. The speaker’s name is written to the file. Then the starting line 
number and the line number to which he has spoken is written to the index file with a 
‘-‘(hyphen) in between. But it is found that, this technique increases the size of the 
index file which is greater than the original file if the original file is of huge size. 
Hence to optimize this technique, we find the total number of lines spoken by a 
speaker at a particular instance, we write the starting line number and the total number 
minus one to the file. These two numbers are separated by ‘+’. Now let us index the 
title container taking some sample records without using Meta data. 

Likewise, the containers which can be indexed are found and once the index files are 
generated, the original files are removed. Querying can be done using the index file. 

4   Querying XML Data 

Querying involves loading the Meta table which stores the tag id, parent id, level id 
and name of the node in separate buffers. It is followed by query validation wherein 
the path, level and name of the node are checked. Then the container which has the 
desired record is found out, index file if available is opened and the records are 
located, the data is decompressed and retrieved. The querying architecture is shown in 
Fig. 4.  
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Fig. 4. Architecture for querying XML data 

Procedure simple_query() 
/* Simple query evaluation */ 
Begin 
1. Con = tag id of the last node given in the query. 
2. Open con.cont.cc file and the dictionary file. 
/*Data retrieval*/ 
5. Load the dictionary 
6. While not EOF 
7.    Read the code from the container 
8.    If (code = = ‘>’) 
        Print the text array 
9.    Else if (code = =‘<‘) 
        Decode and print the number which says the count of empty records 
10.    Else if (code < 256) 
        Store the ASCII value in text array 
11.    Else 
   Find the prefix and append character of the code and store it in the text array 
   End while 
End 
 

The procedure for executing a simple query is given above. In the case of other 
queries, condition (s) is extracted and desired records are displayed based on the 
given conditions. Let us see how different types of queries are executed.  

 
For an aggregate query like  
//PLAY/ACT/SCENE/SPEECH[count(LINE)>5]/SPEAKER 
the query is obtained as input and validated. Since LINE tag is given as the argument 
for count function, index file for the entire speaker container is opened. For the index 
file given in Fig.2 the output will be 
PHILO 
CLEOPATRA 
This is because, when the total number of lines spoken by PHILO is counted we get 6 
( 1+1 = 2 , 15 +3 gives 4 lines i.e starting from 15th line he has spoken 3 more lines). 
Likewise for CLEOPATRA it is 7. 

 
For a conditional query like  
//PLAY/ACT/SCENE/SPEECH[SPEAKER=’PHILO’] 
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The query is obtained as input and validated. Since SPEAKER tag is given in the 
condition, index file for the entire speaker container is opened. If we refer to the index 
file given in Fig. 2, initially the numbers 1,1,15,3 as mentioned for PHILO are stored 
in an array. Container to be opened is found from every even element and the number 
of lines to be printed in that container is identified from the successive odd element. 
Since 1%50 != 0, container to be opened is 1/50 +1 i.e. 1st container. Starting record 
number is 1/50=1. Number of records to be printed from there is arr[1] = 1. Thus 
records 1 and 2 are decompressed and displayed. Similarly starting from 15th line, 3 
more lines are printed. Then, the tags (e.g.STAGEDIR) under SPEECH node are 
identified from the Meta data file and the corresponding records are printed.  

Nested query has more than one query nested inside. There will be dependent and 
independent parts of the query. At first, the independent queries are extracted and 
executed and based on the value retrieved, dependent parts of the query are run. The 
records that satisfy the given conditions are located using the index and they are 
decompressed and displayed to the user. 

 
Procedure nested_query() 
Begin 
1. Extract the independent part of the query 
2. Execute the independent query and find the result 
3. Have this result as the condition value for the dependent query 
4. Find the index of the records required 
5. Open the container with the desired records. 
6. Traverse the records 
7. for(i=0; i<index.length, i++) 
8   if (index[i]%50 !=0) 
    cont_no=index[i]/50+1 
   record_no=index[i]%50   
9  else 
    cont_no=index[i]/50+1 
    record_no=index[i]%50 
    Decompress the record record_no in the container cont_no.cont.cc and print 
    End for 
End   

For a nested query like 

//PLAY/ACT/SCENE/SPEECH/SPEAKER=[//PLAY/ACT/SCENE/SPEECH[LINE=
’The office and devotion of their view’]/SPEAKER]/LINE  

The query is obtained as input and validated. The independent part of the query 
‘//PLAY/ACT/SCENE/SPEECH[LINE=’The office and devotion of their 
view’]/SPEAKER’ is separated and evaluated. LINE container is opened and the line 
number of the line ’The office and devotion of their view’ is found out. Now, the 
index file is opened and the name of the speaker who has spoken that line and the 
index of the rest of the lines spoken by him are retrieved. Finally, LINE container is 
opened and the lines are decompressed and displayed to the user. This query can also 
be thought of as a correlation predicate query, because it compares a local context and 
an enclosing context. Correlation predicate queries in [5] are referred. Oracle takes 
time to execute nested queries because for each and every row in the outer table, it 
fetches each and every row in the inner table. Thus in order to reduce the execution 
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time, a new approach [5] is proposed in which the inner query is executed first and 
then the outer query is executed with the result of the inner query.  

5   Performance Analysis 

The open source datasets, Shakespeare, SwissProt, dblp, lineitem are used to test and 
evaluate our system. Test machine was an Intel Pentium core 2 duo @ 2.53 GHz 
speed, running Windows XP. RAM capacity is 2GB. 

5.1   Storage Size Comparison 

Data sets are compressed and stored using various storage techniques and the 
compression ratio for IQCX and other compressors are shown in Table 1 and they are 
compared as shown in Fig. 5. It is proved that QUICX after indexing is efficient with 
highest compression ratio.  

Table 1. Storage size comparison of IQCX with other queriable compressors 

STORAGE 
TECHNIQUE 

SHAKESPEARE SWISSPROT DBLP LINEITEM 

XBZIP INDEX 21.83 7.87 14.13 - 
XBZIP 17.46 4.66 9.69 - 
RFX 15.79 8.77 7.638 - 

QUICX(Before 
Indexing) 

36.96 57.8 61.8 74.5 

IQCX(After 
Indexing) 

37.82 67.9 68.3 80 

 
  

Fig. 5. Storage size comparison of IQCX with other queriable compressors 

5.2   Querying Using the Index 

Simple queries which do not use the index are executed and the querying time for 
IQCX and other compressors are shown in Table 2 and they are compared as shown 
in Fig. 6. Simple queries are taken from [3], [10]. 
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Shakespeare.XML 
Q1. /PLAYS/PLAY/TITLE 
Q2. /PLAYS/PLAY/ACT/SCENE/STAGEDIR 
Swissprot.XML 
Q3. /root/Entry/@id  
Q4. /root/Entry/Ref/Comment  
Lineitem.XML 
Q5. /table/T/L_ORDERKEY  
Q6. /table/T/L_COMMENT  
Dblp.XML 
Q7. /dblp/article/cdrom 
         

Table 2. Simple query execution time comparison of IQCX with other compressors 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 
XSAQCT 0.65 1.06 7.93 9.08 1.96 5.49 10.92 

TREECHOP 1.56 1.44 17 16.63 5.06 6.22 15.49 
IQCX 0.015 0.469 3.031 5.14 0.250 3.844 0.453 

 

 
Fig. 6. Simple query execution time comparison of IQCX with other compressors 

Aggregate query is executed using the index file generated and the querying times 
are shown in Table 3 and it is compared as shown in Fig. 7.  

Q8. //SPEECH[![STAGEDIR]]/SPEAKER/$C  
Q9. //L_DISCOUNT/$U 
Q10. //PLAY/ACT/SCENE/SPEECH[count(LINE)>15]/SPEAKER 

Table 3. Querying time comparison of Aggregate Queries 

 Q8 Q9 Q10 
Xqzip+ 0.005 0.032  
IQCX 0.001 0.0063 0.187 
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Fig. 7. Querying time comparison of aggregate queries 

Conditional, compound queries from [2] are taken and the execution times are 
compared with other compressors as shown in Table 4 and Fig. 8. 

 
Q11. //PLAY/ACT/SCENE/SPEECH[SPEAKER=’PHILO’] 
Q12. /table/T[L_TAX='0.02'] 
Q13. /dblp/inproceedings[booktitle='SIGMOD Conference'] 
Q14.//PLAY/ACT/SCENE/SPEECH[SPEAKER>='MARK 

ANTONY'&&SPEAKER<'PHILO'] 
Q15. /table/T[L_TAX>='0.02'&&L_TAX<='0.04'] 
Q16. /dblp/inproceedings[year>='1998'&&year<='2000'] 
Q17. 

//PLAY/ACT/SCENE/SPEECH/SPEAKER=[//PLAY/ACT/SCENE/SPEECH[LINE=
’The office and devotion of their view’]/SPEAKER]/LINE 

Table 4. Querying time comparison of Conditional, Compound and Nested Queries 

 Q11 Q12 Q13 Q14 Q15 Q16 Q17 
XQZip- 0.038 0.044 0.345 0.039 0.075 9.541 - 
XGRIND 1.620 2.890 26.108 2.312 3.210 50.344 - 
IQCX 0.015 0.036 0.047 0.031 0.063 1.000 0.015 

 

 

Fig. 8. Querying time comparison of Conditional, Compound and Nested Queries 
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6   Conclusion and Future Work 

This indexing technique greatly reduces the overall storage size required. The index 
file is later used for evaluating queries. It is also proved that the overall time required 
to index the file once and use them for evaluating queries is lesser when compared to 
using the original files without indexing.  

The future work involves query optimization and executing other types of queries 
using the index if required and prove that the overall execution time gets reduced if 
index file is used in locating records. It also involves runtime updation of the XML 
file and evaluating queries using Intra and Inter- documents. 
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Abstract. Discovering spatiotemporal topological relationships deals with the 
discovery of geometric relationships like disjoint, cover, intersection and  
overlap between every pair of spatiotemporal objects and change of such 
relationships with time from spatiotemporal databases. Spatiotemporal 
databases deal with changes to spatial objects with time. The applications in this 
domain process spatial, temporal and attribute data elements to find the 
evolution of spatial objects and changes in their topological relationships with 
time. These advanced database applications require storing, management and 
processing of complex spatiotemporal data. In this paper we discuss the design 
of spatiotemporal database and methodology for discovering various kinds of 
spatiotemporal topological relationships. Prototype implementation of the 
system is carried out on top of open source object relational spatial database 
management system called postgresql and postgis. The algorithms are 
experimented on historical cadastral datasets that are created using OpenJump. 
The results that are visualized using OpenJump software are presented.  

Keywords: Spatiotemporal database, spatiotemporal relationships, spatiotemporal 
data analysis. 

1   Introduction 

Spatio-Temporal applications like temporal geographic information systems [1] and 
environmental systems [2]  process spatial, temporal and attribute data elements of 
spatiotemporal objects for knowledge discovery. The spatial objects are characterized 
by their position, shape and spatial attributes. Spatial attributes are properties of space 
and spatial objects located in specific positions that inherit these attributes. Spatial 
attributes refer to the whole space and can be represented as layers and each layer 
represents one theme. The temporal objects are characterized by two models of time 
that are used to record facts and information about spatial objects. The two models of 
time are time points and time intervals. A time point is considered as one chronon, 
while a time interval has duration and is defined as set of chronons. Time points and 
time intervals can represent valid or transaction time. Valid time shows when a fact is 
true. There are two basic facts, events and states, for which time is recorded. An event 
occurs at an exact time point, i.e., an event has no duration. Example events are  "car 
crash," "sunrise," etc. A state is defined for each chronon in a time interval, hence it 
has duration. For example, a "meeting" takes place from 9am until 11am.  
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Spatiotemporal object captures simultaneously spatial and temporal aspects of data 
and deal with geometry changing over time. It can be represented by a four tuple - 
object id, geometry, time and attributes [3]. Recording a spatial object at a time point 
results in a snapshot of it. For example, capturing snapshots of a "landparcel" that 
changes its shape (e.g., split, expanded etc) during certain period of time. Recording a 
spatial object in a time interval is translated into capturing its evolution over time, i.e., 
capturing the possible changes of its shape over time. Consider the example of 
recording a "landparcel" in [2006, 2009], which changes shape.  

Topology describes spatial relationships like intersects, meets, overlaps, equals etc, 
between spatial objects. The spatial objects may be point, line or polygon. Different 
types of spatial topological relationships between two objects are shown in fig., 1. 

 
 
 
         

         
         
         
         
          
     

Fig. 1. Spatial topological relationships 

But spatiotemporal topological relationships are far beyond this. Based on the 
semantics of spatiotemporal changes in the real world, they are classified into two 
categories [4] as given in fig., 2. 

 
 

 
 
 
 
 
 
 
 

Fig. 2. Classification of spatiotemporal relationships 

The static spatiotemporal relationship between two spatiotemporal objects, which 
is at a certain time instant, refers to the spatial topological relationship between these 
two objects at that time instant. It can be any one of the topological relationships 
shown in fig., 1. Dynamic spatiotemporal relationships refer to the topological 
relationship of spatiotemporal objects along the time line. This is mainly because a 
spatiotemporal object has life and topological changes.  History topology is the 
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O4O4

spatiotemporal relationship between a spatiotemporal object and its “parents and 
children”. It means where and how a spatiotemporal object comes from, and its life 
history. The history topology of land parcel objects from time t1 to t4 is shown in fig., 
3. Time-varying topology is the changing history of spatial topological relationship 
between two spatiotemporal objects in a given time interval. It is shown in fig., 4 for 
two objects in a time interval [t1, t4].  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. History topology among land parcels in an interval [t1, t4] 

         
         
         
         
         
         
         
         
         
         
         
         
          

Fig. 4. Time-varying Topology in an interval [t1, t4] 

The purpose of this research is to design an extendable spatiotemporal database 
and developing a methodology to discover spatiotemporal relationships from 
spatiotemporal data bases. Section 2 discusses the database design that can capture the 
changing geometry of spatiotemporal objects, section 3 describes methodology and 
algorithms for discovering spatiotemporal topological relationships, section 4 briefs 
about the implementation and   section 5 provides the results a conclusion and some 
directions for future work are given in section 6.  
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2   Spatiotemporal Database Design 

An object relational spatiotemporal database which consists of a set of tables and 
relationships among them is designed to facilitate the spatiotemporal data analysis and 
mining. Different sorts of spatiotemporal data to be handled are states, events and 
episodes. A state represents a version of an entity in a given moment. States can consist 
of different versions of an individual entity.  An event is the moment in time when an 
occurrence takes place.  Event causes one state to change to another. An episode is the 
length of time during which change occurs, a state exists or an event lasts. Two main 
strategies to represent multiple versions of an object are tracking the versions either at 
the level of objects or attributes. First one involves a different identifier (oid) to each 
new version and chaining the older versions to new oid.  Second one involves a single 
object identity (oid) with versions actually associated with attributes. The attributes of 
spatiotemporal objects can be categorized as version significant, non-version 
significant and invariant. The version significant attribute values are to be updated in 
non-destructive manner, the non-version significant attribute values are to be updated 
in a destructive manner and invariant attributes values are not allowed to be changed. 
Following entities are designed to address these requirements. 

1. Temporal_tab : This table stores timestamps which correspond to time at 
which change to any spatial object has taken place. 

2. Spatial_obj_tab : This table contains spatiotemporal objects with unique 
identifier, geometry and existence time which has from time(st) and to 
time(et) as attributes. It also has other attributes to indicate category and type 
of spatial object, type of change. The events and episodes or processes are 
also considered as spatiotemporal objects and stored in this table.  

3. split_tab: This composite entity is used to record splitting of any spatial 
object  into multiple objects. It has object identifier that got split and new 
object identifiers for objects derived due to split and timestamp attribute that 
records time of split. 

4. Merge_tab: This composite entity keeps the data related to merging of two or 
more objects into single object. It maintains object identifiers which are 
merged, new object identifier for object derived due to merge and timestamp 
attribute that records time of merge. The new objects created due to split or 
merge are stored in spatial_obj_tab with their new object identifiers. 

5. Geom_version : This table records geometry changes by creating new object 
identifier for each change to the geometry of the object. It has oid of the 
object changed, new object identifier and timestamp attribute that records 
time of the change.The new object is stored in spatial_obj_tab table. 

6. VsAttr_tab: This table manages version significant attributes of all objects in 
spatial_obj_tab. It has oid, attribute name, timestamp and attribute value as 
its fields. 

7. VinAttr_tab: This table manages version insignificant and invariant attributes 
of all objects in spatial_obj_tab. It has oid, attribute name and attribute value 
as its fields. 

8. Result_tab : This entity is used by analysis algorithms to store results back 
into database. This table can be accessed using OpenJump (An Open source 
GIS software) to visualize the results. 
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3   Knowledge Discovery Methodology 

3.1   Methodology 

The knowledge discovery considered in this paper includes discovering evolution of 
spatial objects with time and changes in topological relationships between pairs of 
spatial objects with time. This requires preprocessing the database objects in the given 
spatial region and mapping them to spatiotemporal data structures. The algorithms 
designed for this purpose are described below. 

3.2  Algorithms 

Algorithm 1: Tracking Spatial object or History Topology 
Input: Spatiotemporal dataset (D),Spatial Object Identifier (oid), from time(f_t) 

and to time(t_t) 
Output: The Object (oid) details changing with time. 
Method: Process(oid) 
Begin 
    Obj = getobjdetails(oid) /* connect to dataset D and get spatial object details and 

load them into variable  obj */ 
    Display(Obj) 
    If ( Obj.et  <  t_t) Track(Obj) 
End 
 
Display(Obj) 
Begin 
  If ( Obj.st > f_t and Obj.et < t_t ) 
     Print or save oid, geom, st, et, area, centroid and perimeter of Obj. The attribute 

ChangeType of Obj indicates type of change the Obj has undergone at time et. 
  Elseif ( Obj.st > f_t and Obj.et >= t_t ) 
     Print or save id, geom, st, t_t, area, centroid and perimeter of Obj.  
  Elseif ( Obj.st <= f_t and Obj.et >= t_t ) 
     Print or save id, geom, f_t, t_t, area, centroid and perimeter of Obj.  
  Elseif ( Obj.st <= f_t and Obj.et < t_t ) 
     Print or save id, geom, f_t, et, area, centroid and perimeter of Obj. The attribute 

ChangeType of Obj indicates type of change the Obj has undergone at time et. 
  Else Print “ Obj is not valid between f_t and t_t” 
End 
 
Track(Obj) 
Begin 
Next = Obj.changeType 
Switch(Next) 
Begin 
Case C: 
 Look into Geom_version table and find new object identifier (n_oid). 
 Process(n_oid) 
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Break; 
Case S:  

Look into split_tab and find list L of identifiers of objects which are result of 
split of the Obj. 

For each object identifier e_oid in L, Process(e_oid) 
Break 

Case M: 
 Look into Merge_tab and find the new object identifier (n_oid) which is the  

result of merge of Obj with some other spatial object. 
 Process(n_oid) 
 Break 
Case default: break 
End 
End 
 
Algorithm 2: Finding static spatiotemporal topological relationships between two 

objects. 
Input: : Spatiotemporal dataset (D), Object Identifier (oid1, oid2) and time (t). 
Output: Topological relationships between the oid1 and oid2. 
Method : 
Begin 

1. Access the data set and get geometry details of the given objects oid1 and 
oid2 at given time t. Create an object of type GeometryRelation class for 
oid1 and oid2.  

2. Using the methods of the class, compute topological relationships between 
the pair of objects. 

3. Display or store the results. 
End 
 
Public class GeometryRelation 
{ 
 PGgeometry obj1, obj2; 

Methods: 
 PGgeometry Union(); 
 PGgeometry Intersection(); 
 Float Distance(); 
 Boolean isintersects() 
 Boolean istouches() 
 Boolean isequals() 
 Boolean isdisjoint() 
 Boolean iscrosses() 
 Boolean isoverlaps() 
 Boolean iscovers() 
 Boolean iscoveredby() 
} 
All the methods of GeometryRelation class can be implemented using Postgis 

application programming interface. 
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Algorithm 3: Finding time-varying spatiotemporal topological relationships 
between two objects. 

Input: : Spatiotemporal dataset (D), Object Identifier (oid1, oid2), from time(f_t) 
and to time(t_t) 

Output: Topological relationship changes between the oid1 and oid2 from f_t to t_t 
Method : 
Begin 

1. Using Algorithm1,  track the objects oid1, oid2 and record all time points at 
which either oid1 or oid2 or their siblings have changed between f_t and t_t. 
Also use special data structure that manages valid identifiers of the objects 
for each of the time points. 

2. For each of the time points, create an object of type GeometryRelation class 
and use its methods to compute topological relationships between the 
relevant pair of objects which are valid for the time point. 

3. Display or store the spatiotemporal topological relationships for the given 
duration for the given objects. 

End 

4   Implementation 

The system is implemented using postgresql [5], postgis [6], Java, JDBC and 
OpenJump [7]  technologies. The object relational database is created and used in 
prototype implementation of  the system for  historical cadastral data analysis, static 
and time-varying spatiotemporal topological relationships discovery. The versions 
created due to split and merge processes or events are managed by considering each 
version as a new object. The linkage between  parent and children objects is 
maintained using  primary key foreign key relationship among the appropriate tables. 
Following is an example of  table creation. 

 
create table spatial_obj_tab(spobjid integer, category integer, st timestamp, et  

timestamp, objtype  varchar(10),Changetype interger);  
select AddGeometryColumn('spatial_obj_tab','objgeom',-1,'POLYGON',2); 
 
The sample database objects are generated using OpenJump and loaded into the 

database. The modules for accessing the database and the designed algorithms are 
implemented in JAVA. The application programming interface provided by the 
postgis is used for all geometric related computations. The modules for loading the 
results back into the database for effective visualization using OpenJump software are 
developed. 

5   Results 

Case 1: Results for History Topology: Single  Object  Varying  With Time: 

Given object Id : 91  
Starting time : 2000-01-01 12:12:12 
Ending time:2000-12-31 12:12:12 
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Output: 
The object 91 is changed to 151 at “2000-01-15 12:12:12”. Then the object 151 is 

changed to 173 at “2000-04-15 12:12:12” and the object 173 is changed to 224 at 
“2000-08-26 12:12:12”.  

 
Object Id=91: 
Ending time=2000-01-15 12:12:12.0 
POLYGON((526 411,540 420,560 420,560 400,526 411)) 
Area: 430.0 
centroid: POINT(547.2713178294573 411.72868217054264) 
Perimeter: 92.378456 
 

Object id=151: 
Ending time=2000-04-15 12:12:12.0 
POLYGON((526 411,540 420,555.6048020833342 411.7092239583335,560 400,526 
411)) 
Area: 303.14026 
centroid: POINT(544.3809692703338 410.3903727435555) 
Perimeter: 82.55591 

 
Object id=173: 
Ending time=2000-08-26 12:12:12.0 
POLYGON((526 411,540 420,555.9061650065141 417.272132796836,560 400,526 
411)) 
Area: 361.783 
centroid: POINT(545.6312040877306 411.0948951800529) 
Perimeter: 86.2675 

 
Object id = 224: 
Ending time=2000-12-31 12:12:12.0 
POLYGON((526 411,540 420,554.1993333333334 429.72733333333343,560 
400,526 411)) 
Area: 469.26666 
centroid: POINT(546.7926981736673 413.5161907152215) 
Perimeter: 99.87812 

Case 2: Results of static spatiotemporal topological relationships: 
Given Two objects 4 and 5 and timestamp as input to algorithm. It generates 
following output. 
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4 5 0 0 0 1 0 0 2000-01-08 12:12:12 
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Case 3: Results of time-varying spatiotemporal topological relationships: 
 
Given Two objects 45 and 83 and two timestamps as input to algorithm. It 

generates following output. The object changes are tracked by creating new object in 
database for each change to its geometry. 
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in
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 From time To time 

45 83 0 0 0 0 1 0 2000-01-08 
01:10:15 

2000-01-08 
09:10:15 

45 85 0 0 0 1 0 0 2000-01-08 
09:15:15 

2000-01-09 
01:10:15 

45 95 0 0 0 0 0 1 2000-01-09 
01:15:15 

2000-01-10 
01:10:15 

54 95 0 0 0 0 1 0 2000-01-10 
01:15:15 

2000-03-10 
01:10:15 

 
The algorithms can be used in applications like detection of land parcels that have 

undergone forestation, deforestation or flooding by using forest geometry or flood 
geometry objects respectively to discover their spatiotemporal topological 
relationships with the land parcel objects managed in the spatiotemporal database. 

6   Conclusion and Furure Work 

In this paper, the concepts of spatiotemporal topological relationships are reviewed 
and the design of spatiotemporal database design is discussed. The methodology and 
algorithms to discover various spatiotemporal topological relationships are described. 
The system is implemented using open source software postgresql, postgis. 
Spatiotemporal data sets are created using OpenJump. The algorithms are tested for 
their accuracy and the results of different analyses like history topology and time-
varying topological relationships for cadastral database are provided. The system can 
be extended to provide multidimensional analysis at multiple granularities and 
spatiotemporal data mining tasks [8,9] such as characterization, association  analysis 
[10], classification[11], trend prediction, clustering, outlier analysis and frequent 
pattern analysis. 
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Abstract. Over the recent years aspect-oriented programming (AOP) has found 
increasing interest among researchers in software engineering. Aspects are 
abstractions which capture and localise cross-cutting concerns. Although 
persistence has been considered as an aspect of a system aspects in the 
persistence domain in general and in databases in particular have been largely 
ignored. This paper brings the notion of aspects to object-oriented databases. 
Some cross-cutting concerns are identified and addressed using aspects. An 
aspect-oriented extension of an OODB is discussed and various open issues 
pointed out. In this paper we are using Aspect Oriented Programming (AOP) to 
enable dynamic adaptation in existing programs, to enable reusability during 
Data Base connections. We propose an approach to implement dynamic 
adaptability, reusability especially for connecting Data Base using AOP. We 
have used AspectJ; Java based language to create aspects in Eclipse supported 
framework.  

Keywords: Dynamic Adaptability, Distribution, Aspect Oriented Programming, 
Object Oriented Data Base, AspectJ. 

1   Introduction 

Aspects are abstractions which serve to localise any cross-cutting concerns e.g. code 
which cannot be encapsulated within one class but is tangled over many classes. A 
few examples of aspects are memory management, failure handling, communication, 
real-time constraints, resource sharing, performance optimisation, debugging and 
synchronisation. In AOP classes are designed and coded separately from aspects 
encapsulating the cross-cutting code. An aspect weaver is used to merge the classes 
and the aspects. Aspect-orientation appears to be following the same development 
phases as objectorientation. Introduced through object-oriented programming in the 
late 1960s (SIMULA-67) object-orientation is now employed in a wide range of 
software development activities such as analysis, design, modeling, etc. It has also 
been successfully applied in the areas of databases and knowledge-bases. Likewise, 
research in aspect-orientation is now progressing from programming into other areas 
such as specification [3] and design [7]. Its applicability in the area of databases has, 
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however, not yet been explored. Although persistence has been considered as an 
aspect of a system aspects in the persistence domain in general and in databases in 
particular have been largely ignored. This paper brings the notion of aspects to object-
oriented databases in order to achieve a better separation of concerns. Reflecting on 
the fact that AOP is not limited to object-oriented programming languages, we are of 
the view that aspects can be employed in database technology other than OODBs [17] 
e.g. relational, object-relational, active databases, etc. This will, however, form the 
subject of a future paper. The discussion in this paper focuses on extending object-
oriented databases with aspects. 

Our experience with this system have been proved that use of AspectJ [22] language 
helps to modularize the crosscutting concerns and improved the productivity, 
reusability, dynamic adaptability, maintainability and code independence in our Data 
Base Connection using AOP.  

Our paper is organized as follows. We review related work in section 2. Section 3 
we describe the AOP paradigm and the need for a distributed framework to address 
the problem. Section 4 describes Aspects in database Systems. In Section 5, we 
propose the solution framework with a case study. Try to show the Efficiency of AOP 
by CPU Profiling in section 6. Section 7, Try to show the affect of ‘Aspects’ on 
application through Eclipse’s Aspect Visualizer. We conclude the paper and future 
work in section 8. 

2   Related Work 

Although separation of concerns in object-oriented databases has not been explicitly 
considered, some of the existing work falls in this category. The concept of object 
version derivation graphs [12] separates version management from the objects. A 
similar approach is proposed by [13] where version derivation graphs manage both 
object and class versioning. Additional semantics for object and class versioning are 
provided separately from the general version management technique. [19] Employs 
propagation patterns [20] to exploit polymorphic reuse mechanisms in order to 
minimise the effort required to manually reprogram methods and queries due to 
schema modifications. Propagation patterns are behavioral abstractions of application 
programs and define patterns of operation propagation by reasoning about the 
behavioral dependencies among co-operating objects.  [21] Implements inheritance 
links between classes using semantic relationships which are first class objects. The 
inheritance hierarchy can be changed by modifying the relationships instead of having 
to alter actual class definitions. In the hologram approach proposed by [13] an object 
is implemented by multiple instances representing its much faceted nature. These 
instances are linked together through aggregation links in a specialization hierarchy. 
This makes objects dynamic since they can migrate between the classes of a hierarchy 
hence making schema changes more pertinent. 

3   Aspect Oriented Programming 

Aspect-oriented programming (AOP) [1] has been proposed as a technique for 
improving separation of concerns in software AOP builds on previous technologies, 
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including procedural programming and object-oriented programming that have 
already made significant improvements in software modularity. 

The central idea of AOP is that while the hierarchical modularity mechanisms of 
object-oriented languages are extremely useful, they are inherently unable to 
modularize all concerns of interest in complex systems. Instead, we believe that in the 
implementation of any complex system, there will be concerns that inherently 
crosscut the natural modularity of the rest of the implementation. AOP does for 
crosscutting concerns what OOP has done for object encapsulation and inheritance. It 
provides language mechanisms that explicitly capture crosscutting structure as shown 
in Fig. 1.  

This makes it possible to program crosscutting concerns in a modular way, and 
achieve the usual benefits of improved modularity: simpler code that is easier to 
develop and maintain, and that has greater potential for reuse. We call a well 
modularized crosscutting concern an aspect. AspectJ is a simple and practical aspect-
oriented extension to Java. 

 

 

Fig. 1. Weaving of Aspect on source code 

4   Aspects in Data Base System 

Aspects in a database system can be classified in two levels: 

• Database Management System (DBMS) level aspects, which provide 
features affecting the software architecture of the database system and 
allowing the tailoring of a database system architecture and features towards 
a specific system with which the database is going to work, and 

• Database level aspects, which relate to the data maintained by the database 
and their relationship, i.e., the database schema.  

We have identified a number of aspects in database systems on DBMS level by 
considering a feature as a crosscutting concern if it is spread over multiple 
subsystems, functions, and/or code modules of the database system, but performs the 
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same function, or a part of the function, in the system. Based on these criteria, we 
have identified the following aspects that provide tailoring on the DBMS level: 

• Synchronization, e.g., in a DBMS there exist many data areas spread over the 
entire DBMS that should be protected by semaphores, which can be 
encapsulated into aspects and automatically woven into the DBMS;  

• failure detection, e.g., keeping data consistent in the database requires 
employing failure detection, which is typically spread over the entire DBMS 
in order to capture failures that can occur, and therefore can be considered as 
an aspect; 

• Logging and recovery, e.g., in order to recover from a failure, logging is 
performed whenever database changes occur, and this often require logging 
routines to be spread out the entire software, and, thus, easily classified as an 
aspect; 

• Error handling, e.g., different errors that can occur in the execution of the 
database software could be detected by monitoring the execution of a program 
by an error handling aspect; 

• Transaction model, e.g., in real-time and embedded systems transactions are 
associated with different temporal properties such as deadlines and/or periods 
and these can be woven by means of aspects into a transaction model (hence, 
tailoring it to suit the needs of the underlying application); 

• Database policies such as scheduling policy and concurrency control policy, 
e.g., real-time and embedded systems require different real-time scheduling 
policies that can be plugged-in by means of aspects; and 

• Security, e.g., different encryption algorithms could be suitable for different 
database applications and these could be encapsulated into aspects and woven 
into the database to tailor it for a specific application. 

Additionally, databases can make use of so-called development-type aspects such 
as debugging, which can also be classified as a DBMS level aspect. 

5   Case Study 

After completing some preliminary work, we are connecting to data base from AOP 
by cross cutting the OOP methods at compile time and send the results at run time 
through AOP. Following code represents above all specified things. 

5.1   Reusable and Dynamic Aspect to Connect Data Base 

• DB.java 

public class db {  
 public void display(String uid,String pwd){ 
 //This method cross cut by AspectDBConnect} 
 public static void main( String args[]) { 
  Scanner sc=new Scanner(System.in); 
  db d=new db(); 
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System.out.println("please enter database user id"); 
String uid=sc.next(); 
System.out.println("please enter database password"); 
String pwd=sc.next();d.display(uid,pwd);}} 

• AspectDBConnect.aj 

public aspect AspectDBConnect{ 
// Cross cut display method of db class 
pointcut display(db d,String uid,String pwd):call(* 
db.display(..)) && target(d)&& args(uid,pwd); 
//Connection to Database and send request for display 
of desired table 
before(db d,String uid,String pwd): display(d,uid,pwd){ 
  Scanner sc=new Scanner(System.in); 
  String tbname=null; int i=0,n=0; 
DriverManager.registerDriver(new 
oracle.jdbc.driver.OracleDriver()); 
Connection 
con=DriverManager.getConnection("jdbc:oracle:thin:@loca
lhost:1521:XE",uid,pwd); 
Statement st=con.createStatement(); 
ResultSet rs=null; 
ResultSetMetaData rsmd=null; 
//request to display total tables of user  
 String tables="Select * from tab"; 
 rs=st.executeQuery(tables); 
 rsmd=rs.getMetaData(); 
 for(i=1;i<=1;i++) { 
  System.out.print(rsmd.getColumnName(i));} 
   while(rs.next()){ 
    for(int j=1;j<=1;j++){ 
   System.out.print(rs.getString(j));}} 
//Request for display specified Table details  
System.out.println("please select table name from above 
displayed"); 

tbname=sc.next(); 
 String q="select * from "+tbname; 
 System.out.println("Searching for Table"+tbname); 
 rs=st.executeQuery(q); 
 rsmd=rs.getMetaData(); 
 n=rsmd.getColumnCount(); 
 for(i=1;i<=n;i++)     

 System.out.print(rsmd.getColumnName(i)+"\t\t\t"); 
  for(i=1;i<=10;i++){ 
while(rs.next()){ 
 for(int j=1;j<=n;j++){ 
  System.out.print(rs.getString(j)+"\t\t\t"); 
}}}}} 
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In the above code, AspectDBConnect.aj is aspect oriented program, it will crosscut 
display method of db class which is specified in pointcut. Here we crosscut the 
display method of db class and add some additional code using before advice to 
implement database connection. Here we are using type 4 drivers to connect to oracle 
database.  

In the above traditional java code, we are passing data base user id and password to 
the display method. Here Aspect code will cross cut the display method and then 
passes user id and password to database by using DriverManager, Connection classes 
of sql package.  

In the Aspect code, we are selecting desire table name and then it will print total 
data of specified table. Everyone can use this aspect code by cross cutting their java 
class and then pass data base user id, password and desired table names to it. Here we 
strongly saying and practically proved that aspect support reusability as we explained 
above.  

In the below Fig. 2, Aspect code has a data base connection. Here base code means 
traditional java code. Base code reuse that data base connection which is implemented 
in aspect code by cross cutting their methods in aspect code. Aspect weaver will 
generate class file by compile both base code and Aspect code together, later that 
class file is referred as modified code. Client can use modified code without knowing 
about aspect code details. We can run base code directly. Here output of base code is 
combination of aspect code and base code. Aspect Weaver will tangle aspect code to 
base code at compile time. 

 

 

Fig. 2. Aspect with Data Base 

6   Efficiency of AOP by CPU Profiling 

In some cases, flexibility and reusability of the design comes with the price of 
decreased efficiency. At the same time, performance is often a key quality attribute of 
distributed applications. It is therefore beneficial to investigate whether AOP may 
influence performance of applications. The comparison of the differences between 
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AOP and OOP shows results that indicates influence of application quality, especially 
performance. To demonstrate this Data Base (DB) connection is applied and the CPU 
profiling data is collected. It took 13.86 ms to execute the program without AOP and 
10.25 ms to execute when AOP is applied. 

6.1   Profiling Statistics before Applying AOP 

The main method execution took 13.86 ms with one time DB connection. The below 
figure 3 shows that the complete details of the DB connection and time spent by the 
processor in each time. 

6.2   Profiling Statistics after Applying AOP 

The main method execution took 10.25 ms with one time DB connection of each 
method defined. The below figure 3 shows that the complete details of the DB 
connection and the time spent by the processor in each method. By comparing these 
two call tree graphs we can say that the code having the AOP cross cutting is more 
efficient in terms of computation power usage.  

Here, we have observed practically that execution time analysis comparison of 
Data Base Connection without AOP and With AOP by run the above code seven 
times shows in Fig 3. These both resulted has the same for memory usage. 

 

Fig. 3. Execution time analysis of Data Base Connection without AOP and With AOP 

7   Eclipse’s Aspect Visualiser 

Aspect Visualiser is an extensible plugin that can be used to visualize anything that 
can be represented by bars and stripes. It began as the Aspect Visualiser, which was a 
part of the popular AspectJ Development Tools (AJDT) plug-in. It was originally 
created to visualize how aspects were affecting classes in a project. As in Figure 4 we 
have shown the member view of distribution, tracing, and profiling aspects with class  
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Fig. 4. Aspect Visualizer member view 

AspectDBConnect in db class. Here bars represent classes and aspects in AOP code 
and black colored stripes represent advised join points in the execution flow of AOP 
code, which were matched with defined pointcuts in various aspects. 

8   Conclusion 

The use of AOP to achieve a better separation of concerns has shown promising 
results. Although some of the existing work in object-oriented databases implicitly 
addresses cross-cutting concerns, no attempts have been made to capture these 
explicitly. The novelty of our work is in extending the notion of aspects to object-
oriented databases in order to capture these concerns explicitly. We have identified a 
number of cross-cutting features and discussed how these can be effectively addressed 
using aspects. Some examples have been discussed in order to demonstrate the 
effectiveness of aspects in localising the impact of changes, hence making 
maintenance easier. We have presented an aspect-oriented extension of an object 
database which is used to prototype the various examples. The extension is natural, 
seamless and does not affect existing data or applications. Our work in the immediate 
future will focus on persistent representations of aspects and development of efficient 
weaving mechanisms. In future, we will implement autonomic web services using 
aspect oriented programming and we will also address how Agent based java program 
communicates with aspect oriented java program with web services. 

References 

1. Kiczales, G., Lamping, J., Mendhekar, A.: Aspect-oriented programming. In: Aksit, M., 
Auletta, V. (eds.) ECOOP 1997. LNCS, vol. 1241, pp. 220–242. Springer, Heidelberg 
(1997) 

2. Blair, L., Blair, G.S.: The Impact of Aspect-Oriented Programming on Formal Methods. 
In: Proceedings of the AOP Workshop at ECOOP 1998 (1998) 



 A Novel Way of Connection to Data Base Using Aspect Oriented Programming 525 

3. Blair, L., Blair, G.S.: A Tool Suite to Support Aspect-Oriented Specification. In: 
Proceedings of the AOP Workshop at ECOOP 1999 (1999) 

4. Boellert, K.: On Weaving Aspects. In: Proc. of the AOP Workshop at ECOOP 1999 (1999) 
5. Clarke, S., et al.: Separating Concerns throughout the Development Lifecycle. In: 

Proceedings of the AOP Workshop at ECOOP 1999 (1999) 
6. Pazzi, L.: Explicit Aspect Composition by Part-Whole Statecharts. In: Proceedings of the 

AOP Workshop at ECOOP 1999 (1999) 
7. Kendall, E.A.: Role Model Designs and Implementations with Aspect Oriented 

Programming. Proceedings of OOPSLA, ACM SIGPLAN Notices 34(10), 353–369 (1999) 
8. Kenens, P., et al.: An AOP Case with Static and Dynamic Aspects. In: Proceedings of the 

AOP Workshop at ECOOP 1998 (1998) 
9. Kersten, M.A., Murphy, G.C.: Atlas: A Case Study in Building a Web-based Learning 

Environment using Aspect-oriented Programming. Proc. of OOPSLA, ACM SIGPLAN 
Notices 34(10), 340–352 (1999) 

10. Suzuki, J., Yamamoto, Y.: Extending UML for Modelling Reflective Software 
Components. In: France, R.B. (ed.) UML 1999. LNCS, vol. 1723, pp. 220–235. Springer, 
Heidelberg (1999) 

11. Mens, K., Lopes, C., Tekinerdogan, B., Kiczales, G.: Aspect-Oriented Programming 
Workshop Report. In: Dannenberg, R.B., Mitchell, S. (eds.) ECOOP 1997 Workshops. 
LNCS, vol. 1357, pp. 483–496. Springer, Heidelberg (1998) 

12. Loomis, M.E.S.: Object Versioning. JOOP, 40–43 (January 1992) 
13. Rashid, A., Sawyer, P.: Facilitating Virtual Representation of CAD Data through a 

Learning Based Approach to Conceptual Database Evolution Employing Direct Instance 
Sharing. In: Quirchmayr, G., Bench-Capon, T.J.M., Schweighofer, E. (eds.) DEXA 1998. 
LNCS, vol. 1460, pp. 384–393. Springer, Heidelberg (1998) 

14. Rashid, A.: SADES - a Semi-Autonomous Database Evolution System. In: Demeyer, S., 
Dannenberg, R.B. (eds.) ECOOP 1998 Workshops. LNCS, vol. 1543. Springer, Heidelberg 
(1998) 

15. Rashid, A., Sawyer, P.: Toward ‘Database Evolution’: a Taxonomy for Object Oriented 
Databases. IEEE Transactions on Knowledge and Data Engineering Review 

16. Rashid, A., Sawyer, P.: Evaluation for Evolution: How Well Commercial Systems Do. In: 
Proceedings of the First OODB Workshop, ECOOP 1999, pp. 13-24 (1999) 

17. Rashid, A., Sawyer, P.: Dynamic Relationships in Object Oriented Databases: A Uniform 
Approach. In: Bench-Capon, T.J.M., Soda, G., Tjoa, A.M. (eds.) DEXA 1999. LNCS, 
vol. 1677, pp. 26–35. Springer, Heidelberg (1999) 

18. Rashid, A., Sawyer, P.: Transparent Dynamic Database Evolution from Java. In: 
Proceedings of OOPSLA Workshop on Java and Databases: Persistence Options (1999) 

19. Liu, L., Zicari, R., Huersch, W., Lieberherr, K.J.: The Role of Polymorphic Reuse 
Mechanisms in Schema Evolution in an Object-Oriented Database. IEEE Transactions of 
Knowledge and Data Engineering 9(1), 50–67 (1997) 

20. Lieberherr, K.J., Huersch, W., Silva-Lepe, I., Xiao, C.: Experience with a Graph-Based 
Propagation Pattern Programming Tool. In: Proc. of the International CASE Workshop, 
pp. 114–119. IEEE Computer Society, Los Alamitos (1992) 

21. Al-Jadir, L., Léonard, M.: If We Refuse the Inheritance .... In: Bench-Capon, T.J.M., Soda, 
G., Tjoa, A.M. (eds.) DEXA 1999. LNCS, vol. 1677, pp. 560–572. Springer, Heidelberg 
(1999) 

22. Clement, A., Harley, G., Webster, M., Colyer, A.: Eclipse AspectJ: aspect oriented 
programming with AspectJ and the Eclipse AspectJ development tools. Addison Wesley 
Prof., Reading (2005) 



D.C. Wyld et al. (Eds.): ACITY 2011, CCIS 198, pp. 526–535, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Enhanced Anaphora Resolution Algorithm Facilitating 
Ontology Construction 

L. Jegatha Deborah1, V. Karthika1, R. Baskaran1, and A. Kannan2 

1 Department of Computer Science & Engineering, Anna University Chennai–25 
{blessedjeny,Karthika2k6}@gmail.com,baaski@annauniv.edu 

2 Department of Information Science & Technology, Chennai-25 
kannan@annauniv.edu 

Abstract. Enormous explosion in the number of the World Wide Web pages 
occur every day and since the efficiency of most of the information processing 
systems is found to be less, the potential of the Internet applications is often 
underutilized. Efficient utilization of the web can be exploited when similar 
web pages are rigorously, exhaustively organized and clustered based on some 
domain knowledge (semantic-based) [1]. Ontology which is a formal 
representation of domain knowledge aids in such efficient utilization. The 
performance of almost all the semantic-based clustering techniques depends on 
the constructed ontology, describing the domain knowledge [6]. The proposed 
methodology provides an enhanced pronominal anaphora resolution, one of the 
key aspects of semantic analysis in Natural Language Processing for obtaining 
cross references [19] within a web page providing better ontology construction. 
The experimental data sets exhibits better efficiency of the proposed method 
compared to earlier traditional algorithms.  

Keywords: Ontology, Anaphora resolution, semantic analysis, Natural 
Language Processing. 

1   Introduction 

Semantic Analysis is a technique of relating syntactic structure inclusive of phrases, 
clauses, sentences or paragraphs. Bridging the semantic gap between heterogeneous 
systems is a prerequisite to information retrieval. The basis of the above bridge is 
found in Ontology [1][2][5]. Ontology, in simple terms is a knowledge structure 
specifying the different terms and their relationships pertained to a particular domain. 
Earlier systems performed semantic analysis with the help of ontology that consists of 
terms and relationships related to synonyms, antonyms, hyponyms, hypernyms and 
Thesaurus [3-6]. In the midst of such inventions, identifying and resolving the 
presence of anaphors and cataphora among the sentences pertained to a particular 
domain was a milestone to be achieved until 1998. Limiting our methodology to 
anaphora resolution, where the process of “Anaphora Resolution” (AR) or Pronouns 
resolution is the problem of resolving earlier reference of a phrase or a word in the 
same real-world entity and is found to be one of the complicated problems in Natural 
Language Processing [11-13]. There is a possibility that one sentence in a single 
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domain can be referred from another sentence and such kind of relationships between 
sentences is called as co-referencing relationship. Coreferencing involves the 
detection of anaphor, where it refers to word or phrase in a sentence used to refer to 
an entity introduced earlier in the discourse [13] [19] . Resolving anaphora finds the 
best place in many of the applications including information extraction, information 
retrieval, NLP applications, semantic and web ontology. The three predominantly 
occurring types of anaphora are pronominal anaphora, definite noun phrase anaphora 
and one anaphora used in different application domains. The anaphora resolution 
process relies on some of the factors like gender, number agreement, semantic 
consistency, syntactic parallelism, proximity, etc [13].  Most of the traditional systems 
attempted to resolve anaphora in a single sentence. To be very specific, the anaphora 
resolution done by those systems was predominantly intra-sentential (the antecedent 
is present in the same sentence as that of anaphor) [14]. Compound words in the input 
corpus attempt to give meaningful information in anaphora resolution. The key 
strength of the enhanced pronominal anaphora resolution algorithm proposed in this 
paper provides inter-sentential anaphora resolutions by uncovering compound nouns 
and resolving the POS for each and every word. The proposed algorithm is found to 
work better on many web input text corpus as well as standard corpus provided by 
many universities as well. The experimental result of the proposed algorithm is 
compared with some of the traditional existing anaphora resolution methodologies 
which proved to have a better performance [15].  

The remainder of this paper is organized as follows. Section 2 conducts a brief 
summary of the existing systems. Section 3 exhibits the system architecture and the 
working of the proposed algorithm. Section 4 illustrates the experimental results of 
the proposed algorithm with the comparison results shown. Section 5 presents the 
concluding remarks of the work.  

2   Related Works 

Hobbs' algorithm [16] relies on a simple tree search procedure formulated in terms of 
depth of embedding and left-right order. The tree procedure selects and replaces the 
pronouns by selecting the first candidate encountered by a left right depth first search 
for the tree. The algorithm chooses as the antecedent of a pronoun P the first NPi 
(Noun Phrase) in the tree obtained by left-to-right breadth-first traversal of the 
branches to the left of the path T. If an antecedent satisfying this condition is not 
found in the sentence containing P, the algorithm selects the first NP obtained by a 
left-to-right breadth first search of the surface structures of preceding sentences in the 
text. The algorithm is found to produce a success rate close to 80% for intrasentential 
anaphora resolution. 

Shalom Lappin and Herbert Leass [17] report an algorithm for identifying the noun 
phrase antecedents of third person pronouns and lexical anaphors. The algorithm 
(hereafter referred to as RAP (Resolution of Anaphora Procedure) applies to the 
syntactic representations generated by McCord's Slot Grammar parser (McCord 1990, 
1993) and relies on salience measures derived from syntactic structure and a simple 
dynamic model of attentional state to select the 12 antecedent noun phrase of a 
pronoun from a list of candidates . RAP algorithm concentrates more on resolving an 
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intrasentential syntactic filter for ruling out anaphoric dependence of a pronoun on an 
NP on syntactic grounds. It employs an anaphor binding algorithm for identifying the 
possible antecedent binder of a lexical anaphor within the same sentence. The 
algorithm does not employ semantic conditions or real-world knowledge in choosing 
among the candidates. This algorithm is suited for intrasentential anaphora resolution, 
which will not be the case in most of the text corpus available in the WWW. RAP is 
also not suited in identifying the exact antecedents and replaces of such antecedents 
when the noun phrase is not a single but a compound noun phrase.  The major 
limitation of the algorithm is that the performance in terms of resolving the entire set 
of anaphor is found to be very limited when the input corpus consists of a number of 
compound noun phrases, even though the algorithm employs a decision procedure for 
selecting the preferred element of a list of antecedent candidates for a pronoun. 

C. Aone and S. Bennet [18] describe an approach to building an automatically 
trainable anaphora resolution system. The authors made use of a machine learning 
algorithm and used many training examples for anaphora resolution.  This machine 
learning algorithm made use of a decision tree consisting of feature vectors for pairs 
of an anaphora and its possible antecedent. The feature vectors for the training 
samples include lexical, semantic, syntactic and positional features. The authors built 
6 machine learning based anaphora resolvers and achieved about a precision close to 
80%. However, the algorithm failed in cases when the machine learning algorithm has 
to resolve the anaphors between different sentences. The algorithm drastically showed 
lower performance when the intersentential anaphora resolution was performed.  

3   Enhanced Pronominal Anaphora Resolution Algorithm (KADE) 
– Proposed Algorithm 

The motivation of our enhanced Pronominal Anaphora Resolution algorithm KADE 
was from the theoretical background provided in the previous work done by Shalom 
Lappin and Herbert Leass [17], which was an attempt at providing the domain 
independent anaphora resolver. KADE follows the algorithmic steps similar to the 
algorithm given by the authors mentioned above with the exception that KADE 
resolves intersentential anaphors. The key power of KADE algorithm is that the 
existence of related anaphors found anywhere in the web input text corpus or standard 
corpus could be identified and replaced. Our proposed KADE algorithm, which is an 
enhancement of the previous one, is resolving the anaphors among the different 
sentences (intersentential anaphora detections). Increased efficiency in resolving the 
anaphors is obtained in this algorithm because the lexical knowledge with respect to a 
particular domain of the text corpus through Natural Language Processing is 
considered [5-6]. On performing many empirical tests on various input text corpus, 
the performance in retrieving the correct anaphors between different sentences 
(intersentential anaphors) was found to be better than many of the traditional works 
handled. Our proposed algorithm KADE however uses the output of Stanford Parser 
[21], but also found to work well on FDG parsers [22] and Charniak parsers too [23]. 
The overall architecture of the system is shown below: 
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Fig. 1. KADE System Architecture 

The input to the algorithm is any type of web input text corpus (web search 
engines) of any length. Initially, all the sentences of the text corpus are provided with 
an identification number for the purpose of easy referencing. The typed dependencies 
among the different words in the raw sentences of text corpus are resolved using the 
traditional Stanford Parser [21]. Many unwanted dependencies may exist when using 
the parser and such dependencies must be removed. The cleaning process from the 
typed dependencies obtained earlier, is done by writing specific rules for identifying 
the compound words, lemmatizing the words and removing the unwanted tags. The 
compound words in our algorithm is identified by writing the rules like, a noun 
followed by another noun and a noun prefixed by adverbial modifiers is considered to 
be a compound noun. Once, the compound nouns are identified for the entire corpus, 
the document is cleaned by just deleting the unwanted tags. The anaphors existing in 
different sentences are identified by allocating an identifier like, CC for coordinating 
conjunction, DET for determiner, JJ for adjectives, NN for noun singular, NNS for 
noun plural, RB for adverb, etc and resolving the POS for each word in the sentence. 
Such identifier allocation and POS tagging is done using the Penn Tree bank [24]. On 
completion of the execution of identifying POS tagging for every word in the 
sentence, the list of anaphors are displayed. The algorithmic steps of the enhanced 
anaphora resolution algorithm KADE follow the procedure given below:  
 
Algorithmic Procedure: 
 

Premise: Natural Language Processing 

Domain: Text Corpus 

Input: Any web input text corpus 

Output: List of Anaphors found 
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Procedure: 

Begin 

do 

{  // Step 1: Sentence Splitter 

// Step 2: Resolving typed dependencies among the raw sentences 

While (end of statement) 

{  Assign Identifier Number for each sentence 

Describe the grammatical relationships in a sentence among words (nsubj, 

nn, det, prep, etc) } 

// Step 3: Compound Nouns Identification using rules description 

For (every sentence from the input text corpus) 

{  If a noun followed by another noun then it is a compound noun 

 If a noun prefixed by an adverbial modifier then it is a compound noun 

For (every sentence after identifying compound nouns) 

{   Replace the compound nouns in input text corpus}} 

// Step 4: Resolving Anaphors among the sentences (intersentential anaphora 

detections) 

While (end of statement) 

{Identify the ID allocator and resolve POS using Penn Treebank (Stanford Parser) 

} 

End;  While (end of document)} 

4   Results and Discussions 

The basic integrated development environment was developed to test the results for 
the experimental data sets done by KADE algorithm. The experimental tests were 
done on several raw input text corpuses. The performance efficiency in terms of 
correct retrieval of anaphors from the input corpus was found to be an average of 
85%. Some of the sample data sets that were taken for the empirical tests for the exact 
retrieval of anaphors from the text corpus were Doctor Information System, Patient 
Information System, University Information System, Ontology Information Retrieval, 
etc [6]. The simplified screen shots for the algorithm evaluation are given below. 
Screen shots for a very small text corpus is shown. 
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Sample Input Text Corpus 

Every patient has a patient number. This number is used to identify the record of the 
patient. For every record there is a separate slot to hold the details of doctors who 
checked the patient and the medicines that they should take. 

 

Fig. 2. Anaphors Resolution 

 

Fig. 3. List of Anaphors Resolved 

The results of the KADE algorithm is compared with the other approaches and the 
graphical results below: 
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4.1   Result Set 1 

KADE algorithm is compared with two approaches of Java RAP and Hobb 
algorithms. The algorithms are compared for the total number of anaphors present 
against the total number of anaphors retrieved. 

 

Fig.4. Comparison Results 

4.2   Result Set 2 

KADE algorithm is evaluated against the traditional performance parameters 
precision and recall. Precision evaluates the correct number of pronominal anaphors 
retrieved to the actual pronominal anaphors present in the corpus. Performance 
parameter recall evaluates the correct number of pronominal anaphors to the guessed 
pronominal anaphors in the corpus given by the domain expert. Precision and recall 
values are formulated as given below: 

Assumption: 

Let k be the number of actual anaphors present in the text corpus. 
Let c be the number of correct anaphors obtained from the text corpus using any 
anaphora resolution algorithm. 
Let g be the number of correct anaphors given by the user, preferably a domain 
expert. 

Precision = c / k                                                          (1) 

Recall = c / g                                                              (2) 

The experimental results for different data sets, randomly collected abstract 
documents from the web engines viz. Doctor Information System (DIS), Patient 
Information System (PIS), Ontology Information Retrieval (ORS), and their 
corresponding graphical results are shown below: 
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5   Concluding Remarks 

Ontology plays a vital role in clustering the web documents semantically to enhance 
the performance of many information extraction and information retrieval systems. 
Most of the systems given in the literature survey had the potential of constructing 
ontology based on synonyms, antonyms, hyponyms, anaphors and many more. This 
paper provides an enhanced pronominal anaphora resolution algorithm based on the 
results of Stanford Parser and Penn Treebank which works well on resolving anaphors 
existing among multiple sentences. The algorithm is tested against different data 
corpuses and is found to give better precision and recall values. The performance 
efficiency of the proposed algorithm in resolving intersentential anaphors is closer to 
83%, compared to the traditional algorithms. This work provided a positive 
motivation and presents a wide research gap in the area of resolving cataphora in the 
raw text corpus which will be discussed in the future work. 
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Abstract. Spatial co-location patterns represent the subsets of Boolean spatial 
features whose instances are often located in close geographic proximity. These 
patterns derive the meaningful relation between spatial data. Co-location rules 
can be identified by spatial statistics or data mining approaches. In data mining 
method, Association rule-based approaches can be used which are further  
divided into transaction-based approaches and distance-based approaches. 
Transaction-based approaches focus on defining transactions over space so that 
an Apriori algorithm can be used. The natural notion of transactions is absent in 
spatial data sets which are embedded in continuous geographic space. A new 
distance –based approach is developed to mine co-location patterns from spatial 
data by using the concept of proximity neighborhood. A new interest measure,  
a participation index, is used for spatial co-location patterns as it possesses an 
anti-monotone property. An algorithm to discover co-location patterns are  
designed which generates candidate locations and their table instances. Finally 
the co-location rules are generated to identify the patterns.  

Keywords: Co-location pattern, association rule, spatial data, participation  
index. 

1   Introduction 

Huge amount of Geo-spatial data leads to definition of complex relationship, which 
creates challenges in today data mining research. Geo-spatial data can be represented 
in raster format and vector format. Raster data are represented in n-dimensional bit 
maps or pixel maps and vector data information can be represented as unions or over-
lays of basic geometric constructs, such as points, lines and polygons. Spatial data 
mining refers to the extraction of knowledge, spatial relationships, or other interesting 
patterns not explicitly stored in spatial data sets. As family of spatial data mining, spa-
tial Co-location pattern detection aim to discover the objects whose spatial fea-
tures/events that are frequently co-located in the same region. It may reveal important 
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phenomena in a number of applications including location based services, geographic 
information systems, geo-marketing, remote sensing, image database exploration, med-
ical imaging, navigation, traffic control and environmental studies. Some types of ser-
vices may be requested in proximate geographic area, such as finding the agricultural 
land which is nearest to river bed. Location based service providers are very interested 
in finding what services are requested frequently together and located in spatial prox-
imity. The co-location pattern and the rule discovery are part of spatial data mining 
process. The differences between spatial data mining and classical data mining are 
mainly related to data input, statistical foundation, output patterns, and computational 
process. Co-location rules[12] are models to infer the presence of boolean spatial fea-
tures in the neighborhood of instances of other boolean spatial features. Co-location 
rule discovery is a process to identify co-location patterns from large spatial datasets 
with a large number of boolean features. This paper discusses the detection of  
co-location pattern from the complex Geo-Spatial data by using event centric model 
approach. This paper is structured as follows: Section 2 discuses existing methods 
available to discover co-location pattern. Section 3 describes the model and the con-
cepts of co-location pattern mining. Section 4 includes the proposed system design and 
co-location algorithm. Section 5 deals experimental execution of the co-location algo-
rithm with the result implementation of each methodology. Section 6 summarizes the 
performance analysis and comparison our approach with the existing methods and 
Section 7 discusses the conclusions and future enhancements of the proposed system.  

2   Literature Survey 

Approaches to discovering co-location rules in the literature can be categorized into 
three classes, namely spatial statistics, data mining, and the event centric approach. 
Spatial statistics-based approaches use measures of spatial correlation to characterize the 
relationship between different types of spatial features using the cross-K function with 
Monte Carlo simulation and quadrant count analysis. Computing spatial correlation 
measures for all possible co-location patterns can be computationally expensive due to 
the exponential number of candidate subsets given a large collection of spatial boolean 
features. Data mining approaches can be further divided into a clustering-based map 
overlay approach and association rule-based approaches. Association rule-based  
approaches can be divided into transaction-based approaches and distance-based ap-
proaches Association rule-based approaches focus on the creation of transactions over 
space so that an apriori like algorithm [2] can be used. Transactions over space can use a 
reference-feature centric [3] approach or a data-partition approach [4]. The reference 
feature centric model is based on the choice of a reference spatial feature and is relevant 
to application domains focusing on a specific boolean spatial feature, e.g., incidence of 
cancer. Domain scientists are interested in finding the co-locations of other task relevant 
features to the reference feature [3]. Transactions are created around instances of one 
user specified reference spatial feature. The association rules are derived using the apri-
ori[2] algorithm. The rules found are all related to the reference feature.  

Defining transactions by a data-partition approach [4] defines transactions by  
dividing spatial datasets into disjoint partitions. A clustering-based map overlay  
approach [7], [6] treats every spatial attribute as a map layer and considers spatial 
clusters (regions) of point-data in each layer as candidates for mining associations. A 
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distance-based approach [4],[5] was proposed called k-neighbouring class sets. In this 
the number of instances for each pattern is used as the prevalence measure [14], 
which does not possess an anti-monotone property by nature. The reference feature 
centric and data partitioning models materialize transactions and thus can use tradi-
tional support and confidence measures. Co-location pattern mining general approach 
[8] formalized the co-location problem and showed the similarities and differences 
between the co-location rules problem and the classic association rules problem as 
well as the difficulties in using traditional measures (e.g., support, confidence) created 
by implicit, overlapping and potentially infinite transactions in spatial data sets. It also 
proposed the notion of user-specified proximity neighborhoods[13][15] in place of 
transactions to specify groups of items and defined interest measures that are robust in 
the face of potentially infinite overlapping proximity neighborhoods .A novel Joinless 
approach[9] for efficient collocation pattern mining uses an instance-lookup scheme 
instead of an expensive spatial or instance join operation for identifying collocation 
instances. A Partial join approach [9] for spatial data which are clustered in neigh-
bourhood area.  

Mining co-location patterns with rare spatial features [10] proposes a new measure 
called the maximal participation ratio (maxPR) and shown that a co-location pattern 
with a relatively high maxPR value corresponds to a collocation pattern containing 
rare spatial events. A novel order-clique-based approach [11] is used to mine maximal 
co-locations. In this paper distance based approach is used to find the co-location 
patterns from the spatial data. The participation index is used to prune the data to 
accept only the interesting patterns.  

3   Co-location Pattern Mining 

Mining spatial co-location patterns is an important spatial data mining task. A spatial 
co-location pattern is a set of spatial features that are frequently located together in 
spatial proximity. Spatial co-location patterns represent relationships among events 
happening in different and possibly nearby grid cells. Co-location patterns are discov-
ered by using any one of the model such as reference feature centric model, window 
centric model and event centric model. The prevalence measure and the conditional 
probability measure are called interesting measures used to determine useful co-
location patterns from the spatial data. The interesting measures are defined differently 
in different models. Our approach is to find the co-location pattern from the spatial by 
using event centric model where the interesting measure is participation index. 

3.1   Event Centric Model Approach 

The event centric model is relevant to applications like ecology where there are many 
types of Boolean spatial features. Ecologists are interested in finding subsets of spatial 
features likely to occur in a neighborhood around instance of given subsets of event 
types.  

Consider the figure 1, where the objective is to determine the probability of finding 
at least one instance of feature type B in the neighborhood of an instance of feature 
type A in figure 1. There are four instances of feature type A and two of them have 
some instances of type B in their 9 –neighbor adjacent neighborhoods. The conditional  
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Fig. 1. Event Centric Model 

probability for the co-location rule is: Spatial feature A at location l  spatial feature 
type B in 9 neighbor neighborhood is 50%.Neighbourhood is an important concept in 
the event centric model.  

3.2   Basic Concepts and Mathematical Definition 

For a spatial data set S, let F = { f1, . . . , fk} be a set of boolean spatial features. Let i 
= {i1, . . . , in} be a set of n instances in S, where each instance is a vector <instance-
id, location, spatial features>. The spatial feature f of instance i is denoted by i. f .We 
assume that the spatial features of an instance are from F and the location is within the 
spatial framework of the spatial database. Furthermore, we assume that there exists a 
neighborhood relation R over pair wise instances in S. 

Case 1: (A Spatial Data Set) Figure 2 shows a spatial data set with a spatial feature 
set F = {A, B, C, D}, which will be used as the running example in this paper. Objects 
with various shapes represent different spatial features, as shown in the legend. Each 
instance is uniquely identified by its instance-id. We have 18 instances in the database 

 

 

Fig. 2. Spatial data set 

The objective of co-location pattern mining is to find frequently co-located subsets 
of spatial features. For example, a co-location {traffic jam, police, car accident} 
means that a traffic jam, police, and a car accident frequently occur in a nearby re-
gion. To capture the concept of “nearby,” the concept of user-specified neighbor-sets 
was introduced. A neighbor-set L is a set of instances such that all pair wise locations 
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in L are neighbors. A co-location pattern C is a set of spatial features, i.e., C ⊆ F. A 
neighbor-set L is said to be a row instance of co-location pattern C if every feature in 
C appears as a feature of an instance in L, and there exists no proper subset of L does 
so. We denote all row instances of a co-location pattern C by row set(C). 

 
Case 2: (Neighbor-set, row instance and rowset) In Fig. 2, the neighborhood rela-
tion R is defined based on Euclidean distance. Two instances are neighbors if their 
Euclidean distance is less than a user specified threshold. Neighboring instances are 
connected by edges. For instance, {3, 6, 17}, {4, 5, 13}, and {4, 7, 10, 16} are all 
neighbor-sets because each set forms a clique. Here, we use the instance-id to refer to 
an object in Fig. 2. Additional neighbor-sets include {6, 17}, {3, 6}, {2, 15, 11, 14}, 
and {2, 15, 8, 11, 14}. {A, B,C, D} is a co-location pattern. The neighborhood-set 
{14, 2, 15, 11} is a row instance of the pattern {A, B,C, D} but the neighborhood-set 
{14, 2, 8, 15, 11} is not a row instance of co-location {A, B,C, D} because it has a 
proper subset {14, 2, 15, 11} which contains all the features in {A, B,C, D}.Finally, 
the rowset({A, B,C, D})= {{7, 10, 16, 4}, {14, 2, 15, 11},{14, 8, 15, 11}}.For a co-
location rule R : A → B, the conditional probability cp(R) of R is defined as 

|rowset(A)|

|B))} rowset(A   (L'  )L'  (L s.t.L'|rowset(A)  {L| ∪∈∧⊆∃∈
         (1) 

In words, the conditional probability is the probability that a neighbor-set in row-
set(A) is part of a neighbor-set in rowset(A ∪ B). Intuitively, the conditional proba-
bility p indicates that, whenever we observe the occurrences of spatial features in A, 
the probability to find occurrence of B in a nearby region is p. 

Given a spatial database S, to measure how a spatial feature f is co-located with 
other features in co-location pattern C, a participation ratio pr(C, f ) can be defined as 

)} f  f (r.  S) ̧(r |{r

|C)} of instance row ain  is(r  ) f  f (r.  S) ̧(r |{r|
) f pr(C,

=∧
∧=∧=

 

(2)

In words, a feature f has a partition ratio pr(C, f ) in pattern C means wherever the 
feature f is observed, with probability pr(C, f ), all other features in C are also ob-
served in a neighbor-set. A participation index was used to measure how all the spa-
tial features in a co-location pattern are co-located. For a co-location pattern C, the 
participation index  PI(C) = min f∈C{pr(C, f )}.In words, wherever any fea-
ture in C is observed, with a probability of at least PI(C), all other features in C can be 
observed in a neighbor-set. A high participation index value indicates that the spatial 
features in a co-location pattern likely occur together. The participation index was 
used because in spatial application domain there are no natural “transactions” and thus 
“support” is not well-defined. Given a user-specified participation index threshold 
min_prev, a co-location pattern is called prevalent if PI(C) ≥ min_ prev. 
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4   The Proposed System 

The proposed system input mainly consists of a satellite image which is processed to 
derive the co-ordinates item instances. The image is processed in Matlab where the 
instance is identified by colour identification. The co-ordinates are stored in a text 
file. The text file is processed to convert the co-ordinates into program readable for-
mat. The co-location algorithm is used to generate item sets from those co-ordinates. 
When the algorithm is applied the co-ordinates are mapped in a grid map. The dis-
tance between the instances is calculated. The 2-item sets are calculated by comparing 
the neighbouring grid spaces. The 2-item sets are pruned if patterns don’t have mini-
mum participation index. The non-pruned item sets are used to calculate the 3-item 
sets. The interesting patterns are identified after pruning depending on the participa-
tion index.  

4.1   Proposed Architecture  

 

Fig. 3. General Architecture of Proposed System 

4.2   Co-location Algorithm  

One instance of an item is compared with all the instances of other item and checked 
for neighbourhood and participation index is found out and according to participation 
index the collocation pattern is predicted. 

The collocation pattern is found out using participation index and using some prun-
ing index value and some combinations are ruled out and final list of n-item set is 
proposed and only these combinations are taken to n+1-item set co-location analysis. 
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5   Implementation and Result 

The tools used for the implementation of co-location pattern mining are MATLAB 
7.0, NET BEANS 6.1 and IE 7. The primary language of this experiment revolves 
around the largest open-source software JAVA. Hyper Text Markup Language 
(HTML) is used for displaying the result in a web browser. 

5.1   Image Processing  

In image processing we take an image which represent different objects and give it to 
MatLab for processing where each and every row is processed and different objects 
are identified and output is given to text file in raw format where x and y coordinates 
are separated by comma and each object is separated by type number. 

 

Fig. 4. Type detection 

 1. Write the coordinate vector values into temporary double  array 
2. Initialize flag array with size of temporary array 
3. for each element in first row of array 
Compare each and every element in next row 
Find different in grid coordinates 
Check if difference leads to neighbor 
Mark true in flag array if collocated 
   End loops 
4. Calculate participation index by diving number of true s by  
   total number of instances 
5. Initialize pruning index 
6. Compare participation index value and pruning index and  
  consider only the item set that are abovethe pruning index. 
7. The items that are pruned out in n-item set calculation are  
  ruled out in n+1-item set calculation 

8. End 
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5.2   Co-location Pattern Detection 

Graphical User Interface allows user to browse the raw data file which is got through 
image processing. It has a method to take raw data as input and parse the whole text 
file and get x and y coordinates along with type value and write into another text file 
in a format that can be read by main program. This snapshot reflects the results of the 
co-location algorithm by grouping into item sets. 

This is the final predictions of the algorithm after processing the coordinates to var-
ious item sets. This represents the various entities which are collocated together. 

 

Fig. 5. Grid Coordinates 

 

Fig. 6. Co-located Pattern  
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6   Performance Analysis 

Apriori algorithm generates huge number of candidate itemset to find frequent pat-
terns and also scans the transaction database number of time to calculate the support 
count of the item. Also it takes more time to generate more number of instances. Our 
Co-location algorithm takes minimum time to generate more number of instances in 
co-location pattern analysis. Figure 8.(a) and 8.(b) shows the comparison between 
apriori and collocation mining algorithm. Our approach does not need the constraint 
of “any point object must belong to only one instance” since we do not use the num-
ber of instances for a pattern as its prevalence measure. We propose the participation 
index as the prevalence measure, which possesses a desirable antimonotone property 
for effectively reducing the search space.  

 

Fig. 7. (a) 2 itemset and (b) 3 itemset  shows the comparison between Apriori and Co-location 
mining algorithm 

Morimoto [4] provided an iterative algorithm for mining neighboring class sets 
with k + 1 feature from those with k features. In his algorithm, a nearest neighbor 
based spatial join was applied in each iteration. More specifically, a geometric tech-
nique, a Voronoi diagram, was used to take advantage of the restriction that “any 
point object must belong to only one instance of a k-neighboring class set.” This algo-
rithm considers a pure geometric join approach. In contrast, our co-location mining 
algorithm considers a combinatorial join approach in addition to a pure geometric join 
approach to generate size k+1 co-location patterns from size-k co-location patterns. 
Our experimental results show that a hybrid of geometric and combinatorial methods 
results in lower computation cost than either a pure geometric approach or pure com-
binatorial approach. In addition, we apply a multi resolution filter to exploit the spa-
tial autocorrelation property of spatial data 

7   Conclusions and Future Enhancements 

In this paper, we have discussed different approaches used to find the co-location pat-
tern from the spatial data. We also have shown the similarities and differences between 
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the co-location rules problem and the classic association rules problem. A new interest 
measure, a participation index, is used for spatial co-location patterns as it possesses an 
anti-monotone property. The new Co-location algorithm to mine collocation patterns 
from the spatial data was presented and analyzed. In future, the collocation mining 
problem should be investigated to account categorical and continuous data and also 
extended for spatial data types, such as line segments and polygons.  
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